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Preface

After the 2nd International Conference on Vehicle and Automotive Engineering,
there was a need to organize the next one. There were over 150 thousand down-
loads from the Springer Web site. Unfortunately, the COVID-19 crisis made it more
difficult. Finally, we decided to organize an online conference to avoid any danger
with COVID-19.

The production of the automotive and vehicle industry and its component sup-
pliers, manufacturer of machines and equipment, and the connected mechanical
engineering and process engineering industry have increased greatly in the last
decades. The quick transportation of persons and goods is more and more impor-
tant, as also the quick production of the vehicles. People would like to reach the
destination as quickly as possible. This is the case in Hungary, where the
improvement of car and vehicle industry was great in the last decades. Great car
producers settled here like Mercedes Benz, Audi, Suzuki, Opel and small and
medium enterprises connected to car element production have developed greatly.

The aim of the 3rd International Conference on Vehicle and Automotive
Engineering at the University of Miskolc, Hungary, is to provide a good oppor-
tunity for the discussion of professional topics in this field for both academic and
industrial experts. The online version of the conference makes it possible to avoid
any danger with COVID-19.

The main requirements for cars and car elements are safety, manufacturability
and economy. Safety against different loads such as permanent and variable actions
is guaranteed by design constraints on stresses, deformations, stability, fatigue,
eigenfrequency and noise, whereas manufacturability is considered by fabrication
constraints. The economy is achieved by minimization of the cost.

The main topics of the conference are as follows:

• Alternative powertrains & Autonomous vehicles
Hybrid vehicles, Electric vehicles, Fuel cell vehicles, Autonomous & connected
vehicles, Artificial intelligence, Internet of Things (IoT), Applications in Smart
Cities, Future Trends and Emerging Technologies
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• Materials & Manufacturing
Advanced materials and innovations in manufacturing; Metal parts forming,
joining and casting technologies; Coating, wear, corrosion protection and
surface engineering; Fatigue, fracture, failure and testing of materials and
structural parts; Prototype building; Flexible processes.

• Sustainability & Logistics
Standards and regulations; Design for environment; Virtual design and testing;
Inspection and maintenance; Life cycle assessment; Recycling; Supply chain
and logistics.

• Design & Noise
Geometric modelling; Design and reconstruction of vehicle structures, and
surfaces; Evaluation and correction of vehicle surfaces; Computer graphics and
image processing in visualization and design; 3D printing and prototyping in
vehicle development; Engine noise and tyre noise; Other sources of noise;
Measurement techniques, simulation and analysis.

• Optimization
Topology optimization, shape optimization, sizing; Optimization methods, cost
calculation.

• Welding
Different welding technologies; Application of ultra-high strength steels;
Application of welding in vehicle industry.

It is a great pleasure to organize this conference, to give participants opportunity
to show and discuss the new research results online in a friendly atmosphere.

The organizers wish all participants successful online meetings to collect new
ideas and get new acquaintances.

Károly JármaiAugust 2020
Katalin Voith
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Target for Autonomous Emergency Brake
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Abstract. Rear-end collisions expose a significant part of all crasheswith injuries.
The driver assistance autonomous braking function intends to mitigate the effect
of the rear-end collisions. Usually, the terminology refers to this function as AEBs
(Automated Emergency Braking system). The goal of this assistance to prevent
accidents in emergencies where detection-based emergency braking intervention
is activated automatically without the driver’s operation. For testing of these func-
tions dedicated target test tools are used which allow tests without considerable
damage on the vehicles. There are several available devices today for this purpose
which have a significant purchase price and these targets normally can be used
in daytime conditions. Since during these investigations of AEB performance,
harsh impacts can occur the target has to be robust to endure them. With the help
of a comprehensive overview, we are investigating the current test procedures
and benchmark actual used test tools for car to car rear-end collision situations.
Based on this specification a brand new prototype target has been manufactured.
In addition, a unique feature - not included in officially approved targets - has
been mounted such as tail-lights and brake lights that extends the possibilities of
the test conditions. The purpose of this paper is to present a realistic target that
is suitable for night tests and has a tough construction for long term usage and is
at the same time a cost-efficient solution. This article demonstrates the developed
test target compliance with our requirements defined by us based on inputs com-
ing from industrial experiences, furthermore has to be proved by more different
tests in both day and night conditions too. So far the industrial AEB test protocols
contained only daylight tests but with the usage of this target, we had the opportu-
nity to investigate AEB performance under limited vision condition which is a big
challenge for cameras. The tests were executed with different types of passenger
vehicles. The research also points to improvement opportunities based on these
test results.

Keywords: Target development · Rear-end collision · Automated emergency
braking system · Testing under night condition
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K. Jármai and K. Voith (Eds.): VAE 2020, LNME, pp. 3–17, 2021.
https://doi.org/10.1007/978-981-15-9529-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9529-5_1&domain=pdf
https://doi.org/10.1007/978-981-15-9529-5_1


4 M. Pataki and Z. Szalay

1 Introduction

Large-scale segment of the automotive design activities focuses on the development and
testing of state of the-art vehicles equipped with Advanced Driving Assistance Systems
(ADAS) and autonomous vehicles appearing in the future.

Currently available vehicles on the market possess automated features that corre-
spond typically to SAE classification Level 2. This means the vehicles belong to the
Level 2 support the driver in lateral and longitudinal control e.g. steering and accelera-
tion/braking intervention. One of the first such ADAS was the Automated Emergency
Braking system (hereafter referred to only as AEBs).

The majority of the traffic crashes is the rear-end collisions of a car to car interac-
tions. According to the statistics of NHTSA the rear impact account for about 29% of
the crashes with injuries or fatal accident while it is slightly more than 15% of them in
Hungary. Other researches emphasized that the causes of these rear-end impacts are sta-
tionary vehicles, the moving forward vehicles with constant speed or the slowing cars.
80% of these crashes occur with stopped vehicles furthermore the study highlighted
that these incidences happen with day-light and dry conditions on straight roads. Other
research done by Volvo shows that rear-end collisions account for 20% of accidents with
fatal injuries inWest Europe. These statistics clearly show the relevancy of these scenar-
ios thus several decisive independent organizations have begun testing these functions
preventing these risky events [1–3].

In the years after 2010, vehicle developers have begun to put a lot of effort into
developing such AEBs systems to avoid these accidents. Nevertheless, for a long time,
there were not any procedures that would have standardized the examination of these
functions to some degree. First, an independent organization, Euro NCAP, started devel-
oping test scenarios and evaluation procedures for testing these active safety systems.
The organization began publishing the first testing and assessment protocols related to
AEBs in 2014 after almost two years of preparation and study process involving key
players dealing with these functions. In this year, the first target dummy test equipment
was released and approved by Euro NCAPwhich can surrogate the other real participant
of these rear-end crash situations [4]. According to Euro NCAP’s real-world perfor-
mance results show that these systems can decrease passenger vehicle accidents by up
to 27% [4].

Since these assistance functions present already for a couple of years so more state-
ments are available which can provide an approximate picture based on experiences
about the performance and positive effects of these functions. The results show that
FCW (Forward Collision Warning) functions is capable of itself to decrease rear-end
crashes by 23%, while FCW completed with AEBs reduces them by 39%. The rate of
rear-end crashes with injuries decreases by 42%with FCW and AEB combined function
[6].

As there are only a few target device developer companies in the market so it is not
surprising the relatively high purchase price and circumstantial support andmaintenance
service in this segment. In the following, this paper presents the development of a solution
in detail that is significantly cheaper than industrial devices available on the market and
meets the requirements of industrial test procedures. In order to get the inputs to the
design process, it is essential to review most of the test scenarios defined by the industry
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and map out the competitor’s solutions on the market. When setting requirements, extra
features are also defined that increase applicability and make the dummy tool even more
realistic in terms of perception issues.

2 General AEB Test Procedures

The OEM and Tier supplier companies with development and testing capacity intend
to test not only according to their protocols but they also prefer procedures from other
independent organizations especially test scenarios defined by Euro NCAP. There are
some other AEB protocols released by other international organizations e.g. ISO (Inter-
national Organization for Standardization), SAE (Society of Automobile Engineers), or
the UN ECE but considered the protocols definitely the scenarios published by Euro
NCAP are most precise and elaborated descriptions. Furthermore, the feedbacks from
the automotive industry unequivocal show the importance of Euro NCAP test scenar-
ios. At the beginning this organizations started to assess the safety performance of the
brand-new cars on the market only from the passive safety point of view e.g. crash tests,
seat belt and whiplash effect but in the last 6 years implemented examinations and rates
the performance of these passenger cars from active safety aspects as well. Besides this
organization, there are two other relevant associations that have begun such tests of cars.

However, the newest test protocols related to AEBs are expanded with new basic
emergencies in which the VUT’s turning path is crossed by other participants e.g.
approaching target vehicle from the oncoming lane. This newest protocol has only this
case belonging to the non-rear collision situations within the group of AEB car-to-
car scenarios. Generally, the available test procedures determine such situations which
require other vehicles in the same lane or path in front of VUT (Vehicle Under Test) i.e.
tested vehicle. The ISO standards have some basic scenarios with two traffic vehicles but
only one vehicle moves in front of our VUT, so only this traffic actor has to be replaced
by a crashable dummy target vehicle. ISO published two distinct standards to investigate
the AEBs and FCWs but the scenarios are very similar. ISO 15623 was named “Forward
vehicle collision warning system” which does not contain only the test execution but
defines requirements for the operation of ADAS function. The ISO 22839 is about the
AEBs, which named as “Forward vehicle collision mitigation system” similarly to the
other ISO standard that is dealing with the required operating parameters of the function
[7, 8].

The American IISH is also an NCAP member owning also protocols to test the rear-
end situations but its proposal relates to the American sold cars. It requires just slightly
different scenarios where the passenger vehicles are observed such a rear-end situation
where the other target vehicle is a static object and the test runs are executed only at
speed of 20 and 40 km/h [9].

Regulations described by UN ECE is more than a simple proposal or standard com-
pare to the description defined by SAE or ISO [10]. The newest vehicles placed on the
market in certain countries in which these regulations have been applied must be tested
according to this regulation. In this year will be released the UN ECE Regulation 152
related to testing of AEBs. The draft of this new protocol is already available and already
clear what scenarios are expected. Previously a very similar test description was pub-
lished under Reg. 131 but it applies only to heavy-duty vehicles. The UN ECE Reg. 152
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requires a “Warning and activation test with static vehicle target” and a similar scenario
with a moving vehicle. In the first case, the VUT has to be driven at various speeds of
20, 42 and 60 km/h and in case of moving target the VUT’s required velocity is at 30 and
60 km/h while the target device has to be moved at speed of 20 km/h. NHTSA Ameri-
can organization has also studies and researches to observe these ADAS functions. We
summarized shortly the speeds, accelerations of the actors during scenarios with static,
moving with constant speed and decelerated target by the scenarios [11–13].

Table 1. Relevant rear-end collision test scenarios

Category Euro NCAP UN ECE ISO  IIHS 

Static

Moving 

Braking 

VGVT = 0 km/h 

aGVT = 0 m/s2

VVUT = 20-80 km/h

VGVT = 0 km/h 

aGVT = 0 m/s2 

Headway=150m, 200m 

VVUT = 20,40 km/h

VGVT = 0 km/h

aGVT = 0 m/s2

VVUT = 20,42,60 km/h

VGVT = 20 km/h

aGVT = 0 m/s2

VVUT = 20-80 km/h

VGVT = 50 km/h

aGVT = -2 m/s2,-6 m/s2 

Hedway=12m, 40m 

VVUT = 20-80 km/h

VGVT = 20 km/h

aGVT = 0 m/s2

VVUT = 30,60 km/h

VGVT = unk 

aGVT = unk 

VVUT =unk

VGVT = unk 

aGVT = unk 

VVUT =unk

VGVT = unk 

aGVT = unk 

VVUT =unk

As shown in Table 1, the EuroNCAPhas themost test-cases and the biggest ranges of
speed from VUT point of view. Considering the requirements and the conditions related
to the weather, test track, preparation of the VUT, measurement, tolerances and the
description of the test execution the Euro NCAP requires the most stringent conditions.
The Euro NCAP makes a specific recommendation for the target equipment which is
approved by the organization. For the official Euro NCAP testing, all the conditions shall
meet the requirement.
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3 Test Targets Available on the Market

The first approved target used for rear-end collision tests was the EVT (Euro NCAP
Vehicle Target) developed by ADAC in 2013 [14]. The usage of the equipment started
in the following two years but nowadays the recommended tool according to the latest
updated protocol is the GVT (Global Vehicle Target) [15]. The EVT is a towed target
concept, which represent only the relevant backside of the target while the GVT takes
the shape of a full passenger car represents a Ford Fiesta [17]. The EVT’s target is an
inflatable balloon car with the appropriate reflective strips and trihedral corner reflector
which is mounted to a base profile of the target balloon body which can roll out in
case of undesirable impact along with the towing ladder frame structure. Originally the
connection between the ladder frame and the target is solved magnetic pairs. According
to the feedback from automotive partners, the magnetic surface quickly contaminated
by sweepings or iron filings and afterward they can no longer lock which would be
necessary to resist the momentum originated the braking of the towing vehicle. The
Euro NCAP protocol requires two different target decelerations (2 m/s2 and 6 m/s2)
and for purpose of the adjusting the resistance of the lock the gap should be modified
with adding or removing the magnetic slabs [14]. So it can work between a well-defined
discrete range hence it is slightly onerous to test with on-demand any decelerations.
The GVT is a much more sophisticated solution for testing usable even for customized
complex maneuvers not only rear-end impact scenes. The target part itself built from
foam panels with the appropriate reflection and these are covered by a foam shell layer
with printed images represent a Ford Fiesta. In order to move the desired path, a self-
propelled platform is used with trajectory following capability, which can withstand
driving even up to 30 tons truck. Through its low profile, it produces reduced disturbing
reflection. There is already a standard for this device and Euro NCAP also defined a
technical specification for this type of solution. After the appearance of this concept
on the market, a study was published with the goal to investigate the characterization
of reflectivity and the geometry. During this research, the researchers pointed out the
effect of the wear resulting from 100 collisions. They investigated the “Soft 360 target”
developed by DRI and distributed also by AB dynamics Ltd and another very similar
target with the name of “4Active-C2” produced by 4Active systems [19, 20]. The results
of the experiments highlighted that the 100 collisions executed at speed of 50 km/h
had a greater effect on the change of the geometry than the reflectivity. In more cases,
the geometry deviations exceeded the 10 mm, which is grater then the standard would
require mentioned already previously [21].

In case of the “Soft 360 target” to better radar signature the radar reflective parts
were hidden in the bumper, the doors and the bonnet, in addition, the license plate was
printed on the reflective layer as well as in the solution developed by 4Active systems.
In these self-propelled solutions, care must be taken to eliminate the reflections of their
lower profile propulsion systems. In order to reduce this irregular reflection, they apply
a coverage of the platform around with a skirt made from radar absorber material. In
concept of “Soft 360 target”, each element is fixed to the platform via Velcro while
the product of the 4Active system is solved with the help of zippers and fasteners.
Both manufacturers have their own self-driven platforms with similar capabilities, just
like the UFO platform developed by the Austrian company Humanetics Austria Gmbh.
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Overseas the NHTSA initiated to develop an own so-called SSV (Surrogate Strikable
Vehicle) target which is a towed concept as well as the EVT [22, 23]. The difference
between them is the target itself. The SSV made from carbon-fiber formed as a shell
figured Fiesta unlike the other balloon EVT which has a printed vinyl shows a VW
Touran picture [24, 25].

Fig. 1. Available targets on the market

The SSV’s target form is the exact copy of a real Ford Fiesta which is mounted with
a flexible foam bumper to attenuate the effect of the impact as the left bottom corner of
the Fig. 1 shows. This product primarily used by NHTSA’s labs. The shell shape target
part of the device is mounted on a rolling cart which is covered by radar absorber foams.

There are some other developments or own solutions developed by the company
for internal usage which are not officially approved but suitable for internal or pre-
tests. One of this kind of development is published in Michigan, they created a foam
car with sedan-shape design. In this concept, they applied mostly polystyrene which is
intended to give the rigidity besides that it is also used to shield the reflective parts of the
towing module. In this target were built other two softer foams into the bumper for the
damping of collision and the bumper was covered with a polyurethane sheet plate. For
the appropriate reflection, the colleagues of their radar team proposed to use 2 pieces
trihedral corner reflector behind the tail-lights and the place of the rear wheels and an
extra corner reflector was located above the registration license plate. All of the reflectors
were manufactured with a 3 cm long inner-edge. In addition, they glued a further 4 cm
width reflective aluminum strip behind the polyurethane cover of the bumper [22].

During another notable development was produced from an open-cell foam slab
represented a Hyundai Sonata passenger vehicle. They covered the slab with a printed
foil and simulated the tail-lights with retroreflected glued stickers. In order to achieve
a good reflection for radar sensing two pieces 15 cm × 130 cm laminated PVC strip
(Energy shield 200 oz) were mounted under the outer layer in two different height
(55 cm and 88 cm). They located two radar corner reflectors with different dimensions
(4 cm and 20 cm) and observed the effect for the sensor of a Toyota’s AEBs. During the
experiment, they also operated with changing the contrast of the contour edges for the
camera sensing. For this purpose, they glued white and back strips around the contour
of the slab. The best combination contained the larger corner reflector and the normal
contrast settings without additional strips [26].

There are several different targets available on the market, these are typically foam
panel built or inflatable balloon devices. These can be used typically limited way due to
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their reflectivity properties furthermore because these devices aremostly static placement
objects [27, 28].

4 Advanced Test Target Requirement

The Euro NCAP the ISO and the UN ECE have an exact specification for the target to
be used during the test. The ISO and the UN ECE refer to the same ISO 19206 standard
which describes the required technical parameters. The specification of this standard
covers the following properties: color, radar reflection, vehicle category, stability during
wind.

In terms of the color, this standard required lighter color like grey or white but the
point is that the target has to be well contrasted to the ground. According to the standard,
the target has to posses further design features like reflective elements representing tail
lights and registration plate. For windy conditions, the standard requires avoiding the
flutters at a target speed of 50 km/h and a side wind up to 10 m/s. Regarding the dynamic
parameters during testing the device has to be suitable up to 50 km/h towing speed and
maximum 6 m/s2 deceleration in braking scenarios. The contour and the shape have to
represent a B category i.e. small car (like Ford fiesta or Opel Corsa) or C category i.e.
a medium car (like Opel Astra, VW Golf or Ford Focus). In terms of radar reflections,
it requires two different values for the rear bumper and one other for the rear axle. The
total radar cross-section of the bumper has to be 30 m2 while the reflector in the rear
axle location has to have 20 m2. Within this, it is also recommended by the standard that
a 1,5 m wide bar with 20 m2 and trihedral corner reflector located in the center-line of
the bumper resulting the remaining 10 m2 radar cross-section. In the standard, there is
a requirement for the radius of the arc of the bumper which has to be 5m.

The Euro NCAP defines their EVT and GVT within its own protocols or technical
bulletin documents. The specification of the EVT gives a proposal for an exact trihedral
corner reflector with 55 mm edge-length. Besides the dimension of the reflector, it pro-
vides suggestions to locate it in vertical and horizontal directions. The same information
is available for the reflective strips within this protocol. The outer shell is vinyl made
from PVC with printed design elements like a back window, tail-lights, and registration
plate.

Such as the most available devices on the market, they have only passive tail-lights
which are in the best case mounted with reflective strips or in the simplest cases only
painted design elements which are not suitable to use them under dark condition. For
this reason, we lay down the need for an active rear light as a requirement, which also
must possess an extra brake light function during deceleration scenarios.

In accordance with the test cases presented above, we defined the following criteria:

• The target shall be impactable at relative speed of 50 km/h
• The target shall be moveable at least 50 km/h speed
• The target shall have white or grey color
• The target shall have 3 trihedral corner reflectors, two of them shall be located in the
position of the rear axles on both side the third will be mounted in the bumper. The
bumper shall have a bar in horizontal direction.
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• The target shall be covered by vinyl and have a back window with seats and silhouette
of the headrests.

• The target shall have an additional option to activate real tail-lights with brake light
feature for night scenarios.

• The target has to be able to withstand at least 30 impacts without significant damage

5 Design

Under the design process, we had to determine the basic concept with the way of the
target movement and the solution which makes it enough sturdy and durable to bear the
impacts. While the detailed design processing we had to calculate and simulate certain
solutions. Firstly, in this chapter, the basic concept will be presented which can fulfill the
defined requirements listed above in the previous chapter and after that, we summarize
the design of each most important part.

5.1 Concept

Since our goal is the realization of a cost-efficient durable target for rear-end impact
testing furthermore our purpose is an elaboration of concept which restricts the chance
of failure to simply reparable mechanical issues so the last closing results become our
final proposal. Our approach is to implement a device that is easy to use as a hatchback,
combi or MPV category vehicle. In order to solve this multi-usage functionality, we
conceived a concept that has a base in the structure all the time and top of that it has
a swappable foam part shapes the form of the vehicles category mentioned above. To
move the target a towing ladder frame part was designed mounted with hitch coupler
to join the towing vehicle. The ladder frame must be enough narrow and low so that
the vehicle could take the ladder frame between the two wheels in case of overrunning.
Basically, the towing vehicle controls the target speed via the connection between the
ladder frame and target which joint has to be able to unlock in case of impact before it
would cause any damage to the target. For realistic visual and radar purposes, we had
to ensure the appropriate real outlook and the well-defined radar reflective material and
items within the target with the proper dimensions (Fig. 2).

Fig. 2. Concept of the new target device
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5.2 Design of Details

Towing Ladder Structure
The requirements of the towing part of the system are the length, the height, thewidth and
the appropriate rigidity. In terms of length, we must define enough long ladder frame in
order to exceed the brake distance in case of maximum VUT speed which could be even
80 km/h. To determine the brake distance, we simulated the worst case when the VUT
approaches the target at speed of 80 km/h and applies a maximum braking after reaching
the target. We executed the simulation with Virtual Crash 3 simulation software. For
better visualization, we modelled and imported the simplified 3D model of our concept.
Finally, we determined a 30 m long ladder towing part divided into 6 m long parts
because it can be transported on a trailer. The illustration of the simulation is shown in
Fig. 3.

Fig. 3. Simulation to determine the necessary length of the ladder structure

Besides the dimension of the ladder must be enough narrow and low in order fitting
under most serial passenger vehicles. The rigidity and the rolling wheels, which underset
the frame itself are also essential parameters which ensure the ground clearance and the
stability of the system. For this purpose, we had to mount the sufficient bracing and
casters on the proper position determined by FEM simulation. During the design of the
ladder frame, FEM simulations were run to optimize the number and length of the brace
insert to frame structure reducing the detection. The final frame of the towing structure
is shown in Fig. 4.

Target Device
The structure of the carrier has to be enough robust to cope with all of the force effects
come from the impact of VUT. The carrier part of the target is the basic frame. We built
up the body of the target on this frame. The key role of this carrier to be led by the
ladder in straight ahead when the target gets shoved away by a VUT. Horizontal spring
pre-tensioned casters guide the carrier in the straight direction in order to reduce the
friction between the ladder and the carrier. To avoid the damages, we designed an unlock
mechanism pulled by a sliding bumper thus securing that the target itself is released
before the peak force would push ahead carrier. The carrier part must be sufficiently
rigid to withstand the load from the body of the target and the dynamic effects come
up during the collision. We used the results of simulation composed in Virtual Crash
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Fig. 4. FEM simulation to optimize the rigidity and the number of the casters

simulation tool. We had to design mechanisms, which ensure that the already pushed
unlocked bumper not slide back and release down the latch of the lock resulting a sudden
stop of sliding. We succeed to solve this problem with spring-tensioned part rolling a
predefined ramp withstand to slide from the effect of impetus. The main mechanisms of
the target shown in Fig. 5.

Fig. 5. The major parts of the target device

The target body with the covering is responsible for the representation of a real
passenger vehicle. In addition to being similar to a real car, it must be protected from
the damage of the VUT and target itself. For this purpose, we defined a sufficiently
elastic material for the body part, which is low-cost EPS (Extruded Polystyrene) material
available direct from the market. No false reaction could come back from the structure
of the carrier so that we needed to shield all of the reflective parts e.g. steel parts. For this
purpose, we had to attach an absorption material layer on the back of the target creating
a pure reflection free surface. After this, the implementation of real radar reaction is the
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objective. According to the literature, a tetrahedron shape radar reflector can result a real
passenger car radar cross-section. The other researches provided recommendations for
the exact location of the reflectors so we placed these corner reflector on the back outer
surface of the target 60 cm in height.

For the optical compliance, we designed and covered a vinyl shell from PVC to
provide a real car design. The basic shape was formed out from the damping foam body
material and the printed tilt give a proper appearance. Finally, we provided two options
for design, one of them represents a sedan shape the other ensures anMVPcategory target
shape. In order to change between the designs the only operation that we have to do is to
swap the cover tilt and back foam layer attached to themain EPS foam body. Considering
the improvable options to enhance the better visual perception we defined neutral look
for with white base color. The design includes a real registration number plate. For the
correct radar reflection, we needed to design the appropriate edge length of the corner
reflector. Based on the technical description of the target in the Euro NCAP protocol
recommended a trihedral corner reflector with 55mm edge-length. According to the ISO
22839 there is an equation to determine the geometry dimensions of a reflector which
provides a real car size reflection. For verification of 55 mm edge-length, we executed a
check calculation for the necessary dimension. As the result came into harmony with the
recommended value, we considered acceptable this edge-length. This radar reflectors
have been inserted to the place suggested previously above. Besides the reflector, further
two reflective strips have been bounded on the outer layer of the body plate which
fosters not only the visual sensing but it can improve the radar result as well. To increase
applicability we designed a dedicated circuit for the lights. The objective was that we
achieve a system, which can be triggered by the deceleration of the towing vehicle. Our
first solution was to implement a micro-controller with accelerometer sensors and we
tuned the sensor to trigger a relay if the deceleration reaches a customizable value. We
were able to tune the lower and upper limits of the deceleration. But it did not prove
reliable due to the shock effects, and manual shifting of the towing vehicle, etc. So we
applied a change in the concept we connect directly to the towing vehicle’s electricity
socket belong to the hook. The tail-lights can operate via simple switch default way
on demand but the brake-lights operate in accordance with the applied braking of the
towing vehicle.

Costs were calculated according to a simple method since it is the development of
a prototype device. Besides the material and commercially available items we added an
estimation manufacturing costs multiplied by the overhead cost and the spent time of
manufacturing respectively, like cutting, grinding, milling, drilling, and welding. The
total cost does not exceed the 2000 e.

6 Tests

First of all, we investigated the towing capability of up to 80 km/h. While towing the
construction we measured the lateral deviation from the defined path. We checked the
traipse of the towed structure with a flying drone. Themaximum deviation not exceeding
the required 0,1 m as shown in Fig. 6. Afterward, we accomplished brake tests to prove
that the target does not roll forward even from the effect of its inertia. We applied a
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6 m/s2 speed reduction. The un-lock mechanism remained locked during the braking.
The subject of the following observation was to monitor the operation of the un-lock
mechanism as a response to the impact.

Fig. 6. Towing testing: only towing and the braking to observe the lock system

We impacted the target step by 10 km/h incremental steps up to 50 km/h relative
impact speed. In every case, the lock released the ladder frame and withstand the heavy
impact without any damage. We plan to carry out 30 impacts in 6 series. So within one
series, we crashed it at speed of 10, 20, 30, 40 and 50 km/h. It is illustrated in Fig. 7.
Finally, before we would have started the last round in the 4th round we suffered some
damage in the construction of the left side tensioning spring module. Nevertheless, we
were able to continue the test after a relatively minor repair.

Fig. 7. Collision tests

The next completed examination focused on the compliance of the reflection. We
implemented the tests with two different cars equipped AEB systems. One of them
detected and provided feedback about the target the other one in some cases did not give
any response while approaching the target. The implemented test procedures depicted
in Fig. 8.

To observe the tail- and brake-light functionality we organized a test during night
condition. Criteria was that the luminosity shall be less than 1lx. We used the target with
default tail-lights switched on. The brake-lights was triggered by the towing vehicle.
The lights of the target can be switched off and removable and the users can use only a
simple reflector instead of the active lights. The summary of the night test is in Fig. 9.
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Fig. 8. AEB tests to investigate the perception of relevant properties

Fig. 9. Extra tail and brake light feature test under night condition

7 Conclusion

During this investigation, we explored that industrial test procedures that are focusing
AEB driver assistance systemsmitigated on the rear-end collision situation. These inputs
were an essential aggregation for the requirement list of the development furthermore we
extended this information with experiences from papers and studies of the concurrently
available products on the market. The goal of this comprehensive development process
was that to implement a target device, which can fulfil all the major requirement of the
relevant standard, in addition, could provide an extra feature make it possible to test dur-
ing night condition. Finally, the produced tool became an order of magnitude cheaper
than the reviewed other products on the market. We can mention a weakness of this
concept is the side tensioning spring module which should be strengthened and the other
disadvantages of this concept are that it is still just a prototype and not ready to manufac-
turemore pieces within a short time because this studywas not focused on themachining
tasks. For the better observation and understanding supposed to use methodology with
electronic EDR placed in the VUT often used by accident reconstruction analysis. For
better observation and understanding of the impact suggested applying thatmethodology
with electronic EDR placed in the VUT often used by accident reconstruction analysis
[29, 30].
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Abstract. Development in the field of autonomous vehicles has been rising over
the past decade. Most autonomous driving systemsmust be able to perform a wide
variety of tasks, such as driving across an intersection, following another car, or
negotiating complicated city streets.

Even though these seem to be complex problems, they can be further decom-
posed into three major fields of development. Detection, where the car first has
to observe the different objects in its environment. Decision making, as the car
has to have a high-level strategy based on the detected objects, deciding where it
wants to go, and identifying obstacles to avoid. Finally, the actual control values,
the needed vehicle speed and steering angle value have to be defined, so the car
can actually perform according to the high-level decisions.

Current work presents possible control methods for trajectory tracking of self-
driving cars. At first, a proper mechanical model, the well-known bicycle model
is demonstrated. While this model represents the behavior of a vehicle within
a linear range, the added effects of different tire models are also shown. The
model is transformed into a state-space with distance and angular deviation from
the trajectory as state variables. This form of the bicycle model can be used for
controller design.

Four different control methods are presented, the Stanley controller, that won
the DARPA Challenge in 2005, the first competition where driverless cars were
competing against each other. A linear quadratic regulator (LQR), a model pre-
dictive controller (MPC) and a model predictive controller with input and state
constraints. By testing the implemented controllers with the described model it is
shown, that although the LQRmethod seems to be the one with the best dynamics,
the constrained MPC can handle the proposed task more robust, as we can be sure
that the calculated values by this method can be realized by an actuator.

Keywords: Autonomous · Car · Driverless · Trajectory · MPC · LQR

1 Introduction

Studies about autonomous vehicles have started around the nineties and their number
has been growing ever since. We can see the technology to appear in our every-day’s
personal vehicles, enough if we just take a look at the current ADAS systems like
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lane departure warning system, anti-lock braking system, blind spot monitor, automatic
parking, and the list just goes on [1]. The final goal of the development is clear: making
a fully autonomous (level 5) car, that can navigate itself on the roads without any kind
of human surveillance [2].

This task can be divided into two separate subtasks: perception, and actuation. First,
the car has to get some knowledge about its surroundings, then it has to make a decision,
to give command signals to the actuators. The current study focuses on the second part
of the task. We consider a given trajectory [10], that the car must follow. This can be
done in different ways for different circumstances. For lower speeds, when the car’s
behavior can be estimated with linear models the solution might be easier, but if we
aim for level 5 autonomy, using nonlinear models is necessary. For example, during a
sudden braking maneuver, or a sudden steering maneuver for the evasion of an accident.
To urge the developers to examine the car’s behavior in critical conditions we can see the
theme of autonomous racing to slowly spread, enough if we just think about the DARPA
Challenge in 2005, the beginning of Roborace in 2016 or about a study conducted at
ETH Zürich, where they made fully autonomous RC cars, that could follow the desired
trajectory with 3 m/s. If we would scale this up to the sizes of a normal car, this would
mean 465 km/h [3].

The current study focuses on amodel-based approach. The aim is to build up amodel,
that is suitable for developing trajectory follower algorithms, and to compare different
control strategies with this model.

2 Mechanical Model

During the making of a model, taking a reference is a must. A model is a representation
of the real life, so a comparison of the results of a model with a reference must be done,
to know if the model fulfills our needs.

2.1 Carmaker Model

In this current work, a precise model of a car has been built in the carmaker software,
especially designed for precise vehicle dynamics simulations. Unfortunately, this model
is too complex for control purposes, as a simpler model is needed, that can be computed
online, on a microcontroller. Therefore, this complex, carmaker model is considered as
a reference for the simplified model.

2.2 Linear Bicycle Model

The bicycle model is a model widely used for control purposes as it only has two
state variables, yet it describes car dynamics rather well. Although this model uses the
following assumptions [9] (Figs. 1 and 2):

• The behavior of two wheels on one axis can be described as a single wheel
• Pitch and roll movement of the car is neglected (no weight transfer is considered)
• Velocity is a constant parameter
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Fig. 1. Effects considered by the carmaker model [4]

Fig. 2. Bicycle model [8]

• No aerodynamics effects
• The asphalt is considered homogeneous
• Small steering angles

Equations of motion:

m(v̇ + u · ψ) = Fy1 + Fy1 (1)

Iψ̇ = a · Fy1 − b · Fy2 (2)
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Tire side slip angles:

α1 = δ − 1

u
(v + a · r), α2 = −1

u
(v − b · r) (3)

Linear cornering stiffnesses:

Fy1 = C1α1,Fy2 = C2α2 (4)

These equations transformed into state-space representation:

[
v̇
ψ̈

]
=

[ −(C1+C2)
m·u

(b·C2−a·C1)
m·u − u

(b·C2−a·C1)
I ·u

C2·b2−C1a2)
I ·u

]
·
[
v
ψ

]
+

[ C1
m

a·C1
I

]
· δ (5)

This model was compared with the carmaker model, using the following parameters.
Trajectory tracking being the main goal, the main things considered were the vehicles
X and Y coordinates during different maneuvers.

The model was built in Matlab, solved in discrete timesteps, using the classical
Runge-Kutta method, with a timestep of 0.005 s (Table 1).

Table 1. Car parameters

Parameter Value

C1 30000 N/rad

C2 30000 N/rad

m 290 kg

I 80 km m2

a 0.77 m

B 0.77 m

The first simulation was a 5 s simulation, with the steering angle changing from 0 to
90°, with different speeds. We can see that the simplified model with the increasing of
the velocity, starts to divert from the reference model (Fig. 3).

Fig. 3. Comparison of models at 20 km/h, 40 km/h and 60 km/h
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The second simulation was conducted at constant 30 km/h with different steering
angles at the end of the simulation (higher angle on ramp steermaneuver)We can see, that
with increasing the steering angle, themodels divert as well, although not as significantly
as in the previous case (Fig. 4).

Fig. 4. Comparison of models with 45°, 90°, 180° at the end of simulation

2.3 Bicycle Model with Nonlinear Tire Model

One of the main factors that affects the behavior of the vehicle is the tire model. In the
current simplified model, the tire characteristics were considered linear, with cornering
stiffnesses. For further enhancing the model, adding a nonlinear tire model could sig-
nificantly improve the results. For this, a Dugoff [5] tire model was created, with the
following sideslip-force characteristic (Fig. 5):

Fig. 5. Dugoff tire model

The same test cases were conducted with the bicycle model using this custom
tire model as well. This way the differences between the two examined models have
decreased a bit but were far from the expectation. This is mainly because of the neglected
weight transfer (Fig. 6).

For an advanced trajectory tracking algorithm, a more complex model with a nonlin-
ear tire model is necessary. For linear range though (~40 km/h) the linear bicycle model
is ideal. Therefore, in the upcoming sections, different control strategies were examined
on the linear model.
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Fig. 6. Comparison of models with 60 km/h

2.4 Bicycle Model for Trajectory Control

First, the model has to be transformed into a shape, that can be used for controlling
purposes. Therefore, error variables are introduced. These variables tell the deviation
from the desired trajectory. The deviation distance error tells the perpendicular distance
between the vehicle’s actual position and the desired trajectory, while the orientation
error tells the angle between the vehicle’s heading and the trajectory’s direction.

With these variables, the state-space can be written as follows:

⎡
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⎥⎥⎥⎥⎦ · ψ̇(s) (6)

Using this model, state-space control methods can be implemented, with the errors
being the state variables and steering angle being the single input. At the first iteration,
we can neglect the ψ̇(s) parameter, as this represents the change of the desired trajectory.
In the case of a trajectory with constant curvature, this is indeed zero. With feedforward
techniques, this effect could be taken into consideration as well (Fig. 7).

3 Control Strategies

3.1 Stanley Control

The first control strategy examined is not yet a state-space controller. It is the steering
controller that has been used onStanley, the robot thatwon the famousDARPAChallenge
in 2005 [6]. This method calculates the acting steering angle based on the actual velocity
and the upper mentioned errors, with K as a tuning parameter that scales the importance
of the errors relative to each other (Fig. 8):

δ = eψ + arctan
K · ey
u

(7)

This method provides an easy to compute, a solution that can drive the car back on
trajectory for an initial position and orientation error.
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Fig. 7. Interpretation of the error variables

Fig. 8. Interpretation of the error variables

3.2 Linear Quadratic Regulator

The linear quadratic regulator is a state-space control method with state-feedback. The
desired actuating signal (steering angle for our case) can be calculated using the following
method [7]:

u = −Kx (8)

ẋ = (A − B · K)x (9)

Where the input (u) is defined by minimizing the following cost function:

J =
∫ ∞

0
(xTQx + uTRu)dt (10)
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Thisway undesired states and inputs can be “penalized”. For example, if the goal is to
reduce the overshoot of the orientation angle, by increasing the weight of the orientation
angle, this can be achieved. The weighting matrixes in the simulations considered the
deviation distance error, the orientation error, and the const of the actuation:

Q =

⎡
⎢⎢⎣

q1 0
0 0

0 0
0 0

0 0
0 0

q3 0
0 0

⎤
⎥⎥⎦,R = 1 (11)

In the cost function, the relative value of each weight is considered, so the weight of
the actuation was set to 1. Tuning the deviation distance error’s (q1) and the orientation
error’s (q2) the following simulations were conducted (Figs. 9 and 10):

Fig. 9. LQR control with different q1, q3 being set to 1

By increasing the weight of the deviation distance error, the controller gets faster, but
the overshoot increases as well. This can be compensated by increasing the orientation
error’s weight, but this results in slower settling time. Overall this controller is almost
twice as fast as the Stanley controller, without losing stability or overshoot.

3.3 Model Predictive Controller

This method uses the same principle, but this time the model is transformed to a discrete
time model:

x(k + 1) = Ax(k) + Bu(k) (12)

This way the cost function’s form slightly differs from the const function of the LQR
method, but its principle remains the same. The optimum isn’t searched on an infinite
horizon, only on discrete N steps (Fig. 11):

J (k,N ) =
∑N−1

i=0
||x(k + i|k)||2Q + ||u(k + i|k)||2R (13)
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Fig. 10. LQR control with different q3, q1 being set to 100

Fig. 11. Settling of position and orientation error, using MPC, N = 100

Using the same weights and a relatively large horizon (N = 100) the settling of the
system with MPC controller is similar to the LQR, but large horizons take processing
time, so in real, on-car applications a compromise has to be made (Fig. 12).

3.4 Constrained Model predicTive Controller

The upper mentioned strategies all were able to correct an initial error of deviation
distance and angle, but the resultant control output (steering angle for our case) is usually
constrained by the actual construction of the steering and suspension system. Therefore,
this resultant outputmust be limited,whichmakes further calculations non-deterministic.

This can be avoided, by solving the MPC problem by taking into consideration the
limitations of our system. For demonstration purposes, a limitation of amaximum0.5 rad
wheel angle was considered. The solution was calculated by using Matlab’s QP solver
(Figs. 13 and 14).
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Fig. 12. Settling with different time horizon

Fig. 13. Settling with different time horizon

The result quite similar to the unconstrained case, but in this case, it can be said, that
the calculated actuating command can indeed be realized.

Constraints can be set for state variables as well. For example, if no overshoot
is permitted, this can be set as a constraint, although this way the controller cannot
guarantee that the errors will converge to zero, as the actuating command is the result of
an optimization algorithm, and the optimummight not be where one would expect. This
method is useful for lane keeping algorithms for example, where the geometry of the
highway is precisely known, so this algorithm can ensure that the car will stay between
the margins of the road.

On the picture below the solution for the hardcoded overshoot avoidance can be seen.
If non of the error can get a negative value, the position error does not converge to zero
(Fig. 15).
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Fig. 14. Wheel angle with and without constraints

Fig. 15. State variables limited (Error must be greater than 0)

4 Conclusion

Comparing all four methods it can be said that the model-based strategies are better than
the Stanley controller, for both settling time and overshoot behavior. Although the LQR
seems to be the fastest, the constrained MPC is the most reliable and customizable, as
we know that for each situation it will give a result that can be indeed generated by the
actuators.

In this study, the low level controller, the trajectory tracker was examined. In the
future, further research will be done in the field of trajectory planning, so the whole
autonomous driving problem will be discussed (Fig. 16).
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Fig. 16. Comparison of different methods
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Abstract. The future of the automotive industry is about self-driving cars, in
the recent years, numerous studies has been done on the future development of
autonomous vehicles. The increase can already be seen on the streets as well.
Big corporations testing their latest algorithms on the highway, autonomous fea-
tures like automated parking, lane keeping algorithms, ADAS (advanced driver
assistance system) appearing on the newest cars and so on.

With this sudden increase in development, an advanced simulation environ-
ment is necessary, as testing each new software feature in the real world on the
test-tracks or on the streets, can often be too costly or too dangerous.

The self-driving car problem is usually decomposed into three major sub-
systems. First the perception, with the goal of detecting different objects in the
environment. Second, the high-level path planning, that defines the desired tra-
jectory based on the target destination and detected objects in the previous layer.
Finally the motion control that defines the inputs for the actuators of the car.

In an efficient simulation environment, these subsystems can be evaluated
separately, while the behaviour of the whole system can still be evaluated.

This paper presents a possibleway for testing advanced autonomous controller
algorithms in software in the loop environment, focusing on the third subsystem,
but testing the algorithm in the entire environment. First the controller itself is
tuned and evaluated, by basing on a simple linear vehicle model built in Mat-
lab. Afterwards this linear controller is tested on a nonlinear, dynamic model.
Controller inputs are obtained directly from the simulated environment, while the
outputs are the steering angle and vehicle velocity, so the controller works as it
would on a real car. The simulation can also be driven with a predefined “driver
model”, so the algorithm is compared to the driver. The importance of a refined
high-level strategy is shown, as in both cases, the control-problem is solved, yet
the results, the actual trajectories are significantly different.

Keywords: Autonomous · Car · Driverless · Trajectory ·MPC · SIL

1 Introduction

Implementation of a controller takes a lot of time and resource. While the design itself
can be done on computer, testing and validating the controller must be done in real-
world conditions. This whole process can be made more efficient by software (SIL)
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and hardware in the loop (HIL) testing. Taking out a car to the field costs money, and if
something goes wrong, it can even damage the environment / the car itself.With software
in the loop testing, a model of the real conditions is created, where the controller can be
tuned and evaluated [1]. Software in the loop methods has various advantages compared
to traditional simulation. It can be used in the design and testing phase as well [6].
Moreover, it can be expanded to hardware in the loop simulation, where not only the
controller, but the actual hardware can be tested, that runs the controller [7].

Our goal is to create an end-to-end software in the loop environment for autonomous
algorithm testing. Current study presents such an environment by validating a trajectory
tracking controller with software in the loop methods.

2 Trajectory Tracking Controller

The controller is anMPC (Model Predictive Controller) that optimizes the steering angle
over a certain time horizon. For this the following model is used [2, 3]:
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The state variables are the perpendicular distance error from the trajectory (ey), the
orientation error (eψ ) and their derivatives in time (Table 1).

Table 1. Car parameters

Parameter Value

C1 30000 N/rad

C2 30000 N/rad

m 290 kg

I 80 km m2

a 0.77 m

b 0.77 m

C1 and C2 are being the tire stiffness, m the vehicle weight, I the vehicle inertia, a
and b the distance of the center of the gravity from the front and rear track respectively.

The controller optimizes the following cost function [4]:

J (k,N ) =
∑N−1

i=0
||x(k + i|k)||2Q + ||u(k + i|k)||2R (2)

This means that by matrix Q the deviation from the trajectory can be penalized, by
matrix R the actuation, the steering can be penalized. The controller’s step response was
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tuned in Matlab. The resulting weighting matrices were the following:

Q =

⎡
⎢⎢⎣

1000 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

⎤
⎥⎥⎦, R = 1 (3)

3 Software in the Loop Environment

Carmaker software can be integrated with Matlab / Simulink. This means that some
calculations and models in the simulation can be optionally replaced by a user-made
model, or the user-made model can use many state variables that are calculated by the
basic Carmaker environment.

Current work presents the testing of a trajectory tracking algorithm, with constrained
model predictive control discussed in our previous research in such environment. This
allows the examination controller behaviour in a system with more complex physics.
This way, it is possible to determine the value of individual weights - weightingmatrices,
since it is nowpossible to examine how the simplifications in themodel, during controller
design actually affect the performance (Fig. 1).

Fig. 1. Simulink model of the Carmaker environment [5]

The basic model is divided into 5 parts. The first module, CM_FIRST, describes
environmental effects such as air, asphalt temperature, wind speed, air density, air
denomination, track data, and many other similar parameters.

DrivMan model includes the driver model. It calculates the brake and accelerator
pedal positions and the steering angle, based on environmental influences.

The VehicleControl section determines the actual inputs for the vehicle model. This
determines, for example, howmuch braking torque a given brake pedal position produces
on the wheels, how much acceleration a given accelerator pedal position produces, the
driver assistance software can typically be inserted here.

The IPG Vehicle incorporates the actual mathematical model, which describes the
dynamics of the car as presented in our previous work.

Finally, CM_LAST connects the Simulink model to the other modules of the
Carmaker environment.

The VehicleContol part of the base model is extended in such way, that the steering
angle is calculated by our own control algorithm. The speed is freely selectable. It can
be the speed profile calculated by the basic carmaker model, it can be a constant or a
self-made speed profile (Fig. 2).
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Fig. 2. Extended Simulink model

Through the UserSteerControlEnable variable, the steering angle that enters to the
Vehicel Control block can be selected. It can be the one calculated by the inbuilt carmaker
driver model, or it can be the one calculated by our own algorithm.

The steering angle defined by our controller is computed by the Model Predic-
tive Control Interpreted Matlab Function, which has its inputs, the deviation from the
trajectory, from the Carmaker environment.

The speed of the errors is not needed as during the simulation the weight of the errors
is set to zero. The longitudinal speed of the vehicle is an input as well. The optimization
algorithm calculates the ideal steering angle profile for each sampling time (Ts = 5ms)
for the next N = 25 (prediction horizon) time.

4 Results

Two types of simulations were conducted, in which the steering angle required by the
carmaker drivermodelwas compared to the steering angle definedby theMPCalgorithm.
First a bus-stop maneuver, secondly a skid pad maneuver.

The following weighting matrices were used:

Q =

⎡
⎢⎢⎣

1000 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

⎤
⎥⎥⎦, R = 1 (4)

The bus stop maneuver has 4 consecutive 90° turns. With this maneuver you can test
the reactivity of the car, in this case the regulator. A slow regulator would not be able
to complete the maneuver. In the first round, we compared the trajectory of the car in
the two cases. During the simulations, the longitudinal speed was constant at 10 km/h
(Fig. 3).
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Fig. 3. The trajectory of a car during a bus stop maneuver

It can be seen that with the steering angle defined by the MPC, the car is almost in
the center of the track. The 4 consecutive turns are very clear and do not slip off the
trajectory. In contrast, the original Carmaker driver’s trajectory differs from the center
line of the track, as the main point here is not to move the car in the center, but to have
the shortest possible travelling distance (Fig. 4).
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Fig. 4. Steering angle change during bus stop maneuver

Comparing the course of the steering angles over time, we can still state what has
been described above. It is easy to see the MPC taking all four corners and then entering
“steady-state” steering, by having a constant steering angle. On the other hand, the
Carmaker basicmodel ismore continuouswith longer, but slower steering angle changes.

The skid pad maneuver is an 8-shaped track where the car turns two laps to the right,
then turns two laps to the left, then leaves the course. Several parameters of the car can be
tested by this method. Firstly, the maneuver involves the steady state behaviour during
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corners, the transient behaviour when changing direction, and finally the acceleration
on corner exit.

During the simulation the longitudinal control of the vehiclewas up to theCarmaker’s
drivermodel. TheMPCsteering angle calculationwas compared to theCarmaker driver’s
steering angle calculation (Fig. 5).
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Fig. 5. Car trajectory during skid pad maneuver

In this case, you can see the original carmaker model “cutting off” the curves, and
the MPC is moving in the middle. In steady state, at the apex of the curves, however, the
positions are the same in both cases.

We can also observe the fundamental differences between the two strategies when
looking at the steering angle over time. What is even more striking is that during the turn
during acceleration, the actuator signal oscillates considerably. This is mainly because
the optimization algorithm assumes a constant speed between 20 time steps, but with
significant acceleration, this assumption can greatly ruin the solution. Further tuning of
the weighting matrices can reduce the tendency to oscillate.

The following weights are granting no oscillation while cornering and accelerating
in longitudinal direction in the same time (Figs. 6 and 7):

Q =

⎡
⎢⎢⎣

1 0
0 0

0 0
0 0

0 0
0 0

1 0
0 0

⎤
⎥⎥⎦,R = 1 (5)
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Fig. 6. Steering angle change during skid pad maneuver, original weights
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Fig. 7. Steering angle change during skidpad maneuver with new weights

5 Conclusion

Simulating the autonomous system, controller design and tuning was possible without
taking the car out to real environment. This workflow can be used for rapid algorithm
test. The next steps for this project is to further improve the simulation, so other phases
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of the autonomous system can be tested in this environment as well, like object detection
and trajectory planning based on the detected objects.
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Abstract. Over the past decade, the numbers of solar power plants and the capac-
ity installed have increased rapidly. In Hungary, the total installed capacity of solar
power plants in 2010 barely exceeded 2MW, in 2020 this valuewill already exceed
1000MW. Hungary wants to reach 6000MW in the capacity of solar power plants
in this decade. Solar panels are not only spread in solar power plants, smaller ones
have also used in laptop and mobile phone charges, as well as in electric or hybrid
vehicles. Solar-powered ships appeared years earlier, and it didn’t take long to
create solar-powered airplane. In the case of land vehicles, light vehicles for 1–2
people appeared in the first round, but we can also find examples of family cars
and vans.

Keywords: Contaminant · Solar · DC/DC converter

1 Introduction

As is well known, several factors can affect the operation of solar panels. We have no
influence on certain factors in case of fixed solar panels, such as the ambient temperature,
the intensity of the solar radiation and its angle of incidence. In addition to these factors,
we must also consider the effect of natural pollutants as shadow formers. These factors
are difficult to identify, and their impact cannot be calculated in an exact way. Surface
contaminants have two main effects on solar cell operation. One effect is the shadow
effect, through which the power generation capacity of the solar cell decreases. The
surface contaminant reduces the active surface of the solar cell. The other effect is the
thermal insulation, as the contaminants deposited on the surface of the solar cell act as
a thermal insulating layer, thereby reducing the heat dissipation capacity of the solar
cell and warming over. As a result of the heating, the terminal voltage of the solar cell
decreases. As a result of both effects, the solar cell continues to work at a lower operating
point, which essentially means an efficiency loss [1].

Since solar cells are semiconductor electronic circuits containing a p-n junction,
persistently high temperatures can lead to degradation of the p-n junction. In essence,
the recrystallization of cells causes a permanent decrease in efficiency and shortening
of lifetime. Under extreme conditions, it can even lead to rapid burnout of the cells, i.e.
immediate destruction.
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Sources of contamination can be natural or artificial. The most common natural
sources of pollution are animal feces, leaves and pollen from vegetation, agricultural
fly dust, or sand in the desert environment, and volcanic ash near volcanoes. Artificial
sources of pollution include dust and soot from industry, power plants, household fires
and transport, or minerals in the wash water. Surface contamination reduces efficiency.
In the case of a solar cell placed on a roof, the amount of contamination cannot be
determined, but under laboratory conditions (Fig. 1) we can place an exact amount on it
and infer from the results obtained.

Fig. 1. Leaves as large contaminants on the surface of the solar cell.

Larger contaminants such as leaves or high particle size (e.g. sand) roll off the surface
of the solar cell. Some of the fly dust comes into contact with water to form a muddy
layer on the surface of the solar cells, so they partially run off, but their complete removal
is a more difficult task. The most common airborne dust, such as PMM2.5 and PMM10,
adhere electrostatically to the surface of the solar cell, making them the most difficult
to remove. However, the biggest problem is animal feces, primarily bird droppings.
Because they are concentrated on a small surface, they can form a thick layer of thermal
insulation on the surface of the solar cell. Such contaminants, mostly affecting one cell,
less often two cells, create hot spots on the solar cell. These hot spots are more prone to
permanent damage, faster destruction. However, it is more difficult for bird droppings
to leave the solar cell in a natural way, so their artificial removal may be justified. When
removing contaminants, care must be taken to ensure that the water is hard in some
geographical areas. After removing the contaminants, make sure that the water is hard
in some geographical areas. As a result, the hard water evaporating from the solar cell
causes surface contamination in the form of limescale or mineral deposits [2].

Hot spots are detected primarily by thermal imaging. In a highly polluting environ-
ment, it is advisable to perform the thermal imaging examination annually, so that it is
easy to filter out which cells have been damaged or defective. Faulty cells can affect the
operation not only of themodules but also of the entire solar power plant. Themore failed
cells, the greater loss in efficiency of the system. Some manufacturers give a 10–20-year
warranty on their solar panels, therefore feedback to a distributor / manufacturer within
the warranty period for defects may constitute a free replacement of the module.

Contaminants reduce the operating efficiency of the solar cell, i.e. the instantaneous
efficiency, which also reduces the amount of generated electricity. The extent of this
reduction also affects the operation of solar-powered equipment. Depending on the
environmental conditions, there may be a decrease of up to several percents in the daily
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energy production of solar cells. Measurements and simulations are required to quantify
the effects, as there is currently no exact mathematical model to pinpoint them. In our
research, we performed measurements to estimate the effects.

2 Solar Powered Cars

Since the solar panels generate direct current, it is an obvious solution to place them on
top of vehicles and connect them to a 12 VDC system. Although solar panels are not
enough for running an electric car, however, they can provide power to the control circuits
or provide a slight increase in range. Over the past decade, many vehicle manufacturers
tried to build solar cars, with greater or lesser success. Solar powered prototype is
currently being developed by theLightyearCompany (Netherlands) and the SonoMotors
(Germany) [5]. The parameters of solar cars can be seen is Table 1.

Table 1. Comparison of solar powered prototype vehicles.

Name of prototype Lightyear One (Car 1) Sono Sion (Car 2)

Manufacturer Lightyear Sono Motors

Total area of solar
panels

5 m2 7.5 m2

Solar range 50–60 km 34 km

Ratio of solar usage 57% 19%

Nr. of seats 5 5

The solar panels are always used to charge the vehicle battery pack, however, electric
cars run on tens of kW electric motors. On the other hand, only a few hundred watts of
solar power capacity can be placed on them. It follows that solar panels alone are not
enough to charge and operate the vehicle, therefore, the importance of solar cars lies
primarily in the daily commuting of the urban population. It should not be overlooked
that most cars are usually used by one person at a time. For this reason, it is unnecessary
to produce large and powerful solar cars. It would be practical to design these vehicles
for daily, low-power commuting, rather than for a family car. It is worth researching in
this direction and developing cheaper solar cars [3, 4, 5].

Figure 2 contains the monthly distribution of the amount of solar energy measured
in Budapest with a 45% south-facing Pyranometer. It can be observed that about 71.2%
of the annual solar energy falls in the period from April to September (6 months). As
the tested solar cell has an efficiency of 18.75%, the electricity generated by the solar
cell would be 256.61 kWh/m2 per year. Because the solar panels in the electric car are
located almost horizontally, they are able to produce only 85% of this value. We can
count on an annual energy production of 218.12 kWh/m2.

The Car 1 has 5 m2 and the Car 2 has 7.5 m2 of solar panels. Accordingly, the
solar panels of Car 1 produce 1090.6 kWh of electricity per year and the solar panels
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of Car 2 generate 1635.9 kWh of electricity. If both vehicles have a consumption of
200 Wh/km, which is the average consumption of the electric cars currently in use,
the Car 1 would be able to cover (5453 km) per year and the Car 2 (8179.5 km). The
energy conversion efficiency of the vehicle, which is the product of the charging, storage
and DC/AC conversion efficiencies, should not be overlooked. The energy conversion
efficiency varies between 80–90% depending on the charge and the type of battery used
in the car [3, 4, 5].
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Fig. 2. The monthly distribution of the amount of solar energy in Budapest.

Figure 3 shows themonthly rangewith solar panels andTable 2 shows the daily range.
It can be observed that in the period between April and September, Car 1 can cover an
average of (647 km) per month and Car 2 (970 km). During this period, on average, Car
1 can cover (21.19 km) and Car 2 (31.78 km) from the daily energy production of solar
panels [5].

Consider a conventional electric car with an average roof area of 4 m2. Ideally,
750 Wp solar capacity can be placed on a surface of this size. The annual energy pro-
duction of these solar cells is 872.479 kWh. With so many solar panels, neglecting the
losses, it would be able to cover 4362 km per year. This means an average of 11.95 km
per day. It should not be overlooked that solar cells are contaminated by contaminants
in the environment around them. Contaminants reduce their efficiency, thus the range of
solar-powered cars [5].
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Fig. 3. Comparison of monthly solar range of solar powered vehicles.

Table 2. Quantifying daily solar range of solar powered vehicles in every month of a year.

Month Car 1 [km/day] Car 2 [km/day]

1 4.65 6.97

2 6.81 10.22

3 12.02 18.03

4 19.33 28.99

5 21.83 32.75

6 21.43 32.15

7 23.49 35.24

8 23.23 34.84

9 17.81 26.72

10 15.95 23.92

11 6.32 9.48

12 5.78 8.67

3 Power Electronics in Electric Cars

The transmission system for electric cars is simpler than for cars with combustion
engines, as there is no need for a clutch, a large gearbox. The transmission system
is driven by an electric motor. It is advisable to install electric motors in vehicles that
have a high starting torque and are as constant as possible. This assumption is well
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satisfied by the permanent magnet synchronous motor (PMSM). The PMSM motor is
usually three-phase, the rotor is made of permanent magnet, so the need for mainte-
nance is minimal. The stator requires three-phase AC voltage for winding. The speed is
proportional to the frequency of the voltage.

The power electronics circuit diagram that can be integrated with the solar system
is shown in Fig. 4. The AC voltage is generated by a three-phase inverter (DC/AC
converter) from the DC voltage of the battery. The switching elements of a modern
inverter consist of SiC MOSFETs, so the inverter has good efficiency. The inverter is
controlled by a microcomputer that implements a field-oriented drive, thus providing
the highest possible torque at any speed. The inverter is a voltage source inverter, so its
input requires a constant DC voltage that is connected to the intermediate DC circuit.
Here, a buffer capacitor performs voltage smoothing [6, 7].

Fig. 4. Main power electronics with solar power

The battery voltage varies over a wide range between charged and discharged. In
most cases, the nominal voltage of the battery is lower than the rated voltage of the
motor, so a DC/DC converter must be used. In order to increase the range of the car, it is
advisable to use kinetic energy in the form of electricity when braking. In regenerative
mode, the PMSMmachine is able to feed electricity back into the battery during braking.
The amount of voltage generated must be controlled, as it is much higher than the battery
voltage, so a voltage-reducing DC/DC converter is required. The two DC/DC converters
can be combined to create a bidirectional DC/DC converter (buck-boost) [8].

The range of the car can be further extended by charging that battery with a solar
cell. The solar cell generates a constant direct current at a constant light intensity. The
solar cell cannot be connected directly to the battery, as the solar cell generates a lower
voltage than the battery terminal voltage. The solar cell is a current generator, so a
step-up DC/DC converter is required, which uses the Maximum Power Point Tracking
algorithm (MPPT) of the solar cell to charge the battery [8].

4 Effect of Contaminants

In the first round, we performed outdoor measurements, the aim of which was to see
to what extent the pollutants deposited on the solar cells reduce the performance and
production of the solar cells. For the measurements, a 1.5 kW peak power solar system
placed on the roof of a garage with a 20° slope was used in an urban area (Fig. 5).
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Fig. 5. Measured solar panels on the roof of a garage.

On the first day, the solar panels were cleaned. Subsequently, we continuously mea-
sured the performance and energy production of the solar cell. The solar panels used as
controls were washed daily. In the first days, we hardly experienced any differences in
production. By day 9, the peak performance of the solar cell had decreased by 2.53%,
with cumulative production losses approaching 10%. On day 9, a thunderstorm cleared
the solar panels (Fig. 6). As the amount of deposited powder could not be measured,
laboratory tests were started. The aim of the laboratory test was to determine how much
dirt deposits cause power loss or loss of production [9].

Fig. 6. The ninth day was dirty solar panel (left) and post-rain solar panel (right).

In our laboratory tests, a KS-85 type solar panel was placed on a table of the same
size during measurements. The ambient temperature was 20 °C. The area of the solar
panel is 0,5 m2. The type of solar panel is monocrystalline. The surface of the solar
panel was illuminated by eight reflectors. The voltage and current of the solar panel
were measured by a METRIX MX-59HD digital multimeter. We polluted the solar cell
with powder having four different properties. These were sand, fly ash, soil and urban
dust. The dust concentration was between 0–75 g/panel (0–150 g/m2) at 5 g/panel scale.
The weight of powder doses was measured by a Voltcraft PS-200B jeweler scale. The
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method of scattering was the sieving. The maximal grain size was 0,5 mm. Due to the
sieving; pollutants can spread almost perfectly over the entire surface. In this way, we
can approximate the real depositionmuch better by eliminating large differences in grain
size (selection of larger grains). When the solar cell is exposed to light along with heat
radiation, causing a certain amount of voltage drop. The pollutant accumulates the heat,
thereby enhancing its negative impact. The greatest reduction in voltage was observed
for ash, the smallest nonlinearity was measured with sand [10, 11].

The results of the voltage drop can be seen in Fig. 7.
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Fig. 7. The measured voltage drop caused by contaminants.

Similar trends can be observed in the case of voltage and current decreases. The
decrease of illumination can cause a decrease of current, which is further exacerbated by
surface contamination.As pollutants spread on the surface in a thinner butmore extensive
layer, their shading effect deepened the amperage reduction. The greatest reduction in
amperage was observed for ash as in case of voltage (Fig. 8) [10, 11].

The decrease in power provided by the solar panel is a significant problem, while
electric motors have a constant significant energy demand. Since the product of these
two quantities is the electrical power, similar trends (Fig. 9) can be observed in the case
of voltage and current decreases [12].
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Fig. 8. The measured amperage reduction caused by contaminants.
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Fig. 9. Power-reducing effect of contaminants.

5 Conclusions

The highest specific surface area has a significant impact on the operation and lifetime
of the solar cell. Lower density pollutants as ash form a thicker insulating layer on the
solar panel, resulting in more heating. The ash data set shows a polynomial change as
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a function of concentration due to this thick cover layer. If the solar cell operates at a
higher temperature, the service life is reduced due to the nature of the electronics.

The other three contaminants show a close, linear change. At low concentrations
(below 15 g/panel) no significant difference was observed between the different mate-
rials. It is expected that later measurements with low concentrations are worthwhile,
as in this case, we can examine a case that is closer to reality. Under real conditions,
the cleaning effect of the air flow can remove a significant amount of larger grain size
contaminants. Only contaminants that remain electrostatically adhere to the surface. Fur-
thermore, wet contaminants are difficult to remove, resulting in permanent performance
degradation.

At a concentration level of 10 g/panel (20 g/m2) the power loss was about 8%.
Consider an average roof area of 4 m2, which means ideally 750 Wp solar capacity, 8%
power loss causes numerous reductions in total solar range. The annual power loss of
this solar car is 69,798 kWh, which is equal to 448.96 km solar range loss per year. This
means an average of 0.956 km per day.
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Abstract. The lecture is analysing the possibility of an optimal energy mix
through the example of a Hungarian metropolis. Using the city bus routes, we
analyse and compare the traditional Diesel, CNG, and electric propulsion. An
optimal energy mix is provided by using SWOT analysis.

Keywords: Energy mix · Transport budapest · Public bus

1 Introduction

The article uncovers mainly the CNG based road traffic possibilities. Meanwhile, we
offered place for the other means of city bus propulsion, with special attention to purely
electric, and hydrogen as the possible future energy source.

The different propelled vehicles need a diverse infrastructure, so along our path, we
mentioned the layouts of fueling stations and loading stations.

The main scope is to analyse the public transport, but during the in-depth analysis we
took smaller, personal and smaller truck related reports and evaluations into consideration
because in certain cases the fueling stations are suitable for othermeans of road transport.

The article follows the logic based upon:

• technical and technological fundamentals,
• related economic viewpoints

– CNG,
– electric,
– Diesel propulsion as the basis of comprehension.

Diesel technology appears as the base of comprehension for comparative and SWOT
analysis, because we’ve been searching alternatives for this, widespread propulsion.

Along with the technical data and technological parameters, we display the
propulsion methods in connection with operational, fuel supply, and legal means too.

The analysis will evaluate the application possibilities of hydrogen usage – as a
propellant -, and the present application possibilities of the fuel cell propulsion.
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The second chapter will analyse the full CNG operation possibilities of the city of
Győr’s public transportation fleet. First, we evaluated the present fleet, transport network,
and the relevant city structure.

2 Comparison of the CNG, Diesel Combustion, and Electric
Propulsion in Terms of Technical and Financial Conditions
in the Public Transport

This chapter compares the CNG and the electric propulsion based upon technical and
financial assets, using SWOT analysis. Figure1 shows the main propulsion possibilities.

Fig. 1. Overview of propulsion systems

It is important to mark, that it is not possible to overlook the environmental load
while taking care of the financial viewpoints, and the pollution. If we take out the CO2
emission of the environmental load, then outside the product life cycle, the presiding
rawmaterial production,manufacturing, recycling, and neutralizing environmental loads
must be taken into consideration too (Fig. 2).

2.1 Analysis of CNG as an Alternative Propellant

Internal combustion engines are to be operated efficiently and environment friendly by
earth gas or bio gas. The main two propellants are CNG (compressed natural gas) and
LNG (Liquified Natural Gas). According to its characteristics, earth gas is an “external
ignition” gasoline-like propellant.

The autogas is a “dry type” gas, that does not lubricate the surface between the piston
rings and the cylinder that much like a gasoline-air mixture. The wear is more extensive.
Meanwhile, the quality of the lubricating oil is not decreasing that fast as by gasoline,
and there is no mixture between gasoline and oil.

The main part of the vehicle’s cost is from the variable costs, where the main part is
the price of the propellant. Here are a few numbers compared to Diesel fuel:
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Fig. 2. Effect of different vehicle conceptions to the full CO2 emission during the product life
cycle (Forrás: Audi AG)

1. The CNG vehicle prices are 6% higher than diesel fueled one.
2. The CNGvehicle’s maintenance and repair costs are 2,4% higher than a diesel fueled

one.
3. The CNG vehicle’s propellant fuel is approximately 20–25% lower than a diesel

fueled vehicle.
4. CNG vehicle has no AdBlue consumption
5. So as a conclusion, the total cost of a CNG vehicle is lower than the diesel vehicle,

looking at the same running performance.

Further advantages of the application of CNG vehicles:

1. Proven reliability of the technology,
2. Economic and comfortable alternative to substitute the diesel vehicles,
3. Compared to other means of propellants, the most efficiently usable
4. It is able to fulfil the low emission requirements without any special interventions.
5. The CNG vehicle is 100% compatible with biogas operation
6. The noise pollution is 50–75% lower compared to the diesel
7. The natural gas reserves are bigger in volume on the Earth, than the fossil based

propellants (biogas – huge reserves)

Technical Characteristics of the CNG Operation
CNG is usable in Otto-engines (gasoline fuel), and Diesel engines too. The engines
that are using poor mixture diesel, can achieve higher performance, compared to
stoichiometric Otto engines, with higher NOx and carbon-hydrogene emission costs.

The properly setup with compressed earth gas engine can produce higher effective
performance compared to the gasoline engine because the octane number of the earth
gas is higher than the gasoline.
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CNG tanks can be refilled using low pressure (slow refill) or high pressure (rapid
refill). Differences are the price per unit on the refueling station and the refilling time.

Types of CNG-cylinders, and their weight/volume ratio:
In the EU’s 27 member states, the operated CNG vehicle number started to increase

from 2007, and it has reached the volume growth of 150% during 4 years. From 1
September 2014 only Euro-6 certified vehicles can be put into operation. Nowadays, the
places that are capable of CNG refueling can be seen in Fig. 3.

Fig. 3. CNG refilling stations in Hungary

Fig. 4. The electromobility CO2 equal environmental load compared to combustion means, from
the point of view of the energy mix
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Fig. 5. The energy mix in the future in Hungary (Source: Dr. Strobl Alajos presentations 2014)

Operation and Maintenance Regulations of the Vehicles
Operating conditions are laid down on the following regulations (in terms of CNG
propellant vehicles). Many of them do not have an English version as they were made
before the EU membership of Hungary.

1. 6/1990 (IV.12) KöHÉM act.: “a közúti járművek forgalomba helyezésének és
forgalomban tartásának feltételeiről”

2. 1/1990 (IX.29) KHVM act: “a gépjárműfenntartó tevékenység személyi és dologi
feltételeiről”

3. 17/1993 (VII.1) KHVM act: “egyes veszélyes tevékenységek biztonsági
követelményeiről szóló szabályzatok kiadásáról”

4. 30/2006 (VI.1) GKM act: “autógáz tartályok időszakos ellenőrzéséről, 2. Annex, for
the 30/2006. (VI. 1.) GKM act: “Autógáztartályok időszakos ellenőrzése”

5. National Fire Prevention Regulation (OTSZ) (28/2011. (IX.6.) Act of Ministry of
Internal Affairs

6. 51/2007. (V. 17.) GKM act: “a gázüzemű munkagép gáz-üzemanyag ellátó beren-
dezései beszerelésének, karbantartásának, javításának, a belső égésű motorral
üzemelő munkagép gázüzeműre történő utólagos átalakításának műszaki-biztonsági
követelményeiről”

7. Regulation No 110 of the Economic Commission for Europe of the United Nations
(UNECE) — Uniform provisions concerning the approval of specific components
of motor vehicles using compressed natural gas (CNG) and/or liquefied natural gas
(LNG) in their propulsion system

SWOT Analysis of CNG Operation
We present the SWOT analysis of CNG operation in an arranged Table 1 form.

In case of local, suburban, and interurban buses, the low grid of refilling stations is
not a problem, as there is a possibility to deploy a CNG station because of the constant
demand in the area.

One of the most defining factors is the support of the state (not only for buses and
limited areas) when we talk about CNG and BIO-CNG expansion, in its present phase
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(natural propelled vehicles, regulatory background, taxes, infrastructure, direct support,
temporary payment easing conditions upon procurement of these high priced vehicles).

To be able to uphold the preferences, it would be essential to:

• Necessity to expand the refilling infrastructure that is independent of the vol-
ume (home, industrial, public) meanwhile increasing CNG production and refilling
performance.

• Reducing regulatory obstacles, supporting research
• Propellants evaluation according to “well-to-wheel” potentials
• Closer cooperation between the vehicle-, refilling technology manufacturers, and the
gas companies would be necessary (Mutual research projects)

Table 1. CNG SWOT analysis

Strength of CNG Weaknesses of CNG

• Cheaper then any other propellant
• There are big volumes as reserve available (in
Hungary too),

• Its price is more stable as the diesel fuel,
• Numerous advantages in terms of environment
protection: lower CO2, NOX, and practically zero
soot.

• Much lower noise pollution
• Renewable form: biogas (zero CO2 emission),
• Tax free in the EU until 2018
• The CNG-fuelled vehicles are in the most favorable
emission class (weight tax, environment protection
zones, etc.),

• A serious competitor for public vehicles iin the
sectors of freight or passenger transportation.

• There is more and more operator experience available

• The selection variety of CNG vehicles are narrow
compared to the others

• Nowadays, the CNG developed engines are not
suitable for diesel propellants

• The CNG vehicles are more expensive than the diesel
or gasoline propelled ones

• Their operating range is limited due to the limitation
of the cylinder size, much shorter than the similar
diesel engines

• The fuel market’s leader companies will acknowledge
it as a competitor, a very serious lobby is against it

• The building cost of a CNG refilling station is high
• There are a number of regulations to be kept during
maintenance and operation:

• Certification: (driver, fuel station clerk, maintenance
staff),

• Special, explosion safe tools
• Leak detectors, ventilation

Possibilities of CG operation Hazards

• Substituting the present – height sustainable
– vehicles with much cheaper

• Continuously increasing gasoline and diesel prices
• Increasing ecological awareness among the patrons
and the enterpreneurs

• Creating new jobs
• The European energy and climate politics aims are
favoring the methane-based products, such as earth
gas, biogas

• Strengthening environmental regulations, i.eg.
Stopping diesel vehicles in case of smog

• Projects running that are trying to popularize CNG
and biogas

• New funding possibilities from the government, and
the EU.

• Decreasing energy dependency, especially by biogas

• Raising of the earth gas prices, by the government
• Changing tax policy, and political directions
• Because of the bad regulation, the DIY refilling is
spreading uncontrollably: in case of several accidents,
the public may divert from choosing CNG
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Purely Electric Propulsion
The usage of electric motors instead of internal combustion ones offers an excellent pos-
sibility to reach the maximum performance. A traditional, internal combustion engine’s
efficiency is somewhere between 25–30%, whichmeans that the energy is going to waste
as heat. Instead, with the usage of electric motors, the efficiency can be pushed up to
70–80%.

Unlike the internal combustion engine, the electric motor can provide its maximum
torque by very small rpm-s, while the performance of the motor is increasing with the
rpm. This is valid until the motor reaches the nominal performance, where it becomes
constant.

Meanwhile, the accumulators are influencing the efficiency of energy transformation
within the vehicle. Most of the electric cars are equipped with an energy storage system
too, which can be made out of several types of chemicals.

Considering the Used Electric Energy, and Electric Energy-Mix in Calculating the
Environmental Load

Just as the figure shows below, the pure electric vehicles are not necessarily better
than the combustion engines, because the electric energy which is used for reloading the
accumulators, is also coming from the country network.

During the full life cycle of the vehicles, - especially the ones operated by electric
charging – there is a lot laying on that what kind of electric energy mix does a country
have, that shows that what kind of energy carriers are included in the electric energy in a
country, on percentages (nuclear, renewable, earth gas, coal, etc.) Behind the electricity
generated from the other several energy carriers, the environmental load’s most part will
appear by the power stations. (we can also count with the raw material mining when we
talk about ecological footprint).

In Hungary, just as in Europe, from the point of view of the greenhouse effect
causing gases, the electricity production’s environmental load is improving. According
to the plans, more and more places are taken over by renewable, and nuclear energy.
Using these two, the environmental load of the electric vehicles can be significantly
reduced compared to the life cycle. Also, a determining viewpoint that which part of the
day do we load our electric vehicles, and what is the present electric energy mix.

Characteristics of accumulators: The accumulator is the primary energy source of
an electric vehicle. It stores the electric energy in chemical form. Nowadays the only
obstacle in front of the electric cars to become widespread is the technical limitations of
battery technologies, especially, that all the types have different energy density, signifi-
cantly lower than liquid propellants. As a result, for the same range, we need significantly
heavier accumulator packs to be built in, than we would need from liquid propellant, so
the overall weight of the vehicle significantly increases, which has a negative effect on
the running dynamics and space inside.

SWOT Analysis of Purely Electric Propulsion
We complete the SWOT analysis of the purely electric vehicle, then two sample projects
that have already been carried out in two big cities, thenwe continuewith public transport
focused SWOT for European levels.
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Strengths
With the development of the electric technology, it has become cheaper to manufacture
the energy storage, and transportation systems, so they became cheaper, their storage
capacity is bigger and bigger, their loading speed has increased too.

Therefore, they can be used for a bigger range. Side by side the accumulator develop-
ment, the reload cycle number within an accumulator group has significantly increased
too, without the necessity to change. Further advantage too, that there is a bigger space
being left in the vehicle, than by a combustion engine propelled car. As the technology
evolves, other means of charging will come forward, such as inductive charging, or com-
plete changing of the battery packs along the road. These are the improvements, with
that, they try to extend range, life cycle, and purity the electric propulsion technology.

Weaknesses
The technology is evolving with great steps, but it is not harmless. Depending on the
method, it can be high voltage or high amperage. In such cases, the vehicles must be
designed safe because it is mandatory to equip the system with shock protection and
circuit breakers. These protection elements are also mandatory for recharging stations
too. The mean of recharging generally determines the waiting time, which can lead
to profit loss in case it is being long. Also a disadvantage of the electric vehicles that
comes to the surface only upon servicing, because any kind of maintenance can be done
on these vehicles by certified workshops and staff. There are very few about these in
Hungary, and their training takes a long time. The accumulator cells require a bigger
place than by any other alternative drive. It also increases the weight of the vehicle, that
these accumulators must be placed into a strengthened case or part, to prevent injury. The
future developments are aiding the spreading of electric cars, but it is expensive, even
with the supports today. The accumulator change, as a recharging method, brings up
numerous problems. Can a specific vehicle get a new accumulator or just new vehicles
can get a new accumulator, or they can use each other’s weaker, or newer accu packs? As
sound or noise, the emission f the electric vehicle is low, but that also has a disadvantage
too, because the car is practically silent, and can easily cause injury in a pedestrian
who did not hear the car coming. The cost of research and development is pretty high
compared to a single unit, so people must count with a higher retail price in case of an
electric vehicle.

Options
The electric vehicles are widely supported, worldwide, meaning in Hungary too. The
users enjoy significant discounts, regarding tax, and other material discounts. There is
no registration tax that affects every other vehicle. it is not necessary to pay tax after
performance Also not necessary to pay tax after the usage of a company car if it is
electric. The green registration plate can be given to purely electric vehicles according
to 326/2011. (XII. 28.) Korm. Rendelet 60.§.

Dangers
The electric car recharging technology is constantly improving, but these aren’t sufficient
to extend the range, to a safe 2–300 km. Besides, the quick spreading of the electric
vehicles will not be easily followed by the building of recharging stations. The electric
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vehicles are to be used mainly for short range, local traffic, where it can be recharged in
the depot overnight, and then after less than 100–150 km, repeat the overnight charge.

3 Preparing for Future Technologies, Experimental Application
of Hydrogen-Propelled Buses

3.1 Hydrogene as a Propellant

Some say hydrogene is the energy carrier of the future because upon its burning, only
water is produced. It is colorless, odorless gas (room temperature), it is themost common
element of the universe. Its melting point is around 14K (−259 °C), the boiling point is
20K (−253 °C). It is flammable, mixed with oxygen, forms a detonating gas mix.

The energy load of hydrogen can be described in many ways, depending on its
consistency, and storage ability, compared to the traditional buses’ diesel fuel:

• 1 normal cubic meter (0 °C, 1,013 bar) volume hydrogen gas energy equals with 0,3 L
of diesel fuel (Table 2).

• 1 L of liquid hydrogen equals 0,24 L of diesel fuel’s energy, and at last
• 1 kg of hydrogen is equal to 2,79kgs (3,33 L) of diesel fuel.

Table 2. Comparison of hydrogen and traditional propellants

Combustion heat [MJ/kg] Heating value [MJ/kg] Burn product

Hydrogen 141,974 119,617 H2O

Gasoline 45,217 42,035 H2O, CO2 (CO)

Diesel 44,715 41,843 H2O, CO2 (CO)

Source: Óbuda University, 2009

There are many scientific ways to create hydrogen. It may be produced by ther-
mochemical reaction, from water using electrolysis, or solar energy, or from microbes.
The result is only partially hydrogen in any case. One of the possible solutions is what
uses earth gas as a base material, from what hydrogen can be produced as a result of
thermochemical reaction.

The other is the electrolysis: Base material is water (H2O). IT uses electricity to
separate Hydrogen (H2). From Oxygen (O2).

Similar to electrolysis is the process, where the base material is also water, but the
separation is done by solar energy instead of electricity. The result is the same as well,
hydrogen and oxygen are produced. This process is in early development status, a lot of
solutions are need to be found, in order to evolve the procedure appropriately, but offers
a long term solution for environmental protection.

Microbes, just as bacteria and microalgae also capable of producing hydrogen, using
solar light, or organic materials. These researches are in very early stage but can be a
long term solution for low carbon-hydrogen emission.
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Hydrogen must be stored, and this is a hard job, because of the small mass of the
molecule, and its combustible characteristics, so several methods are used:

In case of the hydrogen operated vehicles, two solutions are common:

• One is the compressed gas cylinders (CH2),
• The other is the liquid hydrogen (LH2 – liquid hydrogen).

There are many experiments with several metals, that are capable to react with
hydrogen as a hybrid.

The hydrogen can be used for two methods in the vehicles:

• fuel cells, or
• combustion engines.

Fuel cells (FC – Fuel Cell) producing electricity using hydrogen and oxygen, so
electricmotors can be propelledwith this. In ICE (internal combustion engines) hydrogen
is burnt, so the propulsion is the same as other internal combustion vehicles.

Pros and Cons of Fuel Cells
Pros:

• Fully clean exhaust gas
• Electric, can be fitted to linear hybrid propulsion
• Quiet
• Good efficiency

Cons:

• Complicated design, expensive
• Hard to control
• Sensitive for temperature changes
• Requires pure hydrogen (5–9, 99,999%)
• Performance drops with age

Interest in Using Hydrogen in Europe
The European Parliament voted for the decreasing in the newly built heavy vehicles’
carbon dioxide emission by 30% compared to 2019, until 2030.

Worldwide 298, in Europe 111 (2018) hydrogen refueling stations are operating.
(Germany, Denmark, Norway, UK, Austria, Sweden, Netherlands, Belge, France, Italy
and Switzerland.) Until 2020, experts expect to have 520 hydrogen refueling stations
(150 in Germany, 65 in UK, 15 Denmark) in which, there is a major role in the renewable
energy using the continent’s advantages. In Hungary, 2 until 2020, then 5 until 2025,
and 14 until 2030.
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The cost of one hydrogen refueling station is between EUR 300 000 and 2 billion.
Depending on its size, and the terrain, but this cost is decreasing continuously. Obviously,
it depends on whether the hydrogen is produced centralized and later distributed, or
manufactured on the spot.

4 Pilot Analysis for a Hungarian City’s Public Transport Bus Fleet

The analysis was made based on punctual, directly exported data from the operators’
operation control systems, using full-year operations and maintenance data.

4.1 Characteristics of Local Bus Transport

The city under the scope has a flat terrain, because of what dense cyclist traffic is present
too. The city was called “the city of cyclists” until the 70’s, but the increasing motoriza-
tion, the number of cyclists had slightly decreased temporarily. The environment-related
questions that came up, and the efforts in the last decade to build more bicycle roads
seemingly increased the cycling motivation. But there are alternative answers to the
problems of public transport.

The local municipality –ordered transport services are provided by a Transportation
Center.

The improvement of public transport can decrease the negative effects of motoriza-
tion, i.e.g.:

• the jam caused by personal means of transport (cars),
• the narrow channel of the inner city,
• increasing environmental damages.

Besides the bus fleet modernization, and supporting the public transport, the narrow
inner city street’s jam can only be solved by regulatory acts, such as restrictions, paid
parking spots, and pedestrian zones.

The public transport is served by 102 pieces of diesel-powered bus. (51 solo, and 51
two sectioned).

They ran 126 km as a daily average, in the examined year of 2018 it took 46000 km.
The fleet contains buses mainly manufactured between 1983 and 2010, which means

an average vehicle age of 20, which means that it is not a young fleet.
The daily minimum run is 125 km, the maximum is 259 km, what – balanced by the

trip times – annually 22.9K, km annual minimum, and 80K km annual maximum. The
total distance run by the buses is minimum 467K, and 2,19B.

Examining the 2018’s average daily bus usage means 8,14 h trip, and 6,3 h standby
time. This is very important, because upon planning, we calculated with electric buses
as well, and here the standby time can be spent with recharging sing chargers on the
frequent places. We also checked the exact routes, lines, and transport of the city outside
the depots.
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The gap between two buses is 10–15 min in the inner city’s root network, in peak
hours, which can be reduced to 5–10 min in school time. Outside peak hours, we can
talk about 20–30 min gaps between buses that can be up to 1 h in case of a weekend.
The situation is similar in the agglomeration. The motivation to use public transport is
increased by the modern passenger information system deployed in the stops, and on
the vehicle itself, and the vehicles’ cleanliness.

The procurement of the new bus rolling stock, -following the external abroad
examples – will mean to improve the willingness to use public transport.

The long term strategy of the city contains various alternatives, from which the
modernization of the bus fleet can mean a significant cost preference, meanwhile it can
increase the public’s willingness to use public transport.

Aerial and route network scopes of view, it can be stated, that with the development
of the industrial park, the traffic generated by industrial participants, the outer sectors
have emerged to the inner city’s traffic demands. We can offer distinguished attention
to the inner city routes. The toll-free circle route operates from October 2011, and with
7.2kms route length, and 29 min trip time. The CITY circle route starts in every 15 min
and stops by 19 bus stops. At the moment, the types that operate the route are CREDO
BC 11 normal floor level, and BN12 lowered entry level buses.

4.2 Evaluation of the Present Operations Conditions (km Run, Maintenance,
Economical Characteristics)

After the summary of the city’s public transport and bus fleet, we started to calculate the
detailed costs, where the starting data were the following:

• Total number of buses: 102 pieces
• Operating period: 10 yr
• Procurement costs of buses
• In case of non-diesel buses, we have calculated with workshop refurbishment and
training of qualified personnel

• In case of used buses, we have calculated with operational costs taken from the
SAP system, what practically must cover “everything”. We took maintenance, repair,
material costs, labor costs, which gave us the operational costs for the full life cycle.

• Upon calculating the operational costs, we took 3 categories into account. The result
of these three will give the total life cycle cost from the side of the vehicle (tires,
authority inspections, are not in the calculation):

– Maintenance (i.eg. Oil change, filter changes)
– Preventive repairs (DPF filter, brake disc, brake drum, crank belt)
– Repairs (depending on the expected probability of failures, i.eg. Engine, transmis-
sion, AdBlue, ECU)

• Total distance ran
• Fuel, electricity, and CNG contains the costs of building of the refilling stations too
• When using the data, we took 2018 into consideration ONLY. (closed fiscal year)
(Table 3)
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Analysis of CNG Operation

Table 3. Diesel-CNG acquisition cost comparison

Acqusition of the vehicle New diesel bus New CNG bus dimension

Procurement costs 80 000 000 88 000 000 HUF/pc

Numberof vehicles 102 102 pc

Total procurement costs 8 160 000 000 8 976 000 000 HUF

Difference if procurement costs compared to
diesel, divided by new and present values

816 000 000 HUF

Workshop rebuild and training of staff 0 30 000 000 HUF

Comparing the diesel to the CNG or electric buses – we talk about 102 pieces of
vehicles – the acquisition costs do matter. According to our resources, the acquisition
cost of a CNG bus exceeds the diesel bus with 8B Forints, so the total cost of the fleet
would be 816B forints, and in addition, workshop rebuild and training of staff for 30B
(Table 4).

Table 4. Comparison of Diesel-CNG operating costs

Calculation of operating costs New diesel bus New CNG bus dimension

Full life cycle operating costs 0,21 0,22 EUR/km

Full life cycle operating costs 68,04 71,28 HUF/km

Running performance (average 2018) 46 000 46 000 km/annum

Average daily running performance (average
2018)

126 126 km/day

Number of buses 102 102 pc

Operating period 10 10 year

Full life cycle cost 3 192 436 800 3 344 457 600 HUF

Maintenance cost plus, compared to diesel
vehicles (new and present values separated)

152 020 800 Ft/10 év

When we talk about operating, the CNG is more costly as diesel. The mainte-
nance/repair costs material and personnel like parts are 71.28 HUF/km, meanwhile,
the new diesel buses go as low as 68 HUF/km. The next table shows 152Bn HUF extra
cost over 10 year (Table 5).

The earth gas that the CNG propulsion uses, according to our sources, cost 210
HUF/kg, which is exceeded by the diesel, with an average of 60 HUF/liter. The con-
sumption rates are more or less the same. The CNG pros will appear on the fuel costs,
because the CNG that is necessary to run 100 km, costs 3000 HUF cheaper than with
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Table 5. Diesel-CNG comparison of fuel costs

Fuel cost calculation New diesel bus New CNG bus Dimension

Consumption (SORT1) 44,10 43,60 kg/100 km;

Price per unit 279,18 210,00 HUF/l; HUF/kg;

Other ops cost 12 312 9 156 HUF/100 km

AdBlue 100 0 HUF/100 km

Total 12 412 9 156 HUF/100 km

Average km cost 124,12 91,56 HUF/km

Savings on fuel costs 3 256 HUF/100 km

Number of buses 102 102 PC

Running performance 46 000 46 000 km/bus/year

Total savings compared to a diesel (new
and used separated)

1 527 639 190 HUF/10 év

diesel, so it is 25,6%-cheaper (average). So considering the full life cycle of 10 years,
and 102 pieces of buses, will result as 1,53 kBn HUF savings (Table 6).

Table 6. Diesel-CNG 10 yr comparison (TCO)

Full possession costs (10 yr of operation) New diesel bus New CNG bus Dimension

Number of buses 102 102 pc

Total acquisition costs 8 160 000 000 8 976 000 000 HUF

Rebuild workshop and staff training 0 30 000 000 HUF

Maintenance, repairs 3 192 436 800 3 344 457 600 HUF

Fuel costs 5 823 634 390 4 295 995 200 HUF

Full commissioning cost 17 176 071 190 16 646 452 800 HUF

Full commissioning cost/bus 168 392 855 163 200 518 Ft

Savings during the full life cycle compared
to the diesel (new and old values separated)

529 618 390 HUF/10yr

Uponcalculating the total costs (TCO) the following cost elementswere summarized.
As long as the 10 years operations period a diesel bus costs 168.4Bn HUF, the CNG
buses produce 5.2Bn savings. If we talk about the whole fleet, we have saved 529.6Bn
HUF, so it can be stated that the full diesel fleet’s change to CNG means considerable
values (Table 7).
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Evaluation of Fully Electric Operation

Table 7. Comparison of the acquisition costs of Diesel and electric buses

Acquisition cost calculation New diesel bus New electric bus Dimension

Procurement costs 80 000 000 115 200 000 HUF/Pc

Number of units 102 102 PC

Total procurement costs 8 160 000 000 11 750 400 000 HUF

Total increase of procurement costs
compared to diese, new and used values
separated

3 590 400 000 HUF

Rebuild workshop and training 0 5 000 000 Ft

The new electric bus procurement costs are way higher than the diesel buses, but the
procurement cost of 144 Bn/unit, will decrease to 115.2bn using government support of
20%. So we can count of 44% increase of costs, which earns 35.2Bn Forints per unit. In
case of the 102 units, this exceeds 3,59 kBn Forints, plus an extra 5bn added for rebuild
the workshop (Table 8).

Table 8. Comparison of diesel and electric buses in terms of operational costs

Operating cost calculation New diesel bus New electric bus Dimension

Total life cycle operations costs 0,21 0,11 EUR/km

Total life cycle operations costs 68,04 35,64 HUF/km

Runing performance (2018 average) 46 000 46 000 km/yr

Average daily running performance
(2018-as átlag)

126 126 km/day

Number of buses 102 102 pc

Operating period 10 10 yr

Full life cycle cost 3 192 436 800 1 672 228 800 HUF

Maintenance cost increase compared to
diesel (new and present values separated)

−1 520 208 000 HUF/10yrv

The high acquisition costs are balanced by the other cost elements, that will appear
in the planned maintenance costs. For a fulfilled km performance in case of a diesel
costs 68HUF/km, when it is electric, it is only 35,64 HUF/km, which is calculated by
102 units, will reach the amount of 1.52kBn HUF savings (Table 9).

The biggest advantage of electric buses is at the cost of the electricity that they use
as fuel. The table is divided into two parts, the primarily calculated electricity costs were
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Table 9. Comparison of fuel costs by the diesel and electric propulsion, calculated with two unit
prices

Fuel cost calculation – designated
electricity costs

New diesel bus New electric bus Dimension

Fuel consumption (SORT1) 44,10 128,00 kWh/100 km

Price per unit 279,18 63,00 HUF/kWh

Operational cost per unit 12 312 8 064 HUF/100 km

AdBlue 100 0 HUF/100 km

TTL 12 412 8 064 HUF/100 km

Average km cost 124,12 80,64 HUF/km

Savings on fuel 4 348 HUF/100 km

Number of buses 102 102 pc

Running performance 46 000 46 000 km/bus/yr

Total cost savings compared to diesel
(new and present separated)

2 040 005 590 HUF/10 év

determined as 63HUF/kWh, which contains the subsidiary cost of building a charger.
So we used this data for further calculations.

The electricity that is necessary to go 100km, is outstanding with a kilometer cost
of 63 HUF, which will help the company save 2,04kBn HUF just from fuel (Table 10).

Table 10. TCO comparison between diesel, and electric operation for 10 years

TCO by 10 yrs life cycle New diesel bus New electric bus Dimension

Number of buses 102 102 pc

total acquisition cost 8 160 000 000 11 750 400 000 HUF

Rebuild workshop and training 0 5 000 000 HUF

Repair and maintenance 3 192 436 800 1 672 228 800 HUF

Fuel cost 5 823 634 390 3 783 628 800 HUF

TCO 17 176 071 190 17 211 257 600 HUF

TCO/unit 168 392 855 168 737 820 HUF

Savings compared to diesel (separated new
and present)

−35 186 410 HUF/10yr

The table above contains the total TCO of the electric bus fleet. The repair and
maintenance costs, added with the fuel costs, will produce more than 3.56kBn HUF
savings, what will match with the 3.59kBn increase as procurement costs, due to the
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higher prices of the vehicles, but the TCO will come to a 35.2Bn maximum during
10 years of operation.

5 Conclusions

Later on, on thelong term, if the costs of the electric chargers have come back, the
operation of the buses will result in a much cheaper operating system compared to new
diesel or CNG buses.

Despite this, the applicability of these buses in Győr is limited, due to their range,
of 120–150 km, so they would only be servicing shorter routes.

Hydrogenpropelledbuseswillmean abetter alternative onmid-term, next to theCNG
or electric buses.Now, the high procurement costs and the lack of refueling infrastructure,
this cannot be applicable to the complete refurbishment of the fleet.

Despite this, looking at the political and technical development directions, it is nec-
essary to prepare for operating, storing and refilling hydrogen propelled buses. This is
not only important because of the emission regulations, but an environmentally friendly
technology that has zero emission locally.

Taking all of the above into consideration, we propose the following solution for
selecting the vehicles for the new fleet:

• 90–95 pieces CNG buses (solo, and double section),
• 2 pc E-bus (solo): Mainly city circle (CITY) routes,
• 2 pc H2 bus (solo): Mid-long term thinking about operational experiences, and
maintenance lessons to be learned.
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Abstract. Considered as a safety sub-system, steering linkages shouldworkunder
variable loads that arise in any extreme conditions during operation of the vehicle.
Therefore, they should resist failure during service conditions, which require suf-
ficient mechanical strength against different stress values. During the mechanical
design stages of a steering linkage, taking the critical loading into account for
a singular steering wheel position may not represent the most challenging case.
Therefore, it should be applied for the full turning ranges of the steer axlewheels in
order to obtain the critical steering wheel angle that forces the elements and joints
the most. In this study, the variation of joint forces in the steering mechanism of an
8x8 ARFF vehicle was investigated by using FE (finite element) analysis. Stress
distributions and bearing loads on the critical structural elements were established
within the full turning range of the system. Firstly, the conformity of the results
obtained from FE model was validated by means of a kinetic analysis that was
carried out in MATLAB® environment by using a sub-linkage of the steering
mechanism. Subsequently, a detailed FE model of the multi-axle steering linkage
was created in order to determine the maximal joint forces and stress variation on
the connection elements in full turning ranges of the steer axle wheels. Finally,
the effect of steering booster was revealed on joint forces, as well as the stress
behavior of critical structural components of the mechanism.

Keywords: 8x8 vehicle ·Multi-axle steering · Steering linkage · Structural
analysis · Joint forces · Finite element analysis

1 Introduction

As a result of the legal restrictions on axle load in heavy vehicles, multi-axle applications
are considered as a feasible option [1]. At this point, the growing needs of special-
purpose vehicles lead to some developments in steering strategies of multi-axle vehicles.
It is possible to have a more proper steering operation by steering more than one axle.
A multi-axle steering mechanism contributes to the considerable handling ability and
maneuverability of a multi-axle vehicle [2]. Thus, it provides more reliable steering
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besides enhancing lateral stability in some multi-axle vehicles [3–4]. Therefore, they
must satisfy a reasonable and reliable steeringmotion. However, steering systems should
also satisfy mechanical strength requirements against challenging service loads, which
occur in extreme cases, since they are seen as safety sub-systems [5]. Furthermore, loads
that act on different steering linkage components varywith different steering orientations,
as a result of the linkage geometry. As a result, during the evaluation of steering design
load, the complete steering range should be taken into account in order to observe the
highest loads that apply to different components. Themechanical safety condition should
be sought in that manner. An exemplary critical turningmaneuver of the ARFF vehicle is
shown in Fig. 1. In this work, the mechanical analysis of a multi-axle steering system of
an 8x8 Aircraft Rescue and Fire Fighting (ARFF) vehicle was summarized. The vehicle
prototype is shown in Fig. 2.

Fig. 1. Turning maneuver test of an 8 × 8 ARFF vehicle.

I, II and III: Steer axles

I    II

z

x

III

Fig. 2. The 8 × 8 ARFF vehicle prototype [6].

During the R&D studies of this vehicle, two double front axle steering linkage
variants were evaluated. Themechanical assessments of the first steering linkage version
are reported in [6–7]. The general view of the second version, which will be reviewed
in this study is also shown in Fig. 3. In the literature, there are studies that focus on
the kinematic analysis of the multi-axle steering [5, 8–12]. However, so less of those
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interest in the mechanical design of multi-axle steering mechanisms, 8 × 8 vehicles in
particular. Therefore, this study aims to provide a contribution to the literature in this
field. In the scope of this study, FE (finite element) analyses of the mechanism were
carried out to establish bearing loads and stress distributions on critical parts for various
turning range of pitman arm through the ANSYS®Workbench™ 19.2. Then, the values
obtained from FE analyses were validated by kinematic and kinetic and analyses in
MATLAB® environment. Kinetic equations on each joint were implemented in terms
of pitman arm turning angle by taking the 4-bar mechanism into account. Therefore, the
force characteristics in joints depending on the steering angle were determined. Finally,
FE analyses of the complete system were carried out. The effects of steering booster on
the characteristics of joints forces and stresses were obtained.

II

I:  First steer axle
II: Second steer axle

x
z

Direction

I

y

Fig. 3. The double front axle steering system.

2 System Description

The general view of the steering linkage at a fully-right turn maneuver can be seen in
Fig. 4. In this system, the steering box moment input (MS) is given to the system by
the pitman arm (BAE), which transmits the moment from the steering wheel to steering
system mechanically. The first steer axle receives the input through (EF) rod and L-
arm (FGH), while the motion is transmitted to the second through the connecting rods
(BC) and (JK), sector (or swing) arm (CDJ) and the L-arm (KLM). Here, the sector
arm provides the simultaneous steering of the steer axles (I and II). The Ackermann
synchronization between the first and second axles is directly dependent on the ratio
between a and b. In this application, the track-rod consists of two parts (IR) and (HQ) as
similar to [13]. The optimal kinematic design of this system is introduced in more detail
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Fig. 4. Positions of the linkage elements at full right turn maneuver (above) and dimensions of
the sector arm (below).

in [14]. One of the main design targets for the steering mechanism is the acquirement
of reasonable Ackermann error values for given steering ranges as well as an adequate
strength against failure. Thus, failure on any of the structural elements causes critical
results for the vehicle.Within the turning range and under different steering boxmoment
and booster force values, structural elements of the linkage are subjected to different
bending and torsion loads depending on the steer angle. Moreover, the positions and
dimensions of the structural elements themselves have effects on these loads. Hence,
the determination of the stress distribution for various positions of structural elements is
of great importance in terms of system safety. Within the full range of linkage, bearing
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loads are expected to be different dependent on the turning angle. Therefore, designing
structural elements for the only neutral position of the vehicle might not be reliable.

3 Structural Analysis

3.1 Load Model

The vehicle is assumed as fully loaded and the wheels are firmly on the ground. There
are several approaches that are employed during the mechanical strength evaluation of
steering mechanisms, which are available in the literature and take different critical load
conditions into account. In this study, bore torque approximation that represents zero-
speed steering, was used as a load model since it is one of the most critical service loads,
to which the system might encounter during operation. The details of the load model are
discussed more detailed in [15–16]. All the same, in many cases, no clue related to the
steering orientation is given for the load model. Related to that, bearing loads on system
components are expected to vary for different steer angles under the same bore torque
value. Therefore, investigating the system safety only for zero-steer position might not
be sufficient.

3.2 FE Modelling and Validation

During themechanical examination of the system, the bore torque approach-based struc-
tural analyses were carried out through the FE method. However, in order to check the
sensitivity of the FE model, a validation study was made that includes the kinetic anal-
ysis of a sub-fraction of the mechanism. In that manner, a simplified FE model for that
section of the mechanism that covers the connecting rod I, sector arm and pitman arm
was created. Using this model, the force variation characteristics in the upper joint of the
sector arm were evaluated depending on different values of steer angle. In the following,
a kinetic model was created, which consists of three bars including the sector and pitman
arms in a way that it can be considered as a four-bar mechanism for the simplicity of
calculation. Hence, the deviation of the force in comparison with the FE model was
evaluated. Fig. 5 shows the elements of the FE model that is generated for the validation
study.

z

x
Pitman arm

Connecting rod I

Sector arm

B       C

D

J

A

E
Connecting rod II Connecting rod III

Fig. 5. Elements of the FE model.
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The kinetic model of the four-bar mechanism-idealized section of the system is illus-
trated in Fig. 6a. In this model l2, l3 and l4 are the kinematic lengths of the components.
θ2, θ3, and θ4 are the angular positions of bars with respect to the x-axis. The analysis of
the simplified model for the variation range of a system parameter requires the definition
of all geometric variables in terms of that parameter since it is a one degree-of-freedom
mechanism. Therefore, θ3 and θ4 should be expressed in terms of θ2 that is considered
as the generalized coordinate. In order to write these expressions, position vectors are
employed, which define the locations of joints with respect to a fixed reference point
for the variation range of θ2. The position vectors that are employed in the four-bar
mechanism are given in Eqs. (1–5). Since they compose a non-linear set of equations,
Newton-Raphson approach is used to solve the equations.

rAB + rBC = rAD + rDC (1)

rAB = (l2 cos θ2)i+ (l2 sin θ2)k (2)

rBC = (l3 cos θ3)i+ (l3 sin θ3)k (3)

rDC = (l4 cos θ4)i+ (l4 sin θ4)k (4)

rAD = (ADx)i+ (ADz)k (5)

Once the simplified model is fully defined in terms of the system parameter θ2,
the kinetic equations are written based on the free-body diagrams of bars. In order to
determine joint forces, the linear set of kinetic equations is solved through the matrix
approximation. In this method, the coefficient, system input and unknown matrices A,
b and F are written as below, respectively:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 −1 0 0 0 0 0 0
0 1 0 −1 0 0 0 0 0
0 0 l2 sin θ2 −l2 cos θ2 0 0 0 0 0
0 0 1 0 −1 0 − cos θ3 0 0
0 0 0 1 0 −1 − sin θ3 0 0
0 0 0 0 l3 sin θ3 −l3 cos θ3 0 0 0
0 0 0 0 1 0 0 −1 0
0 0 0 0 0 1 0 0 −1
0 0 0 0 −l4 sin θ4 l4 cos θ4 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

b = [
0 0 −M 0 0 0 0 0 0

]T
(7)

F = [
Ax Az Bx Bz Cx Cz P Dx Dz

]T
(8)

F=A−1×b (9)
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The matrix solution is obtained in MATLAB® environment and the solution set is
repeated through the variation range of θ2; thus, the variation profile of joint forces is
calculated. The FE and RKM (Rigid kinematic model) approaches for the evaluation of
axial reaction force P under the driving torque M are compared also in Fig. 6b for the
joint C. Here, the steer angle βL is measured from the right wheel of the first steer axle
that is termed as the reference wheel. Positive sign of βL indicates left turn steering. The
axial force characteristics were given as axial force ratios P/Pref, where the forces at βL
= 0° as reference values (Pref). From the diagram, the result is drawn that the joint force
variation that is obtained through the FE model is deviated with the simplified kinetic
model of the mechanism with roughly 3%, which can be said to be acceptable. After
this stage, FE analysis method is employed for the full steering linkage.

a                                                           b 

θ3

A D

B

θ2 θ4

C

M

P

x

z

l2

l3

l4

Fig. 6. a. Simplified to four-bar mechanism kinetic model of the steering linkage b. Comparison
of the force characteristics that are obtained through FE analyses and RKM as functions of steer
angle of the reference wheel.

3.3 FE Modelling of the Full Steering Linkage

The FE model of the full steering linkage is shown in Fig. 7. The model is fixed from the
middle joint (A in Fig. 4) of the pitman arm, where the steering wheel input is given to
the system. In the junction points, where tie-rods and connection rods are connected to
the arms, spherical joints (S) were used. In the connection points between the arms and
the vehicle chassis, only rotation (R) is allowed. The joint types used in the FE model
of the full steering mechanism are shown in Fig. 7. The wheel torque values that are
obtained according to the bore torque approximation were applied from the wheel-hub
parts. In addition, the steering booster forces (FB) were applied to the model from the
track rods (Points U, V, W and X in Fig. 4). The scenario, in which the actual steering
booster force is used, was termed as Case 0. Nonetheless, in order to obtain the effects
of steering boosters on the overall mechanical strength of the system, the wheel torque
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loads were also applied with different values of the steering booster force as additional
load cases, 10% (Case 1) and 20% (Case 2) lower, precisely. Selected load cases were
employed for the complete steering range of the wheels in order to take the most critical
positions that were taken into account during the mechanical design.

x

z

y
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R

SS

SS R

S

S SR

S
S

S
R

S

R
R

R

S

SR: Revolute joint
S: Spherical joint

Fig. 7. Joint types used in the FE model of the steering linkage
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Fig. 8. Fully-left steer maneuver.
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4 Results and Discussion

During the evaluation of the results, four critical components of the linkage are taken
into account as exemplary; front and rear L-arms, pitman arm and the sector arm. The
fully-left steer maneuver of the linkage indicating these structural components is shown
in Fig. 8.

The joint force variation characteristics for the selected components were obtained
throughout three cases as the function of the steer angle of the reference wheel. The
forces were given as force ratios F/Fref for each joint, where the forces at the non-steered
position of the linkage as reference values (Fref). The joint force variation characteristics
are given in Fig. 9.

Fig. 9. Joint force variation characteristics.
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From the diagrams in Fig. 9, a ratio between the maximum force Fmax and Fref is
obtained for the joints. As a result, crucial increases were observed in joint forces with
fairly identical variation characteristics of joint forces. From the results it is drawn that
the joint forces can be as about 3 times higher compared to relevant reference values.
Depending on the steering booster force decrease by 20%, it was observed that the forces
at joint J as an example can also be up to 3 times higher. A remarkable point during
the mechanical strength evaluation of sector arm is the negligibly small force values
in a specific position of the front L-arm at joint I. In this geometric arrangement of the
linkage, steering booster almost completely bears the bore torque and the joint forces are
released from the sector arm, which can be seen in the diagram in Fig. 9. According to the
joint force analyses, mechanical strength evaluations of components were also carried
out. In a similar fashion, the von Mises stress variation characteristics of critical regions
of selected components are given in Fig. 10 as the ratios of corresponding reference
values. The critical regions in the neighborhood of the joints were taken into account
during the evaluations.

Fig. 10. Stress variation characteristics of selected components.

Themaximum increase of stress ratio depending on the steer angle is also obtained as
about 2. The FE analysis depending on the wheel positions revealed that the mechanical
strength conditions are satisfied for the yield stress criterion the system in the most
critical layout of the mechanism.
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5 Conclusions

In this work, force and stress analyses were carried out for a double front axle steering
mechanism of an 8x8 special purpose vehicle. In that manner, at the first stage, an
FE model was created by taking a sub-fraction of the mechanism into account for the
determination of system sensitivity to FE modelling. Thus, the joint force variation
depending on different values of steer angle was observed for the critical connection
parts. The obtained results were validated by means of an equivalent RKM for four-bar
mechanism idealized part of the steering linkage in the MATLAB® environment. Once
the results were correlated with two different approaches, the FEmodel for the complete
system was generated and stress variation behavior of the mechanism was obtained as
a function of steering angle with various steering booster forces. It was seen that the
system satisfies themechanical strength requirements in themost challenging simulation
conditions. Some results obtained from this work are summarized below:

• The joint forces obtained from the sub-FE model and RKM analysis deviate with a
maximum level of 3%.

• It was revealed that the joint forces of the linkage components under steering angle
may increase by up to 3 times compared to the reference value, in which the wheels
are not steered.

• It is evaluated that, throughout the steering mechanism design, taking the non-steered
position of the wheels into account solely may result in misleading results and insuf-
ficient mechanical strength for the mechanism. Moreover, due to the variating nature
of stress behavior, the fatigue life assessments should also be considered during the
design of similar systems.

• The steering booster force has a major role in the stress values over the mechanism.
In this exemplary work, it was seen that the 20% reduction of steering booster force
leads to stress increase by up to 3.13 times. Therefore, it can be concluded that the
selection of the proper steering booster is of great importance for heavy duty vehicle
steering systems.
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Abstract. Sheet metal forming is one in all the foremost important production
processes in car manufacturing; therefore its developments are significantly deter-
mined by the demands of the automotive industry. Recent trends in car production
are also characterized by applying lightweight principles. Its main priority is to
fulfil both the customers’ demands and also the increased legal requirements.
Applying high strength steels could also be thought to be one in all the potential
possibilities. Applying high strength steels have a positive response for several of
the requirements: increasing the strength may result in the appliance of thinner
sheets leading to significant mass reduction. Mass reduction ends up in lower con-
sumption and increased environmental protection. Increasing strength often leads
to a decrease in formability. In this paper, an outline of recent material devel-
opments within the automotive industry concerning the employment of recent
generation advanced high strength steels are going to be given.

Keywords: Advanced High Strength Steels - AHSS · Automotive industry ·
Lightweight manufacturing

1 Introduction

Increasing global competition in car-making requires low-cost production, which is
strongly connected with lightweight manufacturing. The need for lightweight manu-
facturing within the vehicle industry may be explained by several reasons: the con-
tinuously increasing environmental restrictions, the requirement for the reduction of
harmful emissions, and the higher safety requirements should be mentioned. Fulfilling
these requirements, weight reduction has a decisive role. Within the total weight of an
automobile, the car body incorporates a determinant role. Sheet metal forming thought
to be one in all the foremost important manufacturing processes in the production of car
body elements. This is why the elaboration of new, low-cost manufacturing processes
is one of the main objectives in sheet metal forming: in this respect, the lightweight
production principles are of utmost significance. The two main possibilities for produc-
ing lightweight automotive parts are the applying of high strength steels or lightweight
materials – especially various high strength aluminum alloys [1]. In this paper, I mainly
concentrate on Advanced High Strength Steel materials. First, the main requirements
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and the driving forces for car manufacturing will be overviewed. It will be followed by
the classification of Advanced High Strength Steels (AHSS) steels introducing some
important representatives of 1st, 2nd and 3rd generation AHSS materials.

2 Main Requirements in the Automotive Industry as the Driving
Forces of Car Manufacturing and Sheet Metal Development

Considering the main requirements for the automotive industry in recent decades, the
main driving forces of material developments can be clearly defined, too.

The global competition in car manufacturing is very strong and furthermore, the
requirements are often contradictory: for example, from the customers’ side more eco-
nomical, more safe and higher comfort together with better performance are the most
important issues. These are further increased by legal requirements as the ever-increasing
environment restrictions including the reduction of harmful emissions and also higher
safety requirements. Some of these legal requirements are in accordance with the cus-
tomers’ demands, however, some impose further requirements. Due to the worldwide
competition in car manufacturing, the automotive industry has to find the best answers
to these challenges. To meet these requirements is hardly possible with conventional
materials and manufacturing methods. This is often one of the most reasons that the
development trends in the automotive industry are the most driving forces in material
development and sheet metal forming, too.

In the fulfillment of these manifold requirements, the weight reduction has an impor-
tant role: reducing the overall weight of vehicles results in lower consumption, and thus
less harmful emissions together with more economical vehicles and increased environ-
mental protection. If we analyze the potential weight reduction in various parts of a
regular automobile, it can be stated that about 45% of the total weight is covered by the
body parts, chassis and suspension elements [2], thus, the main focus should be placed
on these components. These parts are mostly produced by sheet metal forming, therefore
sheet metal forming as a key technology has a critical role in the weight reduction of
automobiles.

3 Material Development Tendencies in Sheet Metal Forming
Concerning the Lightweight Production Principles in Car
Manufacturing

Lightweight production principles led to the intensive development of recent, newmate-
rials. Concerning steel materials, these developments resulted in the widespread appli-
cation of assorted grades of high strength steels. The origin of those developments
may be traced back to the mid-seventieth when the first examples of micro-alloyed
steels arrived in the economic, industrial application. Since then, thanks to the continual
pressure on material development several new high strength steel grades appeared and
reached already the everyday industrial application. Systematic analysis of those devel-
opments may be found in several papers from various authors in the literature [3–7]. In
the following sections, a systematic scientific classification of those developments will
be summarized.
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3.1 Classification of Steel Developments

Steel developments are classified in several alternative ways. One usual way of classi-
fication is completed per the metallurgical designation. In step with this, steels can be
grouped into the subsequent types: low strength steels (including mild steels, interstitial
free IF-steels), conventional high strength steels like Carbon-Manganese (C-Mn) steels,
Bake-Hardenable (BH) steels, High Strength Low Alloyed (HSLA) steels, and also the
newer varieties of Advanced High Strength Steels (AHSS), e.g. Dual Phase (DP) steels,
Transformation Induced Plasticity (TRIP) steels), Twinning Induced Plasticity (TWIP)
steels, Complex Phase (CP) steels, Martensitic (MS) steels. In recent years, several new
AHSS grades have been developed, e.g. TRIP-aided Bainitic Ferrite (TBF), Quenching
& Partitioning (Q&P), or different kinds of NanoSteels: of these with the primary aim
supplying even higher strength parameters with significantly increased formability.

Recently, widely applied classification relies on mechanical properties – mainly
strength and formability parameters as the Ultimate Tensile Strength (UTS) and Total
Elongation (TE) as shown in Fig. 1. This kind of classification is often used together
with the designation of steel generations’ development, as well.

Fig. 1. Ultimate Tensile Strength (UTS) vs Total Elongation (TE) for various generations of high
strength steels [4]

In Fig. 1, the relationship between strength and ductility parameters can be seen
applying the classification method mentioned above. This classification added with a
graphical representation, too. The product of the ultimate tensile strength and the total
elongation (UTS× TE) follows a hyperbolic function, as it can be well seen from Fig. 1.
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The constant (C = UTS × TE) provides a good basis for further classification of newly
developed Advanced High Strength Steels.

In Fig. 1, the conventional mild steels (IF andMild steels) formerly widely applied in
Body in White (BiW) production in the automotive industry, the group of conventional
high strength steels including Bake Hardening (BH), Isotropic (IS), High Strength Inter-
stitial Free (HS IF), Carbon-Manganese (CMn) andHigh Strength LowAlloyed (HSLA)
steels. Following the wide-spread application of conventional high strength steels, inten-
sive development was initiated in the steel industry in close cooperation with the auto-
motive industry to develop alternative types of Advanced High Strength Steels (AHSS)
that may better fulfill the needs of lightweight principals building automotive structures.

In the next sections, some results achieved in the development of three generations
of Advanced High Strength Steels will be overviewed.

4 Main Groups of Advanced High Strength Steels (AHSS)

AHSS are complex, sophisticated materials, with carefully selected chemical compo-
sitions and multiphase microstructures, achieved by precisely controlled heating and
cooling processes. Various strengthening mechanisms are applied to get significantly
increased strength, better formability, improved toughness, and fatigue properties tomeet
the various requirements that are defined for automotive body structures. We will dis-
cuss the main groups of Advanced High Strength Steels according to their development
stages.

4.1 First Generation Advanced High Strength Steels (1G-AHSS)

There are several newmaterials grades among the 1st generation AHSS, among them the
Dual-Phase-, Complex Phase-, TRIP- andMSor often termed as PHS-steels (PHS stands
for Press Hardening Steels). From this 1st generation AHSS, DP- and TRIP-steels are
the most characteristic members that are most widely applied in the automotive industry.
Obviously, we have to mention the PHS-steels, too, but since the application of these
steels requires special dedicated Hot Press Forming (HPF) processes, in this respect, we
refer to an overview of this special field summarized in [8]. In this section, we will only
analyze in detail the DP- and TRIP-steels.

Dual-Phase (DP) Steels
Development of Dual-Phase (DP) steels started at the beginning of the new age of steel
development. Current commercially available AHSS steels have evolved from the early
work on Dual-Phase steels within the late 1970s and early 1980s. Dual-Phase steels
are one in all the foremost widely applied Advanced High Strength Steels in today’s
car making industry. This is often mainly thanks to their better strength and formability
parameter combination compared to the conventional high strength steels like HSLA
steels. For DP steels, high specific strength and good initial work hardening rate are
characteristic besides the continuous yielding behavior, and superior ductility compared
to standard steel grades. These properties make them particularly suitable for producing
various body structures, closures, etc. in vehicles [9].
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Dual-Phase (DP) steels generally have a ferrite matrix containing mainly hard
martensite or in some cases bainite second phases as islands as shown in Fig. 2. It
is very characteristic that the ferrite phase is usually continuously providing excellent
ductility. During forming, the strain is concentrated within the lower strength ferrite
phase surrounding the martensite islands providing a unique work hardening rate.

Fig. 2. Micrograph of a DP 690 steel containing martensite islands in ferrite matrix

Processing of DP Steels
There are various processing routes for producing DP steels. The time-temperature
diagrams of the three most widely applied manufacturing processes can be seen in
Fig. 3.

Fig. 3. Three different processing routes for producing DP steels

The first method – shown as Route A in Fig. 3 – means a rapid cooling from
the intercritical temperature directly to room temperature. The resulting microstruc-
ture comprises ferrite and martensite. Higher intercritical temperatures, for the same
holding period, result in larger amounts of martensite with increased tensile strength
and decreased percentage elongation [10].
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The other method for processing of DP steels (Route B in Fig. 3) first involves a
slow cooling from the austenitic region to the desired ferrite transformation temperature,
followed by quenching to room temperature for transforming the remaining austenite
to martensite [11]. This processing route results in lower tensile strength and higher
ductility than those gained by Route A.

The third method for producing DP steels (Route C in Fig. 3) involves hot rolling of
steel in the intercritical region with a slow cooling rate, then followed by second cooling
at a very fast rate and finally slow cooling (i.e. coil cooling) to room temperature.
This method of cooling is known as ultra-fast cooling (UFC) and the processing route
is referred to as new generation thermo-mechanical controlled processing [12]. Better
properties obtained by Route C compared to those obtained by either Route A or Route
B due to the higher grain refinement achieved during rolling.

Transformation Induced Plasticity (TRIP) Steels
Advanced high-strength transformation-induced plasticity (TRIP) steels are highly com-
patible for light-weighting car body construction with an additional advantage to reduce
the safety problems. One amongst the main features of TRIP steels that the strain- or
stress-induced transformation of retained austenite present within the microstructure in
a sufficient amount can substantially harden the steel during deformation looking on the
processing route, and so ends up in a better ductility [13].

Themicrostructure ofTRIP steels contains retained austenite embedded in an exceed-
ingly primary matrix of ferrite. Usually, about five volume percent of retained austenite,
hard phases like martensite and bainite are present in varying amounts. Figure 4 shows
the schematic microstructure of TRIP steel (TRIP 700).

Fig. 4. Micrograph of a typical TRIP steel (TRIP 700)

TRIP steels may have been characterized by a comparatively low content of alloying
elements. As an example, in TRIP 790 steel (UTS =790 MPa), the overall content of
alloying elements is about 3.5 wt. Percent. Thus, the appropriate selection of suitable
alloying elements and also the amount required to get the planned properties is critical
during the alloy design stage. The carbon content in TRIP steels is more than in DP
steels. Carbon is mostly kept within the range of 0.20–0.25% due to weldability reasons.
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The upper carbon content is necessary for stabilizing the retained austenite phase to
below ambient temperature. In TRIP steels, austenite stabilizers are present, mainly
C, Mn, and/or Ni. These elements assist in maintaining the mandatory carbon content
within the retained austenite. TRIP steels mainly contain multi-phase microstructures
composed of about 50–55% ferrite, 30–35% bainite, 7–15% retained austenite, and
1–5% martensite.

The outstanding combination of ductility and strength in TRIP steels may be a result
of deformation supported the transformation of retained austenite to martensite. This
transformation (on deformation) of phases is termed the TRIP effect that has excellent
strength and elongation combination along with high impact resistance. These charac-
teristics predestinate TRIP steels as a decent candidate for the third generation AHSS,
too. Dispersed hard second phases in soft ferrite provide high work hardening rate, as
experienced in DP steels, too. Furthermore, in TRIP steels the retained austenite pro-
gressively transforms to martensite with increasing strain, thereby increasing the work
hardening rate at higher strain levels [14].

Processing Methods of TRIP Steels
The basic processing route of TRIP steels consists of heating the steel to the full austenitic
zone, and after the necessary soaking time cooling down to the intercritical region fol-
lowed with deformation here, and quick transfer to the bainitic zone with subsequent
holding there, and finally quenching to room temperature (shown in Fig. 5).

Fig. 5. Conventional processing route of TRIP steels

The deformation within the inter-critical region increases the speed of the transfor-
mation of austenite (γ) to ferrite (α). The remaining austenite is enriched with carbon
content, which stabilizes the γ phase. Furthermore, this deformation increases the nucle-
ation rate of bainite but decreases the rate of growth that leads to small plates of bainite.
This also helps the enrichment of the γ phase in carbon and further increases its stabil-
ity. The stability of retained austenite is enhanced by the high carbon content and the
more carbon in γ phase results in more stability of γ during the TRIP effect, too, since
more stable austenite needs longer time to be transformed into martensite; simultane-
ously, these processes contribute to the increase of the ductility, too. With this process,
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an improved strength–ductility combination is achieved [15]. Obviously, the described
processing method for TRIP steels is more time-consuming. This is due to the need for
special arrangements to deform the material at high temperature, to hold the specimen
in the bainite region, and so on. This limits the use of TRIP steels in industrial applica-
tions. Some authors [16] using this route reported that rolling in the intercritical region
improves TRIP steel properties by enhancing the carbon content and dislocation density,
decreasing the grain size, and leading to a granular type morphology.

4.2 Second Generation of Advanced High Strength Steels (2G-AHSS)

The 2nd generation of Advanced High Strength Steels was the next step in steel devel-
opment. These steels can be found in the range of Rm ×A80 = 40.000–65.000 (MPa%).
Twinning Induced Plasticity, i.e. TWIP-steels are the most characteristic representa-
tives of this group, however, there are some other material grades like high Manganese
austenitic stainless steels (AUST SS) and the so-called Lightweight Induced Plasticity
(L-IP) steels, too. In this section, we will only introduce the most characteristic type, i.e.
the TWIP-steels.

Twinning-Induced Plasticity (TWIP) Steels
TWIP steels have a superior balance of tensile strength and elongation using the TWIP
effect. The name of TWIP steel is originated from its characteristic deformation mode,
i.e. the twinning induced plasticity. The twinning causes high value of the instantaneous
hardening rate (n-value) as the microstructure becomes finer and finer. The resultant
twin boundaries serve as grain boundaries and strengthen the steel.

TWIP steels have high manganese content (Mn = 17–24%) that results in fully
austenitic microstructure even at room temperatures. TWIP steels are normally com-
posed of Fe,Mn, orNi (15–35%), Si (1–%), andAl (1–3%) [17]. These steels exhibit out-
standing tensile strength-ductility combinations (e.g. a TWIP steel with tensile strengths
above 1000 MPa may possess 50–60% ductility) [17]. The n-value may increase to a
value of 0.4 that may result in 50–60% uniform elongation. In many grades in this group,
the tensile strength may be even higher than 1500 MPa [18].

InTWIP steels, the strain hardening is strongly dependent on the stacking fault energy
(SFE). This parameter controls the deformation behavior of the steel. Alloying elements
generally decrease SFE leading to enhanced twinning behavior during deformation and
hence lead to improved ductility. It is also known that SFE< 20 mJ/m2 causes austenite
to martensite conversion, and by this results in the TRIP effect. For pure twinning, SFE
is desired to be greater than 20 mJ/m2. Aluminum is added to steel to raise SFE, to retard
the TRIP effect, and to result in pure twinning. Typical microstructure of a TWIP-steel
is shown in Fig. 6.

TWIP steels show excellent mechanical performance with extremely high strength
and ductility properties. Unfortunately, this category is not really viable for industrial
applications due to its limitations: poor productivity and high production costs. The
usual processing of TWIP steels includes homogenizing above the upper critical tem-
perature and quenching to room temperature [19]. TWIP steels are often produced by
homogenizing followed by deformation at temperatures above the upper critical one,
with subsequent quenching to room temperature. Deformation at higher temperature
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Fig. 6. Micrograph of a TWIP steel in annealed condition

provides fine grain size and a high volume fraction of twins. The finer the grain struc-
ture the more twinning occurs that improves ductility and strength. Two kinds of twins
are observed in TWIP steels: (a) annealing twins caused by heat treatment, and (b)
deformation twins caused by plastic deformation.

4.3 Third Generation of Advanced High Strength Steels (3G-AHSS)

The main target in developing the 3rd generation AHSS was to achieve the properties in
the range between the 1st and 2nd generation AHSS with less alloying elements, hence,
with less expensive processing that is suitable for early commercialization. The group of
3rd Generation AHSS (3G-AHSS) development may be clearly identified on the diagram
of Tensile Strength vs Total Elongation between the 1st and 2nd generationAHSS regions
(see Fig. 1).

Medium Manganese Steels combining the TRIP and TWIP effects, Quenched and
Partitioned (Q&P) Steels, TRIP assisted Bainitic-Ferritic Steels (TBF) and NanoSteels
are usually considered to belong into this group of AHSS.

In this section, we will mainly deal with the two most promising examples of this
group, i.e. the Quenched and Partitioned (Q&P) Steels and TRIP assisted Bainitic-
Ferritic Steels (TBF).

Quenched and Partitioned (Q&P) Steels
Quenched and Partitioned (Q&P) steels are one of the main results of the recent devel-
opments of 3rd generation AHSS steels. The theory of Q&P steels is partly based on the
knowledge of duplex stainless steels and the quenching and partitioning process [20].
The Q&P steels usually contain carbon, manganese, silicon, nickel, and molybdenum
alloying elements. The quantity of alloying elements is around 4 percent, which is far
below that of within the 2nd generation AHSS. During heat-treatment of Q&P steel,
quenching is interrupted and is reheated for partitioning. With this reheating process, a
unique microstructure is formed containing 5 to 12 percent stable retained austenite, 20
to 40 percent ferrite, and 50 to 80 percent martensite.



90 M. Tisza

The concept of Q&P process for automotivematerials was first published by Speer in
2003 [21]. In Q&P process, the steel is quenched down below theMs temperature, where
austenite is not fully transformed. Thanks to the alloying concept of Q&P steels, this
temperature usually is within the range of 200–350 °C. It implies that the microstructure
may be a mixture of martensite and austenite. Steel is then reheated and aging is com-
pleted between 300–500 °C; this is termed the “partitioning step”. During this treatment,
carbon diffuses from the supersaturated martensite, providing the carbon enrichment of
austenite, which increases its stability at room temperature; furthermore, it supports
further TRIP effect during deformation.

However, the complex evolution of the microstructure during partitioning and the
detailed mechanisms are not fully revealed, many of the Q&P evolutions are still a
matter of debate. For example, the formation of bainite during partitioning cannot be
completely excluded; it could explain the measured carbon enrichment in the retained
austenite because the partitioning temperatures are per those for bainite formation.

Though the detailed mechanisms are not fully explained, the benefits of Q&P treat-
ment are clearly shown by the improved mechanical properties. The range of strength
that may be achieved with this new concept is between 1,000 and 1,500 MPa, with a
total elongation of 20%.Moreover, because thematrixmay be quite temperedmartensite,
damage resistance is improved compared to DP or TRIP steels with identical strength
levels.

Recently,Q&Psteelswith 2,100MPa tensile strength togetherwith 9percent uniform
elongation and about 13 percent total elongation were developed. The elongation level
of this steel is reminiscent of DP 980 that is a cold-formable grade. Q&P steels, initially
with 980 MPa and later 1,180 MPa strength were first developed by Baosteel [22].

The development of Q&P steel grades required a very important modification of
the annealing lines. Quenching and reheating step was not possible until recent years.
The strong demand from the automotive market towards 3rd generation advanced high
strength steels has led steel making companies investing in the upgrading of their
annealing lines to make sure the processing of Q&P steel products.

Processing of Q&P Steels
Q&P steels are a series of C-Si-Mn, C-Si-Mn-Al or other similar compositions that are
processed by the quenching and partitioning (Q&P) heat-treatment process. Q&P steels
possess an excellent combination of strength and ductility with a final microstructure
of ferrite (in the case of partial austenitization), martensite and retained austenite. This
microstructuremakes them suitable to use in the automotive industry as a new generation
AHSS. They are suitable for cold stamping of various structures and safety parts having
complicated shapes to improve fuel economy and promoting passenger safety.

It is possible to change the amount of retained austenite at room temperature and
its stability with alloying elements such as carbon, manganese, nickel, etc. However, it
affects the cost and may be detrimental concerning the welding properties. The third
generation of AHSS grades was developed to overcome these disadvantages; one of the
good examples are those 3rd generation AHSS that is based partly on the quenching-and-
partitioning process (Q&P steels) and on the properties of themedium-manganese steels.
In this case, the composition of steel is not adequate for keeping the retained austenite at
room temperature, but annealing, cooling, and thermal processes are optimized to change
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the austenite’s composition and decrease its Ms temperature. For medium-Mn steels,
where a relatively larger manganese amount (typically 5 to 8 wt. %) is characteristic
slightly simplifies the thermal treatment. The intercritical annealing provides a chance to
form austenite and to increase its carbon and manganese content; then the steel is cooled
down to room temperature. The complexmultiphasefine-grainedmicrostructure together
with the TRIP effect arising from the progressive transformation of the retained austenite
during deformation provides excellentmechanical behavior. By these processes, theUTS
above 1,200 MPa and uniform elongation larger than 12% can be achieved.

There are two main versions of Quenching&Partitioning process. The basic version
includes a fast quenching from the austenitization temperature down to the tempera-
ture slightly above the Mf temperature and followed by the partitioning below the Ms
temperature as shown in Fig. 7.

Fig. 7. Basic process of Quenching&Partitioning

There is a newer version of Quenching&Partitioning applying Double-Stabilization
Thermal Cycle – DSTC as shown in Fig. 8.

Fig. 8. Quenching&Partitioning applying Double-Stabilization Thermal Cycle (DSTC)

The main processing way of this newer Quenching&Partitioning steel grade with
DSTC thermal cycle may be summarized by the following steps:



92 M. Tisza

1. Full Austenitization is the first step in Quenching&Partitioning applying Double-
Stabilization Thermal Cycle, too.

2. 1stQuenching: the full austenitization is followed by a 1st or Initial Quenching down
to the temperature slightly above theMs temperature to avoid bainitic transformation
of austenite. Applying this step, the austenite is further stabilized.

3. Finish Quenching: the initial quenching is followed by a finish quenching above the
Mf temperature setting up the retained austenite/martensite ratio.

4. Carbon Partitioning: Carbon Partitioning is done slightly below the Ms tempera-
ture. During this carbon partitioning, the carbon will diffuse from the martensite to
austenite thus providing even higher stability of austenite to resist its transformation
to martensite.

5. Air Cooling: from the temperature of carbon partitioning air cooling may be applied
to room temperature to get the required austenite-ferrite-martensite ratio.

TRIP Assisted Bainitic-Ferritic (TBF) Steels
TRIP assisted bainitic-ferritic (TBF) steels may be considered as a further signifi-
cant development step among the 3rd generation AHSS. Their microstructure contains
bainitic-ferritic matrix with retained austenite particles. Typical chemical compositions
of TBF steels contain C, Si and Mn as major alloying elements. Alloy modifications
include variations of the Al, Nb and Cr content [23]. The cementite formation during
bainitic transformation is suppressed by the Si constituent. The added Si enhances the
C content in retained austenite and it stabilizes the austenite. High Si contents of 1.5 wt
% are used in these types of steels.

Processing of TBF Steels
TBF steels are produced by isothermal holding in the bainitic regions after fast cooling
from the full austenitic zone. A significant benefit of these steels compared to Q&P steels
processing that these can be produced by conventional heat-treatment devices, while the
processing of Q&P steels requires significant modifications in the annealing lines.

5 Conclusion

In this paper, the recent developments in Advanced High Strength Steel production
and application were overviewed. Considering both the customers’ demand and the
legal requirements, it was shown that some of these requirements are coinciding while
others are contradictory. To fulfil these contradictory requirements, the application of
high strength steels may be regarded as one of the most potential developments. Among
these developments, the application of newAdvanced High Strength Steels (AHSS)may
be regarded as the most important one. In the last decades, different grades of AHSS
were developed. They are classified as first, second and third generation AHSS. Some of
these AHSS grades are already widely applied in the world automotive industry; some
still are in the development phase. The main properties, the metallurgical background
and the main processing routes of AHSS were discussed.



Three Generations of Advanced High Strength Steels 93

Acknowledgments. This work summarizes the results achieved within the project Material and
process developments for the Hungarian Automotive Industry jointly financed by the European
Union and the Hungarian Government (Grant No. AutoTech-4.2.2/A-11/1-KONV-2012–0029).
Both financial supports are gratefully acknowledged.

References

1. Tisza, M.: Metal Forming in the Automotive Industry, 1st edn., 294. p. University Press,
Miskolc (2015). ISBN 978–963–358–082–0

2. Lotus Engineering: An assessment of mass reduction opportunities for 2017–2020 model
year vehicle programs. International Council on Clean Transportation, 308. p., March 2010

3. Wagener, H.W.: New developments in sheet metal forming: sheet materials, tools and
machinery. J. Mat. Proc. Techn. 72, 342–357 (1997)

4. Tisza, M.: Development of lightweight steels for automotive applications. In: Engineering
Steels and High Entropy-Alloys, IntechOpen (2020). ISBN 978–1–78985–948–5

5. Matlock, D.K., Speer, J.G.: Processing opportunities for new advanced high-strength sheet
steels. Mater Manuf. Process. 25, 7–13 (2010)

6. Lesch, C., Kwiaton, N., Frank, B.: Advanced High Strength Steels (AHSS) for automo-
tive applications: tailored properties by smart microstructural adjustments. Steel Res. Int. 88
(2017). https://doi.org/10.1002/srin.201700210

7. Nanda, T., Singh, V., Singh, V., Chakraborty, A., Sharma, S.: Third generation of advanced
high-strength steels: Processing routes and properties, J. Mater. Des. Appl. (2016), August
12. doi.org/https://doi.org/10.1177/1464420716664198

8. Tisza, M.: Hot forming of boron alloyed Manganese steels. Mat. Sci Forum. 885, 25–30
(2015). https://doi.org/10.4028/www.scientific.net/MSF.885.25

9. Li, C., Li, Z., Cen, Y., et al.: Microstructure and mechanical properties of dual phase strip
steel in the overaging process of continuous annealing. Mater. Sci. Eng. A. 627, 281–289
(2015)

10. Adamczyk, J., Grajcar, A.: Effect of heat treatment conditions on the structure andmechanical
properties of DP-type steel. J. Achieve Mater. Manuf. Eng. 17, 305–308 (2006)

11. Meng, Q., Li, J., Wang, J., et al.: Effect of water quenching process on microstructure and
tensile properties of alloy cold rolled dual-phase steel. Mater Des. 30, 2379–2385 (2009)

12. Rana, R., Liu, C., Ray, R.K.: Evolution of microstructure and mechanical properties during
thermo-mechanical processing of a low-density multiphase steel for automotive application.
Acta Mater. 75, 227–245 (2014)

13. Kuziak, R., Kawalla, R.,Waengler, S.: Advanced high strength steels for automotive industry:
a review. Arch. Civil. Mech. Eng. 8, 103–117 (2008)

14. Skalova, L., Divisova, R., Jandova, D.: Thermo-mechanical processing of low-alloy TRIP-
steel. J. Mater Process. Technol. 175, 387–392 (2006)

15. Shi, W., Li, L.: Thermal stability of retained austenite in TRIP steel after different treatments.
J. Iron Steel Res. Int. 15, 61–64 (2008)

16. Basuki, A., Aernoudt, E.: Influence of rolling of TRIP steel in the intercritical region on the
stability of retained austenite. J. Mater. Process. Technol. 89–90, 37–43 (1999)

17. Chung, K., Ahn, K., Yoo, D.H., et al.: Formability of TWIP (twinning induced plasticity)
automotive sheets. Int. J. Plast. 27, 52–81 (2011)

18. Allain, S., Chateau, J.P., Bouaziz, O., et al.: A physical model of the twinning-induced
plasticity effect in a high manganese austenitic steel. Mater. Sci. Eng. A. 384, 143–147 (2004)

19. Grajcar, A., Borek, W.: Thermo-mechanical processing of high-manganese austenitic TWIP-
type steels. Arch. Civil Mech. Eng. 8, 31–37 (2008)

https://doi.org/10.1002/srin.201700210
https://doi.org/10.1177/1464420716664198
https://doi.org/10.4028/www.scientific.net/MSF.885.25


94 M. Tisza

20. Savic, V., Hector, L., Singh, H., Paramasuwom, M., et al.: Development of a lightweight
third-generation advanced high-strength steel (3GAHSS) vehicle body structure. SAE Int. J.
Mater. Manuf. 11(4), 303–313 (2018). https://doi.org/10.4271/2018-01-1026

21. Speer, J.G., Edmonds, D.V., Rizzo, F.C., Matlock, D.K.: Partitioning of carbon from super-
saturated plates of ferrite, with application to steel processing and fundamentals of the bainite
transformation. Curr. Opin. Solid State Mater. Sci. 8, 219–237 (2004)

22. BaoSteel: Automotive Advanced High Strength Steels. Product Manual (2013)
23. Bachmaier, A., Hausmann, K., Krizan, D., Pichler, A.: Development of TBF steels with 980

MPa tensile strength for automotive applications. In: Proceedings of International Conference
on New Developments in Advanced High Strength Steels, Colorado, June 2013. https://doi.
org/10.13140/RG.2.2.24907.80169

https://doi.org/10.4271/2018-01-1026
https://doi.org/10.13140/RG.2.2.24907.80169


Development of Cutting Edge Radius Size
of Solid Carbide Mills When Drag Finishing

Boris Pätoprstý1(B), Marek Vozár1, Peter Pokorný1, Tomáš Vopát1, Ivan Buranský1,
Miroslav Zetek2, Šárka Cajthamlová2, and Vít Laudát2

1 Faculty of Materials Science and Technology, Slovak University of Technology,
Bratislava, Slovakia

boris.patoprsty@stuba.sk
2 Faculty of Mechanical Engineering, University of West Bohemia, Pilsen, Czech Republic

Abstract. The article deals with the influence of time of the drag finishing process
on the size of the cutting edge radius for cutting tools. In the experiments, four-
tooth cemented carbide mills with diameter of 10 mmwere used that were ground
on Reinecker WZS60 tool grinding machine from Ceratizit CTS20D. Tools were
drag finished onOTECDF3Toolswith the use of SIX 70/16 granulate and grinding
oil. The time of the drag finishing process was varied from 1 to 10 min. After drag
finishing, the tools were measured on the Zeiss Surfcom 5000 shape and countour
measuring machine. The aim of the paper was to determine the influence of time
as a parameter on the achieved cutting edge radius size rn. Cutting edge radius size
on both the face teeth and helical teeth was measured. The dependence of cutting
edge radius from process time when drag finishing in the mentioned granulate was
determined and described in the article.

Keywords: Drag finishing · Cutting edge preparation ·Milling tools

1 Introduction

Cutting tools are one of the most important factors entering into the process of man-
ufacturing parts by metal cutting. Virtually all tool manufacturers are optimizing the
macrogeometry of their cutting tools. It is necessary in order to increase tool life when
machining variousmaterials. For the past decade, the importance ofmodifying themicro-
geometrical parameters of the cutting tools in addition to the macrogeometry has been
stressed by some authors and research institutions. [1, 2, 3] While there are novel meth-
ods of edge preparation currently being developed [4, 5], drag finishing remains a viable
method of modifying the microgeometry of cutting tools with some of its properties
haven’t been thoroughly investigated. [6, 7] Properly adjusting the parameters of the
drag finishing process can lead to better results, increasing the tool life. [8, 9] Modifying
the microgeometry of the cutting edge of cemented carbide tools is especially beneficial,
as it results in the extension of tool life as well as better adhesion of the coating layer.
[10, 11] In this paper, the importance of the time parameter of the drag finishing process
is investigated and its influence on the tool’s microgeometry is discussed.
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2 Materials and Methods

Tools were manufactured by grinding from cemented carbide rods of grade CTS20D
by Ceratizit Company, which corresponds to grade K20-K40 by ISO. This cemented
carbide material with the content of Co of 10% and 90% of WC achieves a hardness of
1600 byVickers. Prior tomanufacturing themills on a CNCgrindingmachine, rods were
cut up using Wire Electrical Discharge Machining to make workpieces with dimension
Ø10h6 × 110 mm.

2.1 Manufacture of the Tools for the Experiment

Macrogeometry of the tools used for the experimentwas designed formachining difficult
to cut materials, specifically for machining austenitic stainless steel. Grinding machine
Reinecker WZS 60 was used for manufacturing solid cemented carbide mills. Four
grinding wheels from synthetic diamond by the producer URDIAMANT Slovakia s.r.o.
were used to manufacture the tools. The grain size of grinding wheels was D64 by ISO
6106, which means that the average grain size was from 50 – 62 µm. Different grinding
wheels were used to manufacture the flute of the tool and also the face of the tools.
NUMROTOplus software was used to create NC code for the grinding machine. The
result of the tool manufacturing simulation is shown in Fig. 1.

Fig. 1. Simulation of grinding the cutting tools

Geometry designed for the solid cemented carbide mills was following: Diameter
of the tool – 9.947 mm, core diameter – 4.893 mm, helix angle 28.190°, Rake angle (on
the face) – 7.78°, rake angle (on the face) 2 – 15.78°, flank angle – 7.56°, rake angle (on
the helix) – 9.07°. In Fig. 2, the grinding process can be seen.

2.2 Modifying the Cutting Edge of the Tools by Drag Finishing

As amethod for edge preparation of themanufactured tools, drag finishingwas used. The
machine used for the drag finishing was OTEC model DF-3 Tools. Grinding granulate
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Fig. 2. Tool in the grinding process

Fig. 3. Process of drag finishing on OTEC DF-3 Tools

OTEC SIX 70/16 with OTECHL 06 grinding oil was used for the drag finishing process.
Ten tools were drag finished with the time of 10 min, while every minute one of the tools
was taken out of the machine, so the first tool was drag finished for one minute and the
tenth tool was drag finished for 10 min. Every solid cemented carbide mill was drag
finished half of the time clockwise and the other half of the time counter-clockwise.
After cutting edge preparation the cutting edge radius was measured and evaluated and
after that, the next batch of ten solid cemented carbide mills was also drag finished in
order to verify the size increase of the cutting edge radius.

2.3 Measurement of the Tool’s Microgeometry

Tools were measured after drag finishing, in order to determine the exact shape and size
of the cutting edge microgeometry. The measuring machine used in this research was
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Fig. 4. Touch measurement of the tool’s cutting edge on ZEISS Surfcom 5000

Fig. 5. Example of measurement protocol of cutting edge on ZEISS Surfcom 5000

contour and surface measuring machine ZEISS Surfcom 5000. Cutting edge radius was
measured one millimetre from the tip of the tool at the end of the tool.

3 Results and Discussion

Solid cemented carbidemills were ground on ReineckerWZS 60 grindingmachine, then
drag finished on OTEC DF-3 Tools and the size of cutting edge radius was measured on
ZEISS Surfcom 5000. The aim was to evaluate the dependence of drag finishing time
on cutting edge radius, the solid cemented carbide mills were measured in one-minute
intervals during drag finishing.

There were measured the cutting edge radius on the helix of the solid cemented
carbide end mill and on the face of the tool. The total time of the drag finishing process
was 10 min. After measurement, the results were evaluated and they were plotted into a
graph of dependence of drag finishing time on the size of cutting edge radius.

In Fig. 6, it can be seen that the maximal cutting edge radius was reached after
10 min of process and the average size of cutting edge radius was 15.017 µm. As the
curve begins it is steep and after 3 min the size of the cutting edge radius is increasing
slowly.
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Fig. 6. Dependence of size of cutting edge radius on time on the face teeth
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Fig. 7. Dependence of size of cutting edge radius on time on the helix teeth

The character of the second curve of dependence of the size of cutting edge radius on
time on the helix teeth is not as steep as the previous curve. The average size of cutting
edge radius was 10.07 µm after 10 min.

4 Conclusion

The experiment described in the article was carried out in order to investigate the influ-
ence of the drag finishing process time on the site of the cutting edge rounding on
both face teeth and helical teeth. Tools with macrogeometry designed for machining
austenitic stainless steel were manufactured by grinding and drag finished to achieve
modified microgeometry of the cutting edges. After periodically measuring the cutting
edge radii, the average values were plotted into graphs, describing the development of
their size on the drag finishing time. The curve describing the size of the radii of the
cutting edges on the helical teeth does not initially rise as steeply as the curve of the
cutting edge radii of the face teeth. The cause of this can be that the size of the cutting
edge radii on the helical teeth is almost two times higher compared to the face teeth
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after grinding. That is why such a rapid development of the cutting edge radii on the
helical teeth took place. Adding to this, the resulting size of the cutting edge rounding
on the face teeth was 15µm compared to the 10µm on the helical teeth. This difference
is probably caused by the process of drag finishing itself, where the flow of the abra-
sive grains around the tool is not uniform, and the cutting edges on the face teeth were
affected more by the abrasive than the helical teeth.
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Abstract. Fiber reinforced polymer composite materials have been a major class
of engineering materials. Their applications diversify between automobiles, air-
craft, space vehicles, and others because of their notable offer of mechanical prop-
erties, ease of fabrication, and super design flexibility. Moreover, fiber composites
are distinguished due to their light weight, excellent fatigue strength, and good
corrosion and impact resistance. The current paper investigates the mechanical
behavior of a unidirectional fiber reinforced polymer composite lamina consisting
of fibers embedded in epoxy resin as a matrix. Micromechanical analysis is done
on a square-patterned unit cell of the above composite to predict the longitudi-
nal modulus (E1), Transverse modulus (E2), In-plane shear modulus (G12) and
Major Poisson’s ratio (� 12). These engineering constant are evaluated to three
types of fiber (E-Glass, R-Glass, and S-Glass) with various fiber volume fractions
based on the theory of elasticity approach. Computer Aided Design Environment
for Composites (CADEC) software is used to do the numerical analysis. This
theoretical investigation helps to realize the bearing ability of unidirectional fiber
reinforced composite subjected to longitudinal load by analyzing the engineering
design constants.

Keywords: Micromechanics · Composite lamina · Unidirectional fiber

1 Introduction

A composite material is a combination of two or more distinct materials that formed
to have enhanced mechanical properties and performance that are superior to those of
the constituents if they act individually. One of the combined materials is called the
reinforcement which is stiffer and stronger while the other one is called the matrix. The
insured advantageous properties of composite materials have steadily extended their use
in various fields of engineering [1].

The offered properties of fiber reinforced composites, especially unidirectional ones,
such as high strength, light weight, non-corrosive and good impact absorbent proper-
ties, are the essential reasons for them to be widely adopted for many applications
like aerospace and automobile structures [2]. When designing a composite material, the
properties can be controlled by many parameters such as fiber or matrix content (volume
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fraction), fiber size and spacing, layer sequence and fiber orientation. The achievement
of required properties is based on selecting among the above parameters. For example,
the strength in the fiber direction of unidirectional composite materials is larger than
this in other direction and there is a linear increment between the fiber volume frac-
tion and the longitudinal young modulus [3]. Researchers have done a lot of work on
determining the properties of composite materials by developing many analytical and
numerical methods and models. Rule of mixture or inverse rule of mixture and Halphin-
Tsai are approaches of the analytical methods. Numerical approaches include the unit
cell methods and periodic microstructure methods [4–9].

Current work deals with the evaluation of the engineering constants such as longi-
tudinal young modulus E1, transverse young modulus E2, in plane shear modulus G12,
and Poisson ratio� 12 of unidirectional fiber reinforced composite. These properties are
calculated by theory of elasticity based on a representative volume element (RVE) or a
unit cell. The methods used are the rule of mixture (ROM), Halphin-Tsai, cylindrical
assemblage model (CAM), and periodic microstructure model (PMM). A square unit
cell was adopted to carry out the micromechanics calculation in this work.

1.1 Unit Cell

The possible periodic distribution of the fiber in composite materials could be of a square
unit cell or hexagonal unit cell (see Fig. 1) [10].

Fig. 1. Schematic representation of unit cells.

1.2 Micromechanical Analysis

The purpose of micromechanics is to study composite materials, considering the con-
stituent materials interaction in details. It lets the analyzer to compute the characteristics
of a heterogeneous composite layer or a lamina by representing it as a homogenous-
anisotropic material [11]. Furthermore, it determines the stiffness and strength of a
composite material by studying the stresses and strains at a micro-structural level for
the fiber, matrix, and the interface of the fiber and matrix. The results of micromechan-
ics help to understand the load sharing between the constituents, the fiber arrangement
of the composite and its influence on the material, as well as helping the designer to
predict the average properties of the lamina and design the material by predicting the
constituent content (volume fraction), their distribution and orientation [12]. To carry
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out the micromechanics analysis, there are assumptions that must be taken into account
such as that the fibers are distributed in a periodic fashion within the matrix, fibers are
infinitely long, each layer has orthotropic properties, and the bonds between the fibers
and matrix are perfect.

2 Methodology and Materials

The focus of the currentwork is to evaluate the engineering properties of afiber reinforced
composite material of a unidirectional fiber based on square array of RVE. The analysis
is done using analytical methods such as the rule of mixture, Halphin-Tsai, cylindrical
assemblagemodel CAM, and periodicmicrostructuremodel PMM. Thesemethodswere
used individually to calculate modulus in the direction of the fibers E1, modulus in the
transverse-to-fiber directionE2, In-plane shearmodulusG12, and In-planePoisson’s ratio
�12. All calculations are done based on the assumption that the material is anisotropic
and homogenous and all formulas are applied to a unit cell [12].

2.1 Rule of Mixture

For a unit cell, the longitudinal modulus:

E1 = Ef Vf + EmVm (1)

Poisson’s ratio:

V12 = Vf Vf + VmVm (2)

Where:

Ef : Fiber elastic modulus
Vf : Fiber volume fraction
Em: Matrix elastic modulus
Vm: Matrix volume fractio
�f : fiber Poisson’s ratio
�m: matrix Poisson’s ratio
�12: Poisson’s ratio for plane 1–2

2.2 Inverse Rule of Mixture

The modulus that is perpendicular to fiber direction (Transverse Modulus) E2:

1

E2
= Vm

Em
+ Vf

Ef
(3)
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2.3 Halpin-Tsai Equation

The results of this equation are more accurate and beneficial for analytical evaluation
and design purposes

E2 = Em

[
1+ ζηVf

1− ηEf

]
(4)

Where:

η =
Ef
Em

− 1
Ef
Em

+ ζ
(5)

ζ = 2 for circular and square fiber, ζ = 2 a
b for rectangular fibers.

2.4 Cylindrical Assemblage Model (CAM) Formula

Shear Modulus in the 1–2 Planes G12:

G12 = Gm

⎡
⎣

(
1+ Vf

) + (
1− Vf

)Gm
Gf(

1− Vf
) + (

1+ Vf
)Gm
Gf

⎤
⎦ (6)

Where: Gm: Matrix Shear Modulus
Gf : Fiber shear modulus

2.5 Periodic Micro-structure Model (PMM) Formula

G12 = Gm

⎡
⎣1+

Vf

(
1− Gm

Gf

)
Gm
Gf

+ S3
(
1− Gm

Gf

)
⎤
⎦ (7)

Where: S3 = 0.49− 0.47Vf − 0.027V 2
f .

2.6 Materials

The study is carried out on three types of materials which are E-galss/Epoxy, S-
glass/Epoxy, and R-glass/Epoxy with different fiber volume fraction Vf , and the results
are compared and analyzed.

Glass fiber in general is formed from bulk glass. Glass is an amorphous substance
manufactured from a blend of sand, limestone, and other oxidic compounds. Thus, the
main chemical constituent of glass fibers (45–75%) is silica (SiO2). There are various
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types of glass fibers have been found by controlling the chemical composition and
the manufacturing processes [12]. All types can have typical glass properties such as
hardness, corrosion resistance, light weight, and low cost, leading to making glass fibers
one of the most used fibers in industrial composite materials. The glass fiber types are E,
D, C, S, and R glass which all have similar stiffness but different strength and different
resistance atmosphere degradation resistance. The types used in this study are E-glass
(E for electric) which used with applications that need high strength and high chemical
resistance. S- Glass (S for strength), has high strength but it is very costly compared with
other types. R- Glass is the European version of American high performance S-Glass.
It is distinguished by the high strength and modulus, high temperature resistance, and
good fatigue stability [13].

Table 1 contains the required properties of the constituent materials.

Table 1. The properties of the used constituents of the composite materials.

Material Modulus (GPa) Poisson’s Ratio

E-Glass 72 0.22

S-Glass 85 0.22

R-Glass 86 0.25

Epoxy 4.667 0.35

3 Results and Discussion

Current analysis tries to distinguish among three types of laminas consisting of glass
fibers embedded in epoxy matrix, by evaluating the engineering constants. The three
types of glass fibers are E-glass, S-glass, and R-glass. Different Micromechanics formu-
las based on different approached are used to predicts some of the constants and then
study them by comparing the results.

The longitudinal modulus is evaluated for all types of materials by the ROMmethods
and a comparison among the results is made as shown in Fig. 2:

• For all suggested volume fractions Vf , the longitudinal young’s modulus E1 of the
E-glass/Epoxy is lower than those of R-glass/Epoxy and S-glass/Epoxy which they
seemed to have very close young’s modulus all over the variation of Vf (see Fig. 2).

• The longitudinal young’s modulus E1 increases linearly with increase in fiber volume
fraction for all the three types of compositesmaterials proving the fact that the strength
of the unidirectional fiber composite is as high as the fiber volume fraction high since
the fiber is stiffer and stronger.
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Fig. 2. Variation of E1 with fiber volume fraction for all fibers.

As shown in Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11, that for each material the transverse
modulus E2 is calculated in two ways, rule of mixture ROM and Halphin-Tsai. The
in-plane shear modulus G12 is evaluated by the cylindrical assemblage model CAM and
the periodic microstructure model PMM. The in-plane passion’s ratio for each type of
material is calculated based on the ROM and PMM. A comparison is made between
every two different results of each constant. Furthermore, the variation of longitudinal
young modulus with the volume fraction for all types of composite materials is done.
From the above graphs, some findings can be stated:

E- Glass/Epoxy Lamina

E-Glass

Fig. 3. Variation of E2 with fiber volume fraction.
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• The transverse young’s modulus E2 increases linearly with increase in fiber volume
fraction for all the three types of composites materials up to 80% of volume fraction
and rapid increase happens after that.

• For all three types of materials, the magnitude of E2 computed by ROM ismuch lower
than this computed by Halphin-Tsai methods for all fiber volume fractions, pulling
to the mind the fact that the ROM equation under-estimates the actual value for E2
while the Halphin-Tsai methods give more accurate results of it (see Figs. 3, 6, 9).

E-Glass 

Fig. 4. Variation of G12 with fiber volume fraction

E-Glass 

Fig. 5. Variation of � 12 with fiber volume fraction.
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R- Glass/Epoxy Lamina

R-Glass

Fig. 6. Variation of E2 with fiber volume fraction.

R-Glass 

Fig. 7. Variation of G12 with fiber volume fraction.

• In plane shearmodulusG12 increases linearlywith an increase in fiber volume fraction
for all the three types of composites materials, but, after 80% of the Vf , there is a
noticeable difference of G12 computed by CAM and PMM methods (see Figs. 4, 7,
10).
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R-Glass 

Fig. 8. Variation of � 12 with fiber volume fraction.

S- Glass/Epoxy Lamina

S-Glass 

Fig. 9. Variation of E2 with fiber volume fraction.

S-Glass 

Fig. 10. Variation of G12 with fiber volume fraction.
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S-Glass 

Fig. 11. Variation of � 12 with fiber volume fraction.

• For all composites, Poisson’s ratio� 12 is decreasing with increasing the fiber volume
fraction. However, for E-Glass/Epoxy, the magnitude of� 12 computed by ROM tries
to stay at the same level at the beginning of the curve, but a rapid decrease happens
after that making a noticeable difference with the magnitude of this computed by
PMM (see Figs. 5, 8, 11).

Generally, it can be seen that the longitudinal modulus E1 is increasing with the
increase of fiber volume fraction. Also, there is a linear increment of the transverse
modulus E2 with the increment of fiber volume fraction. In addition, in plane Shear
modulus G12 increases linearly with an increase in fiber volume fraction for all the three
types of glass fibers. However, for all composites, Poisson’s ratio�12 is decreasing with
increasing the fiber volume fraction.

4 Conclusion

This work is carried out to evaluate several elastic constants for three types of uni-
directional fiber reinforced composite materials (E-glass/Epoxy, S-Glass/Epoxy, R-
Glass/Epoxy), using some approaches of composite materials micromechanics. The
focus has been given to distinguish among the three types of glass fibers. Square unit
cell is used with all necessary assumptions and CADEC software is used to compute
the engineering constants. Elastic moduli E1 results are used to make a comparison
between the glass fiber types and are calculated using the ROM equation. The results
of E2 are found using the ROM methods and Halphin-Tsai methods and are analyzed
and compared between the three types. Moreover, G12 is evaluated using the two meth-
ods CAM and PMM by highlighting the results of each method. Poisson’s ratio � 12

is also calculated with ROM and PMM for all three types of composite materials. Cur-
rent theoretical investigation findings assist the designers and analyzers to expand their
engineering knowledge about unidirectional fiber reinforced composite and its design
process parameters. Future work will include a finite element results and comparison
will be done. A macro-mechanics analysis of a laminate will also be of a future interest
study.
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Abstract. The aim of the research is to develop a measurement method that can
determine the degree of decarburization on the surface of heat-treated or even
on finished parts, without any damage, with high reliability. Several times the
decarburization is revealed only in the semi-finished or finished state when the
surface of the component does not have the required parameters. In this case, a
cut from the sample has to be used to verify the process, while the component
becomes waste. Centerless X-ray diffractometers have been developed primarily
for non-destructive, residual stress measurement. Internationally unique, two such
diffractometers, at the Institute of Physical Metallurgy, Metal Forming and Nan-
otechnology and in the 3D Laboratory are available. The basic idea of the present
research is to determine and to use the characteristics of the interference function
detected by the diffractometer, which goes far beyond the residual stress test [1].
One such feature is the broadening of the peaks on the interference function, which
correlates with the chemical composition of the diffracting phase and the micro
stresses [2–5]. Changes in chemical composition occur, for example, as a negative
consequence of the heat treatment in component during decarburization.

Keywords: Residual stress · Decarburizing · Case depth · X-ray stress
measurement

1 Introduction

The atmosphere in the heat treatment furnace contains various gases such as carbon
dioxide, carbonmonoxide, hydrogen, nitrogen, oxygen, andwater steam [6]. These gases
reduce the carbon content dissolved in iron, as they react with it to a certain depth on its
surface, changing its composition and consequently its strength [1, 7–10]. There aremany
factors have influence on decarburization and its depth, such as the chemical composition
of the atmosphere in the furnace, and the thermal cycle during all manufacturing steps
[11, 12]. Decarburization can occur not only in the solid-state but also in the molten
state, for example during selective laser melting (SLM) [13]. To avoid these cases,
minimizing the decarburization process is important, depending on the application, the
degree of decarburization is regulated properly for many components. Another negative
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effect of decarburization is that additional cost-increasing technologies need to be used to
compensate for the softening for example surface spinning strengthening (3S) treatment
[14] or water jet peening [15]. Thismeans thatmeasuring the degree of decarburization is
important.According to the practical approach of the definition, it considers decarburized
the layer thickness that loses its functional properties. In some exceptional cases the
ductile, but lower carbon content surface can benefit for specific applications for example
shock absorption [16], or texture control [17].

Themost frequently usedmethods for measuring decarburization are metallographic
examination and hardness measurement, which have the serious disadvantage that they
might need to be carried out by destructive (sample cutting) techniques. There are only a
few exceptional cases where non-destructive technique can be used to determine decar-
burized layer thickness for example magnetic hysteresis measurements [18–20]. The
main goal of this research is to obtain information about the progress of decarburiza-
tion by X-ray diffraction without sample cutting. During the research, decarburized
layers were produced to different degrees, and then the broadening of the peaks of the
interference function was determined during residual stress measurement. Multi-step
electrochemical polishing was used for depth measurement. Metallographic inspection
and hardness tests were also performed to determine the correlation between decarbur-
ization and profile broadening. The threemethods complement and highlight the benefits
of X-ray diffraction studies. The purpose of the depth studies in the present case was to
show how sensitively respond the full width at half maximum (FWHM) of the diffraction
profile to the changing carbon content gradient. With the measurement method validated
in this way, the surface decarburization can be determined without destruction.

2 Experimental

C45 quality hot-rolled bar steel as the raw material was chosen for the experimental
specimens, because it is widespread in the automotive industry in terms of its practical
use. The geometric design of the specimens, as shown in Fig. 1. Was chosen so that the
placement and insertion of the specimens in the furnace, as well as the heat treatment
and subsequent measurements, could be safely reproduced and easily performed.

Decarburized layers of different thicknesseswere produced by heat treating at 900 °C
in an air atmosphere, in a resistance heating furnace with different heating (holding)
times: sample 1: 0.5 h; sample 3: 1 h; sample 9: 2 h. A contact K-type (Ni-Cr) thermo-
couple was used to determine the warm-up time of the specimens, which was typically
0,25 h. The heating time refers as an isothermal holding time and does not include the
warm-up time. The subsequent water quenching was used to cool down the samples.
The oxide layer formed during the heat treatments was removed by chemical etching
with a mixture of hydrochloric acid and water (50–50 volume %).

A Stresstech Xstress Robot X-ray diffractometer was used to determine the residual
stress and FWHM value. The first measuring point was made on the surface and then the
electrochemical etchingwas carried out inmany steps to remove thematerial (See Fig. 2).
The electrochemical etching was performed with a Struers MoviPol-5 machine, and the
removed layer thickness was determined by a digimatic indicator with 1 μm resolution
and 3 μm accuracy, the material removing step size was typically 50–100 μm. The
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location of the tests is indicated in Fig. 1 XRD test was done after each etching step.
The etching steps were continued until the value of the FWHM no longer changed.

Fig. 1. Geometry of the experimental samples. The
places of the X-Ray diffraction and metallographic
investigation are mentioning, x = 21 mm, y =
17 mm.

Fig. 2. The Stresstech Xstress Robot
and the measuring setup for accurate
determination of the removed material.

At the surface

At the core

Fig. 3. Broadening of the ferrite {211} reflection

For the study, the residual stress measurement routine of the equipment was used
with Cr X-ray tube, 30 kV accelerating voltage with 8 mA beam current, and modified
� measurement mode, 11/11 tilting (relating to the sample surface) were applied at
each measuring step. The calculated stress component was parallel to the “y” (See
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Fig. 1) at each point. Residual stress and FWHM were determined of the ferrite {211}
diffraction using Gaussian fitting. Figure 3 shows example to the interference function
at the decarburized surface and at the core of the sample. Xtronic software was used
to calculate the stress and FWHM data at each measuring step. Stress was calculated
based on the 11/11 tilting positions data using the sin2ψ calculation, the FWHM data
was calculated as an average of the data of the 22 tilting positions.

Evaluation of the XRD data revealed that the routine used in the residual stress test to
assign the measured interference function to a Gaussian function did not give adequate
results. Therefore,we performed further studies in the casewhere twoGaussian functions
were used for the fitting process (double curve fitting process). An example of this is
shown in Fig. 4.

Fig. 4. Fitting of ferrite {211} reflection (intensity in function of 2θ)with one orwith twoGaussian
curves (double curve fitting process- at intensity maximum numbered 1 and 2). In the latter case
P2 peak represents the bigger broadening

After the X-ray diffraction measurements, a cross-sectional grinding was performed
using the standard sample preparation method (See Fig. 1). Four stages of grinding,
polishing and etching in 2% Nital were performed. Because our study focuses also on
the surface of the sample, we also mounted the samples because of the rounding on its
edge. Optical microscopic images of the prepared samples were taken with a Zeiss Axio
Imager M1m optical microscope.

Hardness measurements of the prepared samples were performed by Instron Tukon
2100B (Wilson Instruments) Vickers microhardness tester with a load of 50 g. The first
measured point was taken at a distance of 20 μm from the surface and 100 μm step size
was used for additional points.
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3 Results

The typical microstructure features are shown in Fig. 5 for each sample. The effect
of 0.5-h and 1-h heat treatment is not visible on the optical microscopic images, fully
martensitic microstructure can be observed. In contrast, after 2 h of heat treatment, due
to decarburization process ferrite, perlite and bainite also appear in the area close to the
surface. Moving closer to the core the volume fraction of martensite increases.

a) 0,5-hour b)1-hour c) 2-hours

d) 0,5-hour e)1-hour f) 2-hour heat treatment

Fig. 5. Optical microscopic features with different heat treatments. a), b), c) near the surface d),
e), f) near the core of the samples

Fig. 6. The hardness distribution of the
samples

The hardness results for the three sam-
ples are shown in Fig. 6. The samples that
have been heat treated for 0.5 and 1 h, have
similar curves, althoughwith a large standard
deviation. In contrast, the value on the surface
of the 2-h sample is very small (280 HV),
which increases continuously in function of
the distance, not even reaching the value of
the other two samples at a depth of 2500μm.
The 2-h heat treated sample clearly shows the
softening effect of decarburization [12].
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Fig. 7. The distribution of the residual stress and
FWHM

The residual stress and the FWHM
data in function of distance from the
surface of the three samples are shown
in Fig. 7. The 0,5 and the 1 h-long
heat-treated sample exhibit compressive
residual stress at the surface, which is
increases in function of distance and
shows a compressive stress maximum
around 200 and 300 μm respectively.
The 2 h long heat treatment process
resulted tensile stress at the surface
which decreases and turned into com-
pressive stress in function of depth.

The FWHM value increases as a
function of distance in all three sam-
ples until it reaches a saturation value,
although the rate of increase shows
significant differences. At a depth of
750 μm, the sample treated for 0.5 h
had already saturated to a value of
about 7.3°, the broadening of the sample
treated for 1 h was 6°, while the samples
treated for 2 h showed a broadening of
only 5°. For the 2-h sample, near surface
data, both stress andFWHM, show some
non-monotony. This effect is attributed
to the imperfect removal of the oxide
layer.

FWHM data for the 1,5- and 2-h
heat treated samples were also deter-
mined when not only one but two Gaus-
sian curves were used for fitting (dou-
ble curve fitting process). Fig. 8, 9 and
10 show the FWHM data, the inten-
sity maximum and the volume fraction
of P2 data respectively after the dou-
ble curve fitting process, where the P2
curve performs the larger broadening
(See Fig. 4).
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Fig. 8. The FWHM data in case of double curve fitting process for ferrite {211}. P2 represents
the larger broadening curve.

Fig. 9. The intensity maximum data in case of double curve fitting process for ferrite {211}. P2
represents the larger broadening curve.

Fig. 10. The volume fraction of P2 curve in case of two duple curve fitting process for ferrite
{211}. P2 represents the larger broadening curve.
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4 Conclusions

Fig. 11. The distribution of the hardness and
residual stress

The results obtained by the differ-
ent measurement methods are com-
pared by plotting in a common dia-
gram. Fig. 11 shows the change in
residual stress and hardness values.
A clear observation for all three sam-
ples is that the increase in hardness
is accompanied by a change in the
residual stress in the direction of the
compressive stress. Although optical
microscopy could not detect decar-
burization in the microstructure of
after 0.5 and 1-h treatment, changes
in residual-stress and hardness also
suggest that the surface of these sam-
ples was also decarburized, but not
so to the extent that it causes change
in the microstructure features. Sam-
ple after 2 h treatment clearly shows
softer microstructure elements such
as ferrite and perlite due to decarbur-
ization cause not only a lower value
of hardness but also the appearance of
very dangerous tensile stresses. The
presence of tensile stress plays a deci-
sive role in the formation of cracks
and especially in their propagation.

Figure 12 shows the change
in hardness and FWHM together.
The two parameters clearly move
together, but the FWHM reacts more
sensitively in the case where the
resulting microstructure is marten-
sitic but with lower carbon content or
even ferritic due to decarburization.
That is, according to our assump-
tions, the FWHM is the parameter
that shows the presence of decarbur-
ization with greater certainty than the
hardness or even the microstructure.
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Fig. 12. The distribution of the hardness and
FWHM

If we examine the change in FWHM
and residual-stress together (Fig. 7), we can
see that the change in the two parameters
is inversely proportional in the sense that
the increase in FWHM is accompanied by
a change in residual-stress in the negative,
i.e. compressive, direction.

Because the three samples were cooled
in the same way, the different stress and
FWHM results are due to the microstruc-
ture differences due to changes in compo-
sition, and the stresses are not thermal but
transformational. What also strengthens our
theory is that the change in FWHM, in
our case its increase is due to the higher
martensite content and the higher carbon
content, which is a clear evidence of decar-
burization in the near-surface layer. That is,
the change in FWHM is a reliable, well-
measurable parameter to detect the presence
of decarburization.

Considering the results that the double
Gauss fitting provided, it can be assumed
that although the instrumental broaden-
ing is significant, it can be observed that
microstructural phases with different car-
bon contents and thus different third-order
stresses can be separated. The tendency of
Fig. 10 to increase the volume fraction of the
phase with higher radial broadening coin-
cides with the tendency of the highly decar-
burized sample in Fig. 5 to move from
the ferrite-rich part to the perlite, bainite-
martensitic, martensitic region, i.e. from
phases loaded with a smaller defect struc-
ture to larger and from the larger crystallite
size to the smaller one.

5 Summary

In the course of our research work, a new, non-destructive test method for prediction
of the decarburization process in steels was presented. Centerless X-ray diffractometers
developed to measure residual stresses and able to record the interferential function and
its change in the large (above 120°) 2θ angular range with high resolution, the infor-
mation content of this signal goes beyond the determination of first-order stresses. The
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third-order stresses can be traced back to the presence of zero and one-dimensional
defects in the crystal structure, causing the diffraction signal to broaden which can also
be measured with high resolution with these devices. Since the carbon content in the
near-surface layers changes during the decarburization process, so does the density of
the crystallographic defects, which causes the detected signal to broaden. In many cases,
the residual stress measurements are usually determined not only on the surface but also
by electrochemical polishing in the subsurface layers, so the instrumental conditions
for the determination of the decarburized layer thickness on X-ray diffraction bases are
given. Decarburized specimens were prepared with different holding times at 900 °C,
on which the residual stress measurements were performed with a Xstress Robot center-
less diffractometer. In addition to the residual-stress measurement, other characteristics
of the interference function, such as the change in FWHM, were also examined. In
addition to X-ray diffraction analysis, hardness distribution and microstructure analysis
were also performed. It was found that the X-ray diffraction test method indicates the
fact of decarburization even if it is only to the extent that it does not cause change in
the microstructure features. Our preliminary assumption has also been proved that the
FWHM reliably indicates the presence of decarburization. One of the most important
messages of our results is that the microstructure change resulting from decarburization,
i.e. the appearance of lower hardness ferrite and perlite, not only reduces the hardness
but also causes the appearance of very dangerous tensile stresses. The appearance of
surface tensile stress after hardening due to decarburization is extremely detrimental to
the formation and propagation of cracks. This is a much bigger problem than softening
caused by a decrease in carbon content. Additional fitting analysis was also used to eval-
uate the interferential function more in details. Manual double Gauss fitting was applied
to solve inaccuracies in the software. With this fitting technique the phases in differ-
ent microstructure feature with different carbon content and thus different third-order
stresses can be separated.Our future plans are to extend our investigations to the extremes
of decarburization, and to check the calibration curve with carburizing processes.
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1 Introduction

The supply chain of the automotive industry mainly consists of processing and
assembling companies.

Raw material producers, such as manufacturers of plastic-, rubber-, aluminium- and
steel industry, are exceptions to some extent. The continuous process industry has its
own peculiarities. This study is searching for the limits of the applicability of automotive
quality requirements concerning the rolled product manufacturing segment of the steel
industry, where the quality of the end product determines the ability of production, the
usability and the durability of the parts assembled in automobiles.

The significance of the theme is undoubted since the proper application of quality
tools (i.e. Core Tools) in automotive industry still poses a serious challenge to quality
professionals today. The usage of these tools can only lead to the desired results if they
are applied by experts with the necessary knowledge who would assess the features and
specifications of the target area. Third-party auditors have observed in some cases quality
tools are based on false practices or beliefs. In order to discover and then reduce such
cases, International Automotive Task Force issued a standard in 2016 (IATF 16949) in
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which it defined that both internal and external auditors must prove their knowledge of
the so called “Core Tools” [1].

In the present study firstly the peculiarities of the steel- and automotive industry
is presented, based on technical literature. Then the quality rules of the automotive
industry are outlined in detail with special focus on their aims. The study is based
on IATF 16949 standards and the relevant customer specific requirements. Finally, the
limits and difficulties of the application and compliance of these rules and regulations
are discussed and our proposal for the solution is presented.

2 Background

2.1 The Relationship Between Steel Industry and Automotive Industry

The use of aluminium parts is spreading today, however, steel parts are still ineluctable in
the automotive industry. In his study, SINGH [2] collected arguments for the use of steel
parts, such as optimal quality/price ratio, decreasing specific weight, strength, forma-
bility and furthermore its energy absorbing capability, which has special importance in
parts for chassis. Parts of axles, steering and chassis are manufactured from rolled steel
products in many cases.

The current study focuses on rolled steel product that is the final product of the steel
industry that can be the followings:

• hot and cold rolled coils, strips and sheets
• hot rolled bars, rods and sections
• bright steels

The supply of such products can be direct or via several suppliers for the automobile
manufacturer (OEM) as Fig. 1 shows.

2.2 Characteristics of Rolled Steel Products

Product requirements (mostly standards) of rolled steel products define the following
main attributes of the product apart from the dimensional traits:

2.2.1 Chemical Composition

Product requirements define the value (limits) of the main chemical elements that a
product contains. European standards apply two specifications. One refers to the result
of ladle analysis, the other to the result of product analysis. The results may deviate
from one another due to segregation during the solidification process at casting. The test
certificate belonging to the delivered rolled product shows the result of ladle analysis
that is conducted in the steel mill. In case of customer claims only product analysis can
be done as root cause analysis during which sample is taken from the delivered rolled
product [3].
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Fig. 1. Stages of steel product producers in the supply chain

2.2.2 Mechanical Properties

The mechanical properties of rolled products can generally be described by tensile
strength, yield strength, elongation and impact energy. In some types of material, hard-
ness can also be distinctive. As in the case of chemical composition, the relevant product
standards also define the values and limits of tolerance in terms ofmechanical properties.
Due to the anisotropic nature of steel (as mentioned above), the mechanical properties
may vary significantly, even in the same product. Therefore, testing of materials permits
repeated sampling in case the value is outside of the specification. At this point, it is worth
mentioning themathematical model of distribution ofmechanical properties. SAKAI [4]
studied the distribution diagram of several materials in his research. Studying standard
Japanese structural steels, he concluded that distribution of tensile strength is normal,
in some cases lognormal, yield strength is rather lognormal whereas the distribution of
hardness is steadily normal. When examining values of impact energy, Studying British
structural steel was scrutinised. According to his results, within the temperature range
of plus 20 °C and minus 20 °C the distribution of impact energy is lognormal. At around
minus 60 °C the result shows 2 parametricWeibull distribution. GÜNDEL [5] was exam-
ining steel sections between 1984 and 2007 in Germany, Luxemburg and Italy and he
found that the type of manufacturing process has an effect on the distribution model of
the yield strength of the product. STRAUSS [6] examined 18–18 thousand samples of
sheets made of structural steel in Austria and the Czech Republic. In his study, he found
that the distribution of yield strength depends on the thickness of the material.
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2.3 Peculiarities of Steel Industry

Products of the steel industry are manufactured by complex and expensive equipment
in a closely linked process steps (see Fig. 2).

Fig. 2. Process flow and production control of steel products

The characteristic feature of manufacturing is that raw materials (e.g. iron ore or
steel scrap) are rather heterogeneous and the final product manufacturing itself has a
high energy demand. Therefore, the production planning of the final products (rolled
products) and semi-final products (billet, bloom, slab) is based on energy saving, cus-
tomer requirements and the shortest possible manufacturing- and storage time. The
sequence planning of the ordered materials in the rolling mill is based on sizes and steel
grades.

These are combined into rolling time schedule, on which the planning of billet or
slab is based [7]. Steel works endeavour to produce the largest amount of liquid steel
(so called: batch) possible. The production of smaller amount means higher cost for the
steel manufacturers and cause idle times in the processing [8]. The typical batch capacity
of European steel manufacturers is around 90–100 tons in the case of electric steel and
around 300 tons in the case of converter steel [9]. This capacity of steel mills must be
absorbed by orders. The different, extremely complex product specifications, which are
so typical of the automotive industry, make the production planning so difficult because
when producing liquid steel, only those products can be arranged into a batch that has
very similar properties or the requirements of material standards are overlapping. Due
to these circumstances in many cases not all customer requirements can be fulfilled in
100% especially in the case of small tolerance or small quantity of special steel grades.

If during the batch calculation it turns out that customer requirements cannot be
fulfilled in 100%, the customer is strongly asked by the steel producer to accept the
deviation [10, 11]. The environmental conditions of steel industry are a lot rougher
compared to the automotive industry. The production and test equipment is exposed to
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high temperature, extreme load and dust. ESSIG [12] studied the lifetime ofworking rolls
and back-up rolls in a rolling mill. He found that back-up rolls are overhauled biweekly
whereas working rolls are overhauled weekly. Certainly, this period very much depends
on the product portfolio and produced quantity. According to RAY [13] the working
rolls in the cold roll mill have to be scraped after 15 thousand to 35 thousand tons of
produced quantity.

2.4 Peculiarities of Automotive Industry

The development in the European industry has been enormous since the 1990s. The
life cycle of models has been reduced from 9 years to 6 years [14]. It demands intense
innovation that forced car manufacturers to divide the resources. Therefore, car manu-
facturers have built up immense supplier chains in the last decades so that the assembled
parts could be designed and produced professionally. Due to this several of the first
stage suppliers have nearly grown as big as the car manufacturers themselves. Their
activities have been globalised and their strategic decision-making has been centralised.
The total number of passenger-cars produced worldwide continuously increased until
2017, apart from the effect of the 2008 economic crisis [15]. To achieve this result a
perfectly well-built logistic background was indispensable. Every member of the supply
chain was expected to cooperate smoothly so that the car manufacturers could fulfil the
customers’ requirements on time in proper quality. It is only possible if every member
of the chain shares the same work-principles.

The fulfilment of the Quality requirements is ensured by strict contract forced by
car manufacturers. Since each member of the supply chain works with minimal buffer
stock, any shortage of parts due to quality or any other problems can cause downtime
and further expenses. The quality requirements regarding operation and services but not
the product requirements are analysed in this study [14–18].

2.5 Quality Requirements in the Automotive Industry

2.5.1 IATF 16949 Quality Management System Standard

The International Automotive Task Force published its qualitymanagement system stan-
dard in 2016 with the objective to promote the building and maintenance of such quality
management systems which improves customer satisfaction, continuously analyses and
recognises the (potential) risks to operation meanwhile the standard requires to com-
ply with the legislation. An outstanding aim of the application of the standard is to
focus on avoiding faults instead of correcting them. The authors of the standard impose
shared responsibility on the participants of the supply chain, driven by their intention.
In practice, this means that each supplier must pro-actively cooperate with his customer,
from the preparation of the offer all the way to the after-care following the delivery of
the final product. In terms of its basics, the standard is relying upon ISO 9001, how-
ever, supplementary requirements are added and, in some places, the existing provisions
are made more stringent. One of the most significant new elements in the standard is
that it includes a compulsory integration of the customer-specific requirements in the
scope of application of the specific quality management system [1]. The number of steel
companies having IATF 16949 certificate is shown in Fig. 3.
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Fig. 3. Number of certified steel companies inEU27.Source:Own results of the authors according
to data from [9]

2.5.2 Customer Specific Requirements

According to the statement of IATF [19], each of the customer requirements being sup-
plementary or interpretation requirements related to any specific chapter of the IATF
16949 standard shall be classified as customer-specific requirements. Almost all partic-
ipants of the supply chain prepare a catalogue of customer-specific requirements. The
most frequent names are ‘Supplier Manual’ or ‘Quality Assurance Agreement’.

2.5.3 Automotive Industry Standard

The collective name of quality techniques most frequently used in the automotive indus-
try is “Core Tools”. The interpretation and rules on the application of such techniques are
presented by the industry standards, available in two identified groups, first is published
by the Automotive Industry Action Group (AIAG) and the second is by the German
Association of the Automotive Industry (VDA) (see Fig. 4).

While the earlier ones have been used in the automotive industry with unchanged
contents, VDA continuously collects the experience and updates its publications match-
ing the variable demands.More recently efforts have beenmade to unify the two families
of requirements by subjects, which was already successful in case of FMEA in 2019.
Due to the extremely broad range of the subject, this article addresses now only the
essence of the AIAG specifications and their applicability in the steel industry.

Advanced Product Quality Planning (APQP)
APQP is a project management tool for the definition and implementation of all activ-
ities which ensure that the product to be manufactured is going to meet the customer
requirements. By means of its application, it is possible to achieve the efficient utili-
sation of resources, thereby the pre-calculated cost level and the project deadlines can
be observed. The AIAG APQP reference manual defines five project steps. 1. Define
of objectives, 2. Product design and development, 3. Process design and development,
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Fig. 4. Group of automotive industry standards

4. Product and process validation, 5. Evaluation of feedbacks, definition of corrective
measures [20]. Quality management planning is also required by IATF 16949 standard
in its section 8.3.2.1. However, the application of the AIAG APQP (or VDA RGA) rules
is noted as a recommendation, also allowing the use of other alternative tools [1].

Failure Mode and Effect Analysis (FMEA)
FMEA is a multi-disciplinary analytical method with the aim to define and assess and
eliminate, as far as possible the potential risks of the product design and of the manu-
facturing processes. By means of its application, the quality of the products improves,
the failure costs decline and the customer satisfaction improves consequently [21]. The
fault possibilities significant with respect to product function (DFMEA) and production
process (PFMEA) are taken into account in the course of the analysis, the probability
of their occurrence, the detectability of the fault and the severity of the impact of the
fault are assessed. The use of FMEA as a compulsory element is specified by the stan-
dard IATF 16949 itself, in its sections 8.3.5.1 and 8.3.5.2 [1]. In his paper MIGALSKA
[22] describes the successful rolling mill application of the PFMEA method. It is high-
lighted that the number of faulty products manufactured was decreased by the use of the
tool. However, the criteria are not stated by which the severity of the various faults was
assessed.

Measurement System Analysis (MSA)
MSA is a method to determine whether the measuring system applied is suitable for
the decision-making. The objective is to determine the proportion of the deviation of
the measuring system to the deviation of the product as well as to determine the source
of deviations. By applying this method, the risk is reduced that a wrong decision is
made in the course of quality control, that is, a faulty product is classified as pass or a
good product is classified as fail, based upon the outcome of the assessment. Several
methods are listed in the reference manual MSA for the execution of the analysis, and
among these, the most widely used is the Gauge Repeatability & Reproducibility (GRR)
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test [29]. Measurement System Analysis is also required by IATF 16949 standard in
section 7.1.5.1.1 [1]. However, the application of the AIAG MSA rules is explicitly not
requested [1]. In his paper, KLAPUT [23] presents his findings concerning the use of
GRR in a steel plant. It is noted in the paper that multiple box and whisker box analyses
should preferably complement the method in order to obtain a more precise result.

Statistical Process Control (SPC)
The two main tools of statistical process control include the capability study and the
application of the control charts. The capability study determines the rate of deviation
by which manufacturing can produce specific product property, as well as the location
of the deviation in the field of tolerance. The control charts investigate whether the con-
dition declared as capable exists also in the long-term? Its purpose by random sampling
inspection is to test whether the manufactured population is within the set specifica-
tions based upon the result of the sample? [24]. The compulsory implementation of the
capability study is specified by the IATF 16949 standard in its section 9.1.1.1., with the
concession that in case of manufacturing methods, where the compliance of the product
cannot be demonstrated through capability studies, the customer and the supplier may
agree on alternative methods [1]. Papers were contributed by several authors about the
application of the SPC studies in the steel industry. A comprehensive treatise is provided
byMAMZIC [25] about the specific features of introducing SPC in plants of continuous
production process. In his paper, it is concluded that in plants of such type, whenever
possible, the continuous- measuring should be chosen instead of the random inspection
(SPC). In his paper, HOMER [26] reports on his experience gained in a cold roll mill
in Germany. In this plant, the thickness of the rolled sheet was measured by computer-
assisted continuous data collection and the results were assessed on X-bar- range control
chart. In accordance with his conclusion, cost-efficient operation could also be enhanced
in addition to improving the quality of manufactured products. It is interesting to note
that in general, if a control card is used to supervise production, then it is not customary
to perform 100% inspection, while in this case, both were applied according to the paper.
MOHANARAO et al. [27] present the successful application of a control chart applied
to supervise the process parameters of a blast furnace. It is clear from the findings above
that SPC can be widely applied, it may focus both on process and product parameters.

Production Part Approval Process (PPAP)
In section 8.3.4.4. the IATF 16949 standard specifies that the manufacturers are required
“The organization shall establish, implement, andmaintain a product andmanufacturing
approval process conforming to requirements defined by the customer(s)” [1]. Product
approval, or ‘initial sampling’ as it is known in the professional dialogue, is nothing but
the manufacture of a certain quantity of products by the manufacturer before the start of
serial delivery, of which samples are taken and testedwith respect to all the specifications
of the customer. Once the results are satisfactory, the sample is submitted to the buyer
together with the PPAP report for approval. The format and contents of the PPAP report
are specified by the reference manual AIAG PPAP. Compulsory annexes to the minutes,
among others, are the documents certifying the application of the key core tools, such
as:
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• FMEA
• CP
• MSA
• Results of capability studies

The annexes required by the reference manual shall always be made by the manufacturer
with full contents, however, the customer may define a more restricted scope for their
submission. The stages shall be defined in the so-called PPAP levels. The customer
shall review the report submitted as well as the samples delivered after approval, and
should the product specifications (technical drawing, standard, etc.) of the product or
the manufacture of the product (equipment, tools, process flow, location of equipment)
may change in the course of serial delivery by the manufacturer, or eventually the raw
materials used for the manufacture of the products, then a new first sample needs to be
approved. The reference manual provides that no PPAP process needs to be started for
bulk products (such as sheets, coils, bars) unless otherwise instructed by the customer
[28].

3 Experimental Results and Analysis

In the section of the paper up to this point, the main characteristics of the steel industry
and automotive industry were summarised, which revealed the remarkable contradiction
between the two industries. While the automotive industry is characterised by large
volume manufacture repeated under almost identical conditions in short intervals, the
steel industry features a single unique batch (charge) production of steadily growing
volume.While all participants of the automotive industry make efforts at the exploration
of customer requirements and exceeding them, steel industry, in contrast, if not a full
batch is to be produced, is forced tomake compromises due to economic considerations in
some cases, with respect to the fulfilment of customer demands. The values of the process
parameters in the manufacture of automotive parts can be considered steady, whereas
in the steel industry the process parameters of the batch compositions in accordance
with the requirements changing from case to case vary among the broad boundaries of
process parameters.

According to the experience, we have gained so far, steel industry companies can
satisfy the requirements of IATF 16949 in view of the points stated in the Sanctioned
Interpretations and FAQ publications. The challenge is represented by the customer
specific requirements due to the points described earlier, as these publications are drafted
on the basis of the manufacturing characteristics of part-production companies in the
first place, as they provide the backbone of the supply chain. Therefore, the possibilities
of meeting the customer specific requirements are investigated below.

The customer specific requirement catalogue of 30 large companies using rolled steel
products in Europe was investigated in the course of our research. These companies are
active in the various areas of the industry, from the manufacture of electronic parts,
through elements used in the interior design. Regardless of the industry, it could be
stated that the most frequent specification in the catalogues referred to the obligatory
use of some Core Tools (see Fig. 5).



132 B. Kondás and C. Deák

It was striking that the application of Core Tools has been demanded by most of the
automotive industry customers to this day mainly on the basis of AIAG requirements,
therefore, the possibilities of fulfilling these requirements will be investigated in the
following.

3.1 Assessing the Application of APQP Requirements

An important element of Quality Planning is the feasibility study, through which a
given steel company evaluates whether they can produce the ordered steel grade or
product size. Results must clearly be communicated to the customer, especially if not all
customer requirements can be fulfilled. APQP is applicable in the steel industry without
any problems.
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Fig. 5. Required quality tools acc. Customer specifications

3.2 Assessing the Application of FMEA Requirements

In order to assess risks, it is required to know the manufactured product’s function.
Without such information, it is impossible to correctly assess the possible failures as well
as the severity of the risks.We should highlight the fact that rolled steel products are input
materials of the part- manufacturing industry, therefore the input materials’ function is
not yet known at the time of the manufacture. Their function is being developed in the
part production phases. As a result, it is essential that the customer informs in advance
the steel producer or rolling mill about the function of the part that is intended to be
manufactured, and its method of processing. If such information exchange does not
happen, the steel producer or rolling mill can do one thing: it proceeds with a ‘default
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application’ that would normally apply to that given product (e.g. welding, turning,
bending, etc.) such proceeds can only result a so called general PFMEA. If the given
rolled product or steel grade is designed or developed by the steel company, design
FMEA and process FMEA could be performed, however, such a case rarely occurs.

3.3 Assessing the Application of MSA Requirements

Earlier, we discussed the difficulties of testing steel products. For the reasons outlined in
Sect. 2.3, the tool has an essential role, especially for carrying out visual and dimensional
checks, including tests to determine material continuity defects. The possibility of using
additional tools should be investigated.

3.4 Assessing the Application of SPC Requirements

It is one of the most important tools of automotive quality assurance, as many people
expect that its application ensures that the output of mass production, which is repeated
at short intervals (less than one year), always represents the same quality. Therefore,
almost all customers outline the mandatory use of this tool in their customer-specific
requirements. However, it is worth noting, that IATF 16949 allows SPC’s replacement
by other alternative tools. This is due to the characteristic of continuous process industry
like the steel industry. Requirements of rolled steel products in the automotive industry
are getting more complex. Standard steel products are less used by Part Designers. As
steel manufacturing is a very energy intensive process, at the batch calculation several
customer requests have to be combined in order to save costs. Manufacturing process
parameters are selected to meet unified customer needs. As the pairing of customers
for charge calculation may change from time to time, the parameters previously used
at the production may vary at a given steel grade. Since the batch production process
parameters are always chosen for a given alloy, it is possible that process parameters that
vary within wide limits are selected for the production of the same steel grade. Today,
most steel companies have a very high level of continuous data collection process, which
will further improve upon digitalisation advances. Such a process applies to both the
process parameters and product characteristics. From the collected data sets, capability
studies and control charts are generated. Such studies and charts are used for internal
data analysis in order to well customise the material mixes to satisfy different customer
needs. SPCs can maximise its full potential if the same steel grade is produced in a full
batch and this is repeated at short intervals over the long term. In this case, there is a
sufficient amount of comparable data, although it rarely occurs. If it does occur, careful
evaluation is required due to the reasons outlined in Sect. 2.3. In conclusion, several steel
producers and rolling mills are putting in place continuous product monitoring systems,
which is an excellent substitute for the use of SPC tools.

3.5 Assessing the Application of PPAP Requirements

In addition to SPC, PPAP is another important tool for automotive quality assurance.
Its main role is to keep the main factors constant that affect product quality during
manufacturing. These factors are shown in Fig. 6.
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Fig. 6. Investigation stability of key factors during serial production

The table shows that ensuring the stability of production is the most difficult task.
According to the PPAP requirements, classical initial sampling has twomain boundaries
in the steel industry:

• due to the fact that Tools (e.g. working rolls in the rolling mill) require regular
replacement outlined in Sect. 2.3.

• the constancy of production equipment cannot always be guaranteed especially in steel
factories where, for the same production phase, there is multiple equipment available
(see Fig. 7).

Fig. 7. Number of technical equipment by plate production sites. Source: Own results of the
authors according to data from [9]
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If initial sampling is required, it is essential to agree on a fix production site of the
steel product supplier aswell as the source of the rawmaterialwhichwas used as an input.
On the other hand, in order to maintain a high-quality standard, it is not only enough to
assess the first-tier suppliers of the material but to analyse the entire supply chain route
of the product. For example, in the case of a company producing bright bars, it is not only
enough to record the source of the hot-rolled bar but also the source of the CC billet.
This is due to the fact that steel companies do not operate a full vertical integration,
everywhere. Steel mills, hot and cold rolling mills and bright steel producers can work
separately from each other, therefore their raw material purchases can be supplied from
different sources, which can result a significant difference in quality.

4 Conclusions and Perspectives

In this article, we have reviewed the characteristics of the automotive and the steel indus-
trywith theirmain guiding principles aswell aswe highlighted theirmain contradictions.
We, also, outlined the automotive industry’s main quality regulations and examined their
application on the steel industry. The outcome identified that ‘Core Tools’ not always
achieve stable product quality, therefore, it is necessary to sometimes use additional
tools. We have to highlight the limitations on the use of SPC and PPAP in the steel
industry. As we have seen before, the use of these tools is stated in each customer’s
customer-specific requirements. Therefore, it is essential for supplier quality assurance
professionals to adjust the application of these quality tools to local conditions and,
where appropriate, work with steel professionals to develop alternative solutions that
ensure stable product quality. These solutions have to be registered in a separate agree-
ment between the two parties as an annex to the customer-specific requirements. Quality
assurance professionals need to define new rules on the first sampling of steel products
that are more specific than the already stated rules described in Annex F of the PPAP
Manual.
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Abstract. An artificial lubricant aging rig was developed in order to simulate
aging processes of automotive lubricants. This article presents the development
of the aging apparatus and its control system as well as results of artificial aging
of SAE 0W-20 grade automotive lubricant with a modified thermal cycling proce-
dure. Friction and wear measurements on a high frequency reciprocating rig were
conducted to describe the lubricating properties of the artificially aged samples.
Select oil samples were analyzed through FTIR spectroscopy.

Keywords: Artificial lubricant aging · Methodology · Friction and wear

1 Introduction

Lubrication plays a vital role in complex engineering systems through ensuring long-
term operation of sliding pairs. The lubricant of an internal combustion engine has
to withstand extremely harsh conditions in addition to severe mechanical and thermal
loads. Oxidation and nitration through air and exhaust gases [1, 2], as well as dilution
and chemical degradation through fuel [3–6] and precipitated water vapor all contribute
to the aging of an engine oil.

The acidity of combustion by-products from fuels with bio-derived ethanol content
could possess a threat to metal surfaces in contact with the lubricant. Although field
test results showed no significant increase with the introduction of acetic acid to the
engine oil, laboratory corrosion tests concluded that iron and copper machine parts can
be prone to corrosion when the acidity of the lubricant increases. Therefore, it can be
hypothesized, that an additional increase in bio-ethanol content of gasoline fuels could
lead to elevated levels of corrosion under real-life use cases [7].

The degradation processes of a lubricant under long-term load can lead to ambiguous
results when regarding frictional losses and wear resistance with an aged lubricant. This
can be attributed to changes in the chemical composition during aging, which can lead
to alterations in the formation of boundary layers on the lubricated surfaces [8].

Another aspect of friction andwear due to oil degradation is the presence ofwater and
humidity in the environment surrounding the lubricated contact. Elevated water content
and humidity can lead to meagre wear resistance in boundary lubricated contacts with
lubricants containing zinc dialkyl dithiophosphate antiwear additives. This phenomenon
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could be a result of depolymerisation of longer phosphate chains and the formation of a
thinner reaction layer on the surface [9]. This observation is confirmed by [10] and [11].

To investigate the effect of selected alternative fuel formulations on engine oil aging
a lab-scale artificial lubricant aging rig was developed [12]. Aging experiments with a
fully formulated synthetic engine oil were conducted under continuous oxidation and
cyclic thermal load based on CEC L-48 [13]. The produced aged samples were sub-
jected to friction and wear testing on an SRV5 high frequency reciprocating rig from
Optimol Instruments Prüftechnik with a ball-on-disc model system.Measurements were
carried out according to the ISO 19291:2016 standard for the determination of tribolog-
ical quantities for oils and greases [14]. Results showed a significant scattering of the
coefficient of friction and average wear scar diameter values between identically aged
oil samples. The aging rig was revised in order to produce more stable results through
the introduction of a precise temperature control system and airflow regulation in the
sample container during aging.

2 Lab-Scale Artificial Oil Aging Rig

2.1 Initial Setup of the Oil Aging Rig

The oil aging rig is based on a FALC BE-6 6-station laboratory heater equipment orig-
inally designed for Soxhlet extraction. The heating mantles accept round bottom flasks
up to 250 ml and use individual power regulator circuits for each flask with a maximum
power throughput of 180 W per mantle. The original design does not incorporate any
means of temperature measurement of the mantle surfaces or the liquid inside the flasks.
Six discrete power cut-off switches allow the selection of the maximal power throughput
of each mantle in five stages independently. A target temperature range is given for each
stage by the manufacturer of the apparatus.

The first setup involved six 250ml round bottomflaskswith sixDrechsel bottle heads
– a glass bottle head with two glass tubes running through, one connecting the head
directly to the environment, the other extending into the flask – to allow for pressurized
air to be lead through the contents of the flask. The inlet of each bottle headwas connected
with silicone tubing to a laboratory pressurized air supply system which was restricted
from 7 bars to around 1,1 bar pressure. The outlets were led through a two-stage gas
washing bottle setup composed of two Drechsel bottles.

In order to determine the temperature of the mantles, a K-type thermocouple was
wedged between each flask and its corresponding mantle for the first test run as a rudi-
mentary approach. The thermocouples were connected through six MAX31850 thermo-
couple amplifiers to an Arduino MEGA board. The controller board is equipped with
a datalogger shield, which provides a real time clock and an SD-Card interface, which
can handle memory cards with FAT16 and FAT32 file systems, enabling temperature
log files of up to 4 GB in size. A 2,8′′ TFT-LCD screen with capacitive touch sensing
provides a basic GUI for user input and feedback of current temperature and state infor-
mation about the running experiment. The initial setup of the aging rig implemented no
closed-loop temperature control.
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2.2 Early Experimental Results on a Ball-On-Disc Model System

To determine the lubricity of artificially aged oil samples, ball and disc specimens made
from 100Cr6 steel were subjected to friction and wear experiments according to the ISO
19291:2016 standard. A load of 300 N is applied to the ball, which oscillates on a 1 mm
long linear path with 50 Hz frequency. The test is conducted with a lubricant volume of
0.3 ml. Specimens are heated to 100 °C, which is the only deviation from the standard
procedure. The duration of the test is 120 min after a 30-s running-in period. Each oil
sample was tested in three consecutive test runs. Details of the experiments as well as a
discussion of the results were published in [12].

Abrief look at the coefficient of friction (CoF) curves (Fig. 1) suggests that the system
stabilizes after 3600 s based on experimental data from measurements with the fresh oil
(Ref. Oil) and the aged sample from the 4th heater (Sample 4).With this consideration in
mind, the comparison of CoF values averaged between 3600 and 7230 s (Fig. 2) confirms
that there is a significant difference between the aged samples. The large deviation of
CoF values for Sample 2 and the difference between test runs with Sample 3 also hint
to the unstable nature of the test method under inferior lubricating conditions.

0.075

0.100

0.125

0.150

0 1200 2400 3600 4800 6000 7200

CO
F 

[-]

Time [s]

Ref. Oil Sample 2

Sample 3 Sample 4

Fig. 1. Coefficient of friction curves of selected aged samples against the fresh oil (Ref. Oil)

0.050

0.075

0.100

0.125

Ref. Oil Sample 2 Sample 3 Sample 4

CO
F 

[-]

Fig. 2. Averaged coefficient of friction for each tested sample with ± 1σ deviation



142 A. L. Nagy and I. Zsoldos

The experienced variation of friction results as well as corresponding wear val-
ues between aged samples was deemed dissatisfactory for the assessment of thermo-
oxidative oil degradation phenomena. Hence, a precise temperature control system was
developed for this application.

2.3 Physical Setup and Control System Development

Physical System Development. For precise temperature control, the measurement of
the sample temperature directly inside the fluidmust be realized. The initial setup utilized
a one-neck flask design, which was accommodated with a Drechsel bottle head. The
external thermocouples were substituted with fine-wire thermocouples (Ø0,25 mm),
which were guided through the silicone tubing on the inlet side of the Drechsel bottle
heads. This allowed the measurement of temperatures inside the flasks but introduced
noticeable noise into the temperature measurement due to the incompatibility of the
thermocouple amplifiers with the higher resistance of the fine-wire thermocouples.

Since it was not possible to feed common size thermal sensors through the bottle
heads, the one-neck round bottom flasks were substituted with three-neck flasks with
identical ground glass joints. The left joints of the flasks were occupied by silicone
rubber caps. The rubber caps were fitted with regular Ø1,5 mm K-type thermocouples.
Themiddle jointswere occupied by caps aswell, which can be easily removed for sample
taking and contaminant dosing. The Drechsel bottle heads were connected to the right
joint of each flask, allowing laboratory air to circulate through the sample lubricant.
These modifications enable the introduction of a precise closed-loop control system for
sample temperature supervision.

In addition to the implementation of a closed-loop temperature control system, the
admixing of the oxidizing agent (laboratory air) was also reevaluated. In order to control
the amount of air passing through the lubricant samples, individual flow meters were
introduced into the tubing preceding the inlet of each bottle head. The flow meters
utilize a single-tube rotameter principle to determine the volumetric flow of the gas
passing through them. The flow meters are calibrated to instrument air – compressed air
for pneumatic control systems – and are able to measure flows ranging from 1 L/min to
10 L/min.

Control System Development. Temperature control is realized through six power
width modulated bidirectional triode thyristor (AC dimmer) circuits. These circuits
communicate via SPI (Serial Peripheral Interface) on a two-wire bus with the Arduino
control board. The control software of the aging rig is implemented in the Arduino lan-
guage, a programming language similar to C. The main software loop consists of three
components:

• read and store values from each K-Type thermocouple amplifier,
• run PID algorithm and set output value for each AC dimmer,
• refresh temperature values on screen.

Temperature values are read out in series through SPI with a sampling rate of 1 Hz.
In order to avoid measurement errors, the control system uses five consecutive measure-
ments to calculate an average temperature value. This value is given to the PID algorithm,
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which calculates the control terms according to the setpoint temperature and the latest
average temperature value for the corresponding thermocouple. The calculated terms are
then used to determine the duty cycle, which is passed through the PWM (Power Width
Modulation) output to the AC dimmer circuits. The most recent average temperature
values are displayed on the LCD screen to inform the user about the current condition
of the samples. The temperature values of each sample are stored on the SD-Card every
60 s. Since PID control algorithms function efficiently around their setpoint, a logical
control is implemented at the start of each heating cycle. The maximum allowable PWM
output is set for the active heating mantles, while the corresponding sample reaches a
temperature of 20 °C below the setpoint.

A lower and upper heating boundary is also implemented due to fire safety consider-
ations. If any of the samples are unable to reach the setpoint during a given time period,
the correspondingmantle is shut off permanently. To avoid overheating, the PWMoutput
of the correspondingmantle is set to zero in the case of a sample registering temperatures
over 180 °C.

As opposed to static setpoint laboratory hotplates, the control system of the aging
rig can be programmed to follow a given function for the desired sample temperature.
This enables the implementation of a variable temperature aging cycle, which canmimic
temperature conditions present in an internal combustion engine duringmixed use condi-
tions. A two-stage thermal cycle was utilized in order to test the reliability of the control
system. A cycle time of 24 h was selected with a total aging time of 96 h (4 cycles).
During the first 12 h of a cycle a temperature setpoint of 160 °C was defined (tempering
phase). The heater mantles were shut off during the second stage of each cycle (poly-
merization phase). A second aging experiment was conducted with the modified setup
to determine the performance of the improved aging rig.

3 Experimental Results with the Improved Aging Rig

3.1 Temperature Measurement and Control Accuracy

Figure 3 indicates temperature measurement values of the initial and modified setup of
the aging rig.

Colored solid lines represent temperatures of the 2nd, 3rd and 4th heating mantle
recorded during the first test run of the initial setup. Gray solid lines represent tem-
peratures of all six mantles recorded during the test run of the modified setup with the
closed-loop temperature control algorithm. Both measurements were set up to reach a
sample temperature of 160 °C. The initial setup (v0) utilized an analogous timer mains
switch in order to realize the 12-h long heating phase and to repeat it three times without
manual intervention.

As opposed to the erratic temperatures of the 4th mantle and the overshoot of mantles
3 and 4 during the test run with the initial setup, the modified aging rig can reach the
desired setpoint temperature in a shorter time and can precisely hold it for the desired
time period. Reaching the setpoint faster under the same conditions is possible with the
modified setup since the original power regulator circuit did not allow for an automatic
tuning of the output power in relation to the sample temperature. Themodified setup uses
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Fig. 3. Temperature over aging time of selected samples during testing of the initial (v0 – without
closed-loop control) and modified (v1) setup of the artificial oil aging rig.

higher power for heating during the run-up phase and moderate power for maintaining
sample temperature during the tempering phase.

3.2 Friction and Wear Experiments and Chemical Analysis

As concluded in a previous article, the standard procedure according to [14] cannot be
universally applied to used or artificially aged lubricant samples. The load and lubrication
conditions enacted on the sliding pair by this procedure are designed to assess the
anti-wear and extreme pressure additives in a novel lubricant formulation using a neat
lubricant.Milder changes in the composition of the lubricant due to oxidation and thermal
degradation and the resulting changes in friction and wear in a sliding pair cannot be
distinguished under the conditions of this experimental method. Hence, an experimental
setup with milder conditions was introduced, under the following considerations:

• Ball and disc samples according to [14],
• Continuous oil supply instead of nearly starved lubrication condition,
• Test load reduced to 200 N,
• Test time reduced to 90 min,
• Running-in period at test start extended to 5 min,
• Transition period between running-in and test conditions altered to 5 min,
• Lubricant and disc sample temperature at 100 °C.

The alteration of the friction and wear test parameters makes a direct comparison
between oil samples aged with the initial and modified setup impractical. Instead of
explicit CoF and wear values, the deviation of these values is compared.

Comparing only the mean values shows the difference in the experimental setup of
the friction and wear test. A shorter test with lighter load results in a reduced amount of
wear. The continuous lubrication introduces a larger oil volume on the surface, which



Artificial Aging of Ultra-low Viscosity Lubricant Samples 145

can form a thicker, more stable hydrodynamic film. This could lead to elevated frictional
losses. Contrary to the expectations, the comparison of the deviations reveals that the
altered experimental setup for wear testing does not have a significant effect on the
stability of the friction and wear test results. Both AWSD (averaged wear scar diameter)
and CoF values show a comparable amount of scattering to results with the previous
setup, a significant difference between the results cannot be distinguished (Fig. 4).
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Fig. 4. Mean of Averaged Wear Scar Diameter (AWSD – bar graph) and Coefficient of Friction
(CoF – rhomboid marker) values of friction and wear experiments comparing oil samples aged
with the initial (v0) and modified (v1) aging rig with ± 1σ deviation.

In order to confirm the suitability of the developed aging rig for the simulation
of certain aspects of engine oil aging, the samples aged with the modified aging rig
were sent to chemical analysis through Fourier-transform infrared spectroscopy (FTIR).
Oxidation and nitration levelswere determined according toDIN51453 [15], zinc dialkyl
dithiophosphate (ZDDP) anti-wear additive, as well as phenolic and aminic antioxidant
content were determined according to [16] and [17]. Averaged values of all six samples
for each chemical property are shown in Table 1 with their corresponding deviations.

Table 1. Averaged values and standard deviation of chemical properties of artificially aged engine
oil (v1 aging rig setup, 96-h cycle)

Oxidation
[A/cm]

Nitration
[A/cm]

ZDDP [%] Phenol. AO [%] Amin. AO [%]

Ref. Oil 0 0 100 100 100

Avg 4,1 0,6 10,8 82,2 83,0

Dev (abs) 0,1 < 0,1 0,2 1,1 0,6

Dev (%) 2,7 4,8 1,6 1,4 0,8

The chemical analysis shows a mild oil degradation except for the ZDDP anti-wear
additive content that shows a level of depletion comparable to engine oils with 7000 km
mileage or higher [16]. This phenomenon could also be a result of the interaction between
the metal sleeve of the thermocouples and the zinc-phosphate additive, which should
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be investigated and taken into account before further experimentation. The significantly
decreased ZDDP content compared to the base levels could also be the cause of high
deviation in AWSD values experienced with samples produced through the modified
aging experiment.

In general, the aging experiment with the revised aging rig configuration produces
highly comparable sample degradation in terms of oxidation, nitration and additive
depletion. The deviation of values is under 2,5% for additive traces and under 5% for
oxidation and nitration values. The presented trends are in agreement with the values
published in [17].

4 Conclusion

An artificial oil aging rig was developed based on a conventional Soxhlet extractor. The
presented design is capable of simulating dynamic conditions during the aging process
through an Arduino-based closed-loop temperature controller and logger device. Sam-
ples aged with the modified device were compared to samples degraded with the original
setup through friction and wear experiments. The comparison revealed the unsuitabil-
ity of the ball-on-disc model system for the determination of tribological quantities of
artificially aged lubricants and to reveal subtle changes in oil composition. In order
to compare samples from the modified aging experiment with each other, FTIR spec-
troscopymeasurements were carried out. The following conclusions can be drawn based
on the presented data:

• the modified aging rig is capable of a precise temperature control around the desired
setpoint,

• the modified aging rig is capable of producing samples with comparable chemical
properties during the same aging procedure,

• the used aging procedure results in a mild-to-moderate degradation of the lubricant,
mainly affecting the ZDDP anti-wear additive content of the investigated lubricant.
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Abstract. The automotive industry has undoubtedly significantly changed our
societies and daily life. It is among the most advanced, complicated, and inno-
vative industries. The automotive industry is an essential driving factor of many
other advanced industries, it requires the contribution of many other technolo-
gies like advanced manufacturing systems, cyber-physical systems, and robotics.
Blockchain technology can be highly beneficial for the automotive industry, to
enhance its data security, integrity and reliability, tracking and location man-
agement, enhanced connectivity, mobility-as-a-service, tamper prevention, and
fraud detection. One of the emerging blockchain capabilities is smart contract
enforcement and autonomy. In this article, a basic overview of smart contracts is
given, early history, definition and concepts, relation with the blockchain, listing
its benefits, data sources, design, and describing its importance, finally we high-
lighted some serious, outstanding and worth to mention steps toward activation
and enabling the smart contracts and blockchain roles in the automotive industry
specifically and the industry in general.

Keywords: Blockchain · Smart contracts · Automotive industry

1 Introduction

The modern automotive industry along with its cutting edge technologies is one of the
most technologically advanced industries in today’s world. With innovations ranging
from self-driving smart cars that depend on the Internet of Things (IoT) and Artificial
Intelligence (AI), hybrid engines exploiting both clean electric motor side by side with
the conventional fuel-powered engine, vehicular ad hoc networks and so on. These
have attracted much attention recently due to the increasing demand for traffic safety
and comfortable vehicle driving experience. Similar to all other modern industries, the
automotive industry is vulnerable to low efficiency at the operational level, security
gaps, and problems that lead to critical cyber-attacks. Such malicious attacks could
cause major losses and critical incidents which have negative effects on the cars and
car parts prices and costs of maintenance and other services. It also affects automotive
industry stockholders and participants in the vehicle lifecycle like car owners, staff of
manufacturing facilities and enterprises, service agents, and so forth [1].

The Blockchain by definition is a decentralized database that enables distributed
public ledgers that hold immutable data in a secure and encrypted way. It ensures the
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trustworthiness of transactions or smart contracts in such a way that can never be altered,
it is also called the distributed ledger technology (DLT) [33]. Blockchain technology
supports cryptocurrencies such as bitcoin but it might have a great contribution to the
automotive industry that can revolutionize products, services, and processes. It provides
an innovative approach and smooth distributed platform where different information
and data about patents, insurance, ownership, maintenance services, and others could be
securely stored and transactions could be executed accurately and reliably [6].

Blockchain technology has many other potential use cases and applications across
finance, business government, and other industries. For example, in banking and finance
Blockchain provides a way to securely and efficiently executing the international pay-
ments, improve the capital market, streamline trade finance, supports secure peer-to-peer
transactions, and combatingmoney laundering. At the business level, Blockchain will be
an essential part of supply chain management because its immutable ledger suits tasks
such as real-time tracking of goods. Blockchain will support also Healthcare system and
real-estate, media, and energy domains. Blockchain could simplify and secure Govern-
ment individuals’ recordkeeping such as birth and death dates, marital status, or property
transfers, it will have a basic role in identity management, voting and taxes also [34].
Finally, at the level of other industries Blockchain can provide multiple security bene-
fits like Tamper-Proof Data, No single points of failures, Privacy, Identity, and Access
Management, Information Security, and Smart contracts enforcement and autonomy, see
Fig. 1 [1]. In this article, we are going to overview the concept of Smart Contracts and
some of their promising applications in the automotive industry.

Fig. 1. Blockchain key capabilities for cybersecurity [1]
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2 Smart Contracts

Contract law’s history is back to the ancientGreek andRoman times. Plato [11] described
agreement categories as they exist today. Contractus litteris (literal contracts) were part
of the Roman law. A smart contract – also known as a digital contract - inherits the
terms and conditions of the conventional contract. The smart contract codes the business
agreement, which is then verified and signed by the parties and then uploaded to the
network. A smart contract is a piece of distributed code that is stored on the blockchain
and that runs independently when specific conditions and rules are satisfied. At the time
of writing this paper, there are 102million unique Ethereum addresses [15] holdingmore
than 50 million smart contracts [16].

We can divide smart contracts in terms of legality into two different types: strong and
weak [17]. Weak smart contracts can be changed without any modification cost. Strong
smart contracts can not be modified, or the modification cost is so high that modification
is not feasible. Traditional law enforcement can not influence the execution of smart
contracts (either by involved third parties or by a judge) in the case of strong smart
contracts.

A smart contract provides the capability to update, so they need mechanisms to add
updates and modifications that may be required legally. For example, public blockchain
data or an API (Application Programming Interface) can be used to access the latest
legal terms of the smart contract. The contracting parties may be asked to update the
source code of smart contracts by themselves, without involving any third-parties. Smart
contract terms and conditions may be defined as unmodifiable to prevent changing the
contract by one or both parties.

Smart contract as a concept is not intrinsically related to blockchain; it is often
used interchangeably with a wide range of expressions, from “Digital Contract” to
“Smart Legal Contract” or “Smart Contract Code”. But in general, all definitions of
smart contracts usually include some type of automated, self-executing transaction [2].

3 Benefits of Smart Contracts

A smart contract could be defined as a computer program that respects certain legal
conditions and terms to control digital or physical modules. A smart contract does not
depend on a state for its enforcement although it usually avoids issues related to human
ambiguity. Therefore, it is a method to maintain performance on the deals of all involved
parties [1]. A smart contract has a lot of benefits in comparisonwith traditional contracts:

• The digital nature of the smart contract guarantees that there is a final version of the
contract which is written in detail and it will be executed accurately by computers
once needed.

• A smart contract is paper-free, you do not have to print them. It is deployed to the
blockchain and executed exclusively according to its encoded instructions and terms.
unlike the paper contract, which could be destroyed or damaged or may exist in
multiple versions and copies.

• By translating the contract into a computer-executable code, a smart contract is
accurate. All terms and conditions are explicit.
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• A smart contract is clear, there is no misinterpretation.
• Smart contracts are usually stored on the blockchain, which records all the necessary
details. No need for extra storage or backup.

• Smart contracts provide trust for the involved parties.
• Smart contracts are executed quickly, no delay in their processing.
• Smart contracts are secure and transparent.

Blockchain-based smart contracts have the ability to affect a wide range of industries
like the automotive industry. Blockchain-based smart contracts can be used to create
new industries and reach new markets besides that they used to automate the existing
processes. The blockchain guarantees an ideal platform for smart contracts by providing
a digital, secure, and resilient environment for coding “if-then” statements and value
transition and maintaining detailed and immutable transaction history.

4 Data Sources of Smart Contract in the Automotive Industry

Despite that smart contracts are stored on the blockchain, they receive data from external
services called oracles that collect information fromdifferent sources [1]. Oracles are one
or more external digital agents or sources trusted by the blockchain involved parties that
monitor the external parameters defined in the smart contract and approve the execution
of the contract if these parameters are satisfied. For example, an oracle can monitor the
status of a car to determine its mileage, condition, usage statistics, etc. and changed its
status on the blockchain. Then, the change in the status of the car could be detected by
the smart contract, which can in turn triggers the payment activities related to the billing
of its usage.

There are multiple types of oracles [1] depending on the collected data type and
how they interact with their sources. The digital world needs to know about the physical
world. The following categories can be defined:

• Software oracles: they usually handle information from an online system such as
weather info, product and service prices, etc. The software oracle obtains the required
information automatically by API calls and inserts the data into the smart contract.

• Hardware oracles: they are designed to collect data directly from the physical world
sources, Internet of Things devices. For instance,movement sensors,GPS coordinates.
The major challenging attribute for hardware oracles is to maintain data security and
privacy while providing accurate and reliable data.

• Consensus-based oracles: some pieces of information can be unreliable, uncertain,
tentative. Smart contracts may require reaching consensus on them before getting the
data.

By the direction of data flow, we can distinguish:

• Inbound oracles: inbound oracles usually push information from the external world
sources into the blockchain. For example, an automatic event triggers if some
predefined property reaches a certain predetermined value.
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• Outbound oracles: they allow smart contracts to send data to the blockchain network.
For example, a smart lock in the physical world which receives the required payment
on its blockchain address and unlocks automatically (Fig. 2).

Fig. 2. Data sources of a blockchain

Practically, oracles are responsible for the correct execution of a smart contract since
the insertion of wrong information will lead to an action that may not be rolled back
easily (certain money transfers for example). So, because of this critical problem, many
companies provide oracles with collected data verification features [1].

Recently, some blockchain-based applications have become more sophisticated
and involved the use of oracles concepts, smart contracts and DAO (Decentralized
Autonomous Organization), which is a distributed application implemented to make
the interaction between multiple parties, humans or machines, effectively possible. This
interaction is controlled by the blockchain application that is in turn controlled by a set
of incorruptible and immutable rules defined in its source code [1].

5 Smart Contract Design

The smart contract design consists of two parts: the operational part and the non-
operational part. The operational part usually simple and it is straightforward to encode.
It consists of the automated part. Non-operational part however can be very complex:
it may analyze various risk areas of the contract. In other words, the operational part
describes the successful completion of the smart contract, the non-operational part is
devoted to an imperfect completion or partial completion. [23] provides templates for
smart contract design and urges standardization. [24] focuses on common mistakes and
security considerations of smart contracts design. [25] investigated and collected some
common smart contract design pattern, such as:

• Tokenization – for distributing transferable, countable goods represented by tokens,
• Authentication – to restrict unauthorized access,



Smart Contracts in the Automotive Industry 153

• Safe transfer – to implement the business logic over the blockchain,
• Using oracles – as discussed earlier,
• Time constraint– to define the interval while the contact is alive,
• Termination – to deal with unresponsive or timed out contracts,
• Randomness – which is not a trivial thing as all nodes should obtain the same random
number,

There are some other design patterns published, [26] lists some more patterns like:

• Pull payment – to deal with micropayment, bidirectional payment channels,
• State machine – to support finite-state automation, in which the system is in exactly
one of a finite number of states,

• Commit and reveal – to hide information on the blockchain, e.g. when there is a
competition. First, a hash of the data is committed and then everyone sends the real
data (reveal),

• Ownership – to retain sensitive and maintenance operations to be executed by the
owner of the contract only,

• Access restriction – to allow the execution of the contract when some restrictive
conditions present,

• Data segregation – to separate contract logic from its data,
• Balance limit – to avoid the execution of unaffordable transactions,

A disadvantage of blockchain-based smart contracts is that they are public. [27]
proposes splitting the smart contract into a public part containing the transfer between
the parties and a private part containing the contact details. That would result in an
on-chain and off-chain part of the contract.

6 Steps Toward Envisioned Automotive Industry Blockchain
and Smart Contracts

According to [7] “Blockchains can be an extremely powerful technology for automotive
organizations”. Whether used to help secure information on car usage against hacking,
enable financial payments at toll booths, provide traceability of parts in the supply chain
or administer smart contracts for the various participants in finished vehicle distribu-
tion. The author mentioned that automotive companies can start by carefully evaluating
where blockchains can provide the greatest gains. Three points were recommended for
evaluation: manufacturer business network, network-wide standards [20, 21], and new
revenue models.

The blockchain is considered as the latest buzzword in the automotive industry in [4].
It is now being widely described as a potential solution to some of the biggest challenges
facing the automotive industry – secure data transactions, component provenance and
location tracking – and the gateway to new products and services. A group of 30 major
automotive giants launched the Mobility Open Blockchain Initiative (MOBI) [8], a
research group aimed to accelerate the adoption of blockchain and the development of a
digital mobility ecosystem. The new envisioned blockchain enables the smart contracts
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without the involvement of third parties when two parties reach an agreement (Smart
Contract) and the execution of this agreement is contingent on a condition, for instance,
time or account balance, the conditionswill be validated based on the code included in the
smart contract and when all conditions and terms are met the smart contract is executed
the goods transferred between the parties automatically based on the agreement.

Finance, Securitization, and Smart Contracts (FSSC) is a working group under
MOBI that aims to assess the potential value proposition of blockchain and working
on interoperability standards that mobility stockholders ecosystem “including OEMs,
auto financiers, dealerships, and others” [9].

Some focus areas of MOBI are as follows:

• digital vehicle identity,
• vehicle history and data tracking,
• supply chain tracking, transparency, and efficiency,
• autonomous machine and vehicle payments,
• secure mobile commerce,
• data markets for autonomous and human driving,
• car sharing and ride-hailing,
• usage-based mobility pricing, and payments for vehicles, insurance, energy, conges-
tion, pollution, and infrastructure.

Many automotive executives believe that blockchain will be a disruptive force in
the following years [5]. The mobility sector is changing from a product business to
a mobility-as-service model. Successful services always focus on the user and new
solutions. Theymust address both passenger and freight transport. The future ofmobility
is digital, and that’s why today’s automotive manufacturers need to completely rethink
their businessmodels to be successful in this data-driven era. Smart contractswill be used
for automation and control purposeswith intelligent grids and on distributed ledgermake
sense as they are resistant to manipulation. The implementation of smart contracts will
enable the platform to act automatically in the vehicle registration ledger. The majority
of the car registrations can be fully automated and this in turn shows the processes
optimization potential in public administration. [6] suggest smart contracts as a record-
keeping service: a secure, auditable, and immutable records of physical and digital assets
and transfer of value service which issues new or exchanged of ownership without
intermediaries.

SmartContracts shall be extensively used tomake the contract andpayment processes
more efficient and secure, overcoming the barriers of the transfer of vehicle data. It was
chosen due to simplification and existing acceptance. [18] classifies automotive lifecycle
into seven phases as follows:

1. Regulator Phase
2. Manufacturer Phase
3. Dealer Phase
4. Leading company Phase
5. User Phase
6. Maintenance Phase
7. Recycle Phase
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The manufacturing phase includes supply chain management applications like [19,
22, 23, 30], which has big potential on its own. Recycle phase applications are listed in
[28]. Swatchhcoin is a startup, it is a decentralized waste management system based on
blockchain and smart contracts [31].

7 Conclusions

The development and migration to a data and value-driven world are boosted by the
evolution speed of the technological Internet-enabled global world, increasing business
competition, and the challenges of future mobility. In this complex environment, the
use of smart contracts and blockchain can give to the automotive industry the required
advanced platformwhich can distribute trusted and cyber-resilient information that chal-
lenges and contradicts the current non-collaborative organizational structures. In this
paperwe have overviewed the importance of blockchain and smart contracts as one of the
most important blockchain key capabilities for cybersecurity in automotive industries,
we have defined the smart contracts and listed its data sources overviewing the smart
contracts design methodology and finally, we reviewed some real steps and opinions
about the envisioned automotive industry blockchain and smart contracts.
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Abstract. The exhaust aftertreatment systems of diesel passenger cars have been
equipped with diesel particulate filters since 2009 when the EURO 5 standard was
introduced. This device is a trap for particulates, which originate from internal
combustion engines in soot form. These particles must be filtered because they
are able to enter the bloodstream through the human respiratory system and can
cause an adverse effect on health. Investigations conducted after the 2016 diesel
scandal concluded that gasoline engines with direct injection systems commonly
in use today, also produce a high number of particles, therefore they must be
equipped with gasoline particulate filters. The current EURO 6d TEMP regula-
tion introduced in September 2017 specifies that the NEDC-regulation has to be
replaced gradually with the WLTP investigation and the RDE realistic vehicle
tests, thus making the real results of the measurements impossible to avoid. Also
the particulate emission per one hundred kilometers will be observable in case of
direct injection gasoline engines. This paper presents the formation of soot parti-
cles during the combustion processes of diesel and gasoline engines, the deposition
of particles in particulate filters and explores and analyses the differences between
the regeneration processes due to the deposition of particles.
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1 The Effect of Particles on Human Health

There are several types of pollutants from the incomplete combustion of an internal
combustion engine. Carbon dioxide, which is a greenhouse gas, or nitrogen oxides,
which can cause acid rain. In addition to their impact on the environment, they also
have a negative impact on the human body. Another by-product is soot particles, which
need to be measured since Carbon-based soot particles are relatively small in size with
a large surface and with a high potential for adherence. So it is not necessarily the soot
particles themselves that are dangerous, but the adhering substances may have adverse
health effects. These include the risk of developing asthma and cancer [1–3]. Table 1
shows, how the different size of inhaled particles pass through the body and get trapped.

Table 1. The effect of particle size on the human body [4]

Particulate Particle Size (≤μm) Influences on Human Health

PM100 100 Persist in the air and no evidence of adverse effects on
human health

PM10 10 Enter the respiratory system, deposit in the respiratory
tract and cause respiratory diseases

PM2.5 2.5 Get into the alveoli through the respiratory tract and then
enter into the blood circulation, causing various diseasesPM0.1 0.1

It is evident that the human lung is unable to filter particles below the size of PM2.5
(called ultra-fine particles), which are admitted into the bloodstream, adhered to con-
taminants, where they can exert their harmful effects. Among other things, they cause
oxidative stress (an unfavorable effect on the antioxidant-prooxidant balance, which is an
importantmeans ofmaintaining health) on a type ofwhite blood cell calledmacrophages,
whose primary function is to kill bacteria and cancer cells in the body. Experiments were
carried out with animals and with children living closer to high traffic roads. Allergic
sensitization and asthma were more common in those cases [5, 6]. According to WHO
data, nearly 4.2 Mio. People worldwide die early each year from air pollution, where
the illness is mainly caused by PM2.5 or smaller particles [7]. In today’s modern cars,
both diesel and Otto engines, the formed particle size is well below the lung’s filtration
ability.

2 Test Methods

Because of their negative impact on the environment and health, various measurement
procedures were developed for internal combustion engines to measure their emission
values. Ruing the emission tests the composition of the exhaust gas is measured and
analyzed. Starting from July 1992 limits were set on internal combustion engine emis-
sions in Europe. These are called Euro norms. As a result of the increasingly stringent
regulations to date, emissions from internal combustion engines are now a fraction of
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the initial state. The norms regulate, among other things, the NOx, CO, HC emissions
of diesel and gasoline engines, the number and mass of nanoparticles emitted, as well
as the test conditions and the type of measurement cycle used.

Test cycles are internationally uniform measurement processes, where vehicles are
tested on a chassis dynamometer. Reproducing the load of the vehicle and environment
adapted to real traffic. The cycles are carried out with different time-frame, load, tem-
perature, etc. parameters according to the standard under laboratory conditions. Vehicle
manufacturers among enforced emission and fuel consumption limits can also inform
customers, for example, about the fuel consumption of a particular vehicle, so the cus-
tomer can select the optimal for their purpose. For example, in the United States, the
FTP-75 cycle is used due to different requirements and standards.

The NEDC test method was introduced in 1970, which was later expanded with
consideration of the city traffic. As a result of stricter environmental regulations, it was
necessary to develop a new, more close to real life test cycle, which gives a more overall
test that accommodates to modern car operating conditions. As of 1 September 2017, the
WLTP has been progressively introduced, which is compared with the previous NEDC
in Table 2.

Table 2. Differences between NEDC and WLTC class 3 [8]

NEDC WLTC Class 3

Distance [km] 11.023 23.262

Duration [s] 1180 1800

Idle time [s] 280 235

Phases [#] 2 4

Average speed/w idle (w/o idle) [km/h]
Mas speed [km/h]
Max acceleration [m/s2]

33.6 (44.7)
120.0
~ 1.0

46.5 (53.5)
131.3
~ 1.7

Within the WLTP, three different cycles have been created, depending on the power
to weight ratio of the vehicles, which are WLTC class 1–3. As shown in Fig. 1, the
WLTP test lasts longer, with longer distances, and has more intense deceleration and
acceleration stages at a higher average and top speeds.

WLTP takes into account the impact of built-in consumers (such as air conditioning,
seat heating, etc.) on vehicle operation and includes predetermined gear shift points in
the cycle program. As of September 2017, the Euro 6d-TEMP standard has made it
mandatory to obtain RDE measurements for all newly acquired type certificates, which
measure NOx, CO and particulate emissions on the road using the PEMS. The measured
emission and fuel consumption results are real, and therefore satisfactory.
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Fig. 1. NEDC and WLTP cycle diagrams [8]

3 Soot Particle Formation

Basically, it is true for each engine type, that PM and PN depend on their origin: the
amount and composition of the lubricant consumed, the type of fuel and injection pres-
sure, the location of the injection, and the wear particles. In diesel engines besides the
lubricating oil, the fuel has a lubricating role as well. In gasoline engines, only the
lubricating oil has this function. The full synthetic oils used in today’s modern engines
are equipped with additives based on application (for example passenger or race car)
and engine type. The components are mostly inorganic substances: magnesium, zinc,
calcium, phosphorous, and sulfur, which slow down the oil degradation, block foaming,
keep contaminants floating, reduce friction, but reaching the combustion chamber they
promote soot forming [9]. As low-viscosity oils are used in passenger cars, the oil scraper
ring cannot fully remove the oil fromneither the coated nor the honed cylinderwall, since
the oil stays in the honing grooves and slightly gets into the combustion chamber, being
present during combustion. Previous research has shown that oil consumption (less than
0.1% in today’s engines) promotes diffusion combustion, so it is responsible for about
25% of particulate emissions [10]. Otto and Diesel engines have different emission rates
for particles.

3.1 Particle Emissions of Gasoline Engines

Gasoline evaporates well, the vapor of gasoline mixed with air forms a highly flammable
mixture. In gasoline engine mixture forming the aim is to create a homogeneous air-fuel
mixture. Due to the relatively higher engine speed of gasoline engines (compared to
diesel engines), less time is left per cycle to maintain a homogeneous air-fuel mixture.
These engines aim for the so-called stoichiometric operation with a mixture of λ =
1, when exactly enough fuel is injected into the intake air for combustion, resulting in
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complete combustion of both components. In practice, however, the lambda value is
constantly changing and is controlled by the ECU during vehicle operation.

During real operation, there is no perfect homogeneous mixture formation, which
can result in fuel droplets being left without oxygen, resulting in diffusion combustion
over a well-defined surface. In the case of unmixed fuel droplets, actually λ = 0, so the
fuel cannot oxidize, resulting in soot forming.

3.2 PN Reduction on Gasoline Engines

There are several factors concerning air-fuel mixing. Fuel can be injected in the intake
port, or in the combustion chamber, although both have advantages and disadvantages.
Previously port fuel injection was mainly used, then with direct injection in the com-
bustion chamber, the PN number of the engines has risen. The simple explanation is
that when PFI technology was used, gasoline and air already got mixed in the intake
manifold, allowing more time for approximate homogeneity. With DI technology, for
optimal power and fuel consumption, the injections take place in a short period of time
at a specific pressure and location compared to the piston’s top dead center position,
allowing less time for mixture forming. Modern engines use both injection technology
at the same time. To compare these technologies several studies were carried out.

Injection pressure is another important factor. The increased pressure provides better
air fuelmixture. Choi et al. [11] studies show that by increasing the injection pressure of a
petrol engine with the same parameters, the PM is slightly reduced, but the PN is reduced
to a fraction. Cylinder pressure increase and mixture formation can also be enhanced
with supercharging systems (compressor, turbocharger) used by car manufacturers in
the downsizing trend. By increasing the charge air pressure, not only the power and
torque will increase, but the mixture forming will be also enhanced, also with increased
air temperature caused by the compression, particle emissions will be reduced [12]. PN
is also influenced by the intake air and combustion temperature, their increase has a
positive effect on reducing the amount of soot, as opposed to NOx, where emissions will
increase [13, 14].

Based on Chan et al. [15] investigations the cold start phase gives the main part
of the PN emission with both PFI and DI engines. During a cold start, the combustion
process gradually eases close to the cylinder wall and the piston, resulting in flame
extinction, which highly affects the emissions of unburnt HC and particulates [16]. For
PFI engines, cold running causes up to 10 times more PN than warm running due to
gasoline enrichment in the mixture, when the stoichiometric mixture ratio deteriorates,
λ < 1. Starting and operating in cold ambient air produces more ultra-fine particles than
solid, larger-sized particles [17]. Themaximumpoint of their formation is aroundλ≈1,1,
which is close to the optimum air ratio for gasoline engines. According to the cycle
describing the operation of an internal combustion engine, the higher the temperature
step between combustion and intake air temperature is, the greater the work produced
by the engine. The upper limit of the combustion temperature is due to the formation of
nitrogen oxides, so it is necessary to lower the lower limit, i.e. the intake air temperature,
which can be achieved effectively by EGR (about 15–20% for gasoline engines) and
charge air cooling. However, these again have a negative effect on PN. Like diesel
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engines, PN decreases in nucleation mode but increases in accumulation mode due to
lack of afterburning [18–20].

Hergueta et al. [21] and Myung et al. [22] have shown that fewer soot particles are
produced compared to normal gasoline when using butanol gasoline (B33) and ethanol
gasoline (E25), which can be explained by faster and higher temperature combustion,
lighter hydrocarbon chains and higher oxygen content. With cold intake air and E10
fuel, DI engines showed increasing particle emissions, whereas with PFI it increased
only under extreme cold conditions [15].

In certain operating conditions (cold start, acceleration phase, uphill climb or higher
speed) the air-fuel mixture must be enriched with fuel. However, for DI, excess fuel
may wash the oil film off the cylinder wall, so multi-stage injection is recommended.
Rapid warming to operating temperature is required for optimal catalyst performance.
In order to allow the catalyst to warm up faster, a design tendency to reduce the distance
between the combustion chamber and the catalyst can be observed. With new engines,
the use of integrated exhaust manifolds is becoming common, so that the exhaust gases,
after leaving the cylinder head, actually enter the turbine housing, to which the catalyst is
directly connected. In addition to increased power, the exhaust gas temperature increases
and the exhaust gas flow distance is shorter to the catalyst, thus reducing heat loss. As
a consequence, excess fuel is injected, so the evaporative heat of the fuel cools the
combustion chamber and the catalytic converter, thereby preventing its damage [23].
Fuel particles that do not oxidize produce excess soot particles and result in higher CO2
emissions. Table 3 shows the effects of various engine parameter changes in particle
emissions.

Table 3. Effects of various engine parameters on particulate number [13]

Variable Effect Particulates

Engine load increase ↑ increase ↑
Fuel injection pressure ↑ ↓
EGR ↑ ↑
Inlet air temperature ↑ ↓
Exhaust back pressure
λ (AFR)
Spark timing
Fuel injection timing

↑
↑
advanced
delayed

↓
↑
↓
↓

3.3 Diesel Particulate Emissions

Compared to a gasoline engine, the fundamental difference is in the combustion process.
Compressing the constant amount of intake air raises its temperature and the diesel fuel
injected into it ignites. The thicker diesel fuel is injected up to ten times the pressure of
gasoline for higher power and reduced pollutant emissions. At the moment of injection,
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as the diesel fuel mixes with the hot oxygen, the combustion process begins immediately.
Compared to GDI, the lower speed range allows more time for mixture forming, but it is
not easy to create a homogeneous mixture due to the heavier diesel fuel dissolution. In
order to ignite the inner part of the fuel jet, an excess of air is required: λ ≥ 1.3. However,
even this does not ensure propermixing, as fuelmolecules remainwhich are not oxidized,
resulting in diffusion combustion. Diesel engines operate at a lower temperature than
gasoline engines, partly due to the extended expansion process andpartly due to excessive
exhaust gas recirculation of up to 50%. Shi et al. [24] and Hussain et al. [25] studies
show that by increasing the amount of exhaust gas recirculation, the emissions of soot
particles increase, while the NOx emission are reduced, this can be seen in Fig. 2.

Fig. 2. The effect of EGR rate on NOx and soot emissions [24]

Although increased injection pressure provides better mixture forming, the emitted
particle number is reduced as well as their size [26, 27]. While lungs were able to filter
particles produced by older engines due to their larger size, they may not filter smaller
particles created by higher injection pressures, allowing them to enter the bloodstream
more easily.

3.4 Comparison

It is important to emphasize that what has been described so far concerns light-duty
vehicles that have been optimized for normal, everyday use. Compared to this, the
design and operating conditions used in motor sports and heavy-duty vehicles highly
differ, which also affects the emission of soot particles. The main differences between
the two engine types in terms of particle emissions are summarized in Table 4.

By comparing the processes described above, conclusions can be made for each
point. With an ideal stoichiometric and homogeneous mixture, gasoline vapor burns
faster and under better conditions than diesel fuel droplets sprayed into the combustion
chamber, which is more difficult to mix with air when injected with excess oxygen and
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Table 4. Differences between engine types in terms of particle emissions

Heading level Gasoline engine Diesel engine

Fuel miscibility Vapor mixable Not vaporizing

Air - fuel ratio λ ≈ 1 1,3 ≤ λ

Injection pressure 150–200 bar 1000–2000 bar

Operational temperature Higher Lower

Engine speed
Surface/volume ratio

Higher
Varies by model

Lower
Varies by model

at higher pressures. The lower temperature during diesel expansion is not enough to
burn the soot. As a result, particle size is essentially smaller for gasoline engines than
for diesel engines [28].

According to Banerjee et al. [29], in the case of a diesel engine operating with
excess power need (e.g. acceleration phase), only a negligible change in PN occurs,
but the particle size increases, whereas in gasoline engines there is a sharp increase
in PN with smaller particles. Basically, GDI engines without GPF have higher particle
emissions than modern diesel engines with DPF, so gasoline engines need to be fitted
with a particulate filter as well [30].

4 Particulate Filter

In the previous section, it was described what factors influence the formation of nano-
sized soot particles that are harmful to health in the case of the two main engine types,
Otto, and diesel engines. It is clear from the processes presented that there are trade-offs
in engine design when it comes to emissions. As stated earlier, for example, increas-
ing engine operating temperature can reduce particle emissions, but on the other hand
NOx emissions will increase. In order to keep the number of particles emitted within
the emission limits in all operating conditions, manufacturers have developed several
methods.

Themain task of ceramicmonolithic catalysts used in vehicleswas to convert HC and
carbon monoxides into non-harmful substances, followed by TWC, which also limited
the amount of NOx released into the atmosphere. Exhaust after treatment systems is
built in several ways. The most common design to reduce PN is when diesel or gasoline
particulate filters (depending on engine type) are installed after the TWC. There’s also
a design used where two catalysts are connected in series in the exhaust system. As
the exhaust gas flows, some of the soot particles adhere to the catalyst channel wall,
thereby reducing PN. There is also a solution by applying a washcoat layer to the particle
filter wall, thus reducing the role of the TWC or totally leaving it out from the system.
According to Tanaka et al. [31] research, the latter solution is although effective in
reducing pollutant emissions but has resulted in a significant increase in exhaust gas
pressure drop with cross-wall flow, which degrades engine operation. The constructions
used are shown in Fig. 3.
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Fig. 3. Possible exhaust gas after treatment system structures [32]

Under current regulations, the emission of 6x1011 particles per kilometer is permis-
sible, but this limit can only be effectively met with the use of particulate filters. The
efficiency of particle filters is close to 100% filtration efficiency [33]. Demuynck et al.
[34] studied particle emissions during standard measurement cycles (NEDC, WLTP),
using different fuels, with and without particulate filters. The results prove that using a
filter can achieve 50–70% reduction in particulate emissions so that the values are well
below the EURO 6d TEMP specification.

4.1 Comparison of Differences in Particulate Filter of Otto- and Diesel-Engines

Depending on the type of engine, there are basically twomain groups. DPF used on diesel
engines and GPF used on gasoline engines. With the introduction of particle limitations
on Otto engines, there were experiments with integrating the previously proven DPF
into the exhaust after-treatment system of the Otto engines. However, based on test and
application experience, DPF filters were not suitable for gasoline engines because of the
different operating parameters. For example, the GDI engines have higher exhaust flow
rate and temperature than the diesel engines, so the pressure drop is higher too. For this
reason, wall thickness, cell density and permeability need to be adjusted, taking into
account, however, that GDI engines have less soot emission and deposition than diesel
and thus have different filtration efficiencies [35]. Based on the results so far, ceramics
with different compositions have proven to be the most effective solution. DPF and GPF
material are similar, which are mostly cordierite, silicon carbide (SiC), or aluminum
titanate (Al2TiO5), but Otto-engine’s exhaust gas temperature is higher than Diesel, so
the filter cartridge of GPF has to be more thermal resistant than DPF [36].

For example, their shapemay be circular or oval in and vary in size. There are straight
flow and wall through flow filters, the difference between them is shown the Fig. 4.

The design of straight flow filters is similar to catalysts in which the exhaust gas
enters and exits the same pipe. With wall through flow filters, the end of the pipe in
which the exhaust gas enters is closed, forcing the gases to flow through the porous
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Fig. 4. The structure of straight flow and wall through flow filters [31]

wall of the channel [31]. The porosity of the material usually varies between 45–65%.
Depending on the manufacturer and the particular engine specification [35]. Partly the
porosity determines what size of the soot particles are released to the atmosphere or get
trapped.

5 Soot and Ash Deposits

The wall through flow particulate filter introduced in the previous chapter is the most
widespread and effective solution for trapping soot particles.Whenentering thefilter inlet
pipe, the particles show multiple deposition patterns based on a variety of influencing
factors. Conditions for soot formation are the following: percentage composition of
oil additives, engine operating parameters, exhaust gas velocity and temperature, filter
saturation, and regeneration processeswhich are discussed inmore detail in the following
all have an effect on the shape, the image, and the size of the particles [37].

5.1 Exhaust Gas Velocity

As a result of several research work, it can be observed that initially, the deposition
takes place along the wall and then, with the cross-section narrowing, the velocity of
the exhaust gas increases according to Bernoulli’s law due to the smaller cross-section.
The higher exhaust gas velocity transported the particles mostly towards the end of the
filter [37, 38]. Among other things, it was noticeable at higher exhaust gas speeds that
the density of the ash deposit was higher.

5.2 The Effect of Oil Composition

One of the simplest ways to test the filter saturation without dismounting is to place
pressure sensors before and after the filter. The difference between the values measured
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here gives the so-called pressure drop from which the vehicle’s ECU calculates and
indicates the state of filter saturation. The measured pressure drop gives an estimate
of the degree of deposits. Sappok et al. [38] carried out research on ash from burning
soot particles using EDX and SEM equipment to determine the composition of the ash.
As seen in Fig. 5 ash from Ca and Mg oil additives has a higher sealing effect, so the
measured pressure difference is also higher, while Zn has a smaller effect, although the
amount of ash from Ca andMg additivated oils was half of Zn additivated oils, as shown
in Fig. 6.

Fig. 5. Effects of different oil additives on pressure drop [38]

Fig. 6. Main components of ash after regeneration [38]

5.3 Porosity

An important parameter of filters is the degree of porosity, which affects, among other
things, the efficiencyof thefilter and the degree of backpressure.According toC.Lambert
et al. [39] studies, the filtration efficiency of a clean GPF is about 60%. During use,
the soot particles penetrate the porous material and then gradually fill it, reducing the
porosity, providing a smaller surface area for the free flow of the exhaust gases, thereby
increasing the filtration efficiency up to 80–90% shown in Fig. 7, in contrast to DPF,
where the efficiency is nearly 99% with proper operation.

Thus, the greater the porosity, the lower the filtering efficiency and backpressure will
be. These values increase in direct proportion to the use of a washcoat and deposition
build up over time. T. Ishizawa et al. [40] confirmed by measurements that, as shown in
Fig. 8 the pattern of soot/ash also changes as a function of porosity.
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Fig. 7. The effect of soot filling on filtration efficiency [39]

Fig. 8. Amount of ash deposits at different distances as a function of porosity [40]

It can be seen that relative to the inlet pipe a quite uniform amount of soot/ash
has built-up over the wall of the smaller porosity filter. In contrast, a higher porosity
filter showed greater deposition toward the end of the pipe. This can also be explained
by the fact that ash agglomerates may be more easily separated from the wall of the
higher porosity filter and accumulate towards the end of the filter during the regeneration
process.

6 Particulate Filter Regeneration

As described earlier, the soot from the combustion process causes a pressure drop in the
filter. Depending on the type of engine and the current operating condition, the size and
amount of soot particles may vary. As the soot particles begin to fill the porous material
of the filter (through which the exhaust gas flows), the measured pressure difference
shows an increasing tendency. Then, as said before, the filtration efficiency increases.
Filter saturation reduces engine performance and can increase fuel consumption due
to the increasing exhaust backpressure. Reaching a specific pressure drop, the engine
controller indicates the need for a regeneration process,whichmeans that the ash deposits
in the filter will be burned. After regeneration, the organic components are burnt, but the
inorganic ones become ash, which remains in the filter.



170 P. Nagy and I. Zsoldos

The regeneration process is the self-cleaning of the filter without mechanical disas-
sembly, which has two types: passive and active regeneration. To start the regeneration
process externally excess heat supply might be required, therefore, detailed, intelligent
thermalmanagement is needed.Different types of regeneration showdifferent deposition
patterns in the filter channel (Fig. 9).

Fig. 9. Deposit pattern of active regeneration can be seen on the left side and passive regeneration
on the right side [37]

During active regeneration on the left, the soot deposited along the wall is cyclically
heated up (when the engine controller detects a predetermined drop in pressure) and
burned. The engine controller adjusts the engine operating parameters to raise the exhaust
gas temperature to start the regeneration process, which results in enough soot and
inorganic components to be burned into ash. The ash is separated from the filter wall
by repetition of regeneration processes and the shear stress of the exhaust gas, will be
transported to the end of the pipe where it starts to build-up. SEM and EDX examinations
show that the plug-like deposition is a result of the most easily detaching ash from Ca
additives from the filter wall. This form of deposition results in less pressure drop and
lower filtration efficiency on the filter. The cyclical process is carried out on a higher
temperature than passive regeneration, and the ash agglomerates are larger but have a
higher permeability, which increases with repetition.

On the right is the pattern of passive regeneration deposits, where the regeneration
process happens automatically when the temperature of the exhaust gas rises (for exam-
ple, uphill, highway or high rpm driving) [37]. Passive regeneration does not require
any special intervention from the system, it only gives warning and information about
the current filter saturation and condition. Passive regeneration takes place at a lower
temperature than the active one, so the resulting ash particles, agglomerates are smaller,
which, due to Van der Waals bonding, do not separate from the filter wall but spread
evenly on its surface. This results in higher pressure drop, but better filtration efficiency
[40].

The ash from burning the inorganic components of the soot accumulates in the filter.
Not directly depending on mileage, but rather on operating parameters, the remaining
ash gradually chokes the engine, limiting the exhaust gas flow.

7 Summary

Processes occurring in internal combustion engines and exhaust gas aftertreatment sys-
tems include complex, multi-stage phenomenon from the exhaust gas forming to particle
filtration. From time to time, as a result of intensive research better and better solutions
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are found for particle filtration methods and processes. Certain factors of the process
require research and development for better solutions. The author has started a PhD
research work to develop accurate, reliable measurement methods for particle filtration
and to detect adverse effects on the engine testbench in laboratory conditions. The first
part of the PhD research work is the literature review presented in this article. I find it
important to study in more detail the interaction of the material of the particulate filters
with the individual inorganic materials, which may provide an opportunity to positively
influence the life of the filter.
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Abstract. In all departments of electronic design and manufacturing, electro-
magnetic compatibility (EMC) is one of the most important factors. As a part
of a bigger project, we study BLDC motors. The main type has 2-phase stator
winding, but another has 3-phase and this article is about comparing these two
different motors with each other. The base of the comparison is EMC, even though
we know in advance what results are possible. 3-phase windings are more sym-
metrical electrically, but we did not know in these cases exact numbers. In the first
section, we introduce the project and BLDCmotors briefly to understand what we
work on. In the second section, our measuring method, arrangement, evaluation
process will be written. Finally, the most important, our results and consequences
will be also included, according to the title. Unless we do not have proper EMC
measuring equipment, we are not possible to show proper emission numbers, but
for comparing different versions of these motors, the method we used can work
fine.

Keywords: BLDC motor · EMC · 2-phase BLDC

1 The Base Project and the BLDC Motors

In everyday life, all devices need EMC to work properly. Some of them can be interfered
with others easily, while others radiate lots of electromagnetic (EM) waves. Nowadays
EMC is becoming more important than ever, because of the growing number of elec-
tronic devices, gadgets, smart devices we use. In the automotive industry, due to the
increasing number of comfort, safety and driver assistance electronic systems, EMC is a
main property inside and outside the vehicle. Modern vehicles with internal combustion
engines carry so much electronic equipment, that it is hard to say that they are powered
by gas. Different hybrid types, full electric ones with much bigger battery packs involve
advanced driving and charging circuits, which are not the easiest task to design from
EMC perspective.

1.1 The Base Project

We work in a bigger project in which we must improve the EMC performance of a
BLDC motor. This motor is the driver of an automotive cooling fan. It is electronically
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controlled, just 12 V DC and a PWM signal should be connected to the motor to supply
power and adjust its rotation. The fan assembly is made of plastic, so it does not influence
EMC, but it gives a good static load on the motor, so we have measured not only the
motor but the whole assembly. This motor fulfills the required EMC standards, but in
the future, these standards might be stricter especially in electric vehicles, so it must be
improved.

Designing a whole new motor is way more expensive than inspecting the current
one and find out what should be changed to reduce the radiated emission rates. We had
and have different plans, for example changing the main bearing between the rotor and
stator, changing the material of the stator, making a more precise magnetic field for the
rotor and so on. The one which this article is about is changing the phase number of the
stator. Of course, we cannot just simply make another winding, put it on and measure,
because the iron core and the control electronics do not allow this. In the product range
of the motor, there is another similar motor which has the needed stator winding, so we
measured how different the two motors.

1.2 BLDC Motors

BLDC motors are one type of synchronous motor. This means the magnetic field gen-
erated by the stator and the magnetic field generated by the rotor, rotate at the same fre-
quency. BLDC motors do not produce “slip” that is normally seen in induction motors.
BLDCmotors come in single-phase, 2-phase and 3-phase configurations. Corresponding
to its type, the stator has the same number of windings. Out of these, 3-phase motors are
the most popular and widely used. A brushless motor is constructed with a permanent
magnet rotor and wire wound stator poles. Electric energy is converted to mechanical
energy by the magnetic attractive forces between the permanent magnet rotor and the
rotating magnetic field induced in the wound stator poles [1].

Figure 1 shows a three-phase, 12-pole BLDC motor construction. On the left side
of Fig. 1 is the stator and on the right side is the rotor with the magnetic poles. This is
the 3-phase motor we will measure in this study. The iron core material of the stator is
made of M400-50A steel.

Fig. 1. Three-phase, 12-pole BLDC motor construction (provided by Bosch)

The three-phase stator winding is fed by a three-phase inverter and the electronic
commutation is implemented also by the inverter. This motor has a delta-connected
winding. The commutation of a BLDC motor is controlled electronically. To rotate
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the BLDC motor, the stator windings should be energized in a proper sequence. It
is important to know the exact rotor position to understand which winding must be
energized in sequence. Rotor position is sensed usually by Hall effect sensors embedded
into the stator.

Most BLDC motors have three Hall sensors embedded into the stator on the non-
driving end of the motor. Whenever magnetic poles of the rotor pass near the Hall
sensors, they give a high or low signal, indicating the N or S pole passing next to the
sensors. Based on the combination of these three Hall sensor signals, the exact sequence
of commutation can be determined. Hall sensors increase the price of the motor. It is
possible to leave these sensors if we measure the motors back EMF1. When the rotor
rotates, each winding voltage is generated by the changing magnetic field. This voltage
is known as the back EMF, which opposes the main voltage supplied to the windings
according to Lenz’s Law. The polarity of these back EMF is in the opposite direction of
the energizing voltage [1–3].

The other motor we measured is shown in Fig. 2. This motor is 2-phase and the rotor
magnetic poles are the same as the three-phase.

Fig. 2. 2-phase, 12-pole BLDC motor construction (provided by Bosch)

Three-phase motors are better than two-phase design because the rotating magnetic
field is much more symmetrical. The three-phase windings make less EMC noise [4].

Both rotors are made of Strontium Oxide ferrite permanent magnets. Nowadays,
ferrite magnets are frequently used because they are less expensive and can produce
high magnetic flux densities. As a result, size-to-weight ratio is a good value with high
torque output [5, 6].

2 Measuring Environment and the Evaluation Method

The type of EMCmeasurement must bemeasured in a proper EMC laboratory. There are
outdoor measuring techniques, but it is hard to find the right place. Our measurements

1 EMF – Electromotive Force.
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were made in a shielded laboratory. This lab is owned by the University of Miskolc,
Institute of Physics and Electrotechnics, Department of Electrical and Electronic Engi-
neering. It is in building A3, on the basement floor. This lab is not an accredited, proper
EMC laboratory, but it has a good electromagnetic shielding (with a maximum shielding
frequency around 1 GHz), and we made our best to build proper test conditions. It must
be mentioned that the later detailed measuring data is only for reference, it cannot be
used for qualification purposes [7, 8].

2.1 Measuring Equipment and Arrangement

We used a handheld spectrum analyser, FSH-8 from Rohde & Schwarz for the measure-
ments and a computer to collect the data with. The antenna was a HE300HF antenna
(also from Rohde & Schwarz). This antenna is a direct antenna with a frequency range
from 9 kHz to 20 MHz. The energy source for the BLDC motor was a 12 V lead acid
battery. It was not being charged under testing, but for the short working periods, the
battery voltage did not change significantly, and it also does not affect the emission rates.
We used an analogue PWM generator to produce the control signal (100 Hz PWM with
duty cycle between 10% and 90%). As the PWM generator uses a potentiometer to the
duty cycle, we manually set it, checking with an oscilloscope [9].

DUT

HE300HF 

Antenna 
tripod 

Table grounding

12 V Battery

DUT stand 

PWM generator

Fig. 3. The measuring environment (without instruments)

Figure 3 shows the measuring arrangement in the shielded laboratory. 3 antenna
positions are shown in the figure, where the arrows mean 30 cm from the centre of
the rotor. Horizontal and vertical antenna positions are not shown on the figure. DUT2

means the fan assembly with the wooden holding frame (brown rectangles). The thick

2 DUT – Device Under Test.
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blue wire is the cable for drive. Thinner red and blue wires are connected to the battery
+ and – terminals, the thinner yellow wire is the PWM signal from the PWM generator
(white box with 2 potentiometers). The 2 × 1 m table is covered with steel and earthed
to a grounding rod.

In most cases 3 people did the measurements, during testing they stay always on the
same place. Operator 1 manages the computer, Operator 2 manages the DUT (when it
must be changed) and the antenna (positioning and rotating), Operator 3 manages the
PWM generator. With this test setup, we can ensure that background noise is always
the same. There is just one radio station which is in our measuring frequency range, but
thanks to our evaluation method it can be ignored [10].

Due to the direct antenna, we could make horizontal and vertical antenna arrange-
ments in 3 places around the DUT. In Fig. 3 the antenna is mounted in front of the BLDC
motor (axial measurements), exactly 30 cm from it and pointing to its center. Figure 4
shows the side measuring arrangement (radial setup) where we keep the 30 cm distance
from the center of the motor and the height just as the previous setup. The last antenna
position is behind the module (also axial measurements). Antenna height and distance
from the center is the same as before.

Fig. 4. Antenna arrangement for side measurements

The inspected motors are controlled by a PWM signal. The duty cycle is between 10
and 90%. According to the manufacture’s database, commonly used PWM duty cycles
are 25%, 50%, 70% and 90%. We made our measurements on these PWMs, in some
cases, also on 78%, because here are the biggest electromagnetic emission rates at some
modules (still in research why exactly here and why not at all modules). If there are no
maximum values at 78%, they are around the 70% point. Later we will mention these
as maximum points.

2.2 Spectrum Analyzer Settings and Evaluation Method

Evaluation method:

• Radial and axial (in front of and behind the DUT) measurements
• Horizontal and vertical antenna position (Table 1)
• Duty cycle of the controlling PWM signal: 0%, 25%, 50%, 70%, 90%
• Measurement frequency range: 100–1500 kHz
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Table 1. Spectrum analyzer settings (Imported from the program which records measured data )

Settings Value

Middle Frequency 800 000 Hz

Frequency offset 0 Hz

RF dampening manual

RF dampening 0 dB

Preamp ON

RF input 50 �

RBW 10 000 Hz

VBW 100 000 Hz

Sweep time 200 ms

Type of measurement Average

Detection method RMS

Primary transducer HE300A-HF

Number of averages 10

• Evaluated frequency range: 900–1100 kHz
• 4 distinct frequencies have been chosen to evaluate the amplitude: 900 kHz,
966,667 kHz, 1033,33 kHz, 1100 kHz

• In the examined frequencies RMS (Root Mean Square) value of the amplitude is
calculated (1)

• We calculated the ratio between the RMS values of the original DUT and the modified
DUT. It is marked with “H”. If H < 1, then the modification made an improvement
if H is about 1, there were no improvement and if H > 1, that means the modified
version performed worse

RMS =
√
√
√
√

1

N
·

N
∑

i=1

x2i (1)

where RMS is Root Mean Square, N is the number of samples, i is the index number, xi
is the i-th value of x.

3 Results

3.1 Emission Rates

Tables 2, 3, 4, 5, 6 and 7 show emission rates of both 2 and 3 phase motors in all
measuring directions. We measured with 2 antenna positions (vertical and horizontal),
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but due to the results, in horizontal position emission rates were always less than in
vertical position. That is why we only evaluate vertical position results in this paper.
Tables show a similar trend according to duty cycle between the 2 and 3 phase motors.

Table 2. Emission rates in front of the 2-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 7.758 13.054 15.559 1.901

966 666.67 8.550 14.334 13.748 2.246

1 033 333.33 7.989 13.744 14.274 3.282

1 100 000.00 9.035 12.510 11.944 2.303

RMS 7.900 12.021 13.042 2.382

Table 3. Emission rates next to the 2-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 2.491 2.130 1.458 0.258

966 666.67 2.559 2.447 1.818 0.456

1 033 333.33 3.428 2.059 1.852 0.419

1 100 000.00 2.089 1.521 1.699 0.508

RMS 2.386 1.701 1.175 0.384

Table 4. Emission rates behind the 2-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 3.969 7.500 14.344 2.409

966 666.67 5.910 6.577 13.434 2.000

1 033 333.33 5.874 6.057 10.973 2.513

1 100 000.00 3.709 5.984 8.815 2.030

RMS 4.764 6.771 10.657 2.098
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Table 5. Emission rates in front of the 3-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 0.037 0.287 0.200 0.087

966 666.67 0.289 0.180 1.614 0.269

1 033 333.33 0.224 0.017 1.577 0.396

1 100 000.00 0.117 0.147 0.496 0.099

RMS 0.400 0.433 1.229 0.021

Table 6. Emission rates next to the 3-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 0.829 0.697 0.484 0.218

966 666.67 0.211 0.123 0.065 0.128

1 033 333.33 0.554 0.579 0.879 0.181

1 100 000.00 0.940 0.460 0.855 0.425

RMS 0.312 0.256 0.166 0.106

Table 7. Emission rates behind the 3-phase motor

[dBµV/m] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 1.744 1.181 3.372 2.081

966 666.67 1.891 1.933 3.351 1.784

1 033 333.33 1.704 1.929 3.860 1.865

1 100 000.00 1.341 1.813 3.723 1.872

RMS 1.500 1.606 3.339 1.468

Ifwecheck theRMSvalues,we can see that there is amaximumpoint in the amplitude
in function of PWM duty cycle. The maximum points are also showed in Fig. 5. These
points are at 70% duty cycle, which we mentioned earlier (end of Sect. 2.1).

Figure 5 shows the RMS value of emission rates in front of and behind the 2 motors.
It can be clearly seen that the 2-phase motor emits more in front than behind. We
could predict this, after inspecting the windings. At the 3-phase motor, this trend works
opposite, backward emission rates are less than forward emission rates. Each motor has
the control PCB in the back, so it can be stated that control logic of the 3-phase motor
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Fig. 5. Comparing the 3-phase and 2-phase motors in function of duty cycle

emits more electromagnetic waves than its windings do. In numbers: the 2-phase motor
emits 43.24% more EM waves in front than behind, while 3-phase one emits 67.99%
less in front than behind. Side directional rates at the 2-phase motor are 83.74% less, at
the 3-phase motor are 97.06% less than forward radiation.

Since the 3-phase motor will replace the 2-phase one on the market, we had to
compare them with each other. Table 8 shows the ratio between the measured emission
rates in front of the motors. The new generation 3-phase motor emits much less EM
noise than the older 2-phase design. On average, the 3-phase one emits 94.34% less EM
noise than the 2-phase one.

Table 8. Ratio between front emission rates of 3-phase and 2-phase motors

3-phase/2-phase [%] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 0.48 2.20 1.29 4.58

966 666.67 3.38 1.26 11.74 11.98

1 033 333.33 2.80 0.12 11.05 12.07

1 100 000.00 1.29 1.18 4.15 4.30

RMS 5.06 3.60 9.42 0.88

Table 9 shows the same ratio, but with the side emission values. There are still
significant differences between the motors like the previous table showed. Here the
3-phase motor emits an average 81.57% less noise than the 2-phase version.

Table 10 shows the ratio between the backwards radiation of the 2 motors. These
values due to the construction design belong to the control board. According to the fact
that each motor has similar control electronics, so there is a closer connection between
the measured values. On average, the difference is just 56.90% between the motors (for
the benefit of the 3-phase motor).
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Table 9. Ratio between side emission rates of 3-phase and 2-phase motors

3-phase/2-phase [%] PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 33.28% 32.72% 33.20% 84.50%

966 666.67 8.25% 5.03% 3.58% 28.07%

1 033 333.33 16.16% 28.12% 47.46% 43.20%

1 100 000.00 45.00% 30.24% 50.32% 83.66%

RMS 13.08% 15.05% 14.13% 27.60%

Table 10. Ratio between backwards emission rates of 3-phase and 2-phase motors

PWM

Frequency [Hz] 25% 50% 70% 90%

900 000.00 43.94% 15.75% 23.51% 86.38%

966 666.67 32.00% 29.39% 24.94% 89.20%

1 033 333.33 29.01% 31.85% 35.18% 74.21%

1 100 000.00 36.16% 30.30% 42.23% 92.22%

RMS 31.49% 23.72% 31.33% 69.97%

The final fan assembly is built in vehicles with a radiator in front of it, which highly
reduces the front emission rates. The side and backwards emissions are not reduced by
the radiator, so they can cause unwanted side-effects in other electrical components.
Electromagnetic shielding must be applied to reduce or eliminate these emissions.

Figure 6 shows the distribution of EM noise on different PWM duty cycles. The
bigger area under the curve means bigger EM noise on that duty cycle in that direction.
You can see that the biggest noise emission forward and backward is at 70% duty
cycle. Sideway emission is the biggest at 25% duty cycle. Increasing duty cycle causes
decreasing sideway radiation.

Figure 7 shows also themeasured radiations but as a function of measuring direction.
The bigger area the circle hasmeans bigger noise emission in thatway (at that duty cycle).
It can be clearly seen, while at the 3-phase motor backward radiation, while at the 2-
phase motor forward radiation is authoritative. These conclusions can be drawn also
from the tables above.



184 D. Erdősy et al.
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Fig. 7. EM noise distribution in different ways of measurements

4 Summary

Our goal was to measure and compare how much EMC noise is radiated by 2 different
but also similar BLDC motors. We had a 2-phase and a 3-phase motor to measure.
According to literature, a 3-phase system is more symmetrical therefore lower EM noise
must be emitted. We could build the required measurement environment in a shielded
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laboratory, with which we can measure and compare the mentioned motors. In our case
results prove the literature, 2-phase motor performed worse than 3-phase one [11].
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Abstract. This paper presents the LCA (Life Cycle Assessment) of traditional
and electric vehicles. Among the traditional cars, we examined diesel, petrol, LPG,
and CNG, as well as petrol hybrid and diesel hybrid cars. In case of analysis took
into production (indirect) and in-use (direct) environmental emissions from a vehi-
cle. While using traditional vehicles, direct emissions are higher than for electric
vehicles. In contrast, the environmental impact categories from vehicle production
show reverse proportionality. Among the cumulative impact categories, there is
no large difference. Depending on the design life and mileage of the vehicles and
how they are used, an electric car can pose an even greater environmental risk over
its lifetime than a conventional car.

Keywords: LCA · Electrical vehicles · Diesel and petrol vehicles

1 Introduction

The accelerated extraction of crude oil and the gradual depletion of oil fields, as well
as their environmental impacts, are one of the most controversial topics in modern
society. Crude oil consumption is concentrated in two areas. One area is plastics pro-
duction, the other is fuel production. In the 20th century, vehicles equipped with internal
combustion engines spread explosively and replaced conventional, animal-powered, or
steam-powered machines. While in 1900 barely 100 million barrels of crude oil were
produced annually, in 2019 this value had already exceeded 3,000 million barrels. This
about thirty times increase also left a very significant mark on the environment. In addi-
tion to the carbon footprint, the depletion of fossil fuels as well as the effects of smog
formation have also become key issue. However, we have to reckon with environmental
damage not only for vehicles running on conventional fuels (petrol and diesel), but also
for electric vehicles. While indirect and direct emissions can be quantified in the former,
only indirect emissions can be expected in the latter. If we look at vehicles from a life
cycle perspective, both indirect and direct emissions should be considered. For conven-
tional vehicles, direct emission is authoritative, while for electric vehicles it is indirect.
In the case of electric cars, the way in which the electricity used is generated plays a
very decisive role. It does not matter whether the electricity comes from a fossil (e.g.
coal-fired) or a renewable power plant (e.g. solar). For electric cars, the battery is another
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key factor. The production of batteries and their recycling and disposal have significant
environmental effects. The question arises, is an electric car really more environmentally
friendly than a traditional one?

2 The Methods of Life Cycle Assessment

Nowadays, Life Cycle Assessment (LCA) is one of the most popular environmental
management system tools, the application of which is the most expedient, especially
for substitute services, products, and technologies. Apropos of LCA, we quantify and
estimate the environmental impact of a product, technology or service over its entire life
cycle (production, distribution, use, disposal of waste) and what and how much natural
resources it uses (including energy expenditure).

Based on ISO 14040, life cycle analysis can be defined as follows: “a method of
assessing product-related environmental factors and potential impacts that takes stock of
the inputs and outputs of a system of product-related processes; assess the potential envi-
ronmental impacts associated with them; interprets the results of the inventory analysis
and impact assessment phases taking into account the objectives of the study” [1].

In the classical sense, a product or technology can only be described as environ-
mentally friendly if the product itself and the waste generated during its production and
consumption do not have a direct and indirect impact on the environment. In this sense,
the ecological balance of a given product in the “cradle to grave” approach is positive,
but at least neutral to the environment. In practice, a production and consumption pro-
cess that can be considered waste-free is inconceivable. Therefore, the use of the positive
indicator itself, in this case, suggests that adverse environmental impacts on products and
technologies are smaller. Recognizing the environmentally friendly nature of a product
or technology is not an easy task and in practice, we may encounter many contradictions
[1].

The interpretation phase: Life cycle interpretation is the final phase of the LCA
procedure, in which the results of the LCI or an LCIA, or both, are summarized and dis-
cussed as a basis for conclusions, recommendations and decision-making in accordance
with the goal and scope definition [1].

The Life Cycle Assessment study has four main phases. In the first stage, we define
the purpose and scope of the analysis. In the second stage, we perform an inventory
analysis of whether basic physical laws, such as the law of conservation of matter and
energy, prevail. The third stage is the most interesting, as this is where the impact
assessment takes place. Based on the inventory data, we assign an environmental impact
to each material and energy flow. Environmental impacts are classified into so-called
environmental impact categories. Finally, the fourth stage is the comparison, evaluation,
and decision-making of LCA results [1, 13].

In the second stage of the analysis, a reference unit is defined for each impact category,
against which other inventory data with the same impact are compared. For example,
greenhouse gases are measured in kg CO2 equivalent. The impact of 1 kg of CO2 on
global warming represents 1 kg of CO2 equivalent. The contribution of methane impact
categories to global warming is given in kg CO2 equivalent, which can be 21, 23 or
25 kg, depending on the method used. Inventory data can be linked to multiple impact
categories [1, 10].
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There are different methods for weighting impact categories that allow the expres-
sion of potential environmental impacts using an indicator after life-cycle assessment.
There are different methods for weighting impact categories that allow the expression
of potential environmental impacts using an indicator after life-cycle modelling. In our
studies, we can also use a free trial version of commercially available life cycle analysis
software called GaBi. The GaBi 8 software contains about 100 evaluation methods (e.g.
CML 96, CML 2001, EDIP 97, EDIP 2003, EPFL 2002+, TRACI, Eco-indicator 95,
Eco-indicator 99 etc.), thus practically covering the most widely used current methods.
The environmental impact categories according to the CML are given in Table 1.

Table 1. The environmental impact categories according to the CML.

Environmental impact categories Reference

Global Warming Potential (GWP) kg CO2- Equivalent

Acidiphication Potential (AP) kg SO2- Equivalent

Eutrophication Potential (EP) kg phosphate- Equivalent

Human Toxicity Potential (HTP) kg DCB- Equivalent

Photochemical Ozone Creation Potential (POCP) kg ethylene- Equivalent

Ozon Layer Depletion Potential (ODP) kg R11- Equivalent

Terrestric Ecotoxicity Potential (TETP) kg DCB- Equivalent

Marine Ecotoxicity Potential (MAETP) kg DCB- Equivalent

Freshwater Aquatic Ecotoxicity (FAETP) kg DCB- Equivalent

Abiotic Depletion Potential fossil (ADP fossil) MJ

Abiotic Depletion Potential elements (ADP elements) kg Sb- Equivalent

3 Traditional and Electrical Vehicles

Internal combustion engines in vehicles require much more maintenance than electric
motors used in electric cars. Electric cars are fitted with electric motors that do not con-
tain carbon brushes. Electric cars are equipped with a permanent magnet synchronous
machine (PMSM) that can deliver high torque evenwhen starting the car at 0 km/h. These
electric motors require large Li-ion battery packs. Batteries generate electricity electro-
chemically, so their production, use and recycling are not environmentally friendly. The
Li-ion battery, on the other hand, is flammable, so its use is not safe. The materials that
make up a Li-ion battery, when released into the environment, do more damage than car-
bon dioxide (2012/19/EU). Battery life is estimated at 20–22 years, so ideally no battery
needs to be replaced during the life of the car. However, the reality does not reflect this,
the capacity of batteries is reduced by about 3–4% per year. Because of this, the battery
pack will be replaced prematurely because the range of the car will be greatly reduced
at low capacity. Obsolete batteries can still be used for other purposes, but this does not
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cause a large reduction in impact categories. Due to the rapid spread of electric car use,
there is a growing demand for electricity. For this reason, transmission lines also need
to be scaled up and more installed [5, 6].

In internal combustion cars, lubricating oil changes and fuel filter replacements
cause a lot of pollution. The production of lubricating oils is also associated with high
carbon dioxide emissions. Internal combustion cars also have a battery, which also
increases emissions, but these batteries are smaller in size and less flammable. Improperly
maintained cars easily release lubricating oil or fuel into the environment, which gets
into the ground [11].

4 The LCA Results

The Life Cycle Analysis was performed for 7 passenger cars with different fuels. The
analysis in each case consists of twoparts.On theonehand,we examineddirect emissions
from fuel consumption and, on the other hand, indirect emissions from car production.
According to the EPD (Environmental Product Declaration) (ISO 14025, ISO 14044,
ISO 15804), these so-called Life stages “A” and “B”. In both cases, a distance of 1 km
was chosen as the functional unit [9]. For all vehicles, it was assumed that no major
service was required for the first 150,000 km of service life. The total lifetime was taken
as 300;000 km. Details of the vehicles and fuels tested are given in Table 2 [3, 4].

Table 2. Baseline data for LCA analysis.

Tested vehicle types Tested fuel types

EURO 6 Diese l1400–2000 cm3 Diesel EU-28

EURO 6 Petrol 1400–2000 cm3 Petrol EU-28

EURO 6 LPG 1400–2000 cm3 LPG EU-28

EURO 6 CNG 1400–2000 cm3 CNG EU-28

EURO 6 Diesel-hybrid 1400–2000 cm3 Diesel EU-28, Electricity EU-28

EURO 6 Petrol-hybrid 1400–2000 cm3 Petrol EU-28, Electricity EU-28

Pure electric 100 kW electric motor (50 kWh battery bank) Electricity EU-28

Table 3 compares the impact categories from the fuel used to cover 1 km. It can be
observed that the largest direct greenhouse gas emissions are found in the petrol car. The
smallest value is represented by the electric car. This value can be further reduced if the
electricity used comes from renewable energy sources or a nuclear power plant. It can
also be seen that the direct emissions of hybrid vehicles are lower than those of their
pure diesel or gasoline-powered counterparts. This finding is only valid for the EURO
6 category. If we consider older hybrid vehicles of EURO 3 or EURO 4 environmental
class, their emissions exceed those of conventional fuels of EURO 6 category [2, 8, 12].

If emissions are summed and compared to the electric car, the petrol vehicle is up
269.6%, the LPG up 265.6%, the CNG up 263.5%, and the gasoline hybrid up 235.7%,
diesel has 207.0% higher diesel direct emissions and 185.6% higher direct emissions.
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Table 3. Impact categories from (indirect) fuel consumption.

GWP AP EP ODP ADP elements ADP fossil HTP

Diesel 0.131 1.10E-04 2.99E-05 2.38E-17 1.11E-08 1.950 2.98E-03

Petrol 0.158 1.44E-04 2.38E-05 6.32E-17 1.18E-08 2.550 6.16E-03

LPG 0.140 1.25E-04 9.60E-06 2.74E-17 5.13E-09 2.530 4.68E-03

CNG 0.133 6.77E-05 3.51E-06 2.94E-17 1.04E-10 2.520 1.41E-04

Diesel-hybrid 0.123 1.74E-04 3.05E-05 1.61E-16 1.19E-08 1.741 4.29E-03

Petrol-hybrid 0.144 2.01E-04 2.56E-05 1.92E-16 1.24E-08 2.222 6.83E-03

Electricity 0.089 4.28E-04 3.30E-05 7.08E-16 1.49E-08 0.908 9.52E-03

Table 4 shows the impact categories from vehicle production per 1 km. It can be
observed that in all environmental impact categories, the electric car has the highest
impact categories. This is understandable, as the battery technology currently used rep-
resents a very significant environmental risk. The electric car is followed by gasoline
and diesel-powered hybrids. In terms of total impact categories, the petrol-powered car
increased by 35.3%, the LPG-powered car by 34.7%, the CNG by 34.58%, the diesel
by 29.23%, and the petrol hybrid by 25.67% and the diesel hybrid has 19.81% lower
indirect emissions.

Table 4. Impact categories from vehicle production.

GWP AP EP ODP ADP elements ADP fossil HTP

Diesel car 3.46E − 02 8.58E − 05 1.64E − 05 4.46E − 12 5.07E − 06 1.71E + 02 2.70E − 04

Petrol car 1.21E − 02 8.08E − 05 1.82E − 05 4.08E − 12 4.63E − 06 1.57E + 02 2.17E − 03

LPG car 3.58E − 02 2.67E − 05 7.55E − 06 4.12E − 12 4.68E − 06 1.58E + 02 5.85E − 06

CNG car 2.65E − 02 2.90E − 05 7.62E − 06 4.13E − 12 4.69E − 06 1.58E + 02 6.53E − 06

Diesel-hybrid 1.96E + 00 5.56E − 03 5.29E − 04 5.00E − 12 5.68E − 06 1.92E + 02 1.21E − 01

Petrol-hybrid 1.99E + 00 5.68E − 03 5.43E − 04 4.63E − 12 5.26E − 06 1.78E + 02 1.26E − 01

Electric car 2.05E + 01 5.81E − 02 5.45E − 03 5.74E − 12 6.52E − 06 2.20E + 02 1.29E + 00

We summarize direct and indirect emissions. The results shown in Table 5 are then
obtained. It can be observed that the electric car has the highest environmental impact
values. All this is illustrated in Fig. 1 based on the relative distribution of total impact
categories. The larger the area under a curve, the greater the environmental impact of
the car associated with it.

If we examine the percentage distribution of the environmental load of each car, we
get Fig. 2 as a result. From a life cycle perspective, the most environmentally friendly
car is gasoline-powered. This is followed in turn by LPG, CNG, diesel, gasoline hybrid,
diesel hybrid and finally the electric car.

There is no clear significant difference between the results reported above. This is
because, in addition to the mileage expressed in km, the operating hours and annual km
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Table 5. Cumulative impact categories (direct and indirect).

GWP AP EP ODP ADP elements ADP fossil HTP

Diesel car 1.66E − 01 1.96E − 04 4.63E − 05 4.46E − 12 5.08E − 06 1.73E + 02 3.25E − 03

Petrol car 1.70E − 01 2.25E − 04 4.20E − 05 4.08E − 12 4.65E − 06 1.59E + 02 8.33E − 03

LPG car 1.76E − 01 1.52E − 04 1.72E − 05 4.12E − 12 4.68E − 06 1.61E + 02 4.69E − 03

CNG car 1.60E − 01 9.67E − 05 1.11E − 05 4.13E − 12 4.69E − 06 1.61E + 02 1.48E − 04

Diesel-hybrid 2.09E + 00 5.73E − 03 5.60E − 04 5.00E − 12 5.69E − 06 1.94E + 02 1.26E − 01

Petrol-hybrid 2.13E + 00 5.88E − 03 5.68E − 04 4.63E − 12 5.27E − 06 1.80E + 02 1.33E − 01

Electric car 2.06E + 01 5.86E − 02 5.48E − 03 5.74E − 12 6.53E − 06 2.21E + 02 1.30E + 00

1.E-05
1.E-04
1.E-03
1.E-02
1.E-01
1.E+00

GWP

AP

EP

ODPADP elements

ADP fossil

HTP

Diesel Petrol LPG CNG

Diesel-hybrid Petrol-hybrid Electric

Fig. 1. Cumulative impact categories.

usage, as well as themode of operation, must not be disregarded. In urban conditions, not
only consumption but alsowear and tear is more significant, so those carsmay needmore
maintenance. It does not matter whether the vehicle reaches the planned service life of 10
or 20 years. Older cars are more prone to corrosion, so there is a greater environmental
impact of maintenance due to the body being locked and repainted. For LPG and CNG
vehicles, replacing the gas storage tank, while for an electric car, replacing the battery
has an additional environmental impact. Battery replacement is more authoritative, so
the life-cycle environmental impact categories of electric vehicles outweigh the same
environmental impacts of conventional vehicles [7, 14].

Consider the case where each vehicle is used under the same conditions. Then oper-
ating expenses can be divided into two groups. One group includes factors that occur
equally in all vehicles. Examples are the environmental effects of replacing wearing
parts (such as brake pads and brake discs). The other group includes those that occur
only for individual vehicles. For example, in cars with an internal combustion engine,
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Fig. 2. Relative emission.

changing the engine oil or maintaining the engine itself (control change). Since the fac-
tors in the first group occur equally, they do not substantially change the proportions
shown in the above price range. Those in the second group, on the other hand, do.
Due to oil changes and maintenance of internal combustion engines, the emission rates
of those cars are increasing. Since the electric motors of electric cars are practically
maintenance-oriented, the impact categories there are unchanged, i.e. the proportions
converge, equalize, or even the weights can be placed t. If the batteries of electric and
hybrid cars can withstand the planned service life of 300,000 km, then the life-cycle
impact categories of each car can be of the same order of magnitude, almost the same
value.

At the end of the life cycle, we still must reckon with the impact categories from the
disposal/recycling. Here, in the first place, the utilization of batteries may differ from
that of cars without batteries. Overall, therefore, it can be said that there is no significant
difference between the life-cycle environmental impacts of individual hairy vehicles, so
it is appropriate to conduct further studies on specific cars.

5 Conclusions

Overall, there are no significant differences in the environmental impact of EURO 6
traditional cars and electric cars. While in the case of traditional cars, direct emissions
are authoritative, in the case of electric cars, the production and recycling life cycle of the
car is more environmentally burdensome. Depending on the design life and mileage of
the vehicles and how they are used, an electric car can pose an even greater environmental
risk over its lifetime than a traditional car. Of course, a number of other factors (e.g.
maintenance and refurbishment) also depend on the life-cycle environmental impact
categories. The environmental impact of electric cars can be reduced if the electricity
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they use comes from renewable energy sources or nuclear power plants. The continuous
development of battery technology can also benefit electric cars. Based on all this, the
effects caused by each vehicle can be balanced. Diesel cars older than EURO6 that do not
use a particulate filter are typically more polluting than their electric counterparts. The
environmental impact of hybrid vehicles is heavily dependent on the type of battery and
charge, but they are typically more environmentally burdensome than their traditional
counterparts. The future goal is a full lifecycle comparison.
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Abstract. Warehousing activity is essential for all manufacturing companies
(final assemblers and suppliers) of the global supply chains. Warehouses are also
key elements of global automotive supply chains because the optimal formation
and operation of warehouses play important role in manufacturing companies in
order to maintain and increase their competitiveness. Warehousing is one of the
most important and cost-intensive logistical processes in which the main goal is to
reduce costs and improve efficiency. Determination of the ideal warehouse layout
is a special optimization process, not a typical mathematical optimization. There-
fore, the warehouse layout design has many special characteristics. In the article,
the detailed procedure and characteristics of the special optimization process of
the warehouse layout design are described. Furthermore, the study also intro-
duces the most commonly used objective functions, their calculation methods,
and a large number of design constraints and limitations. The author elaborated a
three-stepmethod for defining the ideal warehouse layout which is also introduced
in the paper. The main added-value of the study is, that a detailed procedure of
the special optimization process of warehouse layout design was elaborated and
described by the author. There is a gap in the existing literature in the research
topic of the special optimization process of warehouse layout design because there
is not available any article which especially discusses the complex and detailed
procedure of the special optimization process in any depth.

Keywords: Warehouse layout design · Special optimization process · Ideal
warehouse layout

1 Introduction

Increasing global competition, rapidly changing customer demands, more complex net-
works of global supply chains resulted in significant changes in the production and
logistics sector. In the production sector, the production conceptions have changed from
the traditional mass (“Push” – “make to stock”) production to the Industry 4.0 concept.
These changes require efficient operation of logistical processes especially in the most
important sectors, i.e. in transportation and warehousing [1, 2].

The before mentioned global tendencies resulted in significant changes also in the
warehouse sector. Warehousing is an important and cost-intensive logistical process in
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global supply chains, also in automotive supply chains. The main goal of warehousing is
to reduce costs and improve efficiency. Therefore, the topic of the article is relevant and
up-to-date, because themain aims of themanufacturing companies are the optimal design
and operation of the warehouses in order to maintain and increase their competitiveness
[3–5].

The following global tendencies can be defined in the warehouse sector:

• Themain goal in thewarehouse sector is the reduction of inventories in order to reduce
costs.

• The spatial concentration of stocking, because fewer warehouses in global supply
chains result in significant cost saving.

• Implementation of the elements of the Industry 4.0 concept. Automation of warehous-
ing processes, application of innovative technologies and machines.

• Application of Pull philosophy results in reduction of inventories. Furthermore, the
establishment of new inventory strategies provides both enhance the speed of material
flow and reduction of stocking time (e.g. Just in Time, Cross Docking and Vendor
Managed Inventory strategies result in stock reduction and scheduled flow of goods
in the supply chains).

• Formation of the optimal warehouse layout and efficient operation of the warehouse
(e.g. application of identification systems andWarehouseManagement Systems) [6, 7]

The selection of the ideal warehouse layout is a special optimization process, not a
typical mathematical optimization. Since the number of layout alternatives is huge or
infinite [8, 9]; therefore, the formation and the evaluation of all possible alternatives
are impossible. Consequently, the global optimal warehouse alternative is very difficult
or impossible to define, only the best solution, the “ideal” layout alternative can be
determined.

Furthermore, the warehouse layout design is always a complex and unique task;
in addition, it can be concluded, that a uniform and standard procedure for the ware-
house layout design is not available either in practice or in literature. Therefore, each
researcher and industrial expert elaborates and applies their own procedure differently.
Consequently, the procedures relating to the warehouse layout design of each author are
unique and can contribute to the recent state of the research field if they differ from other
published procedures and at the same time lead to significant efficiency improvement.

In the article, the characteristics and the detailed procedure of the special optimiza-
tion process of the warehouse layout design are described. Furthermore, the study also
introduces the most important and commonly used objective functions, their calculation
methods, and a large number of design constraints and limitations.

The author elaborated on the three-step method for defining the ideal warehouse
layout which is also introduced in the paper. The three phases of the method are the
following: 1) Alternative warehouse layouts have to be created considering the design
constraints and limitations. 2) The huge number of alternative warehouse layouts has
to be reduced by a heuristic method and by continuous iteration. 3) Then the reduced,
smaller number ofwarehouse layout alternatives has to be compared. The ideal layout has
to be selected based on the defined most important objective functions by the application
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of the systematic search method. This three-steps method can be applied in the practice
in all cases of warehouse layout design.

The main added-value of the study is, that the detailed procedure of the special opti-
mization process of warehouse layout designwas elaborated and described by the author.
It is novel because there is not available any publication in the existing literature which
especially discusses the complex and detailed procedure of the special optimization
process in any depth.

2 Special Optimization Procedure and Characteristics
of the Warehouse Layout Design

Determination of the ideal warehouse layout is a special optimization process, not a
typical mathematical optimization. The reasons of the specialty of the optimization
process are the following:

• In the warehouse layout design procedure, the number of possible alternatives is huge
or infinite [8]. Therefore, the formation and evaluation of all possible alternatives are
impossible. This is one of the reasons that heuristic method and continuous iteration
have to be used during the optimization process. On the contrary, in case of the
classical optimization, the number of possible alternatives is finite. Consequently, the
formation and evaluation of all possible alternatives are possible.

• Based on the beforementioned facts, in case of thewarehouse layout design procedure,
the global optimal layout is very difficult or impossible to define according to the
opinion of most of the researchers [10, 11]. On the contrary, in case of the classical
optimization, the global optimal solution always can be defined.

• Multi-objective optimization has to be applied in every case of warehouse layout
design. The number of objective functions is large; therefore, their priority and weight
must be determined.

• The number of design constraints and limitations is huge; among these, there aremany
interactions. Thedesign constraints and limitationsmust be considered simultaneously
from the beginning to the end of the optimization procedure.

• Most of the design constraints and limitations cannot be defined by mathematical
formulas. Therefore, this is one of the reasons that heuristic method and continuous
iteration have to be used during the optimization process.

3 General Procedure and Main Practical Steps of the Warehouse
Layout Design

The main practical steps of the general procedure of the warehouse layout design are
the following [6, 12, 13]:
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At first design aims, management’s demands, furthermore, the main and support-
ing activities of the warehousing process have to be defined. Main design aims are:  

maximal utilization of space, equipment and maximal efficiency of operations, etc.  

Step 2: Preparing forecasts relating to design data.  
Forecasts have to be prepared relating to the most important data needed for the 

design [e.g. types and volumes of goods to be stored; space requirement for storage 
and other warehouse operations (e.g. space for receiving, loading-in, loading-out, or-

der picking, etc.) and the required warehouse infrastructure]. 

Step 3: Defining the most important objective functions  
of the warehouse layout design.

At first, the most important objective functions have to be determined relating to 
the given warehouse layout design. Then the priority (weight) of the different objec-

tive functions has to be defined.

Step 4: Defining the design constraints and limitations  
of the warehouse layout design.  

The important design constraints and limitations have to be determined relating to 
the given warehouse layout design.  

Step 5: Forming alternative warehouse layouts.
Alternative warehouse layouts have to be created considering design constraints 

and limitations.  

Step 6: Reducing the number of potential warehouse layout alternatives. 
The huge number of warehouse layout alternatives has to be reduced by heuristic 

method and by continuous iteration.  

Step 7: Comparison of potential warehouse layout alternatives. 
The reduced, smaller number of layout alternatives have to be compared based on 

the defined most important objective functions by the application of the systematic 
search method.  

Step 8: Selecting the ideal warehouse layout. 
Based on the comparison the ideal, the best warehouse layout has to be selected. 

Step 9: Implementation. 
Implementation of the ideal warehouse layout in the practice. 
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4 Optimization Procedure of the Warehouse Layout Design

4.1 Objective Functions and Their Calculation Methods

During the optimization, themost important objective functions have to be defined. After
it, the importance (weight) of the different objective functions has to be determined.

The main goals of the warehouse design are the following:

• maximize resource (e.g. space, equipment, human, etc.) utilization according to
customer requirements, and

• maximize service level for the customers taken into consideration the design
constraints and limitations [14, 15].

The most important and common used objective functions are the following:

1) maximal storage capacity of the warehouse;
2) maximal utilization of floor area of the warehouse;
3) maximal utilization of space in the warehouse;
4) minimal material flow distances and total material workflow;
5) minimal investment cost;
6) minimal operating cost;
7) minimal time and cost of receiving, loading-in, loading-out, order picking, shipping

and other activities;
8) maximal utilization of human and equipment;
9) maximal service level of the storage technology (flexibility of the storage system,

etc.);
10) maximal service level of the material handling system (reliability and flexibility of

machines, etc.).

Generally, most of the warehouse designers apply only the maximal storage capacity
objective function for the selection of the ideal warehouse layout in the practice. On the
contrary – in my opinion – the best warehouse layout can be defined if – at least –
the before mentioned 1–6 objective functions are taken into consideration during the
selection of the ideal warehouse layout. Consequently, the calculation methods of the
1–6 objective functions are described in the next part of the article.

1) Maximal storage capacity of the warehouse

One of the most important metrics is the maximum amount of unit loads (UL) that can
be stored in the warehouse (Nmax i).

Nmaxi = nxi · nyi · nzi [UL] (1)

where:

nxi – number of unit loads that can be stored in transversal direction of the warehouse,
nyi – number of unit loads that can be stored in longitudinal direction of the warehouse,
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nzi – number of layers of unit loads that can be stored in vertical direction,
i – identifier of a given warehouse layout alternative.

2) Maximal utilization of the floor area of the warehouse

• Ratio of the area used for storage to the total floor area of the warehouse (αi)

αi =
Afi

At
· 100 [%] (2)

– Afi – warehouse area used for storage in case of the i-th warehouse layout
alternative:

Afi = Lfxi · Lfyi
[
m2

]
(3)

where:

Lfxi – length of the area used for storage in x direction in case of the i-th
alternative,
Lfyi – length of the area used for storage in y direction in case of the i-th
alternative,
i – identifier of a given warehouse layout alternative.

– At – total floor area of the warehouse:

At = Ltx · Lty
[
m2

]
(4)

where:

Ltx – total length of the warehouse in x direction,
Lty – total length of the warehouse in y direction.

• Ratio of the useful storage floor area to the total floor area of the warehouse (αht
i )

αht
i = Ahi

At
· 100 [%] (5)

– Ahi – useful storage floor area of the warehouse:

Ahi = Afi − (Tfi + Tei)
[
m2

]
(6)

where:

Tfi – area of aisles in the warehouse in case of the i-th layout alternative,
Tei – areas required for receiving, sorting, shipping and other additional
activities in case of the i-th layout alternative.
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• Ratio of useful storage floor area to storage area of the warehouse (αhf
i )

α
hf
i = Ahi

Afi
· 100 [%] (7)

3) Maximal utilization of space in the warehouse

• Ratio of the space used for storage to the total space of the warehouse (β i)

βi =
Vfi

Vt
· 100 [%] (8)

where:

Vfi – space used for storage in the warehouse in case of the i-th layout alternative,
Vt – total space of the warehouse in case of the i-th layout alternative.

• Ratio of useful storage space to the total storage space of the warehouse (βht
i )

βht
i = Vhi

Vt
· 100 [%] (9)

where:

Vhi – useful storage space in the warehouse in case of the i-th layout alternative.

• Ratio of useful storage space to the space used for storage in the warehouse (βhf
i )

β
hf
i = Vhi

Vfi
· 100 [%] (10)

4) Minimal material flow distances and total material workflow

During the design of material flow paths, the main material flow directions, the
connection points between the internal and external material flow ways and the charac-
teristics of the warehouse building have to be considered which determine the directions
of the main service aisles (longitudinal or transversal arrangement).

Data relating to the material flow intensity and turnover of the different unit loads
are important for the optimal operation of the warehouse, to minimize material flow
distances and total material workflow.

Material workflow (EMWF) is a widely used objective function for the description of
the amount of workflow that should be minimized [16, 17].

Material workflow can be calculated:

EMWFi =
n∑

j=1

n∑
k=1

qijk lijk [UL
.m] (11)

where:
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qijk – elements of the Qi material flow matrix, which means the material flow between
the j-th point and k-th point of the warehouse in case of the i-th layout alternative,
lijk – elements of the Li distance matrix, which means the distance between the j-th point
and k-th point of the warehouse in case of the i-th layout alternative.

The material handling cost is proportional to the quantity of material flow and the
travel distances. This cost is linearly proportional to the material workflow.

5) Minimal investment cost

The construction of warehouses requires significant investment. Therefore, the min-
imization of investment costs is an important design aim. The investment cost can be
calculated for each alternative:

KInvi = Kbuild i + Kracki + Kmachi + Kinf i + Kothi [euro] (12)

where:

Kbuild i – cost of construction/reconstruction of the warehouse building,
Kracki – cost of storage racks,
Kmachi – cost of material handling equipment,
Kinf i – cost of the IT investment required for warehouse management,
Kothi – other additional costs in connection with construction/recon- struction of the
warehouse building (e.g. planning, fire protection, security system, etc.),
i – identifier of a given warehouse layout alternative.

6) Minimal operating cost

The economic operation of warehouses in the long term is also an important design
aim. The operating cost can be calculated as the sum of the following cost components
for each alternative:

KOperi = Khandli + Khumi + Keneri + Kothi [euro] (13)

where:

Khandli – cost of material handling inside the warehouse building,
Khumi – cost of human resource,
Keneri – cost of energy required for the operation of the warehouse,
Kothi – other costs in connection with the operation of the warehouse (maintenance,
administration, etc.),
i – identifier of a given warehouse layout alternative.
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4.2 The Most Important Design Constraints and Limitations

During the optimization design constraints and limitations have to be defined relating to
the given warehouse layout design. The number of design constraints and limitations is
huge; among these, there are many interactions. The design constraints and limitations
must be considered simultaneously from the beginning to the end of the optimization
procedure.

Types, variety, volume and turnover of goods to be stored in thewarehouse or the area
that can be used for storage is continuously changing over time. Therefore, thewarehouse
must be adapted flexibly to changes in the long term. Consequently, the warehouse must
be easily adaptable and reconfigurable, which must be taken into account during the
warehouse layout design.

Generally, the most important and common used design constraints and
limitations are the following:

• Architectural characteristics of the warehouse building (e.g. floor area and height of
the building; location of roof supporting pillars; location of warehouse dock doors;
loading capacity of the floor, etc.).

• Types, number, geometrical dimensions,weight, stackability, turnover of the unit loads
and unit load forming devices to be stored; furthermore, special storage requirements
(e.g. cooling, heating, hazardous goods, etc.).

• Area used for main warehouse operations (e.g. receiving of goods; storage; loading
in; loading out, etc.).

• Area used for further warehouse operations (e.g. order picking; checking; labeling;
storage of packaging materials; waste storage, etc.).

• Possibilities of material flow paths, i.e. determining which are the typical material
flow directions, which define the direction of the main service aisles (longitudinal or
transversal aisles); furthermore, relations between internal and external material flow
ways [18, 19].

• Types and characteristics of warehouse machines and equipment [20].
• Budget limitations of the warehouse layout design/redesign.

5 Three-Steps Method for Defining the Ideal Warehouse Layout

I elaborated a three-steps method for defining the ideal warehouse layout. The three
phases of the method are the following:

1) First phase: Potential warehouse layout alternatives have to be created – consider
design constraints and limitations – based on the existing literature (see Fig. 1) [3,
4, 14, 15].
The potential adequate warehouse storage system, storage modes and further layout
alternatives relating to the given warehouse layout design have to be selected.

2) Second phase: In the warehouse layout design procedure the formation and the
evaluation of all possible alternatives are impossible because the number of possible
alternatives is huge or infinite. (Consequently, in case of warehouse layout design
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Fig. 1. General types of warehousing system.

classical optimization procedure cannot be completed, because in case of the clas-
sical optimization the number of possible alternatives is finite, so the formation and
the evaluation of all possible alternatives are possible.)
Based on the before mentioned facts, the huge number of alternative warehouse
layouts has to be reduced – consider the design constraints and limitations – by
heuristic method and by continuous iteration.

3) Third phase: Then the reduced, smaller number of warehouse layout alternatives
has to be compared based on the defined most important objective functions by the
application of the systematic search method.
Based on the comparison the ideal, the best warehouse layout has to be selected.
After it, the ideal warehouse layout has to be implemented in the practice.

This newly elaborated design method can be applied in the practice in every case of
warehouse layout design.

6 Conclusion

Optimal formation and operation of warehouses are important tasks for manufacturing
companies. Warehousing is an important and cost-intensive logistical process in global
supply chains, also in automotive supply chains.

Determination of the ideal warehouse layout is a special optimization process, – not a
typical mathematical optimization – which has many special characteristics. The reason
of it is that the number of warehouse layout alternatives is huge or infinite. Therefore,
the formation and evaluation of all possible alternatives are impossible. Consequently,
the global optimal warehouse alternative cannot be defined, only the best solution, the
“ideal” warehouse layout alternative can be determined.

In the article, the characteristics and the detailed procedure of the special optimiza-
tion process of the warehouse layout design are described. Furthermore, the study also
introduces the most important and commonly used objective functions, their calculation
methods, and a large number of design constraints and limitations.

The author elaborated on a three-stepmethod for defining the ideal warehouse layout
which is also introduced in the paper. The three phases of the method are the following:
1) Alternative warehouse layouts have to be created considering the design constraints
and limitations. 2) The huge number of alternative layouts has to be reduced by heuristic
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method and by continuous iteration. 3) After it, the reduced, smaller number of layout
alternatives has to be compared based on the defined most important objective functions
by the application of the systematic search method. The result of the comparison is the
best, ideal warehouse layout, which has to be implemented in the practice.

The main added-value of the study is, that a detailed procedure of the special opti-
mization process of warehouse layout designwas elaborated and described by the author.
It is novel because there is not available any publication in the existing literature which
especially discusses the complex and detailed procedure of the special optimization
process of warehouse layout design in any depth.
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of Heavy-Duty Vehicles to Meet Euro VI
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Abstract. Heavy-Duty Vehicles (HDVs) account only for 4% of the vehicle pop-
ulation. However, they are responsible for almost 33% of EU greenhouse gas
emissions and have a high contribution to climate change. Diesel engine Heavy-
Duty vehicles exhaust gas contains pollutants, hence HDV emissions regulations
are becoming more and more stringent worldwide. Furthermore, in lean com-
bustion conditions of the diesel engine, an increased concentration of oxygen is
produced, making the reduction of NOx challenging. Herein, a Catalytic Emission
Control System (CECS) that is consisted of a Three-WayCatalyst (TWC), aDiesel
Particulate Filter (DPF), an Oxygen Reduction System (ORS) and a Reduction
Catalyst (RC) is presented. The aim of this CECS is to retrofit the exhaust system
of various Pre-Euro up to Euro III HDVs. The Oxygen Reduction System (ORS) is
a multi-tubular formation consisted of carbonate membranes that allow the perme-
ation of oxygen, thus eliminating the use of the corrosive and dangerous ammonia
(NH3) to improve the performance of the RC. The permeated oxygen can be either
released to the atmosphere or used onboard to improve the efficiency of the engine
utilizing the high O2 content. Lab experiments, on carbonate membranes, showed
a permeation rate up to 75 μmol/sec, which is promising for utilization for ORS
scale up applications.

Keywords: Heavy-duty vehicles · Diesel · Oxygen reduction system
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HC Hydrocarbon
PM Particulate Matter
PN Particulate Number
VECTO Vehicle Energy Consumption Calculation Tool
NSR Non-Selective Reduction
PGM Platinum Group Metal
SGB Synthetic Gas Bench
GC Gas Chromatograph
TCD Thermal Conductivity Detector

1 Introduction

1.1 Diesel engine Vehicles

Diesel engines have high efficiency, durability and reliability together with their low-
operating cost. These important features make them the most preferred engines, espe-
cially for Heavy-Duty Vehicles. The interest in diesel engines has risen substantially
recently. In addition to the widespread use of these engines with many advantages, they
play an important role in environmental pollution problems worldwide. Diesel engines
are considered as one of the largest contributors to environmental pollution caused by
exhaust emissions, and they are responsible for several health problems as well. Many
policies have been imposed worldwide in recent years to reduce the negative effects
of diesel engine emissions on human health and the environment. Extensive research
has been carried out on both diesel exhaust pollutant emissions and after-treatment
emission control technologies [1]. There are two categories of diesel engines: Open-
chamber (direct-injection) and Divided-chamber (indirect-injection) engines. Open-
chamber engines are preferred for Heavy-Duty applications because they offer the high-
est fuel economy. Divided-chamber (indirect-injection) engines have been preferred for
light-duty applications because they are less sensitive to variations in fuels, have a wider
range of speeds (and therefore greater power/weight ratio), run more quietly and emit
fewer [2].

1.2 Climate Change and Heavy-Duty Vehicles

The transportation sector is one of the largest contributors to anthropogenic global green-
house gas (GHG) and CO2 emission. Additionally, Heavy-Duty Vehicles and buses
account for 46.5% of global CO2 emissions from road transport as presented in Fig. 1
[3].

The vast majority of Heavy-Duty Vehicles (HDVs) in the EU are powered by diesel
engines. Although they account only for 4% of the vehicle fleet [4], they have been
identified as important sources of both pollutant and Greenhouse Gas (GHG) emissions
[5].
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Fig. 1. Global anthropogenic CO2 emissions [3].

1.3 The Emission from Diesel Engines of HDVs

The major products of the complete combustion of petroleum-based fuels in an internal
combustion engine are CO (12%) and H2O (11%). O2 (9%) and the total pollutant gases
(CO, HC, NOx, SO2 and PM) adding up to 1%, with N2 from air comprising most
(67%) of the remaining exhaust, as depicted in Fig. 2 [6]. A very small portion of the
N2 is converted to NOx and some nitrated HCs. Excess O2 is also emitted, depending on
the operating conditions of the engine. Diesel engines operate with excess air (Air/Fuel
ratio, �25–30/1) [7].

Fig. 2. The compositions of diesel exhaust gas.

CarbonMonoxide (CO) results from the incomplete combustion in the engine, where
the oxidation process does not occur completely. This concentration is largely dependent
on the air/fuel mixture ratio. The air/fuel mixture ratio is higher when excess-air factor
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(λ) is < 1.0, which is classified as a rich mixture. Diesel engines are lean combustion
engines, which have a consistently high air/fuel ratio (λ> 1). Thus, CO concentration is
very lowwith respect to the rest of the gases in the gas exhaust stream [8]. Hydrocarbons
(HC) emissions are composed of unburned fuels as a result of insufficient temperature,
which occurs near the cylinder wall. HC consist of thousands of species, such as alkanes,
alkenes, and aromatics. They are normally stated in terms of equivalent CH4 content [6].
Particulate matter (PM) emissions in the exhaust gas are generated by the combustion
process. They may be originated from the agglomeration of very small particles of
partially burned fuel, lube oil, ash content and cylinder lube oil or sulfates and water.
Finally, Nitrogen Oxides (NOx) treatment is of significant importance. Diesel engines
use highly compressed hot air to ignite the fuel. Air, mainly composed of O2 and N2,
is initially drawn into the combustion chamber. Then, it is compressed, and the fuel is
injected directly into this compressed air at about the top of the compression stroke in
the combustion chamber. The fuel is burned and the heat is released. Normally in this
process, the N2 in the air does not react with O2 in the combustion chamber and it is
emitted identically out of the engine. However, high temperatures above 1600 °C in the
cylinders cause the N2 to react with O2 and generate NOx emissions. The amount of
produced NOx varies with respect to the maximum temperature in the cylinder, oxygen
concentrations, and residence time [6].

1.4 Euro Standards and Catalytic converters introduction

As far as pollutant emissions are concerned, theEUadopted vehicle emission regulations,
as described in Tables 1 and 2 and in Fig. 3. In recent times, these regulations are
becoming more stringent by introducing the Euro VI standard, (EU Commission, 2011).
Euro VI includes more stringent emission limits for HC, PM and NOx, while for the first
time introduced a limit for solid Particle Number (PN).

To comply with the stricter regulation of exhaust emissions, the use of catalytic
converters on the exhaust system of the vehicles was introduced. Catalytic converters are
washcoated ceramic monoliths with catalytic materials and have a honeycomb structure.
Most common catalytic converters are: Diesel Oxidation Catalysts (DOC) and Selective
ReductionCatalyst (SCR). Inmoredetail,DieselOxidationCatalysts (DOC) are catalytic
converters designed specifically for diesel engines and equipment to oxidise Carbon
monoxide (CO), Hydrocarbons (HC) and Particulate matter (PM) emissions by reducing
the Soluble Organic Fraction (SOF), which is the organic fraction of diesel particulates,
according to Eqs. 1–3.

CO + O2 → 2CO2 (1)

Hydrocarbons + O2 → CO2 + H2O (2)

SOF + O2 → CO2 + H2O (3)

The oxidation reactions occur on the surface of a metal catalyst, whether it is either
DOC or TWC or an SCR. Since the reaction depends on a surface where species can be
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adsorbed on and react, the greater the surface area provided, the higher the conversion
will be. In other words, the reaction rate and conversion are directly proportional to the
catalyst’s surface area.

The role of the honeycomb-like structure of monoliths is to increase the exposed
surface area covered by the catalyst layer. As the number of channels in the mono-
lith increases, the surface area increases respectively. In SCR devices, the catalyst is
employed to convert NOx into N2 and H2O. Three-Way Converters (TWC) convert
the three main pollutants (unburned HC, CO, and NOx) simultaneously, by catalysing
(enhancing) the following chemical reactions (Eq. 4–6) at the exhaust systems.

Reduction of nitrogen oxides to (N2):

2H2 + 2NO → 2H2O + N2 (4)

Oxidation of carbon monoxide to carbon dioxide:

2CO + O2 → 2CO2 (5)

Oxidation of unburnt hydrocarbons (HC) to carbon dioxide and water, in addition to
the above NO reaction:

Hydrocarbons + O2 → H2O + CO2 (6)

Furthermore, in order for soot particles to be removed from the exhaust, the Diesel
Particulate Filter (DPF) technology was introduced. DPF traps the particulate matter
within a filter from the exhaust by passing the exhaust gases through a ceramic wall flow
filter.

Table 1 andTable 2 contain a summary of the emission standards and their implemen-
tation dates. Dates in the tables refer to new type approvals—the dates for all vehicles
are in most cases one year later. There are two sets of emission standards, with different
type of testing requirements:

• Steady-State Testing: Table 1 lists emission standards applicable to diesel (compres-
sion ignition, CI) engines only, with steady-state emission testing requirements.

• Transient Testing: Table 2 lists standards applicable to both diesel and positive ignition
(PI) engines, with transient testing requirements [9].

Throughout years, Euro Standards for HDVs introduced various catalysts and sys-
tems to reduce gas emissions [10]. In Fig. 3, Catalytic Systems of HDVs according to
the year of manufacture are presented.

Euro I (1992) set the first limits for various gases, without any catalytic device.
Euro II (1996) first time of DOC appearance in some vehicles.
Euro III (2000) the use of DOCs at the exhaust system was compelled [10].
Euro IV (2005, 2006) DPFs were mounted on HDVs [11].
Euro V (2008) with an even more stringent NOx emission limit value. In 2010 the

requirement of the SCR technology and the use of the AdBlue system (use of Urea) that
reduces NOx rapidly matured.

Euro VI (2013) included more stringent emission limits for HC, NOx, PM and
for the first time included solid particle number (PN) and NH3 emissions, that raised
researchers to focus on for a different NOx reduction procedure.
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Table 1. EU emission standards for heavy-duty CI (diesel) engines: steady-state testing [9].

Stage Date Test CO HC NOx PM PN Smoke

g/kWh 1/kWh 1/m

Euro I 1992, ≤ 85kW ECE
R-49

4.5 1.1 8.0 0.612

1992, > 85kW 4.5 1.1 8.0 0.36

Euro II 1996.10 4.0 1.1 7.0 0.25

1998.10 4.0 1.1 7.0 0.15

Euro III 1999.10 EEV
only

ESC &
ELR

1.5 0.25 2.0 0.02 0.15

2000.10 2.1 0.66 5.0 0.10a 0.8

Euro IV 2005.10 1.5 0.46 3.5 0.02 0.5

Euro V 2008.10 1.5 0.46 2.0 0.02 0.5

Euro VI 2013.01 WHSC 1.5 0.13 0.40 0.01 8.0 ×
1011

a PM = 0.13 g/kWh for engines < 0.75 dm3 swept volume per cylinder and a rated power speed
> 3000 min−1

Table 2. EU emission standards for heavy-duty CI (diesel) and PI engines: Transient testing [9].

Stage Date Test CO HC NOx PM PN Smoke

g/kWh 1/kWh 1/m

Euro III 1999.10
EEV
only

ETC 3.0 0.40 0.65 2.0 0.02

2000.10 5.45 0.78 1.6 5.0 0.16c

Euro IV 2005.10 4.0 0.55 1.1 3.5 0.03

Euro V 2008.10 4.0 0.55 1.1 2.0 0.03

Euro VI 2013.01 WHTC 4.0 0.16d 0.5 0.46 0.01 6.0 ×
1011e

a for gas engines only (Euro III-V: NG only; Euro VI: NG + LPG)
b not applicable for gas fueled engines at the Euro III-IV stages
c PM = 0.21 g/kWh for engines < 0.75 dm3 swept volume per cylinder and a rated power
speed > 300 min−1

d THC for diesel (CI) engines
e PN limit for PI engines applies for Euro VI-B and later

1.5 Emission Regulation and Conventional Catalytic Systems of HDVs: Pre-euro
(Euro 0)- Euro VI - Use of Ammonia

HDVs were launched without a DOC up to 1996, with respect to EURO 0 and EURO I
legislation. In 1996, when Euro II was implemented, the first DOCs were introduced to
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Fig. 3. Catalytic Systems of HDVs year of manufacture.

the exhaust systems, depending on the vehicles, but the use was very limited. In 2000,
Euro III HDVs were obliged to have DOC [11].

A Conventional Catalytic System of Euro V-Euro VI (and some Euro IV) HDVs,
like shown in Fig. 4, is consisted of two catalysts, a DOC for oxidization of CO and HC
and an SCR for oxidization of NOx. Furthermore, it is consisted of an AdBlue system
(use of Urea) that reduces NOx and a DPF filter for removal of soot [4].

Euro VI legislation (EU, 2011) for HDV included more stringent emission limits
for HC, NOx, PM and for the first time included solid particle number (PN) and NH3
emissions [12].

Fig. 4. Conventional Euro VI Catalytic System of HDVs.

Concerning the use ofAdBlue system, a high purity urea/NH3 solution is injected into
the exhaust system to transform NOx into N2 and H2O. NO2 emissions are the highest
at low driving speeds and low exhaust gas temperatures. This means that NO2 emis-
sions constitute a significant environmental problem in urban traffic. However, AdBlue
functions properly only at exhaust temperatures, typically >250 °C which is not feasi-
ble in urban traffic. In such low temperature, severe exhaust blockages and subsequent
engine damage is reported [13]. In that respect, research to develop different innovative
methods, without the use of AdBlue, for controlling NOx emissions should be expanded.
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1.6 The Problem of Excess Oxygen at Diesel Heavy-Duty Vehicles
and the Obstacles of Ammonia Utilization

As already mentioned, diesel engines are lean combustion engines with λ > 1. Diesel
vehicles exhaust gases contain high O2 concentrations up to 10% [11]. AdBlue system
is not capable of removing oxygen from the exhaust gas stream. Removal of NOx in
an oxygen rich exhaust is extremely difficult for conventional TWC and SCR. TWC
and SCR catalysts have several serious issues such as low catalytic activities, narrow
temperature windows, and insufficient durability when operating in excess oxygen. Fur-
thermore, conventional diffusion-based separation processes cannot be used because
O2 concentration gradient, between the exhaust gases and the atmosphere, allows only
for inwards O2 diffusion. As a result, the engine has to operate in a very narrow lean
combustion range and this is the major obstacle for the improvement of fuel efficiency.
This situation has prompted research on the development of a new catalyst technology
that is capable of reducing NOx in excess oxygen, that is, a NOx storage–reduction
(NSR) catalyst. Recently, catalysts for selective NOx reduction by hydrocarbons under
an oxidizing atmosphere have been extensively studied [14].

Ammonia (NH3) is a toxic compound and is a precursor in the formation of atmo-
spheric secondary aerosols. The particulate matter that is formed, namely ammonium
nitrate and ammonium sulphate is also associated with other adverse health effects [15–
18]. The SCR is an after-treatment system whose purpose is to reduce NOx emissions
by reacting to the NO and NO2 with NH3, formed by the reduction of the urea (AdBlue)
injected into the system, on a catalyst surface. The over-doping of urea, low temperature
in the system, and/or the catalyst degradation may lead to NH3 emissions. Eventually,
that concern led to the introduction of an ammonia emission limit for heavy duty vehi-
cles (HDV) in the Euro VI standards. However, the NH3 produced and emitted, by other
in-use technologies has been neglected [19].

In this regard, this study is working towards replacing AdBlue technology, with
an ORS that aims to reduce the O2 concentration at the exhaust system, allowing the
Reduction Catalyst to reduce NOx.

2 Catalyst-Based Emission Control System Proposed in This Study

The Catalyst-based Emission Control System (CECS), which is studied in this article,
focuses on retrofitting Heavy-Duty Vehicles, allowing them to meet emission and air
quality EURO VI standards. Furthermore, this new CECS eliminates the use of the
corrosive and dangerous NH3.

According to the technology proposed here, retrofitting constitutes a solution for
reducing vehicle emissions, specifically for the public HDV fleets of Greece, which are
usually large, and renewal can be expensive. The rate of renewal of the HDV fleet is slow
(average lifetime of HDV > 11 yrs). Most of the public HDVs run for small mileage
per year (e.g. Galatsi’s Municipality average truck mileage is 15,000 Km per year),
operating within the limits of the municipality/port/airport. Thus, even if the HDVs are
aged, they may operate effectively for a long time (in Greece the limit is 22 year) [11].
As a result, retrofitting these fleets constitute a reasonable solution.
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The CECS, which is presented in Fig. 5, is a temporal demonstration. The CECS
proposed in this study is consisted of a patented TWC containing Cu/Pd/Rh or a DOC
containing Cu/Pd and a Reduction Catalyst (RC) containing Cu/Rh, reducing the use
of rare and expensive Platinum Group Metals (PGMs) [20]. In addition, this CECS
contains a DPF and finally, the patented ORS system [21]. The Layout of these catalysts
and the DPF will be placed at the exhaust system of HDVs as depicted in Fig. 5, and
subsequently, in a layout that will be further studied in order to achieve the highest NOx
reduction.

As mentioned above, the CECS which is presented in Fig. 5 is a temporal demon-
stration and the final layout will be consisted of an ORS, a TWC and a DPF as shown
in Fig. 6.

Fig. 5. Initial layout of Catalyst-based Emission Control System (CECS) based on the technology
proposed by this study [11, 21].

Fig. 6. Final CECS based on the technology proposed by this study [11, 21].
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2.1 Oxygen Reduction System Operation

TheOxygenReduction System (ORS) proposed herewould be in amulti-tubularmodule
formation as presented in Fig. 7, where the exhaust gas is fed through the lumen side
and CO2 and O2 permeate across the membrane to the shell side, while the total surface
area should be adjusted to obtain adequate permeation rate. In the produced shell side
mixture, CO2 and O2 are present in a molar ratio of 2/1 and it can be either released to
the atmosphere or to be used on-board to improve the efficiency of the engine, utilising
the high O2 content [21].

For reasons of space saving and minimization of energy losses, various layouts are
proposed. Fig. 7a shows an example of a layout ofmultiple tubularmembranes of circular
cross-section. In addition, compact stacks of the described hereinmembranes can be used
to limit energy losses. An example of a stack unit utilizing tubular membranes is shown
in Fig. 7a, where the lumen side of all tubular membranes (1) is in gas contact with the
gas inlet stream (4), through the gas distribution unit (2), and with the gas outlet stream
(5) through the gas collection unit (3). The produced gas steam of CO2 and O2 that
permeates through the membranes is released to the atmosphere (6).

In another embodiment, a metallic or ceramic or other refractory container is used
to engage the above described membrane stack and minimize heat losses, as shown in
Fig. 7b. The stack of membranes can be hermetically enclosed in a metal container (7),
exhibiting a gas inlet (8) and gas outlet (6), allowing the management of the produced
CO2 andO2 gasmixture thatwill be purged through themetal container (7). Furthermore,
in a different layout, the exhaust gas is fed to the membrane from the gas inlet (8) and
exits the membrane from the gas outlet (6), while the produced gas stream containing
O2 and CO2 exits the membrane system from the gas outlet stream (5) with or without
carrier gas in the gas inlet stream (4). The carrier gas can be either air or exhaust gas,
while it can be in the temperature range between 25 and 800 °C, or preferably at the
membrane operation temperature [21].

Fig. 7. Multi-tubular formation of ORS for scale-up applications to be tested on HDVs: a) Mem-
brane stack without metallic cannister, b) Membrane stack, canned to manage of the produced O2
and CO2 gas mixture [21].

Initially, this system will be tested in an HDV, replacing the AdBlue technology,
to procure the proper installation procedure on the HDVs and optimize the operational
conditions of the ORS. Subsequently, the whole CECS will be tested as presented in
Fig. 5 [21].
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2.2 Dual Phase Membrane Operation

These multi-tubular module formations (Fig. 7) will be comprised by various dual phase
membranes, consisting of a porous metal phase as substrate and a molten carbonate
phase, conducting, respectively, CO2−

3 and electrons for selective permeation of CO2
and O2 at high temperatures, as shown in Fig. 8. The metal phase not only serves as
a support, but also as an electron carrier. This type of membranes is typically used for
CO2 capturing. Such technologies have been mentioned in literature on separation and
capture of carbon dioxide (CO2) from gas streams [22]; however, they fail to describe
the utilization for oxygen (O2) removal and the application to lean-burn engine exhaust
gas, where excess oxygen (O2) conditions exist [21].

The rest of the exhaust gases are not able to permeate the membranes and are directly
forwarded to the exhaust system as shown in Fig. 7. As mentioned in Sect. 1.6, TWC
and SCR catalysts have several serious problems when operating in excess oxygen, thus,
the use of his type of membranes can be a suitable solution.

The theoretical mechanism of the CO2 and O2 separation (Fig. 8) for each mem-
brane is described in this section. CO2 separation can be accomplished using a CO2
partial pressure gradient as the driving force. On the upper stream membrane surface,
CO2, which is combining with electrons and oxygen, forms CO2−

3 , which is transported
through the molten carbonate phase. The CO2−

3 releases electrons to form CO2 and O2
on the downstream membrane surface. The electron transports back, through the metal
phase, toward the upstream membrane surface. No external electrodes and connectors
are required in this dual-phasemembrane. This dual-phasemembrane allows permeation
of CO2 and O2 in the 2/1 ratio for the production of O2 enriched CO2 stream, which is
useful as the oxidant for oxyfuel processes [22]. This procedure is described in Fig. 8.

Fig. 8. Schematic representation of the proposed electrochemical membrane for O2 removal from
a diesel engine exhaust gas mixture.

3 Dual Phase Membranes Synthesis

Membranes with a molten carbonate phase in a porous stainless-steel (SS) support were
prepared by a direct impregnation method. Membrane preparation conditions were opti-
mized to obtain stable, gas-tight dual-phase membranes at a temperature window (400–
550 °C). As porous SS support, closed-end SS316 sintered mesh and powder porous
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Fig. 9. a) Closed-end SS316 sintered mesh and sintered porous tubes, b) Stainless-steel filter-
substrate and c) impregnated dual-phase membrane.

tubes with porosity size 1-10 μm were used, as shown in Fig. 9a–b. The carbonate
mixture Li2CO3/Na2CO3/K2CO3 = 43.5/31.5/25 was selected, since it is the carbonate
mixture with the lowest eutectic point. The operating temperature of these membranes
is above the eutectic point of the mixture. The eutectic point of this carbonate mixture
is 397 °C [23]. Carbonate mixture was melted at T > 400 °C, to assure that the whole
synthesis layout temperature is above the mixture’s eutectic point. The SS tubes were
impregnated to create the dual phase membrane (Fig. 9c). So as for the dual phase mem-
brane to be impregnated, pretreatment of the SS tubes at 500 °C was performed to avoid
oxidization due to the temperature difference between molten carbonate mixture and
SS filter, in order to achieve higher infiltration of carbonates at SS tube porous. The
impregnated membrane was left to dry for 24 h and then calcinated at T > 400 °C for
1 h so as for the excess carbonates to be removed.

4 Experimental Procedure

A Synthetic Gas Bench (SGB) was built to study and control the reduction of O2 content
from HDVs exhaust in a lab scale simulation (measuring the permeability of a single
membrane). A Gas Chromatograph (GC) was used for analysis like described in Fig. 10.
The SGB of the ORS provides the ability to validate membranes permeability rate under
various temperatures, humidity and gas mixture concentration conditions. Membranes
were tested at the temperature range 300–550 °C, and the inlet gas concentration was:
12% CO2, 8% O2, 80% N2. The impregnated SS tube with the carbonate material (dual
phase membrane) is placed in the reactor (Fig. 11). In order for the temperature to be
elevated and simulate automotive conditions, a custom-made furnace is used, and the
reactor is placed in. The gas conditions of the experiment are controlled and monitored
by the SGB, where the gas mixture is obtained. The gas mixture obtained from the SGB
is connected to the reactor as inlet gas through the lumen side, where CO2 and O2 will
permeate across the membrane to the shell side and released to the vent hood like shown
in Fig. 11.
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The outlet gas is sent to the GC for analysis. The SGB allows the use of air as a
sweep gas at the shell side, to achieve the necessary partial pressure gradient to operate
as the driving force for the enhancement of the permeation.

Fig. 10. Synthetic gas bench of oxygen reduction system and gas chromatography analyser.

Fig. 11. Picture (left) and schematic figure (right) of the reactor of ORS, which is heated in a
furnace, connected SGB of Fig. 10.

5 Results of Gas Permeation (O2 Permeation Rate)

The permeation rate (−rO2) of gas O2 in μmol/sec for a dual-phase membrane, as
a function of temperature in the range of 300–550 °C, is presented in Fig. 12. The
gas permeance of O2 is relatively low and increases with the rising temperature almost
monotonically. At the temperaturewindow that the carbonatemixture changes state from
solid state to complete liquification, a shoulder is noticed at the raising rate and finally
the rate increases after the eutectic point of the carbonate mixture. After the carbonate
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mixture is liquified,−rO2 increases, with respect to the permeation rate in the solid state
of themixture. According to Fig. 12, dissolution and diffusion inmolten carbonate phase
of gas molecules are facilitated and enhanced by the temperature elevation.

Fig. 12. O2 permeation rate (μmol/sec) in temperature range 350–500 °C.

6 Conclusions

The purpose of this study is to reduce O2 concentration of HDVs’ exhaust emission, in
order for TWC and RC to effectively reduce NOx. Dual phase membranes that allow the
CO2 and O2 permeance were studied to reduce the in the exhaust system. An Oxygen
Reduction System will be used on diesel engine vehicles, utilizing these membranes in
a multi-tubular formation.

The main objective of the HDVs’ retrofit, with the proposed CECS, is for public
HDVs fleets to meet Euro VI Standards, thus postponing their replacement, allowing
them to operate within the emission limitations of EU for their remaining lifetime. The
final version of this CECS will allow each and every Heavy-Duty Vehicle from Euro
0-Euro III to meet Euro VI standards, eliminating the use of Ammonium and PGMs use,
thus, minimizing pollutant gas emissions and costs.

This CECS introduces an ORS to effectively reduce O2 concentration of HDVs’
exhaust emission, allowing TWC and RC to effectively reduce NOx as mentioned.

Metal-carbonate dual phase membranes with a porous metal support and carbon-
ate mixture were effectively prepared by the direct impregnation. Membrane prepara-
tion conditions were optimized to obtain a gas-tight dual phase membrane. Once the
most permeative dual phase membrane synthesis composition is selected, the scale-up
should be studied and optimized as well. The ORS will be tested on an HDV, replacing
the AdBlue technology, to procure the proper installation procedure on the HDVs and
optimise the operational conditions of the ORS.

An SGB was used to study and control the reduction of O2 content from Heavy-
Duty vehicles exhaust. For dual phase membranes preparation, carbonate mixture
Li2CO3/Na2CO3/K2CO3 = 43.5/31.5/25 was selected, since it is the mixture with the
lowest eutectic point. The membrane was tested at the temperature window 300–550 °C,
and inlet gas concentration was: 12% CO2, 8% O2, 80% N2. The permeation rate −rO2

was studied with respect to temperature. The results seem promising, concerning the
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O2 removal from the exhaust gas stream. Lab experiments showed a permeation rate
of up to 75 μmol/sec. The permeance of CO2 in the presence of oxygen increases with
temperature and reaches a maximum at 500 °C, which confirms the workability of the
dual phase membrane concept that was described in Sect. 2.2.

The shoulder, that is noticed at the raising rate, is representing of carbonate mixture
phase change. After the carbonate mixture is transformed into liquid, the permeation rate
−rO2 increases, with respect to the permeation rate in the solid state of the mixture. The
operating temperature range of these membranes coincides with the mean temperature
of HDVs’ exhaust system, which makes it suitable for retrofit on HDVs applications.

Membrane’s permeability will be further studied under various parameters that sim-
ulate the Heavy-Duty Vehicle diesel exhaust gas system, like the addition of humidity
and utilization of air as sweep gas at the shell side of the membrane (ambient air) and
wider temperature window. Synthetic Gas Bench inlet emissions will also simulate the
emission concentration of a diesel engine. Finally, as an upscale (multi tubular forma-
tion), the total surface area will be adjusted to obtain an adequate permeation rate to
change emission conditions from rich in oxygen (λ >> 1) to stoichiometric (λ = 1 or
lower). The ORS will be firstly tested on an HDV, replacing the AdBlue technology, to
assure proper function of the system. Subsequently, the whole CECS (TWC, DPF, ORS,
RC) will be tested, in order to conclude on the final layout that will be consisted of an
ORS, a TWC and a DPF.
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Abstract. Sustainability and Industry 4.0 are very common terms nowadays that
are used in almost all areas. Industry 4.0 has wide influence and effect because
of its numerous new applications that come from the recent technological rev-
olution. That led to the intelligent technologies that were built on the internet
and interconnecting several areas, linking the fields of information technology,
artificial intelligence, logistics systems, and environmental engineering to each
other. On the other side, sustainability is an inclusive term that includes many
dimensions, covers many areas like economy, industry, human, environment, and
energy. Therefore, there increasing interest in applying sustainability to reach a
better world. Logistics area is significantly affected by Industry 4.0 in an accel-
erated way and there is persistent need to use these new technologies to support
sustainability by increasing the efficiency, reliability, and flexibility all along with
saving energy and time with protecting the environment. Within the frame of this
paper, the authors present an approach that combines sustainability and Industry
4.0 in the logistics area. After an introduction and theoretical background talk
about the circular economy, reverse logistics, sustainability, and industry 4.0, the
authors show modern applications aiming to apply circular economy and reverse
logistics to save data, collect, move and treat waste in order to reuse, recycle
and regenerate materials and energy. Then, it is discussed the expected results
and outcomes regarding those applications on different aspects like sustainability,
environment, and economics.

Keywords: Sustainability · Industry 4.0 · Logistics · Circular economy ·
Reverse logistics ·Waste management

1 Introduction

The modern digital technologies, such as cyber-physical systems (CPS), the internet of
things (IoT), and the internet of services (IoS) represent newmodels that are fast gaining
ground in industrial transformation in the last few years [1]. On the other hand, the term
‘Industry 4.0’ was presented by Germany in 2011 [2]. The manufacturers are looking
for a high standard of operational excellence through the developments of Industry 4.0
technologies [3]. However, to secure the advantages concerning Industry 4.0, there are
requirements for building up a strategy for its useful applications, particularly while
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researching its effect on operations management [4]. In addition, executing these tech-
nologies requests spending big capital and controlling them to be put into practice [5].
Considering all of that, operational excellence should be looked at, which are economi-
cally functional and simultaneously to offset the high cost that might be found and could
prevent the adoption of Industry 4.0 principles that aiming for sustainable developments.
Beside Industry 4.0, other technological-based industrial activities under the premise of
operational excellence include reverse logistics, lean operations, six-sigma, and many
other smart manufacturing systems [3]. Further, it was specified [3] a few key perfor-
mance dimensions that should be addressed in the context of operational excellence
to improve sustainable supply chain including flexibility, collaboration, transparency,
innovation, and relational capabilities of the supply chain [6].

On the other hand, the circular economy is an economic system that aims to elimi-
nate waste and the continuous use of resources. Circular systems apply reuse, sharing,
repair, refurbishment, and recycling approaches to create a closed-loop system, which
minimizes the use of resource inputs and reduces waste scraps, pollution, and carbon
emissions. It is possible to be argued that Industry 4.0 technologies can pave the way
for circular economy principles, for example by tracking products post-consumption in
order to recover components. Nevertheless, due to the very recent development of these
ideas, the relationship between the circular economy and Industry 4.0 technologies has
not been widely evaluated in the literature or practice, even though the two topics have
largely been analyzed separately [7]. In the following chapter, the theoretical background
is discussed tackling the circular economy, reverse logistics, Industry 4.0, and sustain-
ability. The third chapter shows applications in the waste logistics area that use Industry
4.0 technologies and aim to raise sustainability. Within the fourth chapter, it is discussed
the expected results of those applications and their effects on the different aspects. The
last chapter contains a summary of this work.

2 Theoretical Background

2.1 Circular Economy

Circular economy (CE) is a new business mentality that can support associations and
society to move towards sustainability [8]. The CE offers another and alternate point of
view on the operational and official frameworks of production and consumption, this
other perspective is centered on re-establishing the estimation of utilized assets. The CE
recommends that a roundabout way to deal with vitality and materials can give financial,
ecological, and social advantages [9] to organizations in order to replace the traditional
attitude of ‘take, make, use and dispose’ that is also known as the linear economy
with the CE attitude. Moreover, there have been obstructions to the fully applying of CE
standards inside associations and supply chains in general [10]. It has been distinguished,
for example, that an absence of data on the existing pattern of items, just as a lack of
cutting-edge innovations for cleaner production, has decreased the reach of CE standards
[11].

Concerning maintainable creation and utilization [12], the circular economy is a
developing methodology focused on reaching the sustainable use of natural resources
[8]. CE focuses on maximizing the circularity of resources and energy within production
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systems, because natural resources are scarce, and that waste at the end of its life may
retain some value [13]. CE is based mainly on two cycles, one technical and one biolog-
ical [14]. The technical cycle stresses the expansion of an item’s life expectancy through
a rapid order of circularity systems, which incorporate with reuse, repair, refurbish-
ment, remanufacturing, and recycling [15]; technical cycles look to transform what is
viewed as waste into assets for other creation frameworks. The biological cycle recovers
environments by lessening exorbitant extraction of regular assets, utilizing sustainable
materials and reusing vitality and natural waste by methods for anaerobic assimilation
[16, 17].

CE cycles are ruled by three principles. These principles are, (1) protection of regular
capital, which means making a harmony of utilization among sustainable and non-
renewable assets; (2) expanding the life expectancy of assets through both natural and
specialized cycles and (3) decrease of the negative impacts of production frameworks
[14]. The Ellen MacArthur Foundation, a leading global charity in applying the CE’s
position on the list of decision-makers within the business, government, and academia
[14], proposed the next six business actions that are called by the ReSOLVE framework
to guide organizations through achieving the principles of the CE:

• Regenerate. This depends on a move to a renewable power source and materials.
Biological cycles are utilized to empower the circulation of energy and materials and
to change over organic waste into wellsprings of energy and raw material for other
chains.

• Share. This is an integral part of a common economic perspective, where goods and
assets are shared between individuals; thus, ownership loses its importance. Therefore,
the products are designed to last longer, and maintenance must be provided to allow
their reuse in order to extend the life of the product.

• Optimize. It is a central strategy technology. This model requires that organizations
use digital manufacturing technologies, such as sensors, automation, radio-frequency
identification, big data, and remote steering to reduce waste in production systems
across supply chains. Organizations benefit from increased performance; for example,
a predictive maintenance scheme can be planned based on real-time data reporting
the conditions of machines [18].

• Loop. This is based on biological and technical cycles. Biological cycles, for instance,
anaerobic digestion, are important to recapture the value of organic waste; technical
cycles can restore the value of post-consumption products and packaging by utilizing
repair, reuse, remanufacture, and recycling.Operations research approaches have been
used to study these options [19].

• Virtualize. A service-focused strategy, which replaces physical with virtual and
dematerialized products.

• Exchange. This includes replacing old and non-renewable goods with advanced and
renewable ones.

It was carried out a comprehensive systematic literature review [20] on the CE in
order to identify the research areas that have been studied so far. The finding was that
three main CE related topics were studied: resource scarcity, environmental impact, and
economic benefits. It was identified [21] the exchange of information as one of the big
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restrictions on the effectiveness of CE. Furthermore, it was additionally featured that
it is basic to know the nature of materials flowing inside production frameworks after
their assortment. Moreover, the apparent vulnerability with respect to costs, return on
ventures, and course of events for usage regularly brings about introductory hesitance
from companies to embrace such a driven objective. Overall, since rising advances
dependent on the standards of Industry 4.0 have spread, it might now be able to overcome
barriers of the CE by embracing rising advances identifiedwith keen assembling.Mostly,
it seems that new research is needed that is capable of shedding light onhoworganizations
can gain competitive advantages by mitigating constraints on the effectiveness of the CE
[7].

2.2 Reverse Logistics

Reverse logistics (RL) was defined [22] as “the process of planning, application, control
of the operation, cost and flow of rawmaterials, the inventory process, finished products,
the information related, from the point of consumption to the point of origin, in order
to recover or create value or proper disposal”. The comprehensive view detailed [23],
defines RL as product return management, real-time inventory and workflow, tracking
warranties, ordering and parts exchange, the flow of materials and information with
suppliers, data analysis, execution of repairs, customer notification, and all the logis-
tics flow and return. It was presented [24] distinct characteristics of RL, such as high
uncertainties of supply in time, quantity and quality, and complexities of the operations,
among other things. It was proposed [25] a framework based on the reverse flow of dis-
tribution from the producer to the user and back to the producer, with definite types of
motivations (governance legislation, economic value, and ecological image) and types
of disposal (reuse, repair, recycling, and remanufacturing), and discussed the issue of
management separator counter network flows. It was proposed [26] a framework for
RL that depends on five dimensions: (1) the return reasons; (2) reception structure; (3)
the type of products and their characteristics; (4) recovery processes and options, and
(5) the actors involved and their roles. Taking into consideration the characteristics of
reverse logistics systems according to drivers (economics, legislation, and green citi-
zenship), reasons (manufacturing returns, distribution returns, and customer returns),
recovery processes (collection, inspection, classification, selection and types of prod-
ucts returned, composition, deterioration, and use) and agents (to the front of the supply
chain, logistics reverse, and central and specialized). It was considered [27] several key
reverse logistics problems by modeling techniques that can be helpful in understanding
problems and developing solutions, considering a high number of variables. It was cited
[28] five strategic factors that are important for the RL: costs, quality, customer service,
environmental concerns, and political/legal concerns. It was presented [29] a framework
composed of environmental factors (regulation and respect for the environment) and
business factors (returns and customer satisfaction) and observed that there were a large
number of models generalized in the literature [30]. It was confirmed [31] the need for
further research on strategic aspects and organizational frameworks.
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2.3 Industry 4.0

The term industrial revolution represents a quantum leap in the industry, which means
raising the quantity, quality, or both in the industry and adopting innovative industrial
methods through new technologies [32]. So far, there have been three industrial revo-
lutions. We are now in the midst of the Fourth Industrial Revolution, or briefly called
“Industry 4.0”, which is now being developed and dominated by the different industrial
sectors comprehensively [33]. The most prominent feature of Industry 4.0 is the adop-
tion of intelligent technologies that rely on the Internet of Things and remove the lines
that separate the physical, digital, and biological areas [34]. Industry 4.0 applications
include the most recent technologies, especially in telecommunications, internet, and
nanotechnology, which allowed us to use small devices with great efficiency [35]. This
combination of advanced technologies empowered us to obtain various applications that
have revolutionized the world of industry and changed the traditional concept of com-
munication between machine and human into having the concept of communication
between machine and machine [36, 37]. It is easy to observe the rapid pace of develop-
ment of the industry, which makes it imperative for us to follow up the new applications
of Industry 4.0 eagerly, so we can keep abreast of this development and benefit from it in
our specialization, considering that these applications have moved logistics field to the
next level in the future direction [38]. The pace of industrial development is constantly
increasing. The results of the technological revolution that we are living, in addition to
the intelligent technologies built on the internet and resulted from Industry 4.0 make it
imperative to pursue these techniques in different software fields from CAD modeling
[39] to digital twinning solutions [40].

2.4 Sustainability

A systemmight be called sustainable if it satisfies the sustainability requirements, which
cover the related sustainability dimensions that are divided as following [41–44]: (1)
Human sustainability: individual needs should be protected and supported with dignity
and in away that developments should improve the quality of human life and not threaten
human beings. (2) Social sustainability: relationships of people within a society should
be equitable, diverse, connected, and democratic. (3) Technical sustainability: technol-
ogy must cope with changes and evolution reasonably, respecting natural resources. (4)
Environmental sustainability: natural resources have to be protected from human needs
and wastes. (5) Economic sustainability: a positive economic value and capital should
be ensured and preserved. Therefore, sustainability covers comprehensively firstly the
concept of “green in” systems, which means reducing energy and resource consumption
and wastage in processes, and secondly the context of “green by” systems, which covers
human and economic sustainability are improvements [42, 45, 46]. One dimension of
sustainability cannot be reinforced without considering others. The five dimensions are
interconnectedwith each other. For example, supportingmore features related to individ-
ual and social dimensions would increase energy consumption, like influence economic
and environmental dimensions. Moreover, 17 Goals were adopted by all United Nations
Member States in 2015, as part of the 2030 agenda for sustainable development that set
out a 15-year plan to achieve the Goals [47]. Those goals represent the inclusive aim of
sustainability in different areas.
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3 Logistic Applications Within the Industry 4.0 Environment

In order to show the results of using Industry 4.0 technologies in the logistics area,
logistic applications that are related to waste containing, moving and separating are
discussed in this chapter, next to other operations that aim to apply circular economy
and reach the most sustainable results regarding saving time, material and energy. Each
application is discussed separately to have clear details without overlap.

3.1 Waste Containers

Many Industry 4.0 technologies could be applied to the containers. A sensor that defines
the amount of waste inside the container is available to be installed. The sensor can give
more than one notification depending on the amount of waste, for instance, when it is
50% full, 75% full, and 90% full. Either light alert, sound alert, or both can be installed to
work with those notifications. Radio Frequency Identification (RFID) technology can be
defined as a powerful innovative gadget, which has been adopted in the development of
IoT. However, there are two types of this technology, passive and active RFID systems.
Passive RFID waits for a signal from an RFID reader. The reader sends energy, which
converts that energy into an RF wave. Active RFID systems use battery-powered RFID
tags that continuously transmit their own signal. By using active RFID systems, it can
be connected to the live data management that receives the information directly. On the
other hand, active RFID systems are much more expensive than passive ones. It should
be considered that there are different types of containers as well. The waste containers
might be defined depending on the waste types as organic and inorganic or as more
specific targets, for instance, paper, glass, metal, or plastic. However, it is possible to
use a smart container that can separate the inorganic waste by itself. This separation
mechanism uses the relative relationship between the size and weight of the received
waste, for each material, there is specific density, next to the sound that appears when the
waste is received. The sensors define the data (sound, size, and weight) of this received
waste. Other mechanisms can be used as well, like the ones that count on the IR (Infrared
Radiation) or X-rays.

The containers are the first step of the waste collecting chain, which are in contact
with users (the inhabitants) who would through the waste inside them. It is important
to keep in mind that any change of the waste collecting procedures that should be done
by the users should be essential, really needed and would not be changed again (at
least for a long time relatively) because it costs a lot to make it clear and spread the
right instruction about any new procedures to the users, furthermore, making different
changes might confuse the users.

3.2 Collection and Transfer Trucks

To collect and transfer waste, special trucks should be used. Those trucks are defined
either by the type of the transferredwaste or by the needed size. The size can be important
when the truck needs to collect the waste from narrow alleys. Active RFID systems
should be used for these trucks to track their locations and movements. One of the most
modern applications that can be used, is defining the truck’s route by special algorithms.
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The algorithms that create the routes of waste collection trucks target the containers
that give notification that the container is almost full until it is enough to fill the truck
capacity. If additional containers are needed, containers that give less full notification
are added to the route. If there is a container with a full notification, it means there
is an urgent condition and this container should be emptied within a short time. That
reflects the flexibility that the system has by creating the routes depending on the needed
waste amount and there is no need to have the same routes every day in order to choose
the shortest way for the truck next to not having fully containers that could stay for a
long time, which offers protection of possible biological environment pollution. Using
a connection between the traffic lights and the trucks is possible to change the traffic
lights into greenwhen the trucks are near. This connection reflects positively on reducing
carbon emissions.

3.3 Data Management

All the parts among any cyber-physical system can be directly connected to data man-
agement using the internet. This management stores data and deals directly with all
the system parts. All data about the transportation, delivery of waste, collection trucks
and waste quantities in each part of the system, as well as the records of surveillance
cameras (if they are used), are saved. The algorithms that are used to create routes of
waste collection trucks according to the waste type and quantities within the contain-
ers are counted within this management as well. Internet of Things, which is a newly
emerging term, meaning the new generation of the internet that allows understanding
between interconnected devices is used to make all the parts defined within the system
to the management. These devices that use IoT technology include instruments, sensors,
various artificial intelligence tools, and others. IoT technology makes the interconnect-
ing idea goes beyond the traditional concept of connecting people with computers and
smartphones over a single global network through traditional IP with the possibility to be
free from the place. This data management can use the cloud computing technology that
refers to the computer resources available on-demand via the network, which can pro-
vide several integrated computer services without being restricted to local resources for
making it easier for the user. These resources include space for data storage, backup, and
self-synchronization, as well as programming processing capabilities, task scheduling,
and remote printing. When the user (or administrator in managing case) is connected to
the network, he/she can control these resources through an easy programming interface
that facilitates using and ignores internal processes. In cases that require more privacy,
private servers can be used to store the received and processed data. If there is not enough
more space in the servers, the new data will overwrite the oldest one.

On the other hand, data management gives the possibility to make direct online
applications for raising sustainability and saving materials by the users, considering the
users’ types as individuals, workshops, factories, or companies. For instance, a user
(textile factory) has excess materials like small textile pieces. This user can enter all
the needed information on the platform (amount, type, and color). Any other user can
find the available materials and can contact the offering user directly to get them. This
application provides the possibility to use the excessed materials directly between the
producers and reproducers. Moreover, it gives a space for creativity by finding out the
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available materials for upcycling and recycling that support sustainability without the
need for transporting and treating steps.

3.4 Treatment Facilities

This is the final stage for thewaste to be used or treated in the bestmanner. These facilities
are divided according to the type of waste that it deals with into four sections mainly.
Firstly, the renewal facility. In this section, waste is reused directly when it is possible
or disassembled for other useful parts. For instance, about the targeted waste here,
clothes, and electrical and mechanical equipment. After completion of the dismantling
and evaluation phase, any excess material is transferred to one of the other sections.
Secondly, recycle facility. In this section, the waste’s raw materials are obtained for
reuse, which means getting raw materials resources that can be used again by saving
them from the waste that would be disposed of. Examples of the targeted waste here are
paper, glass, plastic, and metal material. Thirdly, incineration facility. In this section,
unusable and non-recyclable materials are collected to be burned; the obtained heat is
used to produce energy. Fourthly, landfill facility. In this section, the waste (mainly the
organic one) is buried after treatment to have faster biodegradation. The gases that are
produced by the biodegradation of organic waste after burying can be collected and
utilized. These facilities should be connected directly to the data management to collect
all the information regarding the amounts of waste that were treated and ready to be
transferred to the next stage or the excess materials that should be done by another
facility and arrange the transferring trucks’ time and route.

3.5 Local Composting

Composting is an effective way of the organic waste upcycling into compost that is
used to fertilize the plants. Local composting units should be disrupted in appropriate
locations and should be easy to access by local people. Those units provide the possibility
to the local people to throw the organic waste directly that can be fertilized like fruits,
vegetables, dairy products, cereals, bread, coffee filters, eggshells, and meat. Generally,
if the waste can be eaten or grown in a field or garden, it can be composted. Items that
cannot be fertilized include plastics, grease, glass, and minerals, spice packaging, plastic
caps, plastic bags, silverware, drinking straws, bottles, polystyrene, or chemicals. Items
such as red flesh, bones, and small amounts of paper are acceptable but take longer to
degrade. Those local composting are connected to the data management so it can show
the available space for waste until it is full and the time that is needed until completing
the transformation into compost. When the compost is ready, it is used by the farms.
However, there is a possibility to give back part or all of this compost to the local
community if they wanted. The user who is participating in filling the units can have ID
card that allows them to open the units and add their waste inside. Data management
gives the possibility to the users to register and make accounts so they can save their
share of waste in filling the units and the required compost they want. When the compost
is ready, the data management will inform the selected users about the possible amount
and time for them to collect their compost. The user should confirm his wanted share of
the compost and he/she can use their ID card to collect the compost form the unit. The
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data management decides each person’s share depending on the provided waste amount,
number of participants, and the priority of spreading the compost to the farms depending
on the season. By using local composting units, many advantages can be achieved. For
instance, upcycling the waste into a useful item and saving time & efforts.

3.6 Ecological Footprint

The ecological footprint measures human demand for nature, that is, the amount neces-
sary by nature to support humans or the economy. The calculations compare the required
region for a biologically productive for human consumption with a biologically produc-
tive region in the world. In short, it is a measure of the human impact on the ecosystem
of the planet, and it reveals the dependence of the human economy on natural capital.
The available data that is stored within the data management allows making a direct
application for the users reflects their attitude and lifestyle consequences. The users can
choose the data types that are used to measure this footprint depending on their pref-
erences. The used data can come from different resources such as the waste type and
amount that the user throws since there is a special ID card for using thewaste containers,
resources spending like water and electricity, the daily purchased items, and the used
transportation type. In addition, there is a possibility to allow the data management to
send notifications to the users that suggesting improvements on the taken options that
rise sustainability and minimize the negative impact on the environment.

4 Expected Results

The previous applications in waste management and sustainability areas have many
advantages that encourage adopting and embracing them. These advantages can be
outlined in the following points.

4.1 Structured System

Those applications support controlling the process of waste transporting in an ideal way.
No excess waste in containers without collection nor the need to store waste above the
required limit. In addition, data management & automation permit knowing the per-
formance and efficiency of the system easily, allowing logistics management to fully
regulate the operations of the collection system, which gives absolute flexibility in con-
trolling the system. This flexibility is due to the connection of all parts to a single
information-processing center within the data management, which allows the complete
management with any modifications easily. Containers unloading functions can be mod-
ified as needed. For instance, it is possible to stop the containers unloading for one day or
more. Instead of that, any container contains more than 50% on the previous day would
be emptied. This flexibility is not affected by the size or population of the targeted city
because of management automation.
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4.2 Protecting Environment

By applying JIT (Just In Time) philosophy within those modern methods of waste’s
transfer and treatment, which means transferring the waste at the right time and amount
without delaying, which offers protection of possible biological environment pollution.
In addition to applying the applications that raise sustainability and encourage personal
performance in reducing the environment negative impact.

4.3 Conducting Studies

The saved data through this system gives details about the collected and treated produced
waste and its exact types and quantities continuously, allowing studies to be conducted
through them. For instance, thewaste’s types and its increase can be identified throughout
the year. In addition to the possibility of saving the number of the population associated
with each container, which means studying the changes in waste quantities over time
and expecting the resulting increase from the increase in population. This means it
is possible to reach accurate results on the required areas and energies for treatment
facilities to manage waste in the future.

4.4 Effectiveness

The direct connection of all parts to the data management means that it is easy to identify
any problem that may occur immediately. Over time, a problem or malfunction would
occur in any part of the waste collecting and treatment system. The system can identify
this problem automatically with finding the best solution and send it directly to the
specialist team depending on the problem type without the need of the human intervene,
which means saving time and raising efficiency.

4.5 Upgrading

Although all the system parts and applications are linked to each other directly through
the data management, it is very easy to adopt new technologies or develop one or more
of the system parts in order to replace them with more modern ones. Because the linking
in this system depends on the internet and smart technologies that do not require many
physical connections, developing the system does not require big changes in general.
Moreover, transforming waste processing into an investment project with an economic
return supports the system’s upgrading and development. This system focuses on both
the waste collection part and the processing part, which means eventually obtaining
the maximum amounts of reusable materials, recycled materials, and raw materials. In
addition, the energy that would be produced while the waste’ process treatment raises
the economical return.

5 Summary

Even both sustainability and Industry 4.0 are famous terms were tackled in many studies
especially the last few years in the different areas but studying the combination of these
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termswas not tackled directly enough. Logistics area is significantly affected by Industry
4.0 in an accelerated way and there is persistent need to use these new technologies to
support sustainability by increasing the efficiency, reliability, and flexibility all along
with saving energy and time with protecting the environment. Within the frame of this
paper, the authors represented an approach that combines sustainability and Industry 4.0
in the logistics area. After an introduction and theoretical background talked about the
circular economy, reverse logistics, sustainability, and industry 4.0, the authors showed
modern applications within the waste management and sustainability areas aiming to
apply circular economyand reverse logistics. Those applications aim to save data, collect,
move, and treat waste to reuse, recycle, upcycle, and generate materials and energywhile
preserving time and effort and reducing environmental damage. Then it was discussed
the expected results and outcomes regarding those applications in different aspects.
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Abstract. Application of the concepts and procedures of verification, validation
and uncertainty quantification with reference to a mathematical model formulated
for the prediction of the fatigue life of structural and mechanical components in
the high cycle regime are described. Such models are used for the formulation of
design rules and estimating the probability of fatigue life remaining in support of
condition-based maintenance (CBM) decisions.

Keywords: Design rules · Condition-based maintenance · Simulation
governance

1 Introduction

The work described herein was motivated by problems associated with condition-based
maintenance of high-value assets where the influence of small surface defects on fatigue
life is of interest. The defects considered cannot be characterized in general by a single
geometric parameter, such as a notch radius.

We consider a generalization of the results of fatigue tests performed on notch-free
and notched coupons under constant cycle uniaxial loading conditions to variable cycle
biaxial conditions. Our mathematical model comprises four sub-models:

(i) A deterministic model of linear elasticity for estimating the elastic stress field,
(ii) a deterministic predictor of fatigue failure defined on the elastic stress field that

generalizes the results of experiments performed on notched coupons to arbitrary
notches,

(iii) a statistical model for the generalization of fatigue data obtained from notch-free
coupons to notched coupons under constant-cycle loading,

(iv) a model for the generalization of a constant-cycle fatigue model to arbitrary load
spectra.
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Many plausible formulations can be proposed for the sub-models (ii) to (iv). These
formulations are based on subjective choices influenced by intuition, experience and
personal preferences. Therefore, it is necessary to have a process for objective ranking
of candidate models based on their predictive performance. We employ such a process
based on the principles and procedures of Bayesian statistics with emphasis on items
(ii) and (iii).

The choice of a mathematical model from a set of competing models is conditioned
on the available experimental data. It is expected that new ideas will be proposed in the
future and the available experimental data will increase over time. Therefore ranking and
selection of mathematical models is an open-ended problem: It is necessary to establish
a process for systematic revision and updating mathematical models. In industrial and
research organizations this falls under the administration of simulation governance and
simulation project management [11].

It is assumed that the propensity of a metallic material to fail in fatigue is charac-
terized by fatigue data collected from notch-free coupons (the S-N data) under constant
cycle loading at various mean stress levels. The S-N data are then transformed to an
equivalent stress vs. number of cycles to failure relationship which is used for calibrat-
ing a statistical model. The statistical model provides the probability density function for
a fixed equivalent stress level from which probabilities of fatigue life can be calculated.

Generalization of notch-free fatigue data to notched specimens involves the for-
mulation of a deterministic predictor. Traditionally this predictor is the fatigue stress
concentration factor, denoted by Kf . The most commonly used definitions for Kf were
proposed by Neuber and Peterson. They assumed that Kf depends on the geometric
stress concentration factor, the notch radius and a material-dependent length parameter.
We found that neither Neuber’s nor Peterson’s definition of Kf can be validated beyond
a very narrow interval of notch radii and, furthermore, the same is true for the method
of critical distances [9].

We have investigated an alternative generalization, which is described in this paper.
We defined a predictor, denoted by Gα , which was calibrated against fatigue data of
notched 24S-T3 (current designation: 2024-T3) aluminum test coupons under uniaxial
loading conditions. The calibration data are available in references [3–7]. The predictor
was then validated against independently obtained biaxial test records, also in the public
domain [2].

2 Statistical Model

An investigation reported in [1] indicated that the random fatigue limit model proposed
by Pascual and Meeker [8] is well suited for the statistical representation of the S-N
data reported in [4]. This statistical model is based on the assumption that the random
variable defined byW= log10 N, where N is the number of cycles to failure, is normally
distributed with mean μ(σeq) and standard deviation s. The symbol σeq represents the
equivalent stress that depends on the maximum stress σmax and the cycle ratio R:

σeq = σmax

(
1 − R

2

)1/2

(1)
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The equivalent stress establishes equivalence between a constant cycle loading with
arbitrary mean stress and constant cycle loading with zero mean stress. This definition is
one of the frequently used definitions. In reference [1] the exponent was selected along
with the other statistical parameters by maximizing the likelihood function.

In fatigue tests σ
(i)
eq is fixed and the number of cycles (ni) at which failure occurs is

recorded. The set of data (ni, σ
(i)
eq), i = 1,2,… recorded in fatigue tests where the first

principal stress in the test section is either constant or varies with a small gradient is the
S-N data.
The assumed functional form of the mean is

μ
(
σeq

) = A1 − A2 log10
(
σeq − A3

)
, σeq − A3 > 0 (2)

where the parameter A3 is called the fatigue limit or endurance limit. In the random
fatigue limit model A3 is a random variable and v = log10A3 is assumed to have normal
distribution with mean μf and standard deviation sf. Thus the statistical model has five
parameters that were calibrated to the S-N data found in [3] bymaximizing the likelihood
function. The results of calibration are displayed in Table 1 below.

Table 1. Parameters of the random fatigue limit model

A1 A2 s μf sf

7.191 1.991 0.1255 1.3438 0.0488

This is one of countless conceivable statistical models. Those models can be objec-
tively ranked with reference to a fixed set of data by means of the Bayes factor. Details
and examples are available in [1].

3 Predictor of Fatigue Failure

A predictor of fatigue failure, proposed in [10], is described in the following. This
predictor is based on the assumption that the onset of fatigue failure can be correlated
with the averaged volume integral of a linear combination of two stress invariants. It is
defined as follows:

Gα

(
σij,R

) = 1

Vc

∫
Ωc

(αI1 + (1 − α)σ̄ )dV

(
1 − R

2

)1/2

, 0 ≤ α ≤ 1 (3)

where σij is the stress tensor field, I1 = σkk is the first stress invariant, σ̄ is the vonMises
stress. The domain of integration is defined by:

Ωc = {x|σ1 >βσmax > 0} (4)

where x is the position vector, σ1 is the first principal stress, σmax is the maximum
principal stress at a stress raiser such as notch root, andβ = β(V ) is amaterial-dependent
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parameter, determined by calibration. It is a function of the highly stressed volume V ,
defined as follows:

V =
∫

Ωc

y(x)dV ,where y =
{
1 when σ1(x) > γσmax > 0

0 otherwise
(5)

The highly stressed volume depends on the geometric features and the loading condition.
It is independent ofmaterial properties. Prior investigation indicated that the performance
of the predictor is not sensitive to the choice of γ and, furthermore, γ = 0.85 is a
reasonable value. For that reason γ was fixed at 0.85.

4 Calibration of the Predictor

The parameter β depends on the material properties and the elastic stress distribution
in the vicinity of notches. A unique algorithmic procedure was developed for the com-
putation of β and verification that the relative error in the computed data is not greater
than 1 percent. For calibration the test records published in references [3, 7] were used.
Details are available in [10]. Since the source data is available in US customary units,
we will use the same units.

The parameter β = β(α) and the predictor Gα were computed for six equally
spaced values of α in the interval [0,1] and the corresponding likelihood functions were
computed for the calibration set. It was found that the maximum likelihood occurs at
α = 0. Therefore the predictor Gα is the von Mises stress averaged over a volume
characterized by β, subject to the condition that the first principal stress is positive.

The calibration curve corresponding to α = 0 is shown in Fig. 1. The domain of cali-
bration is defined by the interval in which the highly stressed volumes of the calibration
data lie. As seen in the figure, that interval is (2.0E−8, 8.0E−3) in3.

Fig. 1. The computed and fitted values of β corresponding to α = 0.

The computed values of β were fitted by linear regression to obtain

β̄ = 0.9422 + 0.08184 log10 V . (6)
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5 Validation

Records of experiments published in [2] were used for the purpose of testing the math-
ematical model in validation experiments. The specimens were fabricated from drawn
tubing in accordance with ASTM Standard E2207. The specimens featured a 30 mm
long gage section with an outside diameter of 29 mm and an inside diameter of 25.4 mm.
A circular hole of 3.2 mm diameter was cut into the center of the test section by a drilling
and reaming procedure. Remarkably, these experiments were performed approximately
60 years after the experiments on which the calibration of the predictor is based. The
specimen is shown in Fig. 2.

Fig. 2. (a) Specimen used in validation experiments. (b) Contours of von Mises stress in torsion.

Whereas the designations of the materials used for calibration and validation were
equivalent, the material properties were not the same: The material properties of the
specimens used for calibration (resp. validation) were: Tensile yield strength (0.2%):
372 MPa (resp. 330 MPa), ultimate tensile strength: 503 MPa (resp. 495 MPa), elonga-
tion: 18.2 (resp. 19.5). The fabrication processeswere different aswell. Such variabilities
introduce uncertainties, however similar uncertainties are typically present in aluminum
stock.

The prediction tested in the validation experiments was formulated as follows: “For
a given value of Gα the probability is 90% that the number of cycles at which failure
will occur (Nf) lies in the interval N1 < Nf < N2”. This is equivalent to saying that if the
number of specimens that fail outside of the specified interval is 10% or less of the total
number of specimens tested then there is no reason to reject the model. We must bear in
mind that in validation experiments we look for reasons that would justify rejection of
a model, not to affirm its validity.

For example, for two in-phase axial-torsion fatigue experiments performed under
the identical loading we found Ga = 31.6 ksi. The predicted interval from the survival
function defined by the statistical model was between 77 and 671 thousand cycles. The
outcomes were 130 and 302 thousand cycles which fall within the predicted interval,
The survival function, the predicted interval and the realized outcomes are shown in
Fig. 3.

The results of validation experiments, taken from reference [2], are listed in Table 2.
The source data used for calibration of β were in US customary units therefore Gα is
reported in psi (pounds per square inch) units.
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Fig. 3. The survival function and the outcomes of two in-phase axial-torsion fatigue experiments
performed on notched 2024-T3 aluminum specimens.

Table 2. The results of validation experiments. Source: Ref. [2].

Load σmax τmax Gα N Prob Outcome η Remarks

MPa MPa Psi Cycles % %

Axial 145 0 44030 9500 100.0 Fail 17.1 η > ηlim

Axial 130 0 39470 21670 99.2 Fail 8.0

Axial 130 0 39470 31000 92.1 Pass 8.0

Axial 115 0 34920 135450 26.5 Pass 1.6

Axial 115 0 34920 145600 22.4 Pass 1.6

Axial 98 0 29760 735000 13.5 Pass 0.0

Torsion 0 108 42944 18500 97.4 Fail 34.4 η > ηlim

Torsion 0 91 36185 71890 61.0 Pass 6.9

Torsion 0 91 36185 60140 75.6 Pass 6.0

Torsion 0 76 30220 215000 57.6 Pass 0.0

Torsion 0 64 25449 1800000 43.8 Pass 0.0 runout

Combined 81 50 31600 302000 6.3 Pass 0.7 In-phase

Combined 81 50 31600 130000 42.1 Pass 0.7 In-phase

The column labeled “Prob” indicates the probability of survival to the number of
cycles at which the specimen fails. If this probability is between 5 and 95 percent then
the outcome falls within the predicted interval. It is seen that 3 out of 13 experiments
fall outside of the predicted interval. On closer examination, we find however that these
specimens had larger amounts of plasticity than the others. Introducing the measure.

η = Vyld/Vβ (7)

where Vyld is the volume of material where the von Mises stress σ̄ , calculated from the
solution of the problem of linear elasticity, is greater than the yield stress and Vβ is the
integration volume where σ1 > βσmax.
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The predictor was formulated with the assumption that fatigue damage can be corre-
lated with a linearly elastic stress field. This is known as a stress-life approach. It would
be overly restrictive to limit the predictor to purely elastic stress fields however because
the peak elastic stress can be very high at notch roots which would severely limit the
applicability of the predictor. It is possible to admit small amounts for plastic deforma-
tion, provided that the plastic zone is sufficiently small so that plastic deformation is
controlled by the surrounding elastic stress field.

The effects of plasticity, controlled by the elastic stress field, are taken into account
through calibration of the parameter β. Naturally, this leads to the question: How large
may the plastic zone be? Equivalently, what is the limiting value of η, denoted by ηlim.
The choice ofηlim is one of the parameters that define the domain of calibration. InTable 2
we set ηlim < 15.0%. Out of 11 qualified specimens, 1 failed outside of the predicted
interval. Alternatively, if we set ηlim < 8.0% then there are 9 qualified specimens and
the number of cycles at which failure occurred all fall within the predicted interval. In
either case, we find no reason to reject the model.

6 Summary and Conclusions

We have formulated, calibrated and tested a mathematical model for the prediction of
the probability of survival of mechanical and structural components made of 2024-T3
aluminum alloy subjected to constant cycle periodic loading at arbitrary mean stress lev-
els in the high cycle regime. The model comprises four sub-models: A statistical model,
a predictor of failure initiation caused by metal fatigue, a solid continuum model based
on the assumptions of the linear theory of elasticity and a model for the generalization of
constant cycle loading to arbitrary load spectra. In this paper we focused on the predictor
and the statistical models while maintaining a strict protocol for solution verification:
All computed data were verified to have not greater than 1% relative error.

The model was first calibrated on the basis of test records published in the 1950’s.
Calibration was in two parts; (i) a statistical model, called random fatigue limit model,
was calibrated against test records of notch-free coupons cut from commercial aluminum
sheets and (ii) the predictor calibrated against test records of notched coupons under
uniaxial periodic loading conditions. Calibration of the predictor involves selection of
the model parameters α and β.

Based on the calibrated model, predictions were made for the outcomes of fatigue
tests performed on notched specimens fabricated from drawn tubing.

The domain of the predictor is defined by the interval of the highly stressed volume
for which β = β(V ) was calibrated and the volume ratio η. In the present case the
interval of highly stress volume for β is (2.0E − 8 ≤ V ≤ 8.0E − 3) in3 and the upper
bound of η can be at least as high as 15%. Within this domain of calibration the model
is considered to have been validated.

Of course, it is possible, even likely, that a better model will be proposed in the future.
That model will have to be shown to produce a greater number of successful predictions
in the same number trials and/or to have a larger domain of calibration for the same or
a larger set of experimental data.
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Industrial and research organizations collect experimental data over long periods of
time. Interpretation and generalization of data throughmathematical modelsmust follow
procedures similar to those outlined in this paper.
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Abstract. Due to the strict European emission standards and the constant aspi-
ration for the higher power density, turbochargers became essential components
of the modern internal combustion engines. Turbochargers are high-speed operat-
ing machines thus the design of the rotor and the bearing system requires special
attention. The motions of the rotor are affected by several parameters, such as
bearing design, clearances, structure of the surface and also the quality and the
physical properties of the used lubricant. If the motions of the rotor are intensive
in a wide rotational speed range, the bearing load increases, resulting in a reduced
lifespan. The motion of the rotor induces vibrations, which leads to audible noise
emission to the environment.

In this article, the vibrations of a four-cylinder spark ignition engine’s tur-
bocharger are presented, based on component test-bench experiments. Further-
more, the main vibration components and their influencing factors are briefly
introduced. During the experiments, the noise and vibrations of the turbocharger
have been measured with different viscosity grade oils from 20 °C to 140 °C inlet
temperature. The results showed that the amplitudes of both the synchronous and
subsynchronous vibrations changed significantly and the volumetric flow is highly
dependent on the temperature. The effect of the changing oil temperature will be
analyzed with an emphasis on the subsynchronous vibrations and the possible
cause of the phenomenon will be presented. Finding the optimal parameters with
the lowest possible vibration response could result in an extended lifetime and
provides important information for the balancing process during production.

Keywords: Turbocharger · Rotordynamics · Tribology · NVH analysis ·
Lubricants

1 Introduction

Despite the current initiatives in the automotive industry, based on the predictions and
the sales data, the internal combustion engine (ICE) will be dominantly present in the
newly produced vehicles in the next decades. The main reasons for the presence of ICE
vehicles on the market are the decent efficiency, high driving range, the well-established
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filling station infrastructure, moreover, the globally caused “cradle to grave” CO2 emis-
sion calculation. During the testing and development of the engines, a high number of
parameters should be considered from various sides such as the manufacturing, engi-
neering challenges, and customer needs. Due to the strict European emission regulations,
the engineers are required to develop and improve technology to reduce emissions on
test procedures. The turbocharger is one of the engine components, which can provide
specific efficiency increase, CO2 emission reduction and observing future emission reg-
ulations even with the current technical level, which is indispensable to fulfill customer
needs [1]. The feasible efficiency and specific performance of the engine, moreover, the
quantity of harmful emission during RDE cycle (real driving emissions) can be improved
on a relevant scale with the development of the actual charging systems [2]. The men-
tioned development trends originate new requirements upon the turbocharger itself. For
example, increasing turbine inlet temperature of the exhaust gas, which leads to high
thermal load of the turbine housing or higher achievable rotational speeds due to the need
for larger pressure ratios and air mass flow into the engine, also operation during extreme
conditions is expected. These conditions could be insufficient lubrication, extreme cold
or high temperatures or limited cooling capacity [3].

Decreasing the viscosity level of the engine lubricants is a general development trend
in the automotive industry as well [4]. The lower viscosity grade oils provide several
possibilities to reach preferable exhaust gas emission values by decreasing the friction
between the engine components and improving the cold-start properties of the engine.
The change of the oil viscosity requires further developments, such as the research of the
necessary oil additives and the investigation of the effect of the new lubricant consistency
to the contact surfaces [5]. The change of the viscosity grade of the lubricants affects the
operation of the turbocharger as well. All the components of a turbocharger are exposed
to significant mechanical and thermal loads due to different operating conditions. To
fulfil customer needs by achieving better throttle response and high performance of the
engine, the turbocharger rotational speed can reach extreme values, even 300.000 RPM.
The bending modes of the rotor are changing constantly during run-up at these high
speeds; therefore, the loads of the bearings are changing dynamically during operation.
The inlet oil parameters (viscosity, pressure, temperature) affect the behaviour of the
rotor during operation and the occurring vibrations [6]. The bending of the rotor and
the occurring vibrations are related to each other, hence with the investigation of their
relations, the measured vibrations can refer to the operation and condition of the tur-
bocharger without disassembling. Moreover, the lubricant acts as a damping medium in
the bearing system, thus, applying vibration analysis methods to the turbocharger pro-
vides information regarding the effect of the used properties on the balancing process
during production.

2 Measuring System

The experiments were implemented on a cold-gas operating turbocharger component
test-bench, specially developed for vibration diagnostic tests (Fig. 1). The turbocharger
is driven by pressurized air, produced by a mechanically driven centrifugal compressor.
The control system of the test-bench allows normalized tests, with a pre-defined tur-
bocharger run-up gradient. An additional oil conditioning unit supplies the turbocharger
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with lubricant. The extensive controllability of the mobile oil conditioning unit (MOCU)
is highly important for the investigation of the effect of the changing oil properties to the
turbocharger’s vibrations. With the use of the MOCU, the oil pressure can be controlled
from 0.1 to 6 bar and the oil inlet temperature from 10 °C to 150 °C, which is enough to
completely cover the occurring values during real environment operation.

Fig. 1. Turbocharger component test-bench (left) and mobile oil conditioning unit (right)

To measure the vibrations of the turbocharger, acceleration sensors have been used.
The acceleration sensors are mounted on an adapter in three directions, which is directly
fitted to the bearing housing of the turbocharger (Fig. 2). To measure the rotational
speed of the rotor, Picoturn eddy-current type rotational speed sensor was used, which
is capable of measuring the rotor speed up to 320.000 RPM. The signal processing for
both the speed sensor and the acceleration sensors was solved with an IMC Cronosflex
data acquisition system. The Cronosflex has 100 kHz sampling frequency per channel,
therefore, the system is suitable for the vibration measurements [7].

Fig. 2. Acceleration sensors mounted on the turbocharger bearing housing in 3 directions

During the experiment, normalized turbocharger run-up tests were implemented.
The scope of the measurements is to determine the effect of the viscosity of the used
lubricant to the vibrations of the turbocharger. Thus, three different viscosity grade oils
were used, SAE 0W20, SAE 0W30 and SAE 5W40, which are widely used lubricants



248 B. Rácz et al.

in the automotive segment. The oil inlet pressure was constant 3 bar and the oil inlet
temperature varied between 20 °C and 140 °C with a step of 20 °C. At every temperature
step, the turbocharger had a run-up phase from 0 to 130.000 RPM in 60 s and the occur-
ring accelerations, the rotor speed and the oil parameters (inlet and outlet temperature,
pressure, volumetric flow) were recorded.

3 Vibrations of the Turbocharger

To investigate the effect of the changing lubricant parameters to the turbocharger’s vibra-
tion, extensive vibration analysis is necessary to determine the vibration components,
which are affected by the oil properties. In this chapter, the main vibration compo-
nents of the experimental turbocharger are analyzed and presented based on preliminary
measurements. Fourier spectra are themost suitable for the spectral analysis of the accel-
eration data in stationary working points, on the other hand, during a dynamic test, the
turbocharger’s rotational speed changes as well as the frequency of the vibration com-
ponents, thus the use of Campbell diagrams is necessary [8]. The Campbell diagram is
a 3-dimensional diagram, which shows the amplitudes of the turbocharger’s vibrations
depending on rotational speed and frequency (Fig. 3).

Fig. 3. Campbell diagram of the investigated turbocharger

Figure 3 shows the already determined vibration components of the turbocharger
based on experiments and literature research. The simplest vibration component to find
on this spectrum is the first order vibration (marked with 1), which equals the frequency
of the rotor speed. The cause of this vibration is mainly the imbalance of the rotor
assembly of the turbocharger (turbine wheel, shaft, compressor wheel and compressor
wheel nut) [6]. The implementation of a perfect balancing method is impossible, so the
synchronous vibration component is always visible on the Campbell diagram under real
circumstances. The vibration component marked with 2 shows the oil whirling noise
(subsynchronous vibration) of the turbocharger. This paper is mainly focusing on the
investigation of the changes and influencing factors of this phenomenon. The frequency
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of the oil whirling vibration is lower than the frequency of the synchronous vibration
and usually found on the spectra between 0.2 and 0.6 times the synchronous vibration.
In this spectrum, a jump can be seen in the frequency of the oil whirling vibration at
104.000 RPM. The cause of this frequency jump is related to rotordynamic phenomena.
It is presumed, that the vibration mode of the rotor system is changing at this point. The
frequency and the magnitude of the oil whirl are highly dependent on the damping of the
bearing system, which is affected by oil temperature, viscosity and the inner and outer
radial bearing clearances. It is important to note that the design of the bearing system
influences the oil whirling vibration as well. The used turbocharger for the experiment
is supported by a semi-floating radial bearing (Fig. 4), which is not rotating, contrary
to the full floating bearing, which rotates during the operation with a speed presumably
0.2 to 0.7 times the rotor speed (depending on the actual rotational speed and operating
temperature) [9, 10].

Fig. 4. Semi-floating bearing (left) and full floating bearings (right)

The vibration marked with number 3 in Fig. 3 shows an undesired noise, which was
detected during the vibration analysis of the test-bench itself. The necessary amount of
air pressure and mass flow to spin up the turbocharger on the test-bench is created by a
Rotrex type centrifugal compressor [11]. The indicated vibration component is the 7th

order superharmonic vibration of the centrifugal compressor. The impeller of the Rotrex
compressor emits air-borne noises with a frequency of the number of vanes times the
rotational speed. This vibration frequency, in case of turbochargers and compressors,
is called the vane pass frequency, which occurs due to the pressure differences at the
edge of the impeller during rotation, which results in pulsation. The vibrations marked
with 4 and 5 on the spectrum are formed due to the same phenomenon, which indicates
the 8th and 9th order synchronous vibrations of the turbocharger. The turbocharger’s
compressor wheel has 8 vanes and the turbine wheel has 9 vanes; hence, the mentioned
vibrations are also occurring with vane pass frequency [12].

To investigate the effect of the properties of the used oil to the occurring vibrations,
the detailed analyzation of the subsynchronous and first order synchronous vibrations is
necessary, since the lubricant’s physical properties affect the oil whirling phenomenon
and an assumption of the experiment is that the changing damping coefficient of the
bearing system will influence the magnitude of the first order harmonic vibrations as
well [13].
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4 Effect of the Lubricant Viscosity to NVH (Noise, Vibration
and Harshness) Level Based on Experiments

In this chapter, the experiments with different viscosity grade lubricants are presented.
Based on the vibration analysis of the turbocharger, the measurements are aiming to
investigate the first order synchronous vibrations and the oil whirling vibrations. The
oil volumetric flow through the turbocharger’s bearing system has been recorded in the
oil conditioning unit (Table 1). The lubricant volumetric flow is highly dependent on
the temperature and the viscosity of the used oil as well as the turbocharger rotational
speed. By increasing the oil inlet temperature from 20 °C to 140 °C, the quantity of the
volumetric flow increased by 271% (0W20), 260% (0W30) and 320% (5W40). In each
measurement point, using the lower viscosity grade oil resulted in higher volumetric
flow, thus both the oil temperature change and the oil viscosity affected the amount of
lubricant flowing through the bearing system. The structure of the experiment is defined
in Sect. 2.

Table 1. Measured maximum oil volumetric flow rates at different temperatures

Oil temperature (°C) Oil volumetric flow
(l/min)

0W20 0W30 5W40

20 0.98 0.88 0.69

40 1.31 1.17 1.02

60 1.57 1.42 1.25

80 1.89 1.65 1.49

100 2.17 1.91 1.77

120 2.44 2.11 2.01

140 2.66 2.29 2.21

During the measurements, evaluation method development was necessary, to ana-
lyze the emphasized vibration components in the most efficient way. The synchronous
vibrations of the turbocharger were evaluated with vibration order tracking based on the
rotational speed signal. The evaluation of the subsynchronous vibration is more complex
since its frequency is not harmonic with the rotational speed and as mentioned in Sect. 3,
a frequency jump occurs in the oil whirling vibration at high rotor speeds. Special band
pass filters have been used to precisely show the amplitudes of the oil whirling vibration
on two-dimensional diagrams.

Figure 5 shows the amplitudes of the oil whirling vibrations with 80 °C oil inlet
temperature. It is clearly visible, that with the SAE 0W20 viscosity grade lubricant, the
oilwhirling vibrations have significantly higher amplitudes thanwith the higher viscosity
lubricants. The magnitude of the oil whirling vibration starts to increase at higher rotor
speeds, but the start of this increase is influenced by both the oil temperature and the
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Fig. 5. Amplitudes of the subsynchronous vibrations in function of the rotational speed with 80
°C oil inlet temperature

viscosity grade according to the measured values. Based on the data shown in Fig. 5,
by using lower viscosity grade lubricant, the start of the magnitude increase of the oil
whirling vibration occurs at lower rotor speed. In case of 0W20 lubricant, the amplitude
increase happens at 79.000 RPM, while with 0W30 its 87.000 RPM and with the use of
5W40 oil, the amplitude increase begins at 93.000 RPM.

Fig. 6. Amplitudes of the first order vibrations in function of the rotational speed with 80 °C oil
inlet temperature

The viscosity of the used lubricant influences the first order vibrations as well.
Figure 6 shows the amplitudes of the first order synchronous vibrations with 0W20,
0W30 and 5W40 viscosity grade oils with 80 °C oil inlet temperature. The hypothesis
of the experiment is that a correlation can be found between the magnitude of the
synchronous and the subsynchronous vibrations. The higher the magnitude of the oil
whirling vibration, the lower amplitudes can be measured in case of the first order
vibrations. As Fig. 6 shows, slightly lower amplitudes can be measured with the use
of 0W20 viscosity grade oil, than in the case of 0W30 and 5W40. On the other hand,
with 0W30 oil the amplitudes of the vibration are not obviously lower than with 5W40
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Fig. 7. Amplitudes of the first order vibrations in function of the rotational speed with 0W20
viscosity grade lubricant at different temperatures

viscosity grade oil. Hence, based on the diagram of Fig. 6 the effect of the oil viscosity
to the magnitude of the synchronous vibration cannot be specifically classified. The
measured oil volumetric flowvalues in case of 80 °C oil inlet temperaturewere 1.89 l/min
(0W20), 1.65 l/min (0W30) and 1.49 l/min (5W40). It is important to note, that the oil
volumetric flow through the bearing system varied during the run-up phase. The shown
values in Table 1 are the maximum measured oil volumetric flow values during the
run-up phase of the turbocharger. The slight difference between the measured first order
vibrations with 80 °C oil inlet temperature, can be explained by the relatively small
deviation in the volumetric flow values of the different viscosity lubricants. To clearly
show the damping effect of the oil quantity in the bearing system, the comparison of
measured points with a bigger oil volumetric flow difference is necessary.

Figure 7 shows the amplitude of the first order synchronous vibrations with 0W20
viscosity grade oil in case of 20 °C and 140 °C oil inlet temperature. The measured oil
volumetric flow values are 0.98 l/min at 20 °C and 2.66 l/min at 140 °C, which is a
significant difference. This time, the amplitudes in case of the experiment with 140 °C
oil inlet temperature, are visibly lower, than with 20 °C oil inlet temperature at both high
and low rotational speed range.

Figure 8 shows the amplitude changes between the experiments with 20 °C and 140
°C oil inlet temperature. From 30.000 to 130.000 RPM, the achieved average amplitude
decrease is 40%. Hence, it can be stated that the temperature of the used oil significantly
influences the measured parameters of the first order synchronous vibration. The man-
ufacturer defines 9.6 m/s2 maximum acceleration level for the first order vibration till
90.000 RPM. The maximum measured value during the experiments was 8.1 m/s2 on
the mentioned rotational speed range. By varying the oil inlet parameters and the type
of lubricant, the maximum amplitude till 90.000 RPM can be reduced to 4.9 m/s2. The
extent of the amplitude change can easily influence the parameters during the balancing
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Fig. 8. Change between the first order vibration amplitude values in percentage with 20 °C and
140 °C lubricant temperature (0W20) depending on rotor speed

process and the properties of the used oil can even decide whether the turbocharger is
classified as a wastrel product.

Increased oil inlet temperature influences the subsynchronous vibrations of the tur-
bocharger as well. Figure 9 shows the amplitudes of the oil whirling vibrations with
100 °C lubricant temperature. By increasing the oil temperature, an amplitude peak
forms at 86.000 RPM. The diagram shows, that in case of the 0W20 and 0W30 viscosity
grade oils, the mentioned amplitude peak already formed, while the magnitude of the
oil whirling with 5W40 is still lower.

Fig. 9. Amplitudes of the subsynchronous vibrations in function of the rotational speed with 100
°C oil inlet temperature
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However, by increasing the oil temperature further to 120 °C, the mentioned ampli-
tude peak forms in the case of 5W40 lubricant as well. As Fig. 9 shows, the amplitude
of the oil whirling vibrations can reach even 3.1 m/s2, which is significant since the
vibrations occurring due to imbalance has an amplitude of 2.2 to 3.2 m/s2 on the same
rotational speed range. Thus, the oil whirling vibration, which is affected by the oil
properties and input parameters, can influence the turbocharger’s overall vibroacoustic
behaviour. Even with 100 °C lubricant temperature, the start of the amplitude increase
(which happens after the frequency jump of the oil whirling vibration) is affected by
the viscosity of the used oil. In case of lower viscosity lubricant (0W20), the amplitude
increase starts at 72.000 RPM, while with 5W40 oil, the same phenomenon occurs at
81.000RPM,which proves, that by changing the properties of the used oil, themagnitude
of the turbocharger’s vibrations can be influenced.

5 Summary and Further Work

Based on the experiments implemented on the cold-gas operating turbocharger com-
ponent test-bench, it can be stated, that both the magnitude of the turbocharger’s syn-
chronous and subsynchronous vibrations can be influenced by the properties and input
parameters of the used lubricant. Using lower viscosity oils with the same temperature
can result in lower magnitude of the first order vibrations and amplitude increase in the
oil whirling vibrations. In case of lubricants with the same viscosity grade, increased oil
inlet temperature to the bearing housing caused a higher magnitude of oil whirling vibra-
tions and lower measured accelerations with the synchronous frequency. In both cases,
the volumetric flow of the used oil changed to a great extent. Increasing the lubricant
inlet temperature from 20 °C to 140 °C, decreased the amplitude of the first order syn-
chronous vibration by 60% at a rotor speed range from 40.000 to 60.000 RPM. Based on
the measured values, the vibrations of the turbocharger significantly change during real
environment operation in the vehicle and the used oil parameters (pressure, temperature
and the viscosity grade) affect the measured imbalance values (first order vibrations)
during the balancing process.

Analyzing the effect of the decreasing lubricant viscosity to the engine components
are getting more important in the future since ultra-low viscosity oils (0W12 and even
0W8) are starting to appear on the market. The future aim of the research is to investi-
gate the effect of the ultra-low viscosity lubricants to turbocharger lifetime and NVH.
Moreover, ball bearing equipped turbochargers are under development in the automotive
sphere, due to the achievable better throttle response, since the ball bearing turbochargers
have lower friction at low andmid-range rotor speeds than the journal type bearings [14].
The future experiments will be supported with shaft motion measurements, with the use
of high-precision distance sensors, which can detect the exact orbit of the turbocharger
shaft during operation, providing advantageous information about the eigenfrequencies,
the load and the damping of the bearing system.
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Abstract. Tool vibration is more critical in the machining of deep holes, where
the tool overhang is greater, and, consequently, is the tendency to chatter. This
work presents recent designs and dynamic models of boring bars with different
passive damping configurations explored in the internal turning in deep holes
using hardened materials, where tight tolerances and low surface roughness were
always reached. Furthermore, its passive auxiliary systems increased the damping
capacity of the tool with a varied physical mechanisms that dissipate mechanical
energy.

Keywords: Chatter · Boring bars · Passive damping · Deep holes

1 Introduction

The internal turning operation is one of the most important machining operations to
produce either cylindrical or conical internal surfaces of rotating parts. In this operation,
workpiece superficial quality is a very important parameter to be controlled, especially
in internal turning of hardened steels, where the goal is to reach very good dimensional
and superficial quality, similar to that obtained in grinding operations. However, before
controlling the surface quality, it is important to control the vibration of the tool holder
(or tool bar), which is dependent on cutting parameters, tool geometry and bar rigidity.
In this operation, the tool bar must be out of the tool turret in a length (here called tool
overhang) some millimeters longer than the machined hole length. Therefore, the longer
the machined hole, the less stable is the tool bar, which hinders the machining of long
holes.

So, to turn deep holes it is important to find a method to keep the cutting stable in
order to obtain good workpiece surface roughness, even using a bar with high length to
diameter (L/D) ratio [1].

One way to decrease tool vibration is the use of dampers in the tool. They dissipate
part of the energy generated by the vibration movement, increasing the range of the
process stability [2].

This study focuses on the vibration damping techniques used in boring operation
such as passive damping techniques.
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Therefore, it is very important to use internal turning tool bar with some kind of
damping effect, mainly when the turning operation is made in deep holes. There are
different vibration dampers used in machining operation. They are divided into three
categories: active, passive and hybrid dampers [3].

Active dampers are those in which the attenuator mechanism is controlled based on
the system information, measured continuously throughout the process. Passive dampers
do not have controls that allow real-time adjustments, but their construction is simpler
when compared to active dampers and, therefore, cheaper [3]. When used to reduce
vibration in machining, they must provide a high level of damping with a relatively low
loss of static stiffness [4]. Several works proved their effectiveness via modelling [5–7]
and damping rate tests [8–10].

Several times, however, the passive dampers demand the construction of a mass-
spring system in the tool bar, which must work in the frequency the bar, is vibrating.
Moreover, it is difficult to exactly determine the damping coefficient for several situations
and also to keep the dampers tuned in the desirable frequency, once the space is limited,
mainly for internal turning tool bars [3].

Various passive damping strategies can be used to suppress chatter, some that
possibilities are shown in the Fig. 1 [11].

Fig. 1. Passive auxiliary systems [11].

Some passive dampers are:

• Damper Vibration Absorber (DVA) - consists of an additional mass-spring system
connected to the bar, which needs to be set up in order to be tuned with the natural
frequency of the structure [12]. According to the literature, this kind of damper works
efficiently up to a tool bar L/D ratio of 15 [13];

• Tuned Mass Damper (TMD) with viscous elastic material - they are easy to apply in
any kind of structure [14]. An example of this tool bar is the one called Silent Tool by
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the manufacturer. It consists of an interchangeable head and a body made of heavy
metal, supported by elements of rubber and oil [15].

• Friction Damper - it consists of several disks placed inside a cavity of the tool bar.
Each disk rubs to other disk and also to the cavity wall in such a way to dissipate
vibration energy [16, 17].

• Impact damper - the most usual of these dampers is the Particle Impact Damper (PID),
which consists of hundreds of small particles (metallic, ceramic of little sizes) placed
inside either the tool bar cavity or theworkpiecewall using a reservoir stuck to it. These
particles impact against the tool bar cavity while it vibrates and dissipates vibration
energy [18]. The behaviour of this kind of damper is non-linear, what implies in some
difficulties to control damping parameters like static stiffness (the bar loses some
rigidity due to the cavity made in it), the restitution coefficient between the bar and
the particles and the gap between the particles and the cavity wall [19]. On the other
hand, it can provide high levels of damping along with a large range of frequencies
[20].

While the viscous elastic materials dissipate elastic energy to provide damping to
the structure, the particle impact dampers dissipate kinetic energy of the structure in
a combination of collision, friction and deformation to reach the necessary damping.
Metal materials with high density like copper, lead and cemented carbide are suitable
materials to be used as particles [21].

One way to attenuate internal turning vibration is to reduce the cutting forces by
changing the machining parameters (decreasing depth of cut, cutting speed, and feed
rate). These changes reduce productivity dramatically. Another way is to use active or
passive dampers attached to the boring bar to avoid or minimize vibrations [22].

2 Tuned Mass Damper (TMD)

A Tuned Mass Damper (TMD) is an inertial mass added to the system to damp via a
linear spring of stiffness and damping (tuned to damp the critical mode of the original
system that may produce chatter). By matching the natural frequency of the highly
damped TMD with the critical frequency of the system both modes can be coupled to
increase the damping. Consequently, the original mode is split into two modes with high
dynamic stiffness. The TMDs have to be tuned accurately to the targeted frequency, and
their positive effect is limited to a certain frequency range [23, 24]. The great advantages
of the TMDs are their simplicity and reliability. The TMD should be located in places
where the critical mode has large modal displacements. This way, the equivalent mass
of the original critical mode is lower [25], and the required mass of the damper can be
reduced for the same mass ratio m (Table 1). In general terms, the critical modes have
large displacement close to the cutting point where the available space is small. The
application of high-density material like lead or carbide can help in this search for a
compromise between weight and space [11].

In some cases, the additional mass in that system should be precisely dimensioned
and positioned to suppress the vibration of the boring tools. However, in the vertical
direction (principal force direction) is well recommended, but hardly suppresses it in
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Table 1. Dimensionless parameter of TMD.

Mass ratio Damping ratio Frequency ratio Natural frequency

μ = m2
m1 γ = c2

2m2ω1

f = ω2
ω1 ω2 =

√
k2
m2

the horizontal direction (thrust force direction) where the amplitude is extremely small
[26, 27].

What tools are really efficient to get, are high overhangs with L/D = 10 and when
reinforced with special materials like carbide it can reach L/D = 14 or when added a
new degree of freedom with a especial dynamic system it can reach L/D = 15 [28].

It is well known that a TMD system is not so flexible because need to be adjusted to
each boring bar condition or are able to operate only in a certain range of diameter or
temperature considering that viscous material limitations. Also, that system is expensive
because has sometimes complex construction and needs special fixation system. On the
other hand, that some of that systems can be seen on the marked like silent tools (Branch
Kenametal and Sandvik], and are less complex to install in the machine when compare
to active or semiactive boring bar system.

Inside of the dampened tool is a pre-tuned dampening system that consists of a heavy
mass, supported by rubber spring elements. Oil is added to increase the dampening. It
is important to respect the limits marked on the product (load, temperature, rotation,
min/max overhang and pressure) [29]:

• Temperature is highlighted to save the rubber elements in the dampening system.
• Maximum temperature limit depends on the type of product and is marked on the tool,
e.g. 75–120 °C (167–248 °F).

There is a big potential for increased productivity using Silent Tools in all types
of industrial segments. For components requiring long tools (~6–14 x Body Diameter
(BD)) Silent Tools is the only choice for vibration-free machining [29].

Generally, you can use a steel or carbide boring bar for overhangs up to 4 x BD,
but even in this range, a Silent Tools bar will give you very productive advantages.
Overhangs up to 10 x BD are usually solved by applying a steel dampened boring bar
to accomplish a sufficient process, while overhangs over 10 x BD require a carbide
reinforced dampened boring bar to deal with radial deflection and vibration [29].

Among the Dynamic damper groups, there are bars, which use viscoelastic materials
to aid in the absorption mechanism. With the cutting-edge technology of viscoelastic
materials, vibration neutralizers have become easy to produce and apply to almost any
structure, no matter how complex it is [30]. The effectiveness of a Silent Tool, outlined
in Fig. 2, for a given mass, depends on the vibration amplitude at its point of attachment.
Thus, the absorbers are generally installed along the bar. Other factors that determine
its effectiveness are the value of the mass (inertial weight) of the bar and the type
of viscoelastic material (oil) used inside the bar that make up the damping properties
[31, 32].
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Fig. 2. Tuned mass damper (Silent Tool – Sandvik) and dynamic model [22].

3 Particle Impact Damper (PID)

They are also used to suppress the vibration of the internal turning operation. They are
made up of one or more bodies in free movement. They can be composed of a free
mass assembled on a cavity with clearance. There is also the particle impact damper,
which consists of a container containing thousands of small metallic or ceramic particles
or powders. These particles dissipate energy by friction and impact when the container
vibrates. The resulting behavior is highly nonlinear, resulting in difficulties in controlling
the absorption parameters - such as the stiffness and coefficient of restitution of the bar,
and the gap between balls and cavity - each time the amount of mass in the system
changes [19]. On the other hand, it can provide high levels of damping over a wide
frequency range [20].

While viscoelastic materials dissipate elastic energy to treat damping, particle
absorbers focus on dissipating kinetic energy from the balls in a combination of colli-
sion, friction and deformation to achieve damping. High-density metal particles such as
copper, lead and carbide are the most satisfactory damping improvement materials [33].

Knowing that the sphere size limit is set by the cavity diameter, as the diameter of
the balls has grown to the frequency range studied, the utilization limit overhang has
also grown, showing that for damping it is better to have greater ball mass and shorter
distance between the ball and the cavity wall, with a consequent lower velocity of the
impact of the ball against the wall. With the largest ball diameter used it was possible
to machine using boring bars with L/D equal to 8, obtaining even holes with surface
quality;

In this work, using the kind of ID shown in Fig. 3, the increase of the possible tool
overhang was 1.828 times (128 mm/70 mm) from the solid bar to the ID bar.

Fig. 3. Particle impact damper [19].
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A two degrees of freedom (DoF) system, Fig. 4, was idealized to simulate an impact
damper submitted to forced vibration via harmonic base excitation. The system is con-
stituted by a principal massm1 with stiffness k1 and viscous damping c1, where a single
metallic sphere moves freely without friction between the barriers. When contact occurs
the nonlinear model Eq. (1) is applied, then spring and damper forces act providing a
momentum transfer between the masses. When no contact occurs, it was considered that
the particle movements with constant velocity, i.e. without friction.

Fig. 4. Two DoF system [34].

The sphere-barrier contact force is modeled by a set of nonlinear spring-damper,
based on Hertz theory and proposed by Hunt and Crossley,1975 conforming Eq. (1),
where k is the contact stiffness, c is called hysteresis damping factor, δ is relative position
and δ̇ is relative velocity [35].

FN = kδ1.5 + cδδ̇1.5 (1)

The equations of motion contain the contact force and the harmonic base movement,
as follows:

[M ]{ẍ} + [C]{ẋ} + [K]{x} + [�]{δ1.5} + [γ ]{δ̇δ1.5} = {F(t)} (2)

[
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}
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k1(XB sin(ωt)) + c1(ωXB cos(ωt))

0

}
(3)

where: subscripts l and r indicate left and right wall, respectively. In this case, k and c
will only assume value if the contact exists in respective wall.

The contact stiffness, based on Hertz theory, is related to material properties of
contact bodies (Ei and vi) and the surface curvature radius (Ri). According to Goldsmith
(1960) apud Flores et al. (2005) the contact stiffness of a sphere plane contact, Eq. (4),
is written as follows [36]:

k = 4(R1)
0.5

3

(
1−v21
E1

+ 1−v22
E2

) (4)
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where Ri is the radius of sphere, vi is the Poisson ratio and Ei is the Young modulus.
The hysteresis damping factor c is related to contact stiffness k, initial impact velocity

δ̇(−) and a constant α that varies from each model. Flores et al. (2011) model was chosen
to be applied in the simulations of this work and is given by

c = α
k

δ̇(−)
= 8(1− e)

5e

k

δ̇(−)
(5)

where e is the coefficient of restitution [37].

4 Conclusions

The techniques presented are useful for achieving high accuracy in internal boring oper-
ations with long and slender boring bars. The methods will compensate for deflections
in the boring bar, and it will eliminate the effect of minor errors in the tool offset.

This review paper reveals that passive damping techniques by using damping par-
ticles like steel, plastic granules, etc. can suppress the vibrations during the desired
amount. Particle damping is a better passive damping technique that can retain its stiff-
ness within permissible limits. This proves to be a simpler and effective method of
vibration reduction. This can be used over a wide range of temperatures and frequencies
and shows a wide scope of applications. The review shows a greater damping capability
in that particle damping.

References

1. Badadhe, A.M., Bhave, S.Y., Navale, L.G.: Optimization of cutting parameters in boring
operation. In: Journal of Mechanical and Civil Engineering, pp. 10–15 (2005)

2. Albuquerque, M.V.: Modelagem e Análise Dinâmica de um Absorvedor de Vibrações por
Efeito de Impacto (Dynamic modeling and analysis of a vibration damper by impact effect).
Master’s Thesis, State University of Campinas, Campinas Brazil (2016)

3. Bankar, V.K., Aradhye, A.S.: A review on active, semi-active and passive vibration damping.
Int. J. Curr. Eng. Technol. 6, 2187–2191 (2016)

4. Waydande, S., Mahajan, D.A., Gajjal, S.Y.: A review on vibration attenuation of boring bar
using passive dampers. Int. J. Emerg. Technol. Adv. Eng. 4(4), 117–122 (2014)

5. Rubio, L., Loya, J.A., Miguélez, M.H., Fernández-Sáez, J.: Optimization of passive vibration
absorbers to reduce chatter in boring. Mech. Syst. Sign. Process 41, 691–704 (2013). https://
doi.org/10.1016/j.ymssp.2013.07.019

6. Vinayaravi, R., Kumaresan, D., Jayaraj, K., Asraff, A.K., Muthukumar, R.: Experimental
investigation and theoretical modelling of an impact damper. J. Sound Vib. 332, 1324–1334
(2013). https://doi.org/10.1016/j.jsv.2012.10.032

7. Zhang, C., Chen, T., Wang, X., Li, Y.: Discrete element method model and damping perfor-
mance of bean bag dampers. J. Sound Vib. 333, 6024–6037 (2014). https://doi.org/10.1016/
j.jsv.2014.07.011

8. Ema, S., Marui, E.: A fundamental study on impact dampers. Int. J. Mach. Tools Manuf.
34(407), 407–421 (1994). https://doi.org/10.1016/0890-6955(94)90009-4

9. Ema, S., Marui, E.: Damping characteristics of an impact damper and its application. Int. J.
Mach. Tools Manuf. 36(3), 293–306 (1996). https://doi.org/10.1016/0890-6955(95)00073-9

https://doi.org/10.1016/j.ymssp.2013.07.019
https://doi.org/10.1016/j.jsv.2012.10.032
https://doi.org/10.1016/j.jsv.2014.07.011
https://doi.org/10.1016/0890-6955(94)90009-4
https://doi.org/10.1016/0890-6955(95)00073-9


Passive Damping Techniques for Vibration Suppression 263

10. Lu, Z., Lu, X., Masri, S.F.: Studies of the performance of particle dampers under dynamic
loads. J. Sound Vib. 329, 5415–5433 (2010). https://doi.org/10.1016/j.jsv.2010.06.027

11. Munoa, J., et al.: Chatter suppression techniques inmetal cutting. CIRPAnn.Manuf. Technol.
65(2), 785–808 (2016). https://doi.org/10.1016/j.cirp.2016.06.004

12. Dimarogonas, A.: Vibration for Engineers, 2nd edn. Prentice Hall Upper Saddle River, New
Jersey (1996)

13. Liu, X., Liu, Q., Wu, S., Liu, L., Gao, H.: Research on the performance of damping boring bar
with a variable stiffness dynamic vibration absorber. Int. J. Adv. Manuf. Tech. 89, 2893–2906
(2017)

14. Bavastri, C.A.: Redução de Vibrações de Banda Larga em Estruturas Complexas por
Neutralizadores Viscoelásticos (Wide band vibration reduction in complex structures by
viscouselastic neutralizers). PhD Thesis, UFSC, Florianópolis Santa Catarina, Brazil (1997)

15. Sandvik Silent tool for turning: overcome vibrations in internal turning (2016). http://www.
sandvik.coromant.com/en-us/products/silent_tools_turning. Accessed 15 May 2017

16. Hahn, R.S.: Design of lanchester damper for elimination of metal-cutting chatter. Trans.
ASME 73, 3 (1951)

17. Kyocera Catálogo boring - boring bars with interchangeable heads and anti-vibration damp-
ener system (2017). http://www.kyocera.com.sg/products/cuttingtools/wp-content/uploads/
2015/02/F-Boring.pdf. Accessed 12 February 2017

18. Kanase, S.S., Patil, J.S., Jadhav, S.M.: Improvement of Ra value of boring operation using
passive damper. Int. J. Eng. Sci. 2, 103–108 (2013)

19. Booty, C., Bowyer, E.P., Krylov, V.V.: Experimental investigation of damping flexural vibra-
tions using granular materials. In: International Congress on Sound andVibration Department
of Aeronautical and Automotive Engineering. Loughborough University, Loughborough,
Leicestershire, England (2014)

20. Sims, N.D.: Vibration absorbers for chatter suppression: a new analytical tuningmethodology.
J. Sound Vib., pp. 1–16 (2006)

21. Halliday, D., Robert, R., Merrill, J.: Fundamentals of Physics, vol. 9. Wiley, NewYork (1981)
22. Vasanth, X.A., Paul, P.S., Lawrance, G., et al.: Vibration control techniques during turning

process: a review. Aust. J. Mech. Eng. 00, 1–21 (2019). https://doi.org/10.1080/14484846.
2019.1585224

23. Den Hartog, J.P.: Mechanical Vibrations. McGraw-Hill Book Company, New York (1934)
24. Vanherck, P.: Optimisationde l’amortisseur dynamique pour machineoutil. CIRP Ann. 12,

120–126 (1963)
25. Ewins, D.J.: Modal Testing, Theory, Practice, and Application, 2nd edn. Wiley, Hoboken

(2000)
26. Ema, S., Marui, E.: Suppression of chatter vibration of boring tools using impact dampers.

Int. J. Mach. Tools Manuf. 40(8), 1141–1156 (2000)
27. Lawrance, G., et al.: Attenuation of vibration in boring tool using spring controlled impact

damper. Int. J. Interact. Des. Manuf. (IJIDeM) 11(4), 903–915 (2017)
28. Liu, X., et al.: Research on the performance of damping boring bar with a variable stiffness

dynamic vibration absorber. Int. J. Adv. Manuf. Technol. 89(9-12), 2893–2906 (2017)
29. Application guide – silent too acess (2020). https://www.sandvik.coromant.com/sitecollecti

ondocuments/downloads/global/technical%20guides/en-us/c-1020–17.pdf
30. Bavastri, C.A.: Redução de Vibrações de Banda Larga em Estruturas Complexas por Neu-

tralizadores Viscoelásticos. Tese de Doutorado, UFSC, Florianópolis Santa Catarina, Brasil
(1997)

31. de Souza, J.C.S., de Lima Jr., J.J.: Determinação dos módulos de armazenagem e de perda de
materiais viscoelásticos-padrão ASTM. CEP 37500, 903 (2010)

32. Rubio, L., Loya, J.A., Miguelez, M.H., Fernandez-Saez, J.: Optimization of passive vibration
absorbers to reduce chatter in boring. Mech. Syst. Sign. Process. 41(1-2), 691–704 (2013)

https://doi.org/10.1016/j.jsv.2010.06.027
https://doi.org/10.1016/j.cirp.2016.06.004
http://www.sandvik.coromant.com/en-us/products/silent_tools_turning
http://www.kyocera.com.sg/products/cuttingtools/wp-content/uploads/2015/02/F-Boring.pdf
https://doi.org/10.1080/14484846.2019.1585224
https://www.sandvik.coromant.com/sitecollectiondocuments/downloads/global/technical%20guides/en-us/c-1020%e2%80%9317.pdf


264 W. Thomas et al.

33. Khatake, P., Nitnaware, P.T.: Vibration mitigation using passive damper in machining. Int. J.
Mod. Eng. Res. 3(6), 3649–3652 (2013)

34. Marcos, A., Robson, P.: Modeling of an impact damper submitted to forced vibration from
a nonlinear contact force model. COBEM 2017 24th ABCM International Congress of
Mechanical Engineering Curitiba, Brazil (2017)

35. Hunt, K.H., Crossley, F.R.E.: Coefficient of restitution interpreted as damping in vibroimpact.
ASME J. Appl. Mech. 42, 440–445 (1975)

36. Flores, P., Ambrósio, J., Claro, J.C., Lankarani, H.M.: Influence of the contact-impact force
model on the dynamic response of multi-body systems. Proc. Inst. Mech. Eng. Part K J.
Multi-body Dyn. 220(1), 21–34 (2005)

37. Flores, P., Machado, M., Silva, M.T., Martins, J.M.: On the continuous contact force models
for soft materials in multibody dynamics. Multibody Syst. Dyn. 25, 357–375 (2011)



Test Method for Investigation of Reactive Loads
on Gear Drives with Supporting Function

Ferenc Sarka(B) , János Bihari , Ágnes Takács , and Zsolt Tóbis

University of Miskolc, Miskolc-Egyetemváros, Miskolc 3515, Hungary
{machsf,machbj,takacs.agnes,machtzs}@uni-miskolc.hu

Abstract. Today’s vehicles typically have a number of gear drives in which small
plastic gears provide power transmission. During the design of small dimensional
plastic gear drives, the effect of reactive loads must be considered in all gear-pairs
with supporting function. However, this effect must be tested according to the
real loads. Typically affected units are the drives of the air conditioning and the
rear-view mirrors. Reactive loads can come from the wind force and in the case of
rear-view mirrors from the force of manual adjustment through direct pressing on
the mirror, or from pressing the mirror during cleaning. In cases when the gears
in the final step of the drive cannot be dimensioned to carry a load such that they
are not adversely affected by such forces, the gear unit shall operate in the reverse
energy direction. In this case, the inertia of all steps as well as the losses due to
friction must also be taken into account in determining the design parameters.
Bearings of small plastic gearboxes are typically very simple, so friction losses
could be extremely high. In this article, we present experiments where, in the case
of large gears with ratios above 1:300, the torque required for reverse rotation
is investigated so that the gears are made with the same gears but with different
bearings. The torque required for reverse rotation determines the maximum load
exerted on the gear pair providing support function.

Keywords: Small plastic gears · Gear drive · Reverse energy direction ·
Rear-view mirrors

1 Introduction

When designing a gearbox, it is seldom necessary to handle the reaction torques inside
the engine, mainly because they can only occur in extreme cases. In such cases, we
mainly use external solutions such as safety clutches, brakes, or freewheel clutches. In
the applications of small plastic gears, these solutions are rarely applicable. These gears
are generally used in structures where a decisive parameter is the cost of production is the
simple reason for that. At the same time, reliability is also expected for these structures,
while their reasonably predictable faulty use is more typical than the average. Just think
that it is useless to prescribe that the mirror of a vehicle should not be pressed hard by
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the user when cleaning. An insect stuck on the mirror is enough to forget this, so the
mirror plate will move and the drive that moves the mirror will be loaded with torque
in the opposite direction to the torque of the original energy chain. A similar case arises
when repairing a vehicle’s ventilation system, the mechanic ignores the requirements
for pre-electronic resetting of the deflector vanes or does not have the necessary device
to do so. The deflectors, which are in a position that makes installation difficult, will
of course be adjusted to the correct position by hand, while also turning the actuator
drive backwards. Leaving the area of vehicles, such loads can be considered not only
extraordinary but also operational in the case of children’s toys. A doll’s arm or toy crane
boom will almost certainly be loaded in the opposite direction of its original movement.
A common feature of the above cases is that the gear unit moves a component or unit
which, due to its size, allows a high feedback force to be exerted in relation to the forces
taken into account when sizing the given system. In such cases, it must always be ensured
that the gear unit can rotate backwards without damage due to external forces. But the
question is how much load the last step(s) must actually withstand.

2 A Few Words About Designing Small Plastic Gears

When a general flow diagram of the sizing of gearboxes Error! Reference source not
found. for small plastic gears is prepared [1], it can be seen that these gears are typically
designed with a mixture of a conventional and a parameter-based design. In addition to
loads, a dimension that is typically limited in space, or often only in one or two planes,
is typically an important parameter here.

This means that when selecting or creating any geometric solution, the designer
will consider which solution requires the most space, and this will be true not only for
the gears but also for the bearings and the design of the housings. If we also take into
account that these gears almost always operate in discontinuous operation, i.e. we do
not have to reckon with a high degree of heating., the efficiency of the gear is almost
never a significant factor, and the fact that cost is almost always an important factor leads
a straight path to the application of the simplest possible bearings. These are typically
plain bearings, in which the bearing bushes are formed from the housing material by the
housing manufacturing technology, usually without post-processing, leaving only the
lubricant to influence the slip properties. These are typically made according to similar
principles of plastic, or simple, e.g. paired with metal shafts made by cold drawing
(Fig. 1).

3 Theoretical Handling of Reaction Torque

If we think about the design of the gears in the usual way and want to take into account
the feedback loads, then for each step of the gear we count with the load required to
rotate the given step on the gear teeth. In the case of a gearbox with state-of-the-art
gear units made of machined metal or plastic or sintered metal and fitted with roller or
plain bearings, this load can be easily calculated. In this case, the moment of inertia of
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Fig. 1. Combined design process for small plastic gears

the system connected to the gear unit can be multiplied by the angular velocity of the
shaft, and the losses of the gear unit can be considered if the gear unit is designed with a
small safety factor. However, this would be the wrong approach for many small plastic
gears. Here, due to the design viewpoints mentioned above, the losses of the gear unit
can be extremely large compared to the usual ones. If this is coupled with a large gear
ratio above 1:100, significant torque may already be required to reverse the final stages.
Figure 2 shows a general method for handling recirculation torques.

In practice, however, it can be a problem that not all parameters for sizing are known,
because here the effect of losses occurs multiplied by a large ratio.
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Fig. 2. Theoretical handling of recirculation torques

4 Special Losses of Small Plastic Gears

In the case of small plastic gears, the following losses may be greater than usual:

– Friction losses of bearings.
– Losses from stresses due to large bearing gaps.
– Losses from position error.
– When using stepped gear wheels with a large number of teeth difference, the front
surfaces can rub against each other, causing additional losses.

These losses are inaccurate or impossible to calculate, often only experimentally
determined. From our point of view, this means that it is difficult to determine the
maximum torque on the last steps during reversing. Therefore, we started a series of
experiments aimed at determining the different losses. Considering the fourmain sources
of losses listed here, the impact of bearings is presumably the largest for the entire system.
After all, in addition to the two losses that can be clearly linked to bearings, inaccurate
bearings and bearings that are only accurate enough for normal operation are responsible
for a significant part of the position errors. In general, position errors are also responsible
for the friction between the front surfaces of the gears. Therefore, in the first part of the
series of experiments, we compare bearings.
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5 The Structure of the Experiment, the Used Gearboxes

In this experiment, our goal is to determine the difference in recirculation torque when
using different bearings. This way for experiments such gearbox had to be built that
exclude other characteristic defects of small plastic gears, e.g. inaccuracies in the hous-
ings, or skewness of the shafts, circularity error, etc. Because of this in the gearbox only
the gears are made of plastic, the housings and shafts are made of metal, with precision
machining. 0.5 mm module, 50- and 10-tooth stepped gears were used in arranged one
after the other in the gearbox. These are shown in Fig. 3.

Fig. 3. Gears used for the experiment (CAD and real)

These gears are injection molded and correspond to an accuracy class of approxi-
mately 10 according to DIN 3967.1The gears were mounted in the housings with ground
steel shafts, the torque transmission between the shaft and the gear was ensured in each
case only by force locking. The houses are made of aluminum profiles. The installa-
tion location of the bearings and shafts was made in one operation on both sides of the
housing on a milling machine equipped with a digital odometer to ensure uniaxiality.

We basically made two types of gearboxes. In one type, the shafts rotate in rolling
bearings, in the other type in bores that model a plain bearing (Fig. 4).

In the housings the center distances are the same, in the plain bearing housing, the
bearing joints correspond to the values used for plastics gears and housings [2–4]. From
a comparison of the two solutions, we expected that while plain bearing housings would
occur minor stresses (it is frequent in such gearboxes), they would not occur in ball
bearing housings, so their impact could at least be estimated. We used the same gears
in the houses, installed in the same order. This is important because the manufactur-
ing accuracy of the gears we use is low, and when installed elsewhere, they can give
fundamentally different results.

1 Tolerance systems for steel gears cannot be used unconditionally for plastics with a modulus of
approx. 0.5mm. It is advisable to prescribe the tolerances on the basis of the operating parameters
[1].
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Fig. 4. The two houses of different designs

Fig. 5. Arrangement of gears in houses

Of course, another interesting experiment could be the effect of changing the order of
the gears on the recirculation torque, since if a less well-connected gearmoves forward in
the chain (i.e., backward in terms of recirculation torque), the loss due to poor connection
means more torque when the output shaft is rotated backwards. The gears were adjusted
so that there was a gap of at least 0.2 mm between their plates. The arrangement is shown
in Fig. 5.

5.1 Carrying Out the Measurements

Materials and instruments used for measurements:

– TQM-80 static torque measuring shaft with 0.5 s sampling frequency software with
continuous recording.

– Gears mounted in two different housings.
– Nicro 607 synthetic creeping oil.
– CRC Brakleen 20 brake cleaning fluid for accurate removal of creeping oil.

The output shaft of the gears was clamped in the chuck of the torque measuring
shaft and the gears were rotated at a constant speed. 5 different series of measurements
were performed, with 5 measurements each. In the first series, gears mounted in a plain
bearing housing were tested without lubrication. This provides a reference value for the
next measurement, which already examines an operationally relevant scenario. In the
second series, lubricant was applied to the gears of the gearbox and to the bearings in
the case of the plain bearing design too, but only from one direction. It is because such
gears are typically lubricated at one point with a batch of lubricant during manufacture,
and the gear distributes the lubricant to itself during operation.
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Table 1. The results of the measurements

Type of the
housing
(slave or ball)

Slave
bearing

Slave
bearing

Slave
bearing

Ball
bearing

Ball
bearing

Lubrication No Yes,
before
running in

Yes
after
running in

No Yes

Average
recirculation torque
[Ncm]

7.5 4.8 2.7 2.5 1.3

Maximum
recirculation torque
[Ncm]

9.2 7.6 3.1 2.7 1.8

The good self-lubricating properties of plastics and the fact that these gears are
typically non-power transmissions allow this method not to cause damage to the gearing.
However, when installing the gear unit, the installer technician may adjust the element
connected to the gear unit to create a recirculation torque. If this is greater than the
recirculation torque of the run-in gear, it must be taken into account in the design. In the
third series, we examined gear box with slave bearing and after lubrication run-in gears.
In the fourth series, ball bearing gear boxes with non-lubricated gears were tested. In
the fifth series, we tested ball bearing gearbox with lubricated gears. The results of the
measurements are summarized inTable 1. The table shows average andmaximumvalues.
The averaging was necessary because the rotation speed was not completely uniform
and at such low values the weight of the housing also influences the measurement result.
This can be corrected with a more stable grip and better rotation; we plan to develop the
experiments in the future. Therefore, the values in the table should not be considered as
generally valid values, but their proportions should be monitored.

6 Conclusion

High-quality bearings allow significantly lower return torque even at 125:1 gear ratio,
i.e.: more precise bearings should be considered for gear units exposed to such effects.
This is especially true in cases where better materials or larger sizes cannot address this
problem. Running in after lubrication also significantly reduces recirculation torque,
therefore, in the case of point-lubricated gear units, it must be taken care of, e.g. when
designing the in-line installation, the recirculation torque for the no-run condition must
be taken into account or the gear units must be run-in previously.
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Abstract. Sigmoid functions (growth function, logistic function, evolution func-
tion, etc.) are used in several fields of science to describe, study and forecast
several phenomena of life. Since the sigmoid curves are nonlinear curves, the
application of the Fisher- Pry transformation is used for calculating the regression
coefficients of the approximated curves. In this paper, the nature of the investigated
wear curve makes it necessary to compare the logistic curves and growth function
curves. The process of the approximation is based on the principle of least squares:
the minimum of the squared sum of differences is searched by the Nelder- Mead
unconstrained minimization algorithm. The variables of the optimization are the
parameters in the equation of the approximating function. The sigmoid curves can
describe mainly the beginning phase and the normal wearing phase of the wear
curve, the ending phase of the wear curve is a very quickly increasing function.
Therefore on the basis of the results of this study, it could be possible to build
a wear- monitoring system, in order to see and follow the differences between
the sigmoid curve and the original wear curve, and if these differences are higher
than a given limit, this could be the basis of some alert or warning, signaling the
possible end of the lifetime.

Keywords: Sigmoid curves ·Wear curves · Curve approximation and analysis

1 Introduction

In several fields of our life, curves with S-like shape, describing development, growth or
saturation of several phenomena are called “sigmoid” functions, sigmoid curves. On the
basis of studies and observations of these curves, it could be possible the modeling or
description of growth or saturation phenomena, sometimes it is possible to use them even
for extrapolation and forecast, too. These curves are multidisciplinary curves because
one can find them during studies or investigations of different disciplines (in biology:
population dynamics; in economy: product lifecycle, medicine: growth of tumours; envi-
ronmental protection: pollution of the air or pollution byplastic inworld seas; agriculture:
growth of fish populations; forestry: analysis of tree populations; optimization: iteration
history of optimum searching algorithms). A large number of examples can be found
for the applications of sigmoid curves in the literature:

The discovery and the beginning of the studies of sigmoid curves started at the end
of the 1700 years, by Malthus (1798) [1]. According to his statements, the instantaneous
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growth of any population (including human population) is the function of the actual
number of the population:

Ṅ = f (N ) (1)

Malthus introduced a parameter of the growth rate (r) as:

Ṅ = rN ; r = Ṅ

N
(2)

If the value of the r parameter is constant, then it is possible to write the function
describing the growth of the population in function of the time, in the following form:

N (t) = N0e
rt (3)

This function can be used for the description of populations growing in large areas,
amongst non-disturbed circumstances. An example of this type of growth was given
by Gordon E. Moore (1965), who stated the rule that the number of components per
integrated circuit is doubled in each 1.5 year time [2]. Another example of the non
disturbed growth could be the increase of the number of internet users in function of
time. This function gives an exponential increase of the number of the population.

This exponential increase cannot be supported during longtime. Pierre- Francois
Verhulst, Belgian mathematician solved and described the case when the growth of
the populations has a saturation level K. He proved [3], that in this case the equation
describing the growth of the population in function of the time is as follows:

Ṅ = rN

(
1− N

K

)
(4)

and he introduced the nomination of “logistic growth”. In Eq. (4), if N is small, then the
value of the multiplier (1 – N/K) is close to 1, in this case, the growth of the population
is close to the exponential growth. If N is increasing, this multiplier will decrease and
around 0 the growth of the population will stop, so the number of the members in the
population will stop at a constant number, this is the phenomenon of the saturation.
This is the mathematical model of the growth of populations in a constrained space.
Pearl and Reed (1920) applied the nomination “logistic growth” or logistic curve for
the prediction of the number of habitants of the USA [4]. Equation (4) is a differential
equation in function of time for N. The logistic curve fulfilling Eq. (4) is as follows:

N (t) = K

1+ e−rt−b
(5)

Since the shape of this curve is like an S, this was the basis of the nomination of sigmoid
(S-shape) curves. The parameter b in the Eq. (5) will change only the position of the
curve, not the shape, therefore it can be called as position parameter. If the value of r is
positive, this is a logistic increase, if r is negative, this will be a logistic decrease.

During the approximation of the curves, it is important to determine the regression
coefficient, in order to check the quality of the approximation. The calculation of the
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linear regression coefficient is easy to do, therefore it seems to be useful the linear
transformation of the sigmoid curves into linear shape, using logarithm. Fisher and Pry
(1971) defined this kind of transformation [5]. The Fisher–Pry transformation applies
the transformation as F = N/K, in this case the logarithm will show the shape as ln
(F/(1–F)) = rt + b, which means that the logistic function can be replaced by a line,
having the rise of r. For this linear function, it will be easy to calculate the coefficient of
linear regression.

Bertalanffy (1938) made investigations for some cases when during the growing
process, the increase is not exponential even in the beginning part of the growth [6]. He
created the Bertalanffy- growth function, for the study of the body length of the sharks.
Later this function was successfully applied for the description of some fish populations
growth and in the forestry, too. Kozuko et al. [7] in 2003 applied this function in medical
studies for the investigations of the growth and reproductionof tumour cells. The equation
of the Bertalanffy- growth function:

N (t) = K − (K − N0)e
−rt = K

(
1− K − N0

K
e−rt

)
(6)

Richards (1959) modified the Bertalanffy- curve and he made it applicable for the
studies of the growth of several plants [8].

The results of Mansfield (1961) [9] and Rogers (1962) [10] make possible the appli-
cation of sigmoid curves during the investigations of the lifecycle of products, and the
introduction of new products, in the economy, industry and product design. On the
basis of these results, it is possible to study the spreading speed of innovations, or the
propagation speed of technology innovations. Jang, Show- Ling et al. (2005) created a
mixed model [11] and they investigated the propagation of mobile phones in 29 OECD
countries and in Taiwan, also by sigmoid functions.

Meyer (1994) shown that it is possible to find pulsating cases, having several newer
and newer increasing parts of the growth [12], these are the bi- logistic, tri- logistic
or multi-logistic growth processes. The works of Silverberg and Lehnert (2003) are
based on this phenomenon [13], concerning the evolutionary growth of the economy.
Nikosz (2009) gives interesting examples of the applications of sigmoid curves for social
phenomena [14].

Szabó (2011–2019) applied sigmoid curves and their derivatives and integrals in
several fields: He shown (2011) that the curve of world records investigating more than
one hundred years for several branches of sport is sigmoid curve [15]. By investigating
the equations, derivatives and integrals of sigmoid curves, Szabó built the EBSYQ (Evo-
lutionary Based System for Qualification of Group Achievements) [16] system which
is applicable for comparing and qualifying the results of student groups, applicants to
grants or jobs or different phenomena showing growth or saturation behaviour. The
results obtained by the optimization using these results were used by Zhang, Huang and
Yu (2020) during the optimization process of a light van- type electric truck [21]. Other
research can be found for human- electric hybrid drives [22] in the work of Sarka and
Bihari (2018). The widespread applicability of this system is shown by sigmoid studies
of optimum searching algorithms (2018) [17]. Szabó (2019) gives an approximation
of the future quantity of plastic contamination of seas [18] by the application of the
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EBSYQ system, which shows also the multidisciplinarity and the wide range applica-
bility of the system. For the approximation of the sigmoid curves Szabó used the Fisher-
Pry transformation and the principle of least squares, which he transformed into an opti-
mization process, solved by the Nelder–Mead [19] optimization algorithm. Comparing
the regression coefficients for different types of sigmoid curves, it is possible to decide
which curve describes the best way the given phenomenon. It is possible to find and
compare the shape of different sigmoid curves in the paper of Kehl and Sipos (2009)
[20] in Hungarian.

New future application field could be to apply sigmoid curves for the approximation
of wear curves because by the EBSYQ system it could be possible to compare several
elements, being in a different part of their lifetime, or analysing the parameters of the
approximating sigmoid curves, an alert could be sent that the given element is near to
the end of its lifetime, because of the wear.

2 Approximation of Wear Curves

Figure 1 shows a typical shape of a wear curve in function of time (grinding wheel). The
curve has three parts: Part I is the stage of growing, Part II is the saturation stage and
Part III is the final stage of the lifetime of the element. Part I and II can form a sigmoid
shape function, like a saturation type growth function.

Fig. 1. A typical shape of the wear curve, it has three parts [23]

The third part is an increase comparing to the second part, so monitoring the differ-
ences between the real curve and the approximating sigmoid curve, it could be possible
to define an alerting situation when we are too close to the ending phase. This could
be very useful in some cases if we do not know exactly the limit value of the diameter
but we want to avoid to use a damaged tool. Table 1 shows some typical shapes of the
sigmoid curves used for the approximation, together with the shape of the integral and
of the derivative of the curves.

Figure 2 shows the approximation of the wear curve of Fig. 1, by a logistic function
(Pearl–Reed) and by a growth function (Bertalanffy), the data of the curveweremeasured
from Fig. 1. It is very salient from the figure the starting place of phase III, where the end
stage of the lifetime starts. Here will start to increase the difference between the growth
curve and the original wear curve. If this difference will be higher than a previously
defined limit (for example 10–15% of the function value), it is possible to send the alert
signal to the operator or to the user of the tool.
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Table 1. Some typical shapes of the used sigmoid curves.

curve derivative integral 
Pearl–Reed 

Bertalanffy 

During the approximation process, two types of sigmoid curves will be compared:
the Pearl–Reed (logistic) curve and the Bertalanffy (growth) curve. From Fig. 2 one can
easily predict that the Bertalanffy curve will be closer to the original curve because in
the original curve the exponential part of the logistic growth is missing.

Fig. 2. Approximation of the wear curve of Fig. 1, by two different sigmoid curves

Let us compare the two types of sigmoid curves, regarding their equations, derivatives
and integrals. Equation of Pearl–Reed and Bertalanffy curves can be seen in Eq. 7, 8 and
9. More types of sigmoid curves can be found in the paper of Szabó [16].

The Pearl − Reed curve : y = K

1+ ce−rx
, andBertalanffy curve : y = K

(
1− ce−rx)

(7)

The first derivative of the Pearl–Reed curve: dy(x)
dx = Kcre−rx

(1+ ce−rx)
2 , its integral can be

calculated as: ∫
y(x)dx = −K

r
ln

(
e−rx) + K

r
ln(1+ ce−rx) (8)
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For the Bertalanffy - curve, the derivative: dy(x)
dx = Krce−rx, the integral can be

calculated as: ∫
y(x)dx = Kx + Kc

r
e−rx (9)

The shapes of the curves are shown in Fig. 3, the derivatives can be seen in Fig. 4
and the integrals are in Fig. 5. In Fig. 3, 4 and 5, where the d and dw are denoting
to the diameter of wear. The best way to select which curve describes better the wear
phenomenon of the element, is to compare the regression coefficient of the curves. Pearl-
Reed (left side) and Bertalanffy (right side) curves are nonlinear curves, but the linear
regression is very easy to calculate.

Fig. 3. Comparison of Pearl–Reed (left) curve and Bertalanffy (right) curve

Fig. 4. Derivative of the Pearl–Reed (left) and Bertalanffy (right) curve

Therefore it seems to be very useful to apply the Fisher- Pry transformation which
will transform the curves into linear form and the regression coefficient will be calculated
on the basis of the transformed shapes of the curves. The details of the application of
the Fisher–Pry transformation and the calculation of the regression coefficients can be
found in the paper of Szabó [16]. The calculated regression coefficient for the Pearl–
Reed curve is 0.96452, and for the Bertalanffy curve is 0.98636. Therefore it is easy to
decide, that in the investigated case the Bertalanffy curve is a better approximation for
the wear curve than the Pearl- Reed curve.

Table 2 shows the K, r, c parameters of the curve equations for both of the curve
types used for the approximation.
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Fig. 5. The integral of the two curves left: logistic curve, right: growth curve

Table 2. The K, r, c parameters in the equations.

Curve name K r c

Pearl–Reed 64.56 0.1493 8.61

Betalanffy 64.626 0.0616 1.2213

3 Conclusions

In this paper, a wear curve is approximated by using sigmoid curves. For the approxi-
mation the Pearl–Reed (logistic) curve and the Bertalanffy (growth) curve are applied.
Since these curves are nonlinear curves but the linear regression coefficient is easy to
calculate, the Fisher–Pry transformation is used and the curves are transformed into lin-
ear shape. This way the regression coefficient can be easily calculated. The regression
coefficient of the Bertalanffy curve is closer to 1, therefore this curve will describe better
the phenomenon.

In the 3rd phase of the wear process, the real curve starts to increase and one can
observe an important difference between the approximating sigmoid curve and the orig-
inal curve. If the difference is higher than a previously defined limit value, in this case
an alert signal could be sent to the user or operator, that the lifetime of the element is too
close to the end. This way it is possible to avoid the usage of wear- damaged element.

Having the shapes and equations of the approximating sigmoid curves, it is possible
to calculate their derivatives and integrals, too. The derivative of the curve will show the
propagation speed of thewear, while the integral of the curvewill give useful information
for the calculations of the volume loss because of wear.

In the future, a possible continuation of this research could be to use the facilities
of the EBSYQ (Evolutionary Based System for Qualification of Group Achievements)
curve analysis system for a comparison of several elements or several wear curves. This
comparison and qualification system could give more interesting results showing more
information about the characteristics of these curves.
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Abstract. New product development is the engine of competitiveness in the auto-
motive industry. Beyond the technical content, the success of a project is sig-
nificantly influenced by management performance, procedures, and teamwork.
Lessons learned within a project and between projects can reduce efforts, devel-
opment time, and costs. This knowledge sharing contributes to company-level
sustainability of success by preventing the reoccurrence of mistakes and errors.
105 experts filled a voluntary online survey about their opinion about lessons
learned. Two-third of the respondents use any form of lessons learned. Shared
files are evaluated as the most useful way of managing the information flow, fol-
lowed by targeted databases. Cluster analysis explored three utilization patterns
of lessons learned. A minority of the experts found that managing lessons learned
are problematic to feasible, but they are the source of information. Next to them,
an active and inactive user group is identified.

Keywords: Product development · Lessons learned · Database · Cluster analysis

1 Reason of Lessons Learned

1.1 Introduction

Know how or lessons learned information related database is an increasingly inquisitive
tool for delivering successful new product development projects nowadays. Every small,
medium or multinational company must evaluate the experience of previous projects,
mistakes made, or good practices. Although during product development, project team
members must focus on operative tasks to deliver the planned working packages, the
lessons of previous projects can help to improve the performance by avoiding repeated
mistakes. The standard for organizational project management (OPM) also provides
a focus for lessons learned data and sharing of that as an organizational interest. In
the knowledge management chapter of the standard, one main organizational chapter
is the sharing of lessons learned [1]. Indeed, these lessons learned are interpreted and
utilized by persons who perform their tasks in connection with the projects. Exploring
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the personal approach to managing lessons learned can give valuable support for the
systematic development of tools and methods in the field.

This chapter gives an overview of the interpretation of lessons learned (Sect. 1.2),
including the typology (Sect. 1.3) and the role in the product development process
(Sect. 1.4). The empirical results presented in the chapter are based on a survey. Research
design (Sect. 2) aims to recognize utilization patterns from user aspects (Sect. 3).
Section 4 presents the evaluation and conclusions.

1.2 Requirements

Creating and using lessons learned and historical information is emphasized in the PMI’s
project management [2] and portfolio management standards [3], defined as the knowl-
edge gained during a project which shows how project events were addressed or should
be addressed in the future for the purpose of improving future performance [2]. In
a broader approach, knowledge management is a concept involving an organization’s
deliberate and focused attention to generate, collect, organize, analyze, and dissemi-
nate its knowledge in terms of documentation, storage, resources, and people skills [1].
Sharing lessons learned via knowledge management is an inevitable part of effective
organizational project management regardless of the tools or frameworks supporting the
efforts. During the evaluation of the effectiveness and the value of the project, a critical
success factor is how organizations can adopt changes, analyzing the impact, capturing,
improve, and use lessons. Listening to customer feedback, the quality improvement steps
are needed not only from company management and people from quality departments
but also it is the clear requirement of the IATF 16949:2016 standard (Quality man-
agement system requirements for automotive and relevant service parts organizations,
International Automotive Task Force). The organization shall identify, document, and
reviewmanufacturing process design input requirements, including but not limited to the
experience from previous development IATF 8.3.3.2.e [4]. Another example of require-
ment and usage of lessons learned is the U.S. Army Center for Army Lessons Learned
(CALL). This organization is responsible and accountable for the entire Army Lessons
Learned Program and responsible for the Army’s formal lessons learned mission. This
program contains information, lessons about the Army’s SOPs, tactics, techniques, and
procedures [5].

1.3 Types of Lessons Learned

Even though every product development project is different due to, e.g., different project
scopes, higher or lower pressure from a timing point of view, project cost should have
complied, but the amount of these also different, depending on product type, company,
or economic situation, they can learn from each other. Each project will face difficulties
or changes, including some new types of requirements from customers or departments
who represent customers. The challenges usually require quick reactions and changes
that may lead to new issues, mistakes. Otherwise, from an operation perspective of the
projects, other mistakes are to find or at least missing the best available practices. Under-
standing that any problems may occur at any project and at any time that makes product
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development project team members impossible to deliver in time or quality, a system-
oriented approach to managing the issues becomes necessary. Besides, understanding
the cross-project benefits boost up the acceptance of the related efforts. The content of
the lessons learned can be multifarious. These can be classified into three categories: (1)
process improvement opportunities, (2) teaching opportunities, and (3) experience [6]
(Fig. 1).

Fig. 1. Chart of lessons types [5]

1.4 Lessons Learned as a Success Factor

Successful and unsuccessful experiments of product development projects may boost
the learning of organizations about prototypes, engineering solutions, or specifications.
Using these types of knowledge (drawings, manufacturing processes, assembly instruc-
tions, and experiences from the decision made) reduce the planning and preparation of
projects and provide prevention against previousmistakes, errors [5]. Implicit knowledge
is understood as knowledge in the minds of team members. Otherwise, explicit knowl-
edge is know-how that can be stored, e.g., in an external database, or a cloud system
[6]. To reach high-level reflexivity of the team, team members must work out detailed
plans, foresee problems, and drop obsolete processes in order to use these to meet the
demands of a dynamic market better. NPD (new product development) teams that have
higher levels of existing knowledge tend to have higher levels of team reflexivity [7].
The conceptual model of new product development success (Fig. 2), summarizes the
key success factors and their relations. Existing knowledge as lessons learned definitely
influence NPD success via team reflexivity.

Based on the cognitive fit theory, project team members typically have a wide range
of available knowledge base what they must discuss for further reflections, ideas [9]. In
conclusion, team members can convert the enormous knowledge bases. Effective devel-
opment teams are holding knowledge database into more useful, productive knowledge
by using cognitive activities to speed up team reflexivity [10]. The cognitive fit theory
emphasizes that team members may need a broad range of existing knowledge in order
to develop task familiarity in a complex context like new product development [11]. To
deliver a complex technical solution in new product development normally much more
complex thanmany other areas. New product development teammembersmust be aware
of more existing knowledge in their minds and improve continuously for higher levels
to be more productive [12]. New product development teams that have higher existing
knowledge tend to have higher levels of task familiarity [8].
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Fig. 2. Conceptual model of NPD success [8]

Lessons learned databases have a fundamental contribution to ensure the success
of the product development, but it can be usually considered as the bottleneck of the
process. Companies understood the necessity of product knowledge database, especially
in line with the requirements of the ISO 9001 and IATF standards, but due to various
reasons, there are uncertainties of usage of lessons from previous design works [13].

According to Pacagnella’s research [14], the registers of lessons learned can increase
the chances of success of product development projects. That means that it is possible to
invest an effort to employ the knowledge generated empirically during the project; the
team identifies opportunities via lessons learned studies that can be related to technology,
management, marketing might bring positive results for output of product development
project.

2 Research Design

2.1 Research Goals and Methods

Considering that the contribution of the lessons learned to the new product development
depends on the activity of the users (primarily team members), exploring their attitudes
to creating and using lessons learned information is a key issue in developing project
management in a competitive business environment. The goal of the present research is
to describe the experts’ approach to lessons learned and to reveal specific profiles.

The research uses a voluntary online survey filled by experts related to product
development projects in the automotive industry. The survey asks the respondents to
evaluate the corporate practice according to the following statements on a 5-point scale:

• I often add information;
• I often seek information in it;
• Colleagues often add information;
• The information found in it can be used well in my work;
• The database is easy to use;
• Using the database is well regulated and documented.
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Groping criteria for the analysis are the type of lessons learned database and the work
experience of the respondents. The statistical analysis includes descriptive and variance
analysis (ANOVA) and cross-tabulation. User profiles are established by hierarchical
cluster analysis. Due to the small extent of the 5-point scale evaluation, the selected
clusteringmethod isWard’s method that minimizes the internal standard deviation of the
created cluster [15]. Since the evaluation results show significant correlations between
the survey items, a principal component analysis with VARIMAX rotation is conducted
for dimension reduction [15]. The data collection period is June of 2020, and the data
analysis is supported by IBM SPSS 24.

2.2 Research Sample and Limitations

The research sample includes engineering experts in product development related to the
automotive industry or electronics industry fromHungary and abroad. Data collection is
anonymous, and corporate affiliation is omitted to increase the reliability of the responses.
The sampling method is convenient, and the representativeness is not ensured. Due to
this characteristic of the research, the generalization of the results is limited. Another
limitation is that the corporate practice can be more nuanced than the general evaluation
of a survey. However, the respondents are well-trained experts in their field, and open-
ended questions allowed to explain further details, unique applications require further
consulting.

The sample consists of 105 responses. 71 expertsmarked that their companymanages
lessons learned in any format. The work experience of the respondents is summarized
in Fig. 3.

Fig. 3. Distribution of the experts by work experience
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3 Results

3.1 Utilization of Lessons Learned

67.6% of all respondents marked that their company manages lessons learned of the
product development projects. The results are limited to these cases. The most typical
forms are shared files (36.6%) and using a database (29.6%). Meeting minutes include
lessons learned in 22.5% of the cases, and sending an e-mail about the lesson is applied
by 8.5%. 2 respondents (2.8%) marked other solutions. The utilization of the lessons
learned data is moderate on average based on the mean values (Table 1). Although the

Table 1. Utilization of lessons learned (Mean values on a 5-point scale, 1: not typical at all, 5:
typical)

I often add
information

I often seek
information
in it

Colleagues
often add
information

The
information
found in it
can be used
well in my
work

The
database is
easy to use

Using the
database is
well
regulated
and
documented

Shared file

Mean 3.12 3.12 3.19 3.35 2.85 2.81

N 26 26 26 26 26 26

Std. Dev. 1.033 1.071 1.167 1.164 1.287 1.327

E-mail

Mean 3.17 2.33 2.67 2.67 2.00 2.00

N 6 6 6 6 6 6

Std. Dev. 1.722 1.506 1.506 1.211 1.265 1.265

Database

Mean 2.71 2.57 3.10 3.10 3.00 3.14

N 21 21 21 21 21 21

Std. Dev. 1.146 1.287 .944 1.179 1.049 1.195

Meeting minutes

MM Mean 2.81 2.44 2.63 2.75 2.25 2.19

N 16 16 16 16 16 16

Std. Dev. .981 .727 .806 .775 .931 .834

Total

Mean 2.92 2.72 2.96 3.04 2.66 2.69

N 71 71 71 71 71 71

Std. Dev. 1.105 1.124 1.075 1.114 1.170 1.214
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results show differences in the way of managing lessons learned, the significance of the
differences is not confirmed by the ANOVA test.

A cross-tabulation analysis is conducted for checking the differences by the used
solutions. There is a significant result in the case of the usability of the information
found in lessons learned (Chi-square = 27.974, df = 16, sig. = 0.032). Based on the
distribution of the evaluations, databases provide useful information for 47.6% of the
users, but 38.1% rated it rather insufficient (Table 2). Shared files are found very good by
23.1% of the among its users. However, 38.5% of them found the quality of information
moderate and 23.1% rather insufficient.

Table 2. Evaluation results on the usability of the information found in lessons learned (number
of markings on a 5-point scale, 1: not typical at all, 5: typical)

Evaluation: 1 2 3 4 5

Shared file 1 5 10 4 6

e-mail 1 2 1 2 0

Database 2 6 2 10 1

Meeting minutes 1 4 9 2 0

Other 1 0 1 0 0

Total 6 17 23 18 7

Fig. 4. Utilization of lessons learned solutions by the level of work experience (Mean values on
a 5-point scale)
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The work experience in product development of the respondents is used as a group-
ing factor for comparing the mean values. The analysis did not find any significant
relationship between the work experience and the evaluation items (Fig. 4).

3.2 Profiling of the Experts

The nonparametric analysis between the evaluation of the utilization shows remarkable
and significant correlations between the survey items (Table 3). This result suggests that
those with a favorable and unfavorable opinion are well separated in the sample. Hier-
archical clustering is selected for defining the profiles of utilization after the dimension
reduction of the factors. The dendrogram (Fig. 5) suggests that three clusters are worth
creating.

Fig. 5. Dendrogram of hierarchical clustering using Ward Linkage method

Table 3. Spearman’s correlation coefficients between evaluation items (n = 71)

1. 2. 3. 4. 5. 6.

1. I often add information Coef .660** .417** .353** .211 .101
Sig. .000 .000 .003 .077 .401

2. I often seek information in it Coef .660** .560** .657** .466** .298*
Sig. .000 .000 .000 .000 .011

3. Colleagues often add
information

Coef .417** .560** .618** .481** .387**
Sig. .000 .000 .000 .000 .001

4. The information found in it can
be used well in my work

Coef .353** .657** .618** .700** .501**
Sig. .003 .000 .000 .000 .000

5. The database is easy to use Coef .211 .466** .481** .700** .799**
Sig. .077 .000 .000 .000 .000

6. Using the database is well
regulated and documented

Coef .101 .298* .387** .501** .799**
Sig. .401 .011 .001 .000 .000

Correlation (2-talied) is significant at the 0.01 level (**) or at the 0.05 level (*).
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Clusters characteristics are as follows (Figs. 6–7):

• Cluster 1: includes 9 experts (12.7% of the sample), 6 of them havemore than 20 years
ofwork experience, and they spentmore than 10yearswith product development tasks.
6 of them has worked as a project manager, 5 of them in testing, and 4 as a product
manager. Meeting minutes and shared files are used for knowledge sharing (Fig. 6).
The members of this cluster consider themselves as information providers. They find
the lessons learned challenging to use and the documentation of the system poor.

• Cluster 2: includes 30 experts (42.3% of the sample), 40% of them have more than
20 years, and 76.7% have more than 10 years of work experience. 53.3% spent more
than 10 years with product development tasks. A database is the most commonly
used solution for managing lessons learned. 63.3% of project managers belong to this
cluster. The members believe the least in lessons learned compared to the others.

• Cluster 3: includes 32 experts (45% of the sample). 50% of them have more than
20 years, and 78,1% have more than 10 years of work experience. 62.3% of the
respondents with 1–5 years of work experience in themember of this cluster. 46.9% of
them spent more than 10 years with product development tasks. Shared files represent
lessons learned knowledge. According to the professional tasks, test engineers (56%
of them belong to this cluster) and quality engineers (50% of them belong to this
cluster) can be highlighted among the cluster members. The utilization of the lessons
learned shows the highest activity (except for adding new information).

Fig. 6. Lessons learned database use by clusters (a) used forms by clusters (b) distribution of
forms within the clusters
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Fig. 7. Evaluation of managing lessons learned (5-point scale, 1: not typical at all, 5: typical)

4 Discussion and Conclusion

Although project management literature emphasizes the project-and company level ben-
efits of managing lessons learned [3], 32.3% of the respondents do not use any solu-
tions in this field. The most popular solutions for managing lessons learned of product
development projects are shared files and targeted databases. Besides, meeting min-
utes are favored. Databases are considered better regulated and the easiest to use, while
experts who use file-sharing add or use the information most often. Moreover, they find
information the most useful for supporting their job.

The research used different groping factors for exploring the differences in utiliza-
tion. Although the differences are statistically not significant, the results show that an
increase in the work experience the average utilization level of lessons learned infor-
mation decreases. Experts with less than 5 years of experience in work or in product
development projects are outstandingly active.

The significant values of the correlation analysis confirm that active users find man-
aging lessons learnedmore useful, easier to use, and better regulated. The cluster analysis
allows drawing up three patterns of utilization based on the evaluation of lessons learned
solutions. A smaller group (Cluster 1, including 9 experts) marks itself as the most active
information providers, but there is no common format of the knowledge. They use meet-
ing minutes to the greatest extent compared to the other clusters. The other experts could
be classified into two larger groups. Lessons learned databases are the most common
form in Cluster 2, but the utilization level of the information is the lowest in the sample.
Cluster 3 members member mainly use shared files for lessons learned. The members
find their framework the best regulated and the easiest to use. Comparing this result
to Table 1 that details the results according to the form of managing lessons learned,
this cluster includes experts with higher ratings in these questions than other clusters.
Together with the usefulness of the information for supporting the work, these seem to
be key drivers of successful managing of lessons learned.
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Notwithstanding, knowledge sharing of lessons learned goes beyond the project
boundaries. Company-level benefits may appear in the form of faster problem solving
and cost reduction. Since the beneficiaries are the future users, and efforts must have
been made at the expense of now, generating lessons may be out of the scope of a given
project. Consequently, managing lessons learned requires company level coordination
and an effective motivation system, which makes the project managers teams interested
in making a sacrifice for sustainability. The shared files seem to be the most effective
way of knowledge sharing based on the experience of the experts. However, the cluster
analysis pointed out that the form of information is not decisive in usability. Considering
the limitations of the research, the continuation of the investigations is necessary for
exploring the best practices. Since the applied “hard” grouping factors did not show
significant differences in the patterns, the “soft” aspects of technical management are
worth to involve, like the organization of work or company culture.
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Abstract. Well established vehicle models and simulation methods are more
and more important in nowadays technical evolution. With the rise of learning-
based techniques in self driving car research, simulated environments have rising
importance.

With the advances in vehicle dynamic softwares in the recent years, building
models, and defining test cases getting easier, but finding the proper parameters
for these vehicle models is usually very labor intensive. One of the most basic
parameters of a vehicle model is its center of gravity height.

This paper investigates different center of gravity height estimation methods.
The goal is to get a picture about their accuracy, field of suitable application,
required time, necessary technical equipment, financial and human resources. We
also investigate the possible sources of inaccuracy, and developed procedures to
avoid, or at least minimize those.

Three types of estimation methods were examined. First, a static case, when
the car is not moving, and the center of gravity height is calculated from the
changes in the tire normal force during lifting one axle. These measurements can
be carried out in a properly equipped workshop.

Then two dynamic methods are described, where the car is moving and the
center of gravity height is calculated from the logged data of an advancedmeasure-
ment system, that makes possible to log tire normal forces, lateral or longitudinal
accelerations, damper potentiometer displacements. These measurements require
a lot of sensors in the chassis and suspension and a data logging system. Both
calculation methods are based on the dynamic load transfer during accelerations.
First, the changes in the measured tire normal forces during longitudinal or lateral
accelerations were used to determine center of gravity height, and in the second
dynamic case, the tire normal forceswere notmeasured but estimated fromdamper
potentiometers.

The results confirm the widespread use of a well performed “lifted axle
method”, as turns out to be an efficient choice, without the need for costly sensors
and tools. A good comparison is also established about these estimation meth-
ods, and detailed procedures for each are developed to avoid mistakes during the
different measurements.

Keywords: Center of gravity height estimation
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1 Introduction

The purpose of our project is to create a well-established vehicle model for self-driving
algorithm development focusing on the grip-limit performance of the autonomous vehi-
cle. Building models and defining test cases getting easier with the advances in vehicle
dynamics softwares but finding the proper parameters for these vehicle models is usually
complex and time-consuming activity. One of the most basic parameters of a vehicle
model is its center of gravity (CG) height. CG position is a very important parameter
because it has a large effect on tire performance by influencing the dynamic load trans-
fer during acceleration. Load transfer effects overall grip due to the degressive relation
between normal force and lateral, longitudinal forces.

There are several different methods for estimating the above-mentioned parameter.
Each provides different accuracy and the required equipment and resources vary in a
wide range. Our goal here is to gather information for finding the most sufficient method
for estimating the center of gravity height.

The following information help to get a good picture of the methods:

– accuracy
– field of suitable application
– required time
– necessary technical equipment
– financial and human resources.

We also investigate the possible sources of inaccuracy, and developed procedures to
avoid, or at least minimize those.

Three methods were investigated, a static case - when the car is not moving - and
two dynamic - when the car is moving - in all three cases the center of gravity height is
calculated from the weight transfer.

2 Estimation Methods

Round-Robin Center of Gravity Height Measurement Study introduces three static esti-
mation methods, and a good procedure for the comparison [1]. Three car manufacturer
companieswere involved in this study, each used differentmethod: “Lifted axlemethod”,
where the CG height is calculated from the static load transfer during lifting one axle;
“Tilt-test” where CG height is estimated from the roll angle of the tilt platform; the third
measurement was done with the swing configured for pitch inclination (also discussed
and improved in [2]).

The results of the study showed significant differences between the results of dif-
ferent laboratories, but the repeatability of results within the individual laboratories was
generally good. They examined the individual procedures and expect that variability in
the results could be reduced. These recommendations were considered during our work
[1].

The “lifted axle method” was chosen as a static method because all the equipment
was available in the university, and we also have some experience with this method.
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There is an advanced vehicle dynamics measurement system at the department,
which is used for vehicle dynamics measurements and vehicle model validation. The
core of the system is a Kistler RoaDyn 625 wheel force transducer which is capable of
measuring all wheel forces Fx, Fz in the range of±20kN, Fy in the range of±15kN and
all wheel moments (Mx, My, Mz) in the range of ±4kNm [3]. The direction of Fz and
Fx is shown in Fig. 1. The idea is to determine the CG height by using the data from the
different measurements. Here, two kinds of estimation methods were developed. One
calculates directly from the Fz provided by the measurement system and another one
where the Fz is also estimated from damper potentiometers.

Fig. 1. Lifted axle method - measurement layout

For the measurements, we used aMercedes-Benz CLA 250 7G-DCT (2014) because
it was available in the department. The vehicle has a 2.0 L turbocharged inline 4-cylinder
engine and a 7-speed automatic transmission. All measurements were carried out with
the following parameters:

– Fuel tank was full to avoid false results caused by the displacement of the liquid.
– All other liquids were on top level (engine oil, steering oil, brake fluid).
– Windscreen cleaner was empty.
– Kistler On-Board Electronics (8 kg) and the battery (13 kg) for the measurement
system was placed in the trunk.

– The data acquisition system (10 kg) was mounted on the rear right passenger seat.
– Passengers

• driver: 75 kg (180 cm)
• 1 passenger on the front right seat: 70 kg (175 cm)

During all measurements, the vehicle was equipped with the above-mentioned
advanced vehicle dynamics measurement system.
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Prior to the center of gravity height measurement some preparatory measurements
needed to be taken to determine the vehicle’s suspension geometry and kinematics
(wheelbase, wheel track, damper and damper potentiometer motion ratios, etc.), overall
weight and the height and weight of the non-suspended mass as well (Table 1).

Table 1. Vehicle parameters

Parameter Value

Wheelbase 2,7 m

Static wheel radius 0,312 m

Damper potentiometers motion ratio (front) 0,42

Spring rate (front) 34 N/mm

Damper motion ratio (front) 0,84

Total non-suspended mass 192,5 kg

hCG of non-suspended mass 0,312 m

We assume that the center of gravity of the non-suspended mass is in the axle of the
wheel: 312 mm.

3 “Lifted Axle Method”

This method can be carried out in a properly equipped workshop. Prior to the measure-
ment, the vehicle was prepared. The ride springs were changed to an adjustable tube,
to avoid spring deflection caused by the load transfer and to provide the possibility to
adjust ride height. The measurement process has two steps. First, the tire normal forces
are measured on a horizontal flat floor. Then the first axle is lifted, and the tire normal
forces and the height of lift values are measured.

From this data the center of gravity height can be calculated using the following
equation from [4]:

hCG = W · �m

mtotal · H ·
√
W 2 − H 2 + rstat (1)

where the

– hCG - center of gravity height [m]
– W - wheelbase [m]
– mtotal - vehicle mass [kg]
– �m - weight difference on the front axle between horizontal and lifted state [kg]
– H - front axle height compared to horizontal state [m]
– rstat - static wheel radius [m]
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A custom-made Breda Racing weight scale set was used for determining the corner
weights. Each weight scale has 2 NBC 16.11053 load cells, and capable of measuring
0–500 kg with an accuracy of 0,1 kg. The measurement requires some basic tools for
the spring replacement, weight scale adjustment. The type and size of these depend
on the vehicle, and the equipment, but generally the following tools are sufficient: an
Allen key set, a wrench set, a ¼” and a ½” socket set with ratchets, ½” torque wrench
(40–200 Nm), coil spring compressor and two hydraulic car jack. Measuring devices
for the preparatory measurements: tape measure for wheelbase, ruler and Cross Line
Laser for the ride height and digital caliper for the spring replacement tube adjustment.
In our case, the two-post vehicle lift was equipped with a weight scale holder, which fits
properly with the weight scale.

During this measurement process, the car was equipped with the vehicle dynamics
measurement system it gives us other sources of Fz. It was a good opportunity to compare
the force values fromKistlerwith theweight scales. The estimationmethodwas evaluated
with both values. CG height was calculated from the values provided by the weight scale
and from tire normal forces by Kistler.

The measurement was repeated 4 times with different ride heights. This way we
can compare the different results and get some information about the accuracy of the
measurement. Adjusting the ride height influences the suspended mass center of gravity
height, the height of non-suspended CG stays the same. The effect of ride height change
was calculated, 10 mm rise modifies the hCG by 9 mm. The results of the lifted axle
center of gravity height estimation method can be seen in Table 2 both estimated values
(Kistler, and Breda) are compared to the calculated value, the relative measurement
errors are also shown in the table. Possible causes of the errors may the accuracy of
the measurement system. Also, as the determination of the non-suspended mass and its
center of gravity height are complicated, we used an estimation, it also can cause an
inaccuracy that probably can be seen in the relative errors.

Table 2. Estimated and calculated center of gravity height

Ride height
[mm]

Calculated
CG height
[mm]

Estimated
CG height
(Breda)
[mm]

Relative error
[%]

Estimated CG
height (Kistler)
[mm]

Relative error
[%]

+20 551.3 553.3 0,37 554.0 0,88

+10 542.3 543.3 0,18 537.0 0,59

base 533.3 – 531.2 –

−10 524.3 525.5 0,22 523.3 0,21

−20 515.3 516.5 0,22 514.3 0,22

Stock ride heightwas used as a baseline. As it can be seen on the results the estimation
method provides good accuracy with both measurement system.
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The results confirm the widespread use of a well performed “lifted axle method”,
as turns out to be an efficient choice, without the need for costly sensors and tools. The
measurement can be carried out in one working day with two people.

4 Estimating from Directly Measured Tire Normal Forces

Our goal with the vehicle dynamics measurement system is to create a framework for a
proper vehicle model validation. As far as the center of gravity height is considered the
idea is that during vehicle tests, we create situations that are suitable for determining
the CG height using the Fz values from Kistler wheel force transducer, if this works
properly, then there is no need for other time-consuming measurement method.

In this method the equation of dynamic load transfer is used from [5]:

FZ,F = m · ax · hCG
W

(2)

The above-mentioned equation is only true in steady-state vehicle behavior. The test was
performed as braking with constant acceleration.

Motec i2 Pro was used for the data acquisition. We use the following channels:
First, we calculate the longitudinal load transfer (channel name: LT_long):

�FZ,F = FZ,FR + FZ,FL − FZ,F, stat (3)

The height of the center of gravity is calculated with the following equation (channel
name: cog_height_straight):

hCG = �FZ,F ·W
m · ax (4)

– FZ- Longitudinal load transfer [N]
– W - wheelbase [m]
– m - vehicle total mass [kg]
– ax - longitudinal acceleration [m/s2]

As it was mentioned earlier this equation is only true in steady-state. To make sure
that we only estimate when the conditions are right some check channels were created.
The previous equation uses longitudinal load transfer; therefore, the lateral acceleration
must be 0, the first channel gives 1 value if the lateral acceleration is 0 and 0 value if the
lateral acceleration is other than 0. Then an acceleration check, this channel gives 1 value
if the longitudinal acceleration is above 0,3G. Then to ensure that the vehicle is in steady-
state two other channels are created, one gives 1 value if the derivative of longitudinal
acceleration is below0,1, another onegives 1when thepitchvelocity is below0,1deg/sec.
These channels are added to the hCG channel as multipliers. Consequently, the hCG
channel gives 0 value, if the conditions are not right, and gives the calculated CG height
when they are. To sum all results from the suitable data, a CG height mean channel was
created, which gives the mean value over the log file, an “If” condition was specified,
therefore the calculation is only performed while the CG height channel is not zero.
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The results of one braking are shown as an example in Fig. 2. As it can be seen
the channel gives zero value when the conditions are not right, when the acceleration is
too little, or the vehicle is not in steady-state. On the top left corner the current value is
shown which belongs to the blue vertical line (cursor).

Fig. 2. Results of CG height estimation channel

In the following table, CG height mean values are shown from the different runs
(Table 3).

Table 3. Results of tire normal force based hCG estimation

Run ID Run1 Run2 Run3 Run4 Run5

hCG mean [mm] 545,7 543,2 540,2 544,2 539,3

The average value is 542.5 and the difference between the max and min value is
6.4 mm. During braking there is a jacking force due to suspension kinematics, this has a
jacking effect on the suspendedmass, therefore the CG height is changing during vehicle
motion. There is 10 mm difference between the lifted axle and the dynamic method.
Besides the above mentioned phenomenon, there is another thing that could influence
the results, during the lifted axle method to simulate the weights of the passengers we
put water balloons in the seats - due to lack of human resources.

The advantage of this method is that we can use the logged data from other vehicle
dynamics measurements, the channel selects the suitable data then calculates the CG
height. Then finally the mean value of the calculations is determined. Of course, this
method requires way more resources than the previously presented, therefore it is not
efficient by itself. But it can be a good complement of the vehicle dynamicsmeasurement
evaluation system.
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5 Damper Potentiometer-Based CG Height Estimation

Finally, a damper potentiometer-based estimation method was developed. The goal was
to create a similar but more cost-effective system as the previous one, by leaving out the
tire force transducer.

The core of the estimation method is the same, the only difference is the dynamic
normal force on the front axle which is estimated as the following:

FZ,FR = sdamper,FR · Ks,F ·MR2
F + FZ,F, stat (5)

MRF - ride spring motion ratio
sdamper,FR - damper potentiometer value
KS,F - stiffness of the ride springs

Figure 3 shows the estimated FZ and the measured FZ from Kistler.

Fig. 3. Estimated and measured FZ

As it can be seen there are about 300–400N difference between the measured and
estimated tire normal forces. The reason for that difference can be found in the suspension
kinematics. Pitch center influences the load path of FX. Anti-dive parameter gives the
percentage of the load which “go through the suspension parts” not through the spring.
This phenomenon can be the explanation of why the FZ estimated from the damper
potentiometers are smaller than the measured.

The CG estimation is based on the dynamic load transfer, therefore the accurately
measured normal force is crucial for the measurement. The previously mentioned 300–
400N difference has a large effect on the results, therefore this method does not seem to
be usable for estimating the CG height.

6 Conclusion

The widely used lifted axle method seems to be an efficient and accurate solution. Our
goal was to create a dynamic method, which does not require a separate measurement,
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but can be carried out during other vehicle dynamics tests. The dynamic estimation from
directly measured normal forces seems to be a good solution. During our work only
the longitudinal behavior was analyzed, the next step is using lateral load transfer to
calculate CG height. Apparently, the normal force estimation method does not seem to
be reliable, because the anti-dive parameter has a large influence on the results.

Acknowledgement. The research presented in this paper was carried out as part of the EFOP-
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Abstract. The one-dimensional Kardar-Parisi-Zhang dynamic interface growth
equation with Gaussian noise and without noise term is analyzed in various initial
conditions and its amplitudes. As an analytical point, there some initial conditions
with noise term amplitude changes added. From the mathematical point of view,
these can be considered as various amplitude distribution functions. Three different
conditions and various amplitudes were investigated between Gaussian noise and
without noise term.Numerical solutions are evaluated and analyzed for both cases.

Keywords: Gaussian noise · Kardar-Parisi-Zhang equation · Molecular Beam
Epitaxy · Initial condition · Amplitude

1 Introduction

Currently surface morphology of the interfaces and understanding it’s growth is a highly
challenging topic of physics and materials science in different applications [1]. The
physics of crystal growth largely depends on the microscopic nature of surfaces. For
solids with rough surfaces which growth is often limited by slow mass transport to the
crystal (diffusion-limited growth) and solids with smooth atomically flat surfaces which
attachment sites are rare, the addition of particles to the surface is not an easy process.
Growth may occur either via two-dimensional 2D nucleation or via the attachment of
atoms to the preexisting steps [2].

The task of producing a surface with an atomic control is often hampered by the
presence of inherent instabilities and/or by the kinetic roughness associated with, for
example, shot noise due to the deposition flux. In principle, on a flat surface exposed to
a flux in Molecular Beam Epitaxy (MBE) usual fluxes in MBE range from a fraction of
a monolayer to a few monolayers per second, each deposited atom has ample time to
diffuse and attach to a favorable site e.g., a step before a new atom is deposited [3].

The surface may develop stochastic roughness. Prominent examples of descriptions
of this type of roughness are the Edwards-Wilkinson equation [4] and the Kardar-Parisi-
Zhang (KPZ) equation [5]. The latter is one of the earliest nonlinear evolution equations
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put forward in MBE growth literature and was derived from symmetries. The KPZ
equation reads

dw

dt
= v∇2w + λ

2
(∇w)2 + η(x, t), (1)

wherew(x, y, t) stands for the profile height of the local growth [6]. The first term on the
right hand side describes relaxation of the interface by a surface tension, which prefers
a smooth surface. The second term is the lowest-order nonlinear term that can appear
in the surface growth equation justified with the Eden model and originates from the
tendency of the surface to locally grow normal to itself and has a non-equilibrium in
origin. The last term is a Langevin noise to mimic the stochastic nature of any growth
process and has usually a Gaussian distribution [7].

There are numerous studies available about the KPZ equation in the literature in the
last twodecades.Without completeness,wemention someof them.The foundation of the
physics of surface growth can be found in the book of Barabasi and Stanley [1]. Hwa and
Frey [8, 9] investigated the KPZ model with the help of the self-mode-coupling method
andwith renormalization group-theory, which is an exhaustive and sophisticatedmethod
using Green’s functions. They considered various dynamical scaling forms in one spatial
dimension asw(x, t) = x−2ϕC(bx; bzt) for the correlation function (where ϕ and b and
z are real constants). Lässig showed how the KPZmodel can be derived and investigated
with a field theoretical approach [10]. In a topical review paper, Kriecherbauer and
Krug [11] derived the KPZ model from hydro dynamical conservation equations with
a general current density relation. Later, Einax et al. [12] published a review study on
cluster growth on surfaces.

The aim of this paper is to investigate the numerical solution to KPZ Eq. (1) with
and without noise term and to point out the importance of the morphology of the initial
surface of the substrate.

2 Theory

Non-linear PDEs has no general mathematical theory, which could help us to derive
physically relevant solutions. There are different methods available, beyond the cele-
brated Lie algebra formalism [13], the most commonly used method is the reduction
technique. This means that the original variables of the PDEs like the time t and the
spatial coordinate x are used to define a new variable (for example f ). Via a variable
transformation, the original PDE can be reduced to an ordinary differential equation
(ODE). The choice of the form of f (x, t) is basically quite large. Usually, the continuity
of first and second derivatives of f in respect of x and t is required. Beyond these contin-
uous models based on partial differential equations (PDEs), there are numerous purely
numerical methods available to study diverse surface growth phenomena. Without com-
pleteness, wemention the kineticMonte Carlo [14], Lattice-Boltzmann simulations [15]
and the etching model [16].
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3 Results Without Noise Term

Simulations have been carried out by MATLAB R2019a. Numerical solution for height
profiles are calculated with the following data:

x ∈ [−200, 200], t ∈ [0, 10000], N = 100, �t = 1/100,

where N denotes the number of division points on the x-axis and �t is the time step.
In the resulted figures below the complete solutions of the original PDE (1) have

been presented showing in different initial condition and various amplitudes. However,
for simplicity, the parameters are chosen as v = λ = 0.1 and the initial conditions used
are

w(x, 0) = (1 · cos(x/8))(1 + sin(x/8)) (2)

and

w(x, 0) = (0.1 · cos(x/8)) · (0.1 + sin(x/8)). (3)

Figure 1 presents the solutions in the time range [1, 600] for the different amplitudes
applied in the initial conditions (2) and (3). It seems that the results are vibrating depend-
ing on the parameter value in the initial condition. In Fig. 1(a) it can be seen that w(x, t)
is between ±1.3 and in Fig. 1(b) that it is between ±0.6 which begins to smooth out in
both cases. This examination represents that initial condition amplitudes are affecting
only at the initial phase and but later the surface is left in the same flatness.

Fig. 1. The solutions without noise term with initial conditions (2) and (3)

Figure 2 presents the results in the same parameters for v = λ = 0.1 applying
different initial conditions.

Initial conditions are

w(x, 0) = 1 · sin(x/16) + 1 · cos(x/16) (4)

and

w(x, 0) = 0.1 · sin(x/16) + 0.1 · cos(x/16). (5)
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Fig. 2. The solutions without noise term with initial conditions (4) and (5)

The figures presented in Figs. 2(a) and 2(b) are different from each other by the
difference in their amplitudes. Here, it can be concluded that when amplitudes of initial
condition are higher than 1 then Fig. 2(a) starts from a negative point -with somewaves to
the flatness but increasing amplitude decrease thewave sides and reaches flatness with an
angle. However, small amplitude values increase waviness inw(x, t) line proportionally.

Figures 3(a) and 3(b) exhibit the solution to (1) with initial conditions

w(x, 0) = 1 · sin(x/16) (6)

and

w(x, 0) = 0.1 · sin
( x

16

)
, (7)

and also gives the same results as discussed above.

Fig. 3. The solutions without noise term with initial conditions (6) and (7)

The functions illustrate similar structures like Fig. 2 and Fig. 3 depending on ampli-
tude values in the same time interval. The structure of Fig. 1 showed that waviness is
changed taking into account of the amplitude inputs.Wemay say that different numerical
values of the initial condition do not drastically change the whole surface as it is.
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4 Results with Gaussian Noise

As the main universality classes relevant for kinetic roughening, we focus on the case in
which the surface or interface is subject to time dependent noise. In typical applications,
these fluctuations arise in those of a driving flux (of, say, aggregating units, atoms or
molecules) acting on the system. This is a convenient way to represent the nature of the
noise, but it does not by any means imply that its amplitude is directly the square root
of the average external flux. For instance, in studies of grows BME for electrochemical
or chemical vapor deposition (ECD, CVD, respectively) the noise term appearing in the
Langevin equation for the interface is seen to be rather more involved than that. How-
ever, and this can never be overemphasized, the universal behavior applies to asymptotic
properties, well beyond all existing transients (induced by, e.g. physical instabilities
acting on the system) and crossovers (due to competition among various physical mech-
anisms, each of which is dominant for a different range in time and space). For the type
of systems, we are considering, the asymptotic properties are adequately described by
equations featuring additive noise, which is Gaussian and uncorrelated in time and space
[17].

Applying similarity transformation w(x, t) = f (ζ ) and ζ = x√
t
with Gaussian noise

gives us the ODE of

vf ′′(ζ ) + 0.5f ′(ζ )
[
ζ + λf ′(ζ )

] + ae
−ζ2

n = 0, t > 0, (8)

where a is in connection with the standard deviation of the Gaussian distribution. There
is no general formula available for arbitrary parameters λ, μ, a. Fortunately, if two
parameters are fixed e.g. v = λ = 0.1 and n = 1, then there is a closed expression
(analytical solution) available for the solution.

f (ζ ) = − 1

2λ
ln

⎡
⎣1 + tan

{√
λaπ · erf

(√
ζ

2

)
+ c1

}2
⎤
⎦ + c2, (9)

where erf means the error function and c1 and c2 are integration constants, see [15].
Figure 4 presents the numerical results for the given parameters and a = 1 and for

applying different initial condition amplitudes to Eq. (1) as follows.

w(x, 0) = (1 · cos(x/8)) · (1 + sin(x/8)) (10)

and

w(x, 0) = (0.1 · cos(x/8)) · (0.1 + sin(x/8)). (11)

Figures 4(a) and 4(b) show almost the same structure. The only visible change is that if
the amplitude is 1, the ripple appears, which can also be characterized by the maximum
value of the amplitude.

Figure 5 shows the solutions of Eq. (1) with the same parameters. The figure shows
the change in amplitude and the different representations of the graphs. We examine the
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Fig. 4. The solutions with Gaussian noise term with initial conditions (10) and (11)

effect of the strength of the Gaussian noise, denoted by a in Eq. (8) providing a = 0.1
and a = 0.01 in the Gaussian noise term η(x, t) together with the initial state.

w(x, 0) =
(
1 · cos

( x
8

))
·
(
1 + sin

( x
8

))
. (12)

It results the big wavy shape in the surface escaping while keeping an increasing
amplitude of noise term.

Fig. 5. The solutionswithGaussian noise termwith initial condition (12) and a = 0.1 or a = 0.01

Figure 6 presents the results in the same output figures as presented in the Fig. 4 in
spite of changing initial condition and its amplitudes.

w(x, 0) = 1 · sin(x/16) + 1 · cos(x/16) (13)

and

w(x, 0) = 0.1 · sin(x/16) + 0.1 · cos(x/16) (14)

Figure 7 presents the results of the numerical simulations for the Eq. (1) applying
different initial conditions with a = 0.1 or a = 0.01 in the Gaussian noise term η of
Eq. (1).
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Fig. 6. The solutions with Gaussian noise term with initial condition (13) and (14) for a = 1

Fig. 7. The solutionswithGaussian noise termwith initial condition (15) and a = 0.1 or a = 0.01

In this figure different amplitude changes can be seen and how the graphs are
variously presented while the initial condition is kept

w(x, 0) = 1 · sin(x/16) + 1 · cos
( x

16

)
(15)

Difference between Fig. 5 and Fig. 7 is their wavy steps in the same range x∈[−200
200].

Figure 8 introduces the same output figures as presented in Fig. 4 and Fig. 6 in spite
of changing the amplitudes in the initial condition

w(x, 0) = 1 · sin
( x

16

)
(16)

w(x, 0) = 0.1 · sin
( x

16

)
(17)

However, as it is shown that the difference between all these figures is their wavy
starting points which are increasing waviness in the same rangex ∈ [−200 200].

Figure 9 presents the results of changed amplitudes with a = 0.1 or a = 0.01 in the
Gaussian noise term η while the initial condition is kept
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Fig. 8. The solutions with Gaussian noise term with initial conditions (16) and (17)

Fig. 9. The solutionswithGaussian noise termwith initial condition (18) and a = 0.1 or a = 0.01

w(x, 0) = 1 · sin(x/16) (18)

As the above results represents, the impact of the initial condition and noise
amplitudes and show wavy increase in the graphs.

5 Conclusion

In this paper, the numerical solutions to (1) are examined with MATLAB simulations.
These results help us to explain the phenomena observed by experiments and validate the
mathematical model [8]. So, we follow the stress effects in understanding the physical
phenomena. Our different choices for the initial condition are applied to PDE (1).

To conclude, we can say that with an appropriate change of amplitudes in the initial
condition and/or strength of noise in the noise term; or examining the problem without
noise term, numerical solutions for the KPZ equation can be obtained for one spatial
dimension. Numerous shaped figures show that every initial condition effects wavy
starting point of surfaces from a smaller range to higher on both Gaussian noise and
without noise case in the same way. One of the differences between these two cases is
that if we do not apply the noise term then after some time the solution surface is flat,
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but applying the Gaussian noise the surface has a wavy structure even after t = 10000.
Reducing the amplitude in the initial condition provides a smoother shape in the surface
structure.
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financed under the K_18 funding scheme.
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Abstract. Environmental and safety regulations strongly influence the develop-
ments in the automotive industry. To achieve the fuel-efficient vehicles with the
safety standards it needed, higher strength material required. Because of this, the
new high strength aluminium, and also the Ultra High Strength Steels (UHSS) like
22MnB5 become commonly used, particularly in the Body in White sheet metal
part production.

To achieve a complex shaped structural product from the Ultra High Strength
boron steel, a hot stamping forming process needed. The manufacturing of the
22MnB5 sheet metal part has two phases. At first, the blank is heat treated to above
930 °C (to the austenitization temperature), after then a forming operation and a
quenching operation (between the closed and cold dies) occur simultaneously.
It can be seen the temperature in the viewpoint of the preheated blank, and the
change of the temperature in the viewpoint of quenching plays an important role
in the stamping process.

The forming process for the new material is given, but because nowadays the
finite element analysis becomes as a necessary stepbeforemanufacturing the tryout
dies, the dedicated FE codes must also keep up with the developments. However,
the reliability of the simulations strongly depends on the used constitutive models.
An accurate description of the plastic behavior of the material can be complicated
for a hot stamping process because of its strain rate and temperature dependence.

At the end of the stamping process the preheated blank contact with the surface
of the dies under pressure and due to the heat transfer, the temperature of the die
elevated. In case of repetitive manufacturing cycles, the temperature elevation of
die can lead to inadequate cooling speed and also inappropriate microstructure of
the material. To avoid this phenomenon, cooling channels are applied. The present
paper described the effect of the cooling channels to the die temperatures. For this
purpose, simulations of hot stamping an A-pillar was carried out with different
arranging cooling channels. The simulation was performed with AutoForm R8 FE
code, by using thin shell elements.

Keywords: 22MnB5 · Press hardening · FEM

1 Introduction

The development of automotive industry of recent years has basically determined by
the reduction of carbon dioxide emissions. With the increased strength of the applied
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materials the mass reduction can be achieved, and the harmful emission also can be
reduced. However, the increased strength of steels causes decreases formability. It is
well known that higher temperature of the forming process makes higher formability
of the material. Based on this, new technologies for sheet metal parts are usually hot
forming technologies.

Nowadays the comprehensive process planning is usually aided by a computer which
improves the cost - and time-efficiency. The newmaterials and also the required forming
operations on elevated temperatures is a challenge for the software developers.Nowadays
there is a possibility to FE modeling the temperature change of the part, the dies and the
environment in a hot stamping process.

In this paper, an FE simulation of manufacturing an A pillar made by the ultra high
strength 22MnB5 steel sheet was carried out. Based on the FE simulations, the effect
of the applied cooling channels to the press hardening tools temperature, in case of a
cyclically repetitive manufacturing process, was examined.

2 The Technology of Press Hardening

Press Hardening (also called hot press forming) is a forming process for high strength
steels on elevated temperature. The hot press forming includes the austenitization of
the complex forming and the rapid cooling of the blank. The order of the technological
steps and the parameters can vary widely depending on the needed result. There are
two common versions of this technology, the indirect and the direct hot forming. In the
case of indirect forming, the process started with a forming in cold conditions, followed
by the heating of the part to the austenitization temperature. The process ended with a
hot forming with quenching. In the case of direct hot forming, the process begins with
austenitic annealing, followed by forming and quenching between cold dies. The final
microstructure and the properties of the partmainly depending on the process parameters,
like the holding temperatures and the controlled cooling process [1].

In this paper, the technology of direct hot forming was examined. The first step
of common practice in the manufacturing 22MnB5 Ultra High Strength steel is to be
heated to the austenitization temperature to achieve a homogeneous austenitic texture.
The necessity of this is justified by the fact that in this case the originally ferritic-perlitic
microstructurewith a yield strength of 457MPa replaced by the austeniticmicrostructure
(it has no precipitates, and holds all the alloys in solution), which has a significantly better
formability due to its face centered cubic crystal structure.

The next step is to remove the blank from the furnace and transfer it between the
dies. At this stage, time and efficiently the quick positioning the blank to its place, have
an important role thanks to the cooling effect of the environment.

After this, due to the closing dies, the part achieves its final geometry. Between the
closed dies, the part reaches the martensitic finish temperature with the critical cooling
rate due to the heat transfer of the tools. Thereby a significantly larger martensitic
microstructure can be achieved with more than 1000 MPa yield strength. The last step
of the process is the cooling to room temperature, which is usually done outside the tool.
The thermo-mechanic forming process of 22MnB5 can be seen on Fig. 1.
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Fig. 1. Thermo-mechanic forming process of 22MnB5 [1]

The most modified process parameter to achieve the proper microstructure and
mechanical properties is the cooling rate. As it can be seen in Fig. 2, to reach a purely
martensitic structure, a 27 K/s or higher cooling rate needed. When the cooling rate is
lower, bainite also appears by the martensite. The result with this is lower strength (and
also lower hardness of the final part), but the fracture toughness of the part increases due
to the bainite energy absorbing ability [2].

Fig. 2. CCT phase diagram of 22MnB5 with the proper cooling rate [3]

The final step in the process is the laser cutting (where it is necessary), to produce
the appropriate contour and the necessary holes of the desired part. In the following, the
critical parameters, which are needed to create FE modeling for the above described hot
stamping process, will be presented.
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3 Numerical Modeling of Press Hardening

To create a healthy simulation which considers all the parameters realistic, we must
provide constitutive equations that describe the behavior of a material during plastic
deformation. In sheet metal forming, the concept of material card is commonly used,
which includes the Flow Curve, the Yield Surface, and the Forming Limit Diagram
(FLC).

In case of hot forming, describing the aforementioned parameters is more compli-
cated by the fact that all of them depend on temperature and/or the strain rate. Nowadays
there is an opportunity in the dedicated FEMcodes to create a press hardening simulation,
with the relevant mechanical and thermal properties of the sheet and the dies.

The material card, which is widely used in cold forming simulations, also describes
the behavior of the elastic and plastic deformation of the material. The stiffness of
the blank can decrease significantly with the increasing temperature, the temperature-
dependent Young-modulus is needed to describe the elastic behavior. The plastic
anisotropy coefficient (r-value) thus so the Yield Surface also changes with temper-
ature. To describe the plastic deformation the Flow Curve, to define the limit of the
formability the FLC is required. The difficulties of modeling a hot stamping process are
further increased by the fact that the last two parameters depend not only on temperature
but the strain rate too.

With these parameters, a simulation of an isothermal forming process can be de-
scribed. However, in press hardening, the mode of the temperature change of the exam-
inedmaterials needs to be specified. For this, the volumetric heat capacity and the thermal
conductivity need to be defined for the blank and also for the die materials.

For a healthy FEM simulation of a forming process, the interactions between the
tool and workpiece surfaces need to be defined as boundary condition. In case of hot
forming simulation, the temperature and pressure dependent Interfacial Heat Transfer
Coefficient (IHTC) – which defined as the heat transfer coefficient between blank and
die surface –, as an additional parameter must be specified [4].

The process becomes more complex if the phase transformation also needs to be
modelled. The transformation occurs in the material when the temperature decreases
from the γ-zone to the α-zone. The transformation depends on the cooling rate, the
chemical composition and the current state of the plastic deformation (which leads to a
shift of the phase regions within the CCT diagram to the left [5]).

In order to make a simulation of the phase transformation of a material with a given
chemical composition, it is also necessary to describe the dilatation behavior of the
material. For this, the thermal expansion of each phase and the phase transformation
strain must be considered. For example, the AutoForm calculates [3] phase dependent
the temperature dependent volumetric strain, based on the following Eq. (1):

εth+tr
ii =

∑
k
V (k)

(
α(k)(T − T0) + ε(k)tr

)
, i = 1, 2, 3 (1)

Where V (k) is the volume fraction of the phases, α(k) is the linear expansion coeffi-
cient of phase k, T0 is the initial blank temperature, ε(k)tr is the transformation strain of
phase k and α(k) is a given parameter.



316 V. Gál and Z. Lukács

The provision of the required cooling rate depends on the temperature of the tool. In
case ofmass production, the die can be heated up due to the cyclically repeated heat load-
ing, so it cannot provide the cooling rate required to create a purely martensitic structure.
To avoid this problem, tools must be equipped with a cooling system. For the cooling
system Convection Heat Transfer Coefficient (CHTC) also has to be defined, as a heat
transfer coefficient between the cooling channel wall and the fluid coolant (water) [4].

4 Modelling of A-Pillar Cooling System

Nowadays it is a real challenge for the automotive developers to provide the techno-
logical parameters which are needed for the production of high strength steel sheets. For
hot forming processes, it is not enough to simply design the geometry of the tools, the
thermo-mechanical parameters for the used materials also need to be known.

In case ofmanufacturing a single A-pillar (Fig. 3), the temperatures of dies would not
change significantly due to the heat transfer associated with its high mass. However, this
part is mass-produced and as a result of it, the temperature of the tool starts to rise due to
the small but cyclically repetitive heat load. Due to the increase of the temperature, the
heat dissipation capacity of the tool will deteriorate, and as a result, it will not be able to
provide the expected cooling rate after a certain number of pieces. If the A-Pillar does
not have the specified microstructure, it will not be able to provide the load capacity
prescribed by the safety regulation. To avoid this phenomenon, the cooling of the tools
is carried out by circulating liquid in them.

Fig. 3. An A-pillar sheet metal part

In this paper, the effect of the application cooling channels was investigated with FE
modelling in the process of manufacturing 22MnB5A-Pillars for 100 cycles. Auto-Form
R8 with thermo solver was used to perform the numerical simulation in hot stamping.
The efficiency of each tool concept was based on the comparison of the change in their
temperature.
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First, the hot stamping technology without cooling was examined. The production
of an A-pillar consists of 3 steps. The piece had to be heated to the austenitization
temperature, followed by forming between the cold dies. As a final step, the piece is
removed from the tools and cooled to room temperature. To prepare the simulation
after the tool geometry import, the three technological steps (heating, drawing, cooling)
were created. After that the additional technological parameters required to generate the
thermal cycle shown in Fig. 1 was provided.

The blank was heated to its austenitization temperature, the time interval the blank
spent between the furnace and dies was 5 s. The blank dwelled for an additional 4 s
on the punch before the ram motion. After the forming the quenching process was
5 s. As the pressure between the die and part surfaces increases, the IHTC – thus the
cooling rate –, increases too. The software describes this phenomenon with a pressure
dependent scaling factor for IHTC. Taking advantage of this phenomenon, the tools had a
continuous 100 kN quenching force during quenching. The IHTCwas 3.5 mW/(mm2K),
the volumetric heat capacity of the die was 4.37 mJ/(mm3K) and the conductivity was
32 mW/(mmK). Before the removal, the blank had another 10 s on the stamp. The
ambient temperature and also the tool temperature at the first cycle were set to 20 °C. The
technology endedwith cooling the part to 50 °C. In order to determine the temperature of
a given tool, it is obvious to apply a mesh on the surface of the tools, which significantly
increases the calculation time.

Fig. 4. Punch temperature after 100 cycle without cooling

Figure 4 illustrates the tool without the cooling channel and the temperature distribu-
tion observed after 100 pieces of A-pillar was produced. It can also be seen in the figure
that the highest temperatures occur at the sharp, small rounded corners of the tool. The
heat dissipation capacity of the tool is ensured by the relatively large weight compared
to the blank. In addition to their sharpness, the temperature difference between points A
and C is also significant because while the height of point A is 74 mm, the high of the
C is 65 mm.
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To avoid of overheating the dies, application of cooling is needed. The dies are
usually cooled with liquid, flowing in the cooling channels. Has to be careful with the
location and number of these channels, to make sure the die temperature would not
elevate overly.

Fig. 5. The cooling channel arrangements on a cross section of the tool

Traditionally, the cooling channels are formed with drilling after the tool segment
has been made. Nowadays – thanks to the development of casting technology –, it is
also possible to create cooling channels with complex spline shape. Accordingly, the
cooling channels were created in both of these simulations by tracking the surface at a
specific distance to reach the best cooling effect at the abovementioned critical regions.
Two arrangements of cooling channels were examined and can be seen cross sections
of them in the Fig. 5. In the first case (1.v) the cooling channels were placed only in the
punch, in the other case (2.v) 2 cooling channels were placed in the die as well.

Fig. 6. Punch temperature with cooling channels

The parameters used for these simulations were the same as before at the simulation
without cooling channels supplemented with geometric and thermomechanical data for
the cooling channel. The coolant was water at 50 °C, the CHTC was 10.0 mW/(mm2K).
The simulations were performed for a maximum of 100 cycles (as before) provided by
the software, and the temperature change at the critical point of the tool was examined.

Figure 6 shows the results of simulations performed with tools with the different
cooling channel arrangements. After simulating the 100 cycles, the temperature in the
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critical zone (shown in part A of Fig. 4), is approximately 70 °C. The difference between
the two cooling channel arrangements is only 6 °C. Based on the small difference, it can
be stated, that the cooling of the punch is sufficient.

In all 3 cases, the temperature distribution of the punch, and the die were also
examined. The highest temperature point of the tools in all 3 simulations was the part of
the punch marked A in Fig. 4. Accordingly, in the following, the conclusions based on
the punch was drawn.

5 Conclusions

After running the simulations, the temperature change observed on the critical surface
of the punch was examined. Within a given cycle, the temperature of the critical area
changes within a given interval (its temperature elevated till the end of every cycle).
Examining these intervals, the minimum temperatures for each cycle was used as a
basis for comparison, because the higher the minimum temperature is the lower the
heat dissipation capacity is, which causes decreasing cooling rate. Figure 7 compares
the temperature increase of the three variants (dies without cooling system, only punch
cooled 01_version, punch and die cooled 02_version).

Fig. 7. Comparison of the different cooling methods

As can be seen from Fig. 7, when cooling channels were not used a significant
temperature increase occurs after 100 cycles. When cooling channels were used, the
temperature increase was negligible by the end of the process, so it is necessary to use
them. However, there were no significant difference between the two arrangements,
so it can be stated that it is sufficient to use only one cooling channel for high-cycle
production.
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In summary, modern newly developed materials also require related technologies.
However, these new technologies cause complexmodeling problems,manymore param-
eters must be defined compared to cold forming, and the determination of these parame-
ters is the result of more complex processes. In total, it is a good idea to be able to model
these processes, because if we look at Fig. 6, which shows the maximum temperature
of the critical surfaces, it is a pity that it can be modeled and the different versions can
be compared at almost no cost.
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Abstract. In the scope of this article, the design and testing of a water injection
system applicable for a spark ignition engine are presented. Increasingly strin-
gent emission standards within the framework of EURO7 require either directly
or indirectly the internal combustion engines to be optimized across the entire
field of an engine map, therefore they must comply with the emission standards
at each operating point. The greatest challenge is expected to be the Lambda =
1 operation on the full field. The conversion efficiency of the exhaust gas after
treatment systems is the highest at this point, therefore it is foreseeable that no
deviation can be made. As a result, fuel enrichment for performance enhancement
and to protect components against thermal load will not be tolerated, so the result-
ing thermal loads will need to be reduced in other ways. It is possible to reduce
the excess thermal loads by using water injection. Evaporation of water in the
intake system and combustion chamber takes off heat and the temperature of the
contacting components and fluids decreases. The affected components include
pistons, combustion chamber, cylinder head, exhaust valves, exhaust manifold,
turbine wheel, turbine housing, and as a medium, the temperature of the intake
air. Reducing the temperature of some components is important in the aspect of
mechanical strength, while for some components the knock limit can be extended.
This article presents the detailed design process and testing phase of a water injec-
tion system. An important aspect in system design is compatibility with different
engine layouts in a cost-effective manner. Injector nozzle testing also includes
analysis of mass flow, dispersion and spray pattern. The scope of the work is the
implementation of a water injection system, which is capable of performing mea-
surements in testbench environment at the Department of Internal Combustion
Engines and Propulsion Technology of Széchenyi István University.

The result of the measurements is the successful cylinder selective application
of water injection to the intake system, whereby the addition of water reduces the
temperature of the intake air and the exhaust gas, which can be reduced to standard
calibration temperature in Lambda 1, without fuel enrichment.

Keywords: Water injection · Design ·Water injection system · BSFC · Internal
combustion engine
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1 Purpose of the Study

The requirements expected by environmental standards are tightening,which, in addition
to the decreasing limits, is also characterized by a change in the measurement methods.
The current regulations are aiming to significantly reduce harmful emissions and CO2
emissions. One option for emission reduction is downsizing, which allows emissions
to be effectively reduced with low-displacement turbocharged engines, and by using
turbochargers, the engines can meet expectations in terms of performance and efficiency
[1–3]. At the same time, the heat load of the engines increase, which increases the
thermal load, creating the most important task to be solved, which is the reduction of
the knocking tendency and increasing the temperature tolerance of the components [4,
5]. Potential solutions analyzed by the comparison published by FEV Group GmbH
(Fig. 1). The purpose of using different methods was to maintain the power density of λ

= 1 and 110 kW/l, in addition to the safety of the components [2].

Fig. 1. Results of Lambda 1 concept studies based on literature research [2]

By water injection, the thermal load can be accurately reduced based on the available
scientific articles [2, 6]. The evaporation of the injected water into the system removes
heat from the environment, thus reducing the temperature of the intake air, the combustion
chamber and the exhaust gases well, and the reduced exhaust gas temperature results in
a lower thermal load of the components exposed to hot gases such as exhaust valves,
turbine wheels and turbine housing moreover, the excessive heat load of the catalytic
converter can be reduced [6]. Thewater injection systementails a number of development
tasks, such as solving water supply during vehicle integration without changing driver
comfort, thermodynamic application, and testing of the engine’s tribological system
[7–10].

In this study, the design of a cost-effective water injection system is presented,
which demonstrates component analysis as well after a series of implemented testbench
measurements. The aim is to reduce the thermal load of the engine in λ = 1 operating
state at a static working point, where the heat absorption capacity of the water is used
instead of the fuel.
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2 Connection of the Water Injection System to the Engine

The research is based on a turbocharged spark ignition engine. The engine has a power
density of 120 kW/l, which typically operates with a rich mixture for high-load work
points, which is a major reason for the protection of turbine wheels and turbine hous-
ings against thermal overload. The elements of the water injection system have been
selected on the basis of literature research, which highlighted that 10–100% of the
added water value can be injected in relation to the fuel at the selected working point
so that the effect of water injection can be investigated according to the objectives [4,
6–8]. Cost-effectiveness and reliable operation are important considerations during the
design process, therefore standard and commercially available parts have been selected.
The expectations set for the system are the following:

• Water mass flow control
• Homogeneous water distribution in the intake manifold
• Continuous water supply — deionized water
• Water mass flow and temperature measurement
• Integration possibility into the engine

In addition to the established water injection system, due to the examination of
thermodynamic processes, it is necessary to install extra sensors in the engine:

• Cylinder selective intake manifold temperature measurement
• Cylinder selective exhaust gas temperature measurement
• Temperature and pressure measurement before/after: turbine, catalytic converter

2.1 Selection of the Injection Position

Taking into account the selected engine, the budget and the literature research, there
were three possible options for the installation of the water injection system [9, 10]:

• Compressor - Throttle section
• Plenum
• Cylinder selective injection in intake tubes

The injection options and the location of the measuring points are shown in Fig. 2.
The selected injection strategy is the cylinder selective intake tube injection, which

has been defined by the involvement of literature research and the industrial partner. This
method ensures that each cylinder has a known and freely defined amount of injected
water. The cylinder selective construction requires minimizing the scattering between
the injection nozzles to ensure a homogeneous distribution.

2.2 Selection of Injection System Components

This paragraph illustrates the elements of the water injection system shown in Fig. 3.
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Fig. 2. Structure of the internal combustion engine and schematic presentation of water injection
options with retrofitted sensors.

Fig. 3. Components of the water injection system [11–13]

The water tank has 20 L of volumetric capacity, which can be changed to another
tank with a capacity of 220 L for long-term experiments. After the tank, the water
pump is placed, which must produce the required pressure to have enough volumetric
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flow rate and pressure for injection. The chosen pump puts out a maximum pressure of
16 bars, but long-term usage above 11 bars of pressure causes overheating due to the
increased energy requirement. After the pump, a filter is integrated to save the nozzle
from clogging, which will be presented later. The next part is the flow meter, which can
measure the volume of water with the required accuracy. Next, a solenoid valve takes
place, which serves safety functions. In case of engine shut off, the PUMA system closes
this valve, to avoid the engine’s filling up with water. The non-return valve prevents the
total discharge of the tubes.

The components are connected by polyurethane tubes (also used in pneumatics) that
are reliable up to 20 bars. In front of the nozzle, the distributor element can be found,
which divides the input into the same number of nozzles as the number of cylinders,
and a pressure gauge. Moreover, a PT100 temperature measuring sensor is connected
to this distribution system. Regarding the water injection nozzles, the continuous water
vapour creating nozzles were chosen. These nozzles are going to be discussed in detail
in the following subchapter. The system’s final element is a power factor controlling
the filling ratio that is able to control the actual power of the water pump with the help
of a potentiometer. Water has been added manually during the tests. The peripherals of
the designed system were built on a movable unit made of aluminium machine building
profiles for easy handling. Their schematic location is presented in the following figure
(Fig. 4):

Fig. 4. Systematic construction of the water injection system

After the construction of the system, comparative tests of the nozzles were followed.

3 Testing of the Injection System

The components of the injection system have been tested individually and then built into
the system. At first, the diameter of the nozzles was measured, then at constant pressure,
a flow rate measurement was taken and finally the spray image was recorded using a
high-speed camera.
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3.1 Structure of the Injection Nozzles

The nozzles are purchased items from two different manufacturers. They are made up
of 4 main components (Fig. 5):

• housing with calibrated diameter hole
• cone and spring for sealing and evaporation
• filter
• nozzle housing and connectors

Fig. 5. Parts of water injection nozzles from two different manufacturers [11, 14]

3.2 Spray Test

The mass flow of the nozzles is determined by the size of the nozzle head hole and the
joints of its internal structure.With the help of an electronmicroscope, the bore diameters
of the nozzles purchased in several sizes have been measured. The measured standard
deviations are less than the measurement uncertainty, as the contour cannot be clearly
determined and therefore a deviation of ±15 μm can be assumed in the measurement
(Fig. 6).

Several nozzles with different flow rates have been purchased, but the goal is to
achieve a water-to-fuel ratio (hereinafter WFR) of 10–100%, for which, in case of selec-
tive cylinder injection, the nozzle set with the smallest volume flow at predefined operat-
ing points is sufficient on the basis of the calculation. The water-fuel ratio was calculated
as the quotient of the volume flow of injected water and fuel.

The following diagram shows the purchased nozzles based on the standard deviation
of their volumetric flow rate (Fig. 7).

As Fig. 7 shows, in case of a cylinder-selective arrangement, the minimum amount
that can be injected is 36± 1ml/min, which corresponds to a volume of ~2.16 l/h broken
down into cylinders, these values must be taken into consideration when selecting the
operating point. It is also important that fuel consumption has to be based on values
without mixture enrichment, around λ = 1. During the selection of the operating point,
T3 temperature and the original application’s Lambda value were taken into account.
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Fig. 6. Microscopic image of the smallest, 500 μm nominal holed nozzle head, and the five
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Fig. 7. Mass flow measurement of Manufacture 1 & 2 nozzles analysed at a system pressure of
5 ± 0.3 bar with a water pump filling factor of 30%.

The flow rate can be partly further reduced by decreasing the filling ratio of the water
pump, which also affects the injection pressure. Since the measurements were made in
laboratory conditions at an absolute pressure of 1 bar, the engine is running in charged
mode. Therefore, it is not the absolute pressure but the pressure difference that must
be calculated to compare the injected state with the pressure measured during engine
operation. Based on the measurement, it can be stated that the maximum deviation in
the injection system is less than 1 ml/min for smaller nozzles and 1.7 ml/min for larger
nozzles, which is a satisfactory result considering the system elements and costs.

4 Installation of the Injection System into the Intake System

The intake system is equippedwith 1.5mmPT100 thermometer sensors, fixed and sealed
with two-component adhesive (Fig. 8).

During the modification of the intake system, the position of the surrounding parts
had to be taken into account, therefore the positions of the injectors and sensors were
also determined. The vacuum tubes and electronic wiring still fit next to the injectors
and sensors, so no other modifications on the engine were required.
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Fig. 8. Temperature sensor and water injection nozzle in intake manifold

4.1 Taking Shots with a High-Speed Camera

The shots were taken by an Olympus i-speed 3 high-speed camera. It is capable of a
maximum frame rate of 150.000 fps. The maximum resolution is 1280 × 1024 pixel,
’til 2000 fps, after that, resolution decreases and the light requirement increases. These
factors pose the greatest challenge when creating such shots. The proper source of light
was provided by an Olympus ILP-2 UHP Light Source. It is a continuous light device
for high-speed camera measurements. In order to gain adequate positioning, a fiber optic
cable was mounted for proper positioning and a lens was applied at the end. During the
firstmeasurements of thewater injection nozzles, the nozzlesweremeasured individually
mounted on a frame, so a transparent plexiglass cabin had to be used due to the presence
of vaporized water. The black background was fixed to the cabin (Fig. 9).

Fig. 9. Capture shot during operation (2000 fps)

In order to achieve applicable results, the measurements had to be performed in the
post-machined intake system as well. It was no longer possible to use plexiglass in the
intake manifold to record the vaporization image, but the light conditions were much
more favorable. The shots could bemade from a further distance, with 4000 fps (Fig. 10).
In terms of illustration and quick result control, the video records were investigated,
whilst in terms of detailed analyzation, the frames were examined separately.
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Fig. 10. Capture spray image

During the recordings, the system pressure was 10 bar, the pipe lengths were the
same up to the nozzles, only the spray heads and the light conditions were changed. As
shown in Fig. 11, the injection angle and the covering of the intake pipe surface with the
water vapor can be determined with a suitable approximation on the basis of the images.

Fig. 11. Shot of a water injector nozzle mounted in an intake manifold (4000 fps)

Based on the image taken in the intake manifold (Fig. 11), it could be seen that the
corresponding pressure value of 10 bar was built up under 449 frames, so during the
recording of 4000 images per second, it takes 0.11 s to achieve the previously presented
evaporation image. After switching the injection off, it takes time for the injection to stop
due to the flexibility of the piping system resulting from the stored pressure. Thus, it can
be stated that in this form the injection system can only be used for static measurements,
however, due to the static dynamometer measurements, this reaction time is not relevant
considering the current targets. The position of the injection nozzle is also adequate, the
cross-section of the intake pipe is sufficiently covered with water vapor by the nozzle.
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5 Integration of the Water Injection System in the Testbench
Environment

The used sensors were integrated into the testbench’s PUMA software located at the
Széchenyi István University. The layout of the user-interface enables that some of
the measured parameters can be graphically shown, which are being recorded in the
meantime.

The display of the posteriorly set-in sensors shown in a bar chart thus facilitates
the visual comparison. As a system improvement, it has been prepared to perform an
engine lifecycle test. A further development opportunity is the automatization of the
water injection system, controlled by a PID controller, which makes dynamic testing
possible.

6 Engine Tests on Dynamometer

The main purpose is the examination of the system’s effects on the exhaust gas tem-
perature (T3). The water dosage happened also with the original application and its λ

= 1 version. For consistent and comparable tests, the ignition timing controlled by the
Engine Controller Unit (ECU) was recorded during the measurements. The choice of
operating point regarding to the factory calibration of the engine, is the operation with
a rich mixture, which was modified to λ = 1 during the measurement.

The selected operating point is 2000 rpm, a load corresponding to an effective mean
pressure of 20 bar, controlled by the dynamometer’s PUMA system. At this load, the
engine with OEM application was operating at a Lambda value of 0.85, which was
modified to λ = 1, which resulted in increased exhaust gas temperature and a decrease
in the specific fuel consumption. The water injection was turned on in this state and the
results are shown in Fig. 12.

As it can be seen in the results, the T3 with water injection can be reduced below
the exhaust temperature of the OEM application, so at this point, the heat dissipation
capacity of the excess fuel can be replaced by water (red line). Due to the position of
the injection nozzles, when the 25% WFR is reached at the first measured point, the
injected water cools the intake charge (T2). This does not change with the increase of
volume either, so the lower temperature intake air is likely to help to reduce the knocking
tendency even with the addition of 25% WFR. At T3 temperature, the heat dissipation
effect of water increases in proportion to the amount at this load. The limit of the injected
water mass, in this case, is the cross-section of the nozzles and the maximum pressure
of the system, so with this configuration, it was possible to perform measurements up
to 73% WFR, which already exceeds the reality of future integration into the vehicle.
The factory application temperature limit T3 at low speed is NOx emissions, therefore
the factory temperature can be reached with the given system at λ = 1, if the injected
amount is equivalent to 60%WFR. The cooling effect of the water can be clearly seen in
the decrease of the exhaust gas temperature and the intake air temperature. The engine
was also tested at higher speeds, where the load was 20 bar effective mean pressure and
the speed was 4500 rpm. For the reliability of the test, both the ignition time and λ = 1
were set to a fixed value (Fig. 13).
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Figure 13 shows that at higher speeds and power the temperature-reducing effect of
the introduced water is reduced. One of the presumable reasons for this is the excessive
fineness of the evaporation, which transmits the heat-dissipating effect in the intake sys-
tem. With a higher load, the mass flow of the incoming intake air increases significantly,
the available time is shorter, which also reduces the time for the combustion chamber to
cool down. No misfire occurred during the water injection tests.
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6.1 Investigation of Water Usage Efficiency

With the injected water, it is possible to realize that the exhaust gas temperature is
the same as the standard temperature achieved with enrichment at certain operating
points. According to the literature research, one of the motivations for the application
of water injection is the utilization of the high heat of evaporation of water, which has
a value almost five times higher than gasoline, so that a fraction of water is sufficient
compared to gasoline. However, based on the measurements, much more water was
needed compared to the theoretical calculation. The heat of evaporation of water is
2257 kJ/kg, while gasoline average is 440 kJ/kg, so the required energy input is five
times more to evaporate one kg of water under laboratory conditions. Engine calibration
injects 20% more fuel at the first operating point shown, to maintain the proper exhaust
temperature compared to the stoichiometric fuel.

The same result requires the injection of 60% of water compared to the fuel, which
does not match the amount of water calculated from the heat of evaporation. The reduc-
tion in the cooling effect of the water can be presumably caused by a number of factors,
such as the positions of the nozzles in the intake pipe, and the excessive fineness of
the droplet size. During the distance between the nozzles and the intake valves, the
homogeneous water mist contacts with a significant measure of wall surface, where heat
removal takes place. However, approximately a quarter of the cycle is available to the
water to enter the combustion chamber, the remaining time is consumed by cooling the
wall surface of the intake system and heating the water. In contrast, regarding gasoline
injection, the fuel is injected directly into the combustion chamber, so it has a targeted
effect on the surfaces of the workspace. In terms of water usage efficiency, it is necessary
to examine several injection positions and different evaporation sizes, injection times
and pressures in the future, which, in addition to water injection efficiency, also has a
serious impact on the tribological system of the engine [2].

7 Summary

Achieving the initial goals, a water injection system was successfully built that met the
expectations in terms of both injectable quantity and evaporation quality. The completed
system was incorporated into the intake system of a turbocharged spark ignition engine
with which, engine dynamometer tests were performed. Based on the measurements, the
cooling effect of the water injection is realized, reducing the temperature of the intake
charge and the temperature of the exhaust gas, thus reducing the thermal load of the
engine. Since the heat load of the components in connection with the exhaust gas can
be reduced, it is possible to keep the components at a material-safe point even during
λ = 1 operation. With running at λ = 1, the system improves efficiency in high-load
workplaces with a typically rich mixture and reduces pollutant emissions at the tested
operating points.

During the experiments, a higher amount of water was required than the theoreti-
cally expected for the corresponding exhaust gas temperature to decrease, thus further
development potentials were outlined in the injection method. In terms of water usage
efficiency, the optimization is important, which has a significant aftereffect regarding
vehicle integration and tribological effects. One possibility for optimization is to replace
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the water injection nozzles - which produce the current homogeneous water mist - with
one that can be controlled with sufficient cycle time, so that water can be injected into the
working space through an open valve. During the dynamometer measurements, several
observations were made by monitoring the operation of the engine. Due to water injec-
tion, depending on oil temperature, oil dilution, corrosion and increase in the amount
of blow-by gas has occurred, which affects the lifespan and emission of the engine.
There is further research potential in the study of these phenomena, which needs to be
investigated before the series production.
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Abstract. In the 21st century, electric cars are forging ahead on the streets and
taking over the place of combustion cars in the traffic. This process can be observed
in the world of motorsports too. In the world of open wheelers, Formula E has
begun in 2014, and from 2020 this will be an official FIA World Championship
while in the world of tin-top racecars, Electric Touring Car Championship (ETCR)
will start in 2020 too. One of the key differences between combustion and electric
cars are the energy usage. In electric car racing, there is much less energy stored
compared to the power demand for a given time, also batteries used nowadays heats
up heavily, resulting in the fact that both the stored energy and the temperature
of the batteries can be limiting factors on the car performance. Considering these
facts, by switching to electric race cars, we need to revise the priorities between
the components of performance. This way the effect and importance of drag need
to be revised, as it can have more influence on race results than in case of internal
combustion engine powered racing. In this paper, a validated simulation model
is presented, and based on this model the importance of drag is investigated.
According to simulations a very little (1–2%) change in the drag coefficient of
the car results countable, because it can be mean 3–4 tenths in laptime, can still
result many places on the grid, and can cause big differences during an overtaking
maneuver.

Keywords: Electric racecar · Drag · Parameter sensitivity · Efficiency

1 Introduction

One of the most effective limit factors of the performance of an electric racecar is the
energy limit [1, 2], therefore efficiency is a very important parameter of the car. The
effects of efficiency can be divided into 4 main parts [3]:

1) Powertrain efficiency (Electrical + Mechanical)
2) Rolling Resistance
3) Uphill
4) Drag (Aero)
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In this paper, we want to show the effect of drag to the performance of a touring car.
To investigate the effect of the drag, we have created a point-mass model [4] in Optimum
Lap software.

First, we had to validate it by setting the main parameters of the car, such as mass,
engine-map, rolling resistance, drag- and downforce coefficient…etc. Based on this
validated model the importance of drag is investigated using two cases:

• Defining the pure effect of drag to laptime (for internal combustion cars)
• Defining the effect of drag to laptime, while the used amount of energy is kept constant
because an accumulator has finite energy (for electric cars)

According to simulations, a very little (1–2%) change in the drag coefficient of the
car results countable effect on both. This is important, especially in case of the laptime,
because it can be mean 3–4 tenths that can be around only 0.4% in laptime that can
still result many places on the grid, and it can help during an overtaking maneuver too.
Moreover, with these simulations, we can estimate the required capacity of accumulator.

2 Measuring Main Parameters

We have a manual [5] to TCR car we are simulating, but for more details, and better
work we wanted to measure the main parameters of the car, which has many effects to
laptime and efficiency.

2.1 Measuring Rolling Resistance

We can measure rolling resistance with coast-down test. During the test, we have to
comply with three rules. First, the ground must be quasi flat, without up- and downhills,
secondly the speed must be low because we want to exclude aero effects, and thirdly the
driver must maintain the steering wheel straight to exclude the resistance of steering [6,
7].

The test consists of two major parts. At first, the driver should accelerate the car and
have to maintain 30 km/h until he/she reaches marks, such as cones. From the mark, the
driver has to release the throttle, push the clutch and should maintain the steering wheel
straight, until the car will stop. Rolling resistance can be calculated from rolled distance
assuming constant deceleration.

At first, deceleration can be calculated from rolled distance and starting speed of
v0 = 30 km/h = 8.33m/s

ax = v20
2s

= 8.332

2s
(1)

where ax is the average deceleration in [m/s2] of the car and s is the rolled distance in
[m]. From average deceleration, we can calculate theFres resistance force bymultiplying
mass (m). The normal forces (FN ) of the car can be calculated with quasi the weight of
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the car, which is mass multiply the gravity number (9.81 m/s2). Resistance force divided
by normal force, Cres rolling resistance coefficient can be calculated [3].

Cres = Fres

FN
= m · ax

m · g = ax
g

(2)

We have measured rolling resistance with different tyre pressure with a results of
Table 1:

Table 1. Rolling resistance at each tyre pressures (starting rolling speed is 30 km/h)

Tyre
pressure
[bar]

Distance of
rolling [m]

Average
deceleration
[m/sˆ2]

Cres [-]

1.6 90 0.386 0.039

1.7 94 0.369 0.038

1.8 96 0.362 0.037

1.9 102 0.340 0.035

2.0 107 0.325 0.033

2.1 114 0.305 0.031

2.2 115 0.302 0.031

In TCR series the optimal pressure is 2 bars, so in our model, we can calculate with
0.033 [-] rolling resistance coefficient.

2.2 Measuring Downforce Coefficient

Downforce can be measured during the car is running if we have damper potential
meters on the car and we know the stiffness of springs. Moreover, we have to know the
kinematics of the car, especially the motion ratio [4] between spring travel and wheel
travel and between wheel travel and damper potential meter travel.With this information
downforce can be calculated.

First of all, we measured motion ratios in two ways:
The first measurement was direct, which means we lifted the car with 2 post car lift

and put out the springs. After the preparations, we put 5 mm thread steel plates below
the wheels while we were measuring the spring and damper potentiometer travels.

The second measurement was indirect, which means we measured the pickup points
of the suspension and created a model which can be seen in Fig. 1. With this model, we
can investigate our suspension and measure motion ratio.

Both of the two measurements have the same results. The average motion ratio
between spring and wheel is 1.1 at the front and rear too. The variation of motion ratio
in case of a bump is negligible, so we can calculate with it as a constant number.

MR = wheeltravel

springtravel
≈ 1.1 (3)
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Fig. 1. Kinematic model of the real TCR car.

During the first measurement, we get a result that damper potential meter is set to
measure wheel travel - it was calibrated this way. Therefore, if we see damper potential
meter channels in logged data, we see wheel travel values.

With this information, we can collect damper potential meter values for calculating
downforce. We have to see wheel travel values in two conditions: δ0 (in [mm]) values
at constant low speed in pitlane (not in standing position with zero speed because of
the friction of dampers) and δHS (in [mm]) at high speed straights when there is no
longitudinal and lateral acceleration and the ground of the track is quasi flat (no slope,
no uphill, no bump). The difference between δHS and δ0 is the damper travel because
of downforce. Downforce on one wheel can be calculated (in [N]) by wheel stiffness
which is Ks spring stiffness (in [N/mm]) divided by square of MR motion ratio at each
corner of the car (FL, FR, RL, RR).

Downforce = (δHS − δ0) · Ks

MR2 (4)

At the end we can calculate CL downforce coefficient as it is in Eq. (5):

CL =
(∑4

i=1Downforcei
)

0.5ρAv2
(5)

where i means the corner of the car (FL, FR, RL, RR), ρ is air density in [kg/m3], A is
the frontal area (in [m2] based on CAD model measurement) and v is the speed of the
vehicle in [m/s].

Analyzing a lot of log data at many tracks we got an average downforce coefficient
of the car, 0.44 [-], which is the same number in TCR Car manual [5].

3 Validation of the Model

To investigate improving laptime and efficiency we have to create a valid model of our
touring car with real parameters of:
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– Weight of the car
– Drag coefficient
– Downforce coefficient
– Frontal area
– Air density
– Tyre radius
– Rolling resistance
– Longitudinal friction
– Lateral friction
– Gear and final ratios
– Engine map

The aero and mechanical parameters of our model are based on measurements and
TCR car manual, and engine map is based on logged data. The validation results of
laptime and energy spent can be seen in Table 2:

Table 2. Simulation vs. log data - laptimes and energy spent track by track

Track Laptimes Energy spent [kJ]

Simulation Log data Simulation Log data

Monza 1:58.556 1:59.422 18896 20529

Barcelona 1:54.159 1:54.169 15840 15434

Hungaroring 1:52.874 1:53.561 14432 14586

Spa 2:33.425 2:30.739 21513 20874

Assen 1.44:263 1:45.275 15572 14072

Paul Ricard 2:14.124 2:14.118 18808 19048

The precision of the model can be seen on Figs. 2, 3 and 4, presenting the speed and
acceleration graphs:

3.1 Energy Calculation – Drag and Rolling Resistance

Energy spent of log data in Table 2 was calculated from vehicle speed channel of a real
TCR car. Energy spent consists of 3 major parts:

– Rolling resistance energy
– Drag energy
– Kinetic energy

This method does not calculate with the efficiency of drivetrain, because in Optimum
Lapwe have a pointmassmodel, andwewant to compare the real log data to simulations.

First of all, we have created math channels based on the measured parameter of the
car. The power of rolling resistance and drag can be calculated by Eq. (6) and (7).
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Fig. 2. Simulation vs. log data – Hungaroring (speed)

Fig. 3. Simulation vs. log data – Hungaroring (longitudinal acceleration, + traction, − brake)

These equations are correct in case of calculating energy spent, if the car is
accelerating, so if the longitudinal acceleration is more than 0.01 G.

PRollRes = Fres · v = Cres ·
(
0.5 · ρACLv

2 + mg
)

· v [4] (6)

PDrag = 0.5 · ρACDv
3 (7)
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Fig. 4. Simulation vs. log data – Hungaroring (lateral acceleration, + to right, − to left)

In Eq. (6) and (7) parameters were.

- ρ = 1.2
[
kg
m3

]
air density

- A = 2.3
[
m2

]
frontal area

- CL = 0.44 [−] downforce coefficient (from result in Sect. 2.2)
- CD = 0.41 [−] drag coefficient (from [5])
- Cres = 0.033 [−] rolling resistance (from result in Table 1)
- m = 1300

[
kg

]
vehicle mass

- g = 9.81
[
m
s2

]
standard gravity

- v [m/s] vehicle speed channel

If we integrate these, we get energy:

WRollRes =
∫

PRollRes dt (8)

WDrag =
∫

PDrag dt (9)

3.2 Energy Calculation – Kinetic Energy

The third one of the energies is kinetic energy, which can be calculated by the vehicle
speed channel (see Figs. 6 and 7). The process of the calculation of energy is shown for
the Hungaroring circuit. Parts of the track where the car is accelerating have to be chosen
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Fig. 5. The energy of rolling resistance and drag during one lap at Hungaroring. As you can
see, power of drag and rolling resistance is calculated if the car is accelerating with throttle. The
energy which went to overcoming the rolling resistance was 1407 kJ, and the energy which went
to overcoming the aerodynamic resistance (drag) was 3389 kJ.

(see Fig. 8), and between these points, we get the maximum and minimum speed. Delta
kinetic energy can be calculated from the starting and end speed of the phase.

�Ekin,(i) = 1

2
· m ·

(
v2max,(i) − v2min,(i)

)
(10)

An example can be seen in Fig. 6, where the first part is from turn1 to turn2, and the
second part is from turn2 to turn4 (as it can be seen in Fig. 8 too).

In the end, we can summarize these kinetic energies to the whole lap.

Ekin =
∑
i

�Ekin,(i) (11)

To summarize the energies of one lap at Hungaroring, as you can see in Fig. 5 and
Table 3:

– Rolling resistance 1 407 kJ
– Aero drag 3 389 kJ
– Kinetic Energy 9 790 kJ
– SUM Energy 14 586 kJ

This number can be seen in Table 2 with comparing to the simulation result of
14432 kJ value, the error is 1%.
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Fig. 6. Calculating kinetic energy from vehicle speed channel as the car is accelerating from
76.5 km/h to 184.8 km/h at the first part, and from 88.7 km/h to 200.3 km/h in the second part.

Fig. 7. Hungaroring - speed channel - Calculating kinetic energy from vehicle speed channel for
the whole lap. During calculation Eq. (10) is used and the results can be seen in Table 3.

Of course, the calculation above was done to other circuits, as well. Summarize, the
energy consumption can be seen in Table 4 regarding to log data of other tracks:

4 Effect of Drag Coefficient

After we have a validmodel, we can use laptime simulation for information on parameter
sensitivity of drag to laptime and energy spent.

The software we used is Optimum Lap. It is calculating with point mass model, but
it can be very useful if we want to know which parameters affect the most on laptime
(and efficiency) track by track.
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Fig. 8. Hungaroring trackmap. Energy is calculated when the car is accelerating with throttle (red
lines on the graph). According to it, this track can be divided into 11 parts.

Table 3. Calculating kinetic energy according to Fig. 7–8 and Eq. 10 (m = 1300 [kg])

vmin [km/h] vmax [km/h] �Ekin [kJ]

Part1 76.5 184.8 1419

Part2 88.7 200.3 1618

Part3 141.4 158.3 254

Part4 109.4 159.1 669

Part5 94.4 145.9 621

Part6 113.1 124.1 131

Part7 108.7 169.8 853

Part8 139.1 188.5 812

Part9 85.6 147.8 728

Part10 75.4 141.5 719

Part11 94.3 219.3 1966

SUM Kinetic Energy: 9790

4.1 Only Changing Drag Coefficient

We have done some simulations changing CD drag coefficient to −4.5%, −3%, −1.5%,
Base, +1.5%, +3% and +4.5%. We wanted to know if we decrease drag how will the
laptime improve and howmuch less energy will be used to complete one lap. The results
can be seen in Table 5:

The information in Table 5 can be summarized in a graph, which can be seen in
Fig. 9:
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Table 4. Energy consumption parts of real log data at TCR Europe events.

Track WRollRes [kJ] WDrag [kJ] Ekin [kJ] SUM
energy
[kJ]

Fuel
cons.
[kg]

Laptime [s]

Monza 2231 8027 10271 20529 1.980 1:59.422

Barcelona 1613 4405 9416 15434 1.748 1:54.169

Hungaroring 1407 3389 9790 14586 1.628 1:53.561

Spa 2624 8892 9358 20874 2.510 2:30.739

Assen 1564 4433 8075 14072 1.648 1:45.275

Paul Ricard 2006 6169 10873 19048 2.070 2:14.118

Table 5. Simulation results – Effect of drag coefficient to laptime and used energy

Track CD [-] Laptime
[s]

Used
energy
[kJ]

Track CD [-] Laptime
[s]

Used
energy
[kJ]

Monza −4.5% 0.392 −0.348 −97 Barcelona −4.5% 0.392 −0.163 −60

−3% 0.398 −0.232 −64 −3% 0.398 −0.108 −39

−1.5% 0.404 −0.116 −34 −1.5% 0.404 −0.054 −17

BASE 0.41 1:58.556 18 895 BASE 0.41 1:54.159 15 840

+1.5% 0.416 +0.117 +34 +1.5% 0.416 +0.054 +20

+3% 0.422 +0.233 +72 +3% 0.422 +0.108 +50

+4.5% 0.428 +0.350 +99 +4.5% 0.428 + 0.163 +73

Hungaroring −4.5% 0.392 −0.111 −55 Spa -
Francorchamps

−4.5% 0.392 −0.310 −124

−3% 0.398 −0.074 −33 −3% 0.398 −0.207 −83

−1.5% 0.404 −0.037 −16 −1.5% 0.404 −0.104 −37

BASE 0.41 1:52.874 14 432 BASE 0.41 2:33.425 21 513

+1.5% 0.416 +0.037 +21 +1.5% 0.416 0.104 +27

+3% 0.422 +0.074 +41 +3% 0.422 0.209 +66

+4.5% 0.428 +0.111 +62 +4.5% 0.428 0.313 +100

Assen −4.5% 0.392 −0.150 −73 Paul Ricard −4.5% 0.392 −0.240 −117

−3% 0.398 −0.107 −53 −3% 0.398 −0.160 −68

−1.5% 0.404 −0.053 −26 −1.5% 0.404 −0.080 −35

BASE 0.41 1:44.263 15 571 BASE 0.41 2:14.124 18 808

+1.5% 0.416 +0.053 +23 +1.5% 0.416 +0.081 +27

+3% 0.422 +0.107 +47 +3% 0.422 +0.161 +66

+4.5% 0.428 +0.160 +72 +4.5% 0.428 +0.242 +93
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Fig. 9. Laptime change in function of CD drag coefficient

As we expected, drag has more effect on faster tracks, such as Monza and Spa-
Francorchamps. 4.5% reduction of drag (or frontal area) can be result 3 tens in these
tracks, so there, drag reduction is the most important object in touring car racing series.
It can be reached by flat car with ride heights or as flat wing position as possible.

4.2 Changing Drag Coefficient and Engine Map for Equal Energy Spent

As you can see in Table 5, with reducing drag we could have less energy to complete
the race. In case of electric cars, the limiting factor is the amount of total energy we can
use. In the next simulations, we have constant energy we can use per lap in case of every
drag coefficients. So if we reduce drag and we use less energy, we will add plus power
to the engine in order to use the same amount of energy. In the same way, if we increase
drag we have to decrease the power of the engine to use equal energy.

According to Table 2, in our simulation we have.

18 895 kJ energy in Monza,
15 840 kJ energy in Barcelona,
14 432 kJ energy in Hungaroring,
21 513 kJ energy in Spa,
15 571 kJ energy in Assen, and
18 808 kJ energy in Paul Ricard.

The results of constant energy simulations can be seen below in Table 6:
The information in Table 6 can be visualized in a graph which can be seen in Fig. 10:
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Fig. 10. Laptime change in function of CD drag coefficient in case of the same energy we have

5 Conclusion

The drag coefficient has more effect in high speed circuits, such as Monza and Spa-
Francorchamps. According to Table 5 and Fig. 9, with improving the chassis drag coef-
ficient with 4.5% we can be quicker with 0.350 s which can be mean many places on
the grid in touring car racing.

Comparing the results of Fig. 9 and Fig. 10 we can see, drag has more effect in
case of limited energy. So in electric touring car racing, it will be much more effective
on competitiveness. According to Table 6 and Fig. 10, with improving the chassis drag
coefficient with 4.5% we can be quicker with 0.524 s. Thus, electric touring car chassis
designers should take attention to reduce the drag of the car asmuch as possible to reduce
laptime.
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Abstract. In the 20th century, a lot of methods were based on thumb rules in
suspension design, a lot of terminologies were introduced, such as virtual swing
arm, roll center, anti-dive, anti-squat, anti-lift. With these concepts, suspension
design became easier to understand and visualize, also quantifying the so called
anti-geometries and creating graphs about cambergain, roll center height, or toe
gain in function of wheel travel became more straightforward.

On the one hand, with the raise of computers, more and more tools became
available for suspension design, and the motion of suspension can be calculated
correctly and quickly. On the other hand, there is more information from tyres by
measurements, so suspension design can focus on to maintain suspension values
where tyres produce the highest grip.

In this paper, a novel suspension design method is shown, based on in-
plane acceleration direction (G-G direction), instead of the aforementioned
characteristic-based methods. Also, a simulation environment is created that
assists this method. In this environment, a multi-body suspension model is used
that allows suspension kinematics and joint forces to be calculated as a function
of the direction of in-plane acceleration, while in the past suspension parameters
were calculated as function of wheel-to-chassis relative displacement. Acceler-
ation and steering input from real, measured log data can also be added to this
model, and normal forces at the tyre contact patches can be calculated too.

Keywords: Suspension design · Design method · Racecar · Simscape · Grip
limit behavior

1 Introduction

Since the early appearance of cars, at the end of the 19th century, suspension design
methods were improving both in terms of kinematics and spring-damper calibration.
There are a lot of papers about suspension design methods, that target how one should
design a “good” suspension [1, 2, 3, 4]. But what does “good” suspension mean?

There are a lot of thumb rules in suspension design.
Some of suspension kinematic investigation is doing parallel wheel travel test, to

know how the suspension works in case of bumps. They plot the graphs of camber, toe,
roll center height, motion ratio, scrub radius, mechanical trail, kingpin angle, etc.
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The second commonmethod is the opposite wheel travel test. In case of it, one-wheel
bumps and the other one rebounds to simulate chassis roll. Chassis roll test is quasi the
same. The difference is at the first method chassis is fixed and the ground moves under
the wheels. At the second method, the ground is fixed under the wheels and the chassis is
rolling during the test. The geometry is investigated in function of chassis roll or wheel
travel.

The third common method is steering test. First, to design the Ackermann geometry
[3, 5, 6]. Second, camber gain can be sensitive to steering especially in case of higher
kingpin and caster angle, so it used to investigate that too [3]. Third, by kingpin and
caster angle during steering, we can change the ride height and normal forces too [3, 6].

During these tests a lot of suspension parameters are investigated. A few of them are
summarized below.

1.1 Main Parameters

Camber Gain. Almost all papers suggest that camber-gain should be more negative
in wheel bump. The idea is that the outer wheel will jounce, and the inner wheel will
rebound relative to the chassis in turns. By chassis roll out of a corner, the wheel angle
relative to the ground must be compensated, so the change of camber remains in the
optimal window.

Until the end of the last century there was no data from tyres, so the optimal camber
was unknown, but a rule of thumb was that higher camber means more grip. Nowadays,
by tyre measurements, we know optimal camber to each tyres (if we measure it) but it
can change as a function of normal force, temperature, pressure, etc. [7, 8]. For example,
if the optimal camber value is known to the chosen tyre, suspension can be designed to
maintain the camber in optimum in every situation on the so called G-G diagram. But
how can we know how much the chassis roll and wheel movements are on the track?
Moreover, it depends on roll center position and roll center movement too. The amount
of it depends on springs, dampers and anti-roll bars too. Are wheel travel test, chassis
roll test, and steering test enough to tune camber gain? Is it enough to know the camber
gain in case of wheel travel and steering? For answers, new methods can be developed
and used more efficiently.

Roll Center. The roll center is the point in front view which the chassis rolls around
[6]. The roll center of a vehicle is the notional point at which the cornering forces
in the suspension are acted to the vehicle body. We can draw this point if we know
suspension pickup points. In most cases, we want to know the movement of roll center
to calculate chassis roll and jacking force [6]. But without knowing roll center position,
if we know the chassis roll, each wheel travels, ride heights and jacking force from
multibody suspension simulation, do we need to know roll center position?

Roll Center is a theoretical point, it makes the visualization easier for chassis roll,
but it is not necessary to know if we know weight transfers, ride height changes, chassis
roll, etc.

Anti-geometries. Anti-squat, anti-dive and anti-lift geometries - which will be referred
to as “anti-geometry” - are a form of geometry at the front and rear wheels that alters and
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controls the amount that a car will compress the springs due to acceleration or braking
conditions [6]. The load path of weight transfer can go in two ways: Through suspension
rods (called geometric weight transfer) and through springs, dampers and anti-roll bars
(called elastic weight transfer) [6]. Anti-geometries define - in percent - how much of
weight transfer goes through suspension rods and springs. Therefore, these parameters
effect the chassis pitch and ride height change as well, which has a high effect in the
case of aerodynamic cars. Low anti values mean more elastic weight transfer, so chassis
pitch and ride height change are higher [6].

So, during suspension design, we speak about anti-geometries because of chassis
pitch during brake and acceleration, but the question is, dowe need to know anti numbers
if we know ride height changes (and chassis pitch) during longitudinal acceleration or
deceleration? Anti-geometries are theoretical values such as roll center. These are used
to estimate chassis movements.

Scrub Radius and Mechanical Trail. Scrub radius and mechanical trail are defined as
the front- and side view distance between the intersection of the steering axis and the
groundmeasured from the center of the contact patch [6]. Steering torque is proportional
to these numbers, for example, higher mechanical trail means more steering torque in
case of lateral force at the tyre contact patch [6].

So, knowing scrub radius and the mechanical trail we can estimate steering torque
and tie rod forces. From the steering point of view, the important information is not
the value of scrub radius or mechanical trail. The question is how much is the steering
torque? We can answer it with multibody dynamics suspension analysis too.

Motion Ratio. Motion ratio can be defined between damper or spring travel and wheel
displacement, moreover, it can be defined between anti roll bar motion and wheel travel
too. With these numbers, we can calculate the spring or anti-roll bar stiffness to wheel
rate to know how stiff our suspension or how much is the roll rate distribution between
front- and rear axle to estimate elastic weight transfer [6].

To know weight transfer at axles, we do not need to know motion ratios in case of
multibody simulations, without these we can get normal forces, roll gradient, ride height
and spring deflection too.

Knowing the parameters above is not necessary, but it can be useful during suspension
design. It is a higher abstract level, and across tuning these parameterswe canget a chassis
and wheel movement we want.

1.2 Frequently Asked Questions During Suspension Design

If a car is going on the track, the aim is in motorsport to reduce the lap time as low as
possible. To help the driver to achieve the fastest lap we can tune the car with a lot of
parameters. These parameters will affect the behavior of the car. With a “good” set of
parameters, the handling can be easier and summarized grip can be higher.

The “best” setup iswhenwe can get themaximumpossible forces from tyres, so if we
want the “best” suspensionwith “best” setupwemust know the tyrewe have according to
measurements [9]. It is necessary to know which parameters the tyre “likes” to produce
maximum forces. What is the optimal slip angle and camber angle at each normal force?
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The second thing to get the best setup, if we know how the car is moving on the
track. For example, what are the cambers, ride heights and normal forces at each wheel
during braking or cornering?

Another question from drivers, can we put a softer spring to the front? With softer
springs, wings (in case of formula cars) or splitters (in case of touring cars) can touch
the ground in case of braking or cornering. Often, it is hard to answer even in that case
if we know motion ratio, wheel rates, anti-dive and a lot of parameters in function of
wheel travel.

In case of prototype cars, a frequent question is how much the forces in rods and
bearings are. It is necessary to know if we want a lightweight racecar.

For answering these and similar questions we built a simulation environment in
Simscape multibody [10].

2 Simulation Environment

For suspension design and investigation, a 3D simulation environment was built in
Simscape Multibody. The model input is steering angle and acceleration in lateral and
longitudinal direction too.

There is no tyre model, forces are added to the contact patches. As it can be seen in
Fig. 1, in case of lateral acceleration, lateral forces are properly distributed according to
normal forces of the previous step of the solver. In case of longitudinal acceleration, the
longitudinal forces are distributed according to brake balance or acceleration balance to
front and rear which can be added by us.

There is only one constrain which connects the whole model to the world. Rotation
around vertical axis is zero maintaining yaw movement at zero. The model is held in

Fig. 1. The model in case of lateral acceleration input. An input acceleration is multiplied with
the mass of vehicle to calculate the sum lateral force. It is distributed according to normal forces
on each tyres. The model is held in position by PID controller to control the gravitational field
representing inertial forces.
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longitudinal and lateral direction by the gravitational field, which is constant in ver-
tical direction (g = −9.81m/s2), and it is position controlled by PID controller in
longitudinal and lateral direction representing inertial forces.

Besides the 3 main input (lateral and longitudinal accelerations and steering angle)
there can be a 4th input. A vehicle input and downforce and drag coefficient can be added
to the model to calculate aerodynamic forces. These are external forces that effect the
chassis at the front and rear axles. These coefficients can be added as an aero map, in
function of ride height at front and rear.

The model consists of 3 main parts, which can be seen in Fig. 2: Rig, Vehicle Model
and Test Case boxes. The input accelerations and steering are added in Test Case box
and these are transformed to contact patch forces on tyres. These forces are added to
the Rig at each contact patch. Contact patches are connected with the vehicle model,
so the model will move, but the position of it is going to the Test Case box, where the
PID controller calculates the gravitational field to maintain the position of the model in
longitudinal and lateral direction.

Fig. 2. The simulation environment

2.1 Rig Box

The Rig can be connected to any vehicle model by the center of gravity (CoG) and
the tyres contact patches. The rig contains the tyre contact patch model and the chassis
constrain to the rig too.

Contact Patch. The logic of tyre contact patch can be seen in Fig. 3. The contact patch
of the ground and the wheel is connected with 3 joints. The rectangular joint allows
moving the tire contact patch in x and y directions. In case of steering, or track width
change in case of bump it is necessary.

The rectangular joint does not allow the movement in z direction. This task is solved
by Prismatic joint. It has a stiffness and damping coefficient representing the tyre vertical
stiffness and damping coefficient. If the deflection of prismatic joint is multiplied by the
stiffness, we get the normal force of the tyre.

At last, a Gimbal joint is needed too because the angle of the wheel to the ground
should be changed in case of steering and camber gain. Lateral and longitudinal forces
are added after this joint to wheel contact patch as an external force. The contact patch
of the vehicle model is connecting to “Contact Patch Wheel” in Fig. 3.
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Fig. 3. Modelling of the tyre contact patches. If we do not want any “tyre deflection”, prismatic
joint can be removed.

Chassis. As it was mentioned, the CoG of the chassis is constrained to the world. Rota-
tion around vertical axis (z) called yaw movement is maintained at zero. This constrain
should allow every movement except yaw movement. There is no joint for only keeping
the rotation angle at zero around z axis, so for this task, there should be 3 joints. The
joints between chassis and the ground can be seen in Fig. 4.

Fig. 4. Modelling of the chassis constrain, maintaining the yaw movement at zero

At first, a Rectangular joint is needed to allow chassis movement in longitudinal (x)
and lateral (y) direction, which is controlled by PID controller. For PID, the position of
the vehicle CoG should be measured by sensor relative to the estimated CoG on Rig.

At second, a Prismatic joint ensures the CoG height variation in z direction. At last,
a Universal joint is needed. It allows the rotations around x and y axis, representing roll
and pitch movements of the chassis.

2.2 Vehicle Model Box

The Vehicle model is a double A-arm [2, 3] suspension model, which can be multilink
[11] too. In the model, we can define the pickup points, spring and anti-roll bar stiffness,
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damping characteristic, and geometries of rocker, upright, hub or the position of bearings
of anti-roll bar, hub or rocker and so on.

The Vehicle model is connected to the Rig across contact patches and chassis CoG.
The model consists of 8 main parts. Four of them are the 4 suspension corner which
contains the wheel, hub, upright, brake disc, suspension rods, rocker and spring-damper
assembly. Two of eight are the front and rear anti-roll bar. The remaining two parts are
the chassis and steering system. The schematic of the model can be seen in Fig. 5.

Fig. 5. Vehicle model

Corners. The corner contains the wheel, hub, upright, brake disc, suspension rods,
rocker and spring-damper assembly. The corner is connected to the rig across contact
patch. Another connection is to the chassis with its CoG. There are transforms from
CoG to the pickup points, and these vectors can be defined in each corner, as a “mask”
in Simscape [10]. If we want, we can connect an anti-roll bar droplink to the rocker and
the upright can be connected to a steering system at the front or to the chassis at the rear.

There is an input force to each corner. In case of braking the upright is loaded by
contact patch force and brake force on caliper too. This brake force value is estimated
by the moment of the wheel which is equal to the Fx contact patch force multiplied with
tyre radius. The caliper modelled as a brick with yellow in Fig. 6.

Thewheel, hub, and brake disc are togetherwhich are connected to the upright by two
bearing joints. One of them is constrained by axial movement avoiding upright to move
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in lateral relative to the wheel assembly. The upright is in connection with all suspension
rods by universal joints. These allow rotation, except the rod axial direction. Corner
connects by rods to the chassis with spherical joints, and the rocker with a re-volute
joint. The model of the corner with joints can be seen in Fig. 6.

Fig. 6. Model of a corner with its joints

All the joint positions can be added by a coordinate vector, so ifwewant tomodify the
geometry, we can do that easily. Rod lengths and any other geometries are automatically
modified by writing a new coordinate vector to each joint.

The damper-spring assembly is modelled as a prismatic joint. The position and
velocity of the joint go to a look up table, where the spring and damper forces are given
in the function of spring deflection and damper velocity. These forces are connected
back to the prismatic joint. We can define any spring or damper characteristic we want,
even double spring or rebound springs. Of course, spring natural length and preload can
be given, moreover, bump- and rebound stop characteristic and damper stroke can be
defined too.

Steering System. As it can be seen in Fig. 7, steering system contains the steering
wheel, 3 steering shafts, the pinion and the steering rack. The system is connected to the
chassis with a cylindrical joint on the lower shaft and with a revolute joint on the upper
shaft which has the steering wheel angle input. There is a constrain between rack and
pinion which converts the pinion rotation angle to rack travel.

As in a case of corner systems, all the joint positions can be given by a coordinate
vector, so by changing the coordinates, rod lengths and rack length are automatically
modified.

Anti-roll Bars. An often-used U-type anti-roll bar can be seen in Fig. 8, which is used
for increasing the roll stiffness of the car. It contains the torsion bar with blades and
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Fig. 7. Model of the steering system with its joints

droplinks. The system is connected to the chassis with a revolute and cylindrical joint
that represents the bearings of the torsion bar. The bearing coordinate vector should
be given with the length of the torsion bar, blades, and droplinks too. The torsion bar
consists of two half parts. These are connected with a revolute joint which has a torsional
stiffness, which can be given in the model. Droplink ends can be connected to the rocker
of the corner box.

Fig. 8. Model of the anti-roll bar system with its joints
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Chassis. The chassis box connects all parts of the vehicle model by its CoG. It is prac-
tically a point mass with inertia. The weight and inertia of it can be given to representing
all the masses which are suspended mass such as chassis, driver, powertrain and drive-
train systems. Ride height sensor positions can be added to this with its position vectors.
There is an option to calculate with chassis torsional stiffness if we define the front and
rear parts and connecting them with a torsional stiffness of a revolute joint.

As it can be seen in Fig. 9, for visualization a cadmodel can be added to the simulation
environment which is moving during the simulation.

Fig. 9. The vehicle model without (left) and with (right) a cad model of chassis

2.3 Test Case Box

This box gives the input to theRig andVehiclemodel. The acceleration input is calculated
to tyre forces here, and the PID is controlling the gravitational field according to the CoG
position data coming from the Rig.

There can be 7 test cases in the model by combining the acceleration, speed and
steering wheel angle inputs. These can be switched in the model.

The first test case is the usual bump test. In this case we can give the gravitation field
in z direction by a signal builder in function of time. The second possible test case is
steering test, where the gravitational field is constant, and the steering input is given by
a signal builder. The third can be a vibration test with giving displacement function to
the Rig to create a post-rig. With it, we can tune the frequencies and damping ratios. The
fourth and fifth opportunity are longitudinal and lateral acceleration test, where we can
give the acceleration inputs to a model by a signal builder to test braking or cornering.
As the sixth test case we can combine the fourth and fifth case, so we can add the lateral
and longitudinal accelerations (or steering input too) and we can simulate the vehicle
going through the edge of the GG diagram.
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Thinking it further, if we have real log data of accelerations and steering wheel angle,
we can read it inMatlab [10] as a csv file, andwe can add it to the simulation environment
to investigate the kinematics by moving on a real track.

3 Data from Simulation

The vehicle model has a lot of sensors. Forces are measured in all of the joints during
simulation, for example, if we put real log data acceleration and steering input to a
model, we can see all the suspension rod forces, bearing forces or steering torque too.
Moreover, every point coordinate is measured during simulation, so we can look at any
suspension kinematic, such as toe angle, camber angle, ride height, CoG position, and
roll angle indirectly damper positions and so on.

3.1 Validation

In our example, a double A-arm suspension of a Formula Student [12] racecar is shown.
This suspension was designed and built too. During the track speed, accelerations, and
steering angle were logged which are the input to our simulation model. Figure 10 shows
the PID controlled acceleration field with comparing simulation and real log data.

Fig. 10. The real log data as an input for simulation (black) and the simulation input speed,
steering angle and accelerations generated by PID control gravity field.

The validation process can be according to damper positions that are measured on
the track too. For comparison, the real log data with simulation chassis movement can
be seen in Fig. 11. The setup in the simulation was the same in real tests on the track.
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Fig. 11. The chassis roll and pitch angle from damper position in case of real log data (black)
and simulation output (red).

Of course, the Simscape model is validated with another suspension kinematic pro-
gram, such as MSC ADAMS Car. According to validation test results, we can say,
suspension kinematics calculated are the same. A rear cambergain comparison can be
seen in Fig. 12 in function of wheel travel during a bump test.

Fig. 12. Comparison test with another suspension kinematic program.
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3.2 Setup Comparison

After a validation process, the model seems to work well, so with the help of the model
we can design a new suspension, or we can compare suspension setup concepts. For
example, we have done four setup concepts to compare on our FS car to see what can we
expect in case of weight transfers and ride heights, roll and pitch angle. The difference
in four setups can be seen in Table 1. The roll gradient is based on analytical calculations
[6].

Table 1. Comparison between setups

Base No ARB No ARB, Stiffer
Spring

Base with Chassis
Tors. Stf.

Colour on Fig. 13 Red Blue Green Yellow

Spring [N/mm] (front -
rear)

39.4 - 35 39.4 - 35 61.3 - 61.3 39.4 - 35

ARB pos. (front - rear) med - med med - med out - out med - med

Chassis Tors. Stf.
[Nm/deg]

Infinity Infinity Infinity 3000

Roll gradient [deg/G] 0.41 0.89 0.54 0.41

The simulation result can be seen in Fig. 13. Without anti-roll bar (blue) the chassis
roll will be 2 times more than in case of the base (red) setup. Moreover, the rear camber
gain is higher too. To compensate the too much chassis roll we put stiffer springs in
case of the green setup. The chassis roll is higher than the base, but the pitch of the
chassis is quasi half of the base during braking and accelerating. Moreover, the CoG
movement because of the jacking force is less in case of stiffer springs too. The fourth
setup difference to the base was chassis torsional stiffness. As you can see, there is no
considerable difference. If we look at roll gradients in Table 1. Which was calculated
analytically, these numbers seem to be the same as we can see in simulation results in
Fig. 13 in roll angle graph.

3.3 Suspension Forces

During designing suspension parts, we need information about forces to choose bearings,
materials and for topological optimization process and so on. From this simulation
environment, the information from load of suspension parts can be known. Some forces
of front left suspension can be seen in Fig. 14 during the track test simulation.
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Fig. 13. Comparing four setup concepts.

Fig. 14. Front left suspension forces during track test simulation (+ pulled, − pushed) (UCA
– Upper Control Arm, LCA – Lower Control Arm).



Simulation Environment Developed 363

4 Suspension Types

In this paper, a double wishbone formula student suspension car was introduced, but this
model can change easily to other type of suspensions. The model is built of parts, such as
anti-roll bar, steering system, damper-spring assembly, so we can assemble these parts
as we want. In Fig. 15 another type of suspension can be seen.

Fig. 15. Model can be changed easily to other types of suspension

5 Summary

With this Simscape simulation environment, we can design a new suspension to any car
more easily if we have log data from track. We can investigate suspension kinematics in
braking zones, mid-corners and corner exit turn by turn. Moreover, for detailed suspen-
sion part design, we can estimate all the forces will load to the part. Therefore, we can
choose materials more easily and we can run FEM simulations more precisely.

Besides, if we have bought a racecar in a series, such as TCR or F3 and so on, we just
have to measure the suspension coordinates or read it from its manual and we have to
write the coordinates into this model for estimation of forces and kinematic movements
too.
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3.6.2-16-2017-00016 project in the framework of the New Széchenyi Plan. The completion of this
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Abstract. Formula Student is a competition series for university teams who build
their own formula style race cars according to Formula SAE rules. Teams who
participate in this event have to design and build a car, and they also have to create
the financial background to build the car and get to the competition. Thus, Formula
Student is a project management competition too.

From a project management point of view, both financial and human resources
are limited. Therefore, everyFormula Student teamhas to decidewhich parameters
should they focus on, and which parameters are less important during the design
phase of their race car. To make this decision easier, teams should do a parameter
sensitivity analysis to know which parameter has the most effect on the results.

For helping the above, this paper introduces a process about how a team can
make a valid model of an electric FS race car and how to calculate the effect of
different parameters on the amount of points to be earned. It is also shown, how
they can decide which parameters of the car are important and which ones have
less effect on the car’s performance.

Keywords: Parameter sensitivity · Electric race car · Formula Student · Car
concept

1 Introduction

To design, manufacture, build, and operate an electric racecar is a very complex task
which requires more people as a team. In this paper we want to show a process, how we
could be more effective during the design period to taking attention to those important
projects, with you can earn more points in a competition.

First of all, a simulation environment is described. A simple model, based on a single
point mass is introduced. Using the model it is shown how to simulate the effect of the
main parameters, such asmass, downforce- and drag coefficient, center of gravity height,
HV accumulator capacity, gear ratio and friction coefficient on lap time.

Validation of the developed model is also shown. Parameter tuning of the model,
based on real car measurements is described. This paper introduces the energy flow
measurement of the car too.
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In the end, with a valid model, parameter sensitivity can be determined, and teams
can make concept decisions based on these simulations. Therefore, the limited financial
and human resources can be assigned reasonably, and the best concept, that has the
highest chance to earn the maximum amount of points, can be chosen rationally.

In our example, the competition is Formula Student [1].

1.1 Formula Student

Formula Student is a brand name for races held worldwide, where college and university
students compete in designing and constructing a race car. The competition includes
creating and presenting a comprehensive business concept and raising funds to run the
project.

The series started off in the USA in the 1980’s, but as of today, races are held,
among others, in the UK, Germany, Italy, Brazil and in Asia-Pacific, too. Participating
in our project is not only useful for the students, but for companies working in related
industries as well. Formula Student connects employers with fresh graduates, who finish
their studies with valuable, up to date knowledge. Symbolizing the reputation of the
series, the races are held at such renowned tracks as Silverstone, Hockenheimring or the
test track of Ferrari, Fiorano Circuit. In recent years, Formula Student was patronized
by household names in the vehicle and racing industry, namely Ross Brawn, technical
director in Formula One, and Mario Theissen, former director of BMWMotorsport [1].

Race Events. Several events are held on different days of the competitions, but the first
is always the scrutineering, where judges check the compliance of the race car with the
safety and technical regulations. Scrutineering is followed by “static” and “dynamic”
events. Static events are worth 40% of the total score, while dynamic events account for
the remaining 60%.

Dynamic Events. [2] . During the dynamic events, the pilots take their car to the track,
where both man andmachine race against the clock. There are 5 parts in dynamic events:

Acceleration. All vehicles have to travel a distance of 75 m in the shortest possible time,
from a standing start Available points equal to 75. The calculation of points can be seen
at FS rules [2].

Skidpad. Skid Pad is an eight-figure racetrack, where cornering capabilities of the race
car are measured. The driver has to complete 2 laps to left and 2 laps to right, and the
2nd laptime is counted to both direction. Available points equal to 75. The calculation
of points can be seen at FS rules [2].

AutoX. This event is held on a short, maximum 1500m, but usually only around 1000m
long track, consisting of max 80 m long straights, constant radius turns, hairpins, slalom
with cones 7,5–12 m apart, and other elements such as decreasing radius turns, chicanes,
etc. The driver has to complete 1 lap as quickly as possible. It is like a qualification lap.
Available points equal to 100. The calculation of points can be seen at FS rules [2].
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Endurance. This is the hardest event to these prototype cars. During this event, the
spotlight is on the durability and energy consumption of the car while it is a race against
the clock. Two pilots have to drive the car for 22 km. The track is similar to the one used
for AutoX. Available points equal to 325. The calculation of points can be seen at FS
rules [2].

Efficiency. During the Endurance event, the cars have to complete 22 km, therefore the
most important factors are durability and energy consumption. The latter is scored in the
Efficiency event, by measuring which team could complete the distance most efficiently
regarding average speed and energy/fuel consumption. Available points equal to 100.
The calculation of points can be seen at FS rules [2].

1.2 Goals

A simulation environment has to be created in order to objectively make decisions
between different concepts and during the whole design process. We have to know, what
are the most effective parameters to race points because we should take more attention
to those parameters. Our human and financial resources are limited, so we should divide
our resources the best waywe can. By doing parameter sensitivity analysis to race points,
we can decide how much part of our resources have to be taken to each segment of the
car. For example, in view of project management, we have 1000 h to develop our aero
kit and reduce the weight of the car. The question is, how much time should we spent on
weight reduction from the 1000 h, and how much time should we spent on developing
aero kit. After parameter sensitivity analysis, we can answer these main questions.

Moreover, we can answer to basic concept design questions, for example, where
shall we place our accumulator? Where should the driver sit? Does a newly designed
aero element improve our performance? If so, then how much?

This type of questions can usually be answered by doing field-tests, but it takes a lot
of time and human and financial resources. Thus we have created a simulation model of
the car in Optimum Lap [3]. This model uses the following parameters:

– Weight
– Lift coefficient
– Drag coefficient
– Height of center of gravity
– Longitudinal friction
– Lateral friction
– HV Battery Capacity
– Final Ratio
– Rolling resistance

Optimum Lap is calculating with point mass model which has no height of CoG, but
we have another simulation model [4]. With that model, we can estimate the function
between grip (friction) and CoG height, and friction values can be written into Optimum
Lap software.



368 G. Szűcs et al.

2 Model Validation

Before we are investigating the effect of parameters, we have to validate our simulation
environment, because without it we don’t know the accuracy of our simulation model
[5].

2.1 The Electric Racecar Concept

In our example, it is an electric racecar that complies with the rules of FS [2]. A 600 V
DC battery provides the energy to the four motors (21Nm and 35kW per motor) which
are connected to each wheel across planetary. So this is an all-wheel driven racecar with
a mass of 210 kg without the driver.

2.2 Tire Model

In the Optimum lap, the coefficient of friction of the tire can be specified. These are
selected in such a way, that the log data is consistent with the model. The degressivity of
the tire to normal force can also be given. This was calculated from Tire Test Consortium
(TTC) data [6], where for an increase of 1 kg of normal force, the coefficient of friction
decreases by 0.002 in the longitudinal direction and by 0.004 in the lateral direction.

Fig. 1. TTC Tyre measurement data - Friction coefficient in function of normal forces.
Longitudinal friction to left, and lateral friction to right.
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Based on Fig. 1., the change in friction for 1 kg can be calculated as in Eq. (1.1)
and Eq. (1.2). The measurement is conducted on a treadmill, with a special surface with
superior friction compared to an ordinary asphalt, so these calculated values have to be
normalized with respect to the appropriate values for the asphalt [7].
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]
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• 1.3
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2.5
= 0.004

[
1

kg

]
(2.2)

2.3 Aerodynamics and Rolling Resistance

In the Optimum lap the coefficient of downforce (CL), drag (CD) and rolling resistance
(Cres) can be specified. These are selected in such a way, that the log data is consistent
with the model. To specify drag and rolling resistance coefficient we have tested our car
during rolling with constant speed.

The advantage of electric cars you can measure the current of motors and you can
calculate it to torque according to the datasheet. So in case of constant speed, we can
measure how much force (torque divided with tire rolling radius (Rwheel)) should we
have to win the resistance forces such as rolling resistance and drag.

Rolling Resistance. During the rolling resistance test we have to comply three rules.
First of all, the ground must be quasi flat, without up- and downhill, secondly the speed
must be low (20 km/h) because we want to exclude aero effects, and thirdly the driver
must maintain the steering wheel straight to exclude the resistance of steering.

The rolling resistance coefficient (Cres) is calculated from sum drive force by motor
torques (Mmotor) divided by the normal forces (FN ) of tires which are estimated by the
weight of the car (mg):

Cres = Fdrive

FN
=

∑4
i=1 Mmotor,i
Rwheel

mg
(3)

With this estimation, Cres rolling resistance contains the friction of wheel bearings
and gearboxes too. The test was done in case of more tire pressures:

The optimum tire pressure of our race tires is 0.8 bar, so according to Fig. 2. we are
calculating with Cres = 0.045.

Aerodynamic Drag. It was measured with the same method, but the speed was higher.
During the high constant speed rolling test, the measurement must be done both ways
to exclude the effect of wind. At constant speed (v) we estimated all of the motor torque
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Fig. 2. Rolling resistance of the car.

is to win the resistance forces of drag and rolling resistance (FDrive). Rolling resistance
is known from the previous measurement, so drag can be calculated.

CD = FDrive − FRollRes

0.5ρAv2
=

∑4
i=1 Mmotor,i
Rwheel

− Cres
(
mg + 0.5ρAv2CL

)
0.5ρAv2

(4)

where ρ is air density, A is frontal area of the car, CL and the downforce coefficient of
the car (this is described below Eq. 5).

Fig. 3. Drag coefficient of the car in both directions. (wind speed was about 5km/h)

As you can see in Fig. 3. The average value of drag coefficient is 1.2.

Aerodynamic Downforce. It was measured at a constant speed rolling test too. Down-
force can be measured during the car is running if we have damper potential meters on
the car and we know the stiffness of springs. Moreover, we have to know the kinematics
of the car, especially the motion ratio [8]. Between spring travel and wheel travel and
betweenwheel travel and damper potentialmeter travel.With this information downforce
can be calculated.
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We have to see damper values in two conditions: At first, δ0 damper values must
be measured at constant low speed, not in standing position with zero speed, because
of friction of dampers. At second, δHS at high constant speed. The difference between
δHS and δ0 is the damper travel because of downforce. Downforce on one wheel can be
calculated by wheel stiffness which is Ks spring stiffness divided by square of motion
ratio at each corner of the car (FL, FR, RL, RR).

Downforce = (δHS − δ0) • Ks

MR2 (5)

At the end we can calculate CL downforce coefficient as it is in Eq. (6):

CL =
(∑4

i=1Downforcei
)

0.5ρAv2
(6)

where i means the corner of the car (FL, FR, RL, RR), ρ is air density, A is frontal
area (based on CAD model measurement) and v is the speed of the vehicle in [m/s].

Fig. 4. Downforce coefficient of the car in both directions. (wind speed was about 5km/h)

As you can see in Fig. 4. The average value of downforce coefficient is 1.5.

2.4 Drivetrain

For the engine model, the whole drivetrain has to be considered. Using the typical ideal
model of a synchronous motor would lead to a biased model, as the actual drive has
significant losses due to frictions in the gear system and other effects. Below the actual
torque-rpm diagram can be seen with different motor-load cases (Fig. 5).

This phenomenon can be investigated deeply. Using last year’s log data we can deter-
mine the energy-balance of the car. Energies were calculating if the car is accelerating
with a throttle.
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Fig. 5. SUMmotor torque - RPM characteristic (Log Data – left, Simulation environment – right)

Total Energy (HV Accumulator). The energy comes from 600V DC HV battery. We
can measure the current (IHV ) and voltage (UHV ) of the accumulator. If we integrate the
performance of it to the whole lap, we can see how much energy we use on 1 lap:

PHV = UHV • IHV (7.1)

EHV =
∫ Tlap

0
PHV dt (7.2)

Energy of the Motors. We can measure the RPM (ni) of wheels and the current of
electric motors that we can calculate to torque (Mmotor,i) according to datasheet [9] on
each wheel.

PMotor =
∑4

i=1
Mmotor,i • ωi =

∑4

i=1
Mmotor,i • ni • π

30
(8.1)

EMotor =
∫ Tlap

0
PMotordt (8.2)

Losses Due to Rolling Resistance. This estimated energy is based on measurements
that you can see above in Eq. (3) and Fig. 2. The loss performance can be calculated
with a resistance force (Cres • FN ) multiplied speed (v).

PRollRes = Cres • FN • v = Cres •
(
mg + 0.5ρAv2CL

)
• v (9.1)

ERollRes =
∫ Tlap

0
PRollResdt (9.2)

Losses Due to Drag. This estimated energy is based on measurements that you can see
above in Eq. (4) and Fig. 3. The loss performance can be calculated with drag force
multiplied speed (v).

PDrag = 1

2
ρACDv

2 • v (10.1)

EDrag =
∫ Tlap

0
PDragdt (10.2)
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Kinetic Energy. This energy is used for accelerating the car. This is beneficial energy.

We use the power of accelerating (Pkin) when the change of kinetic energy is

increasing
(
dEkin
dt > 0

)
.

Ekin = 1

2
mv2 → Pkin = dEkin

dt
if
dEkin

dt
> 0 (11.1)

Ekin =
∫ Tlap

0
Pkindt (11.2)

Other Losses (Heating and Steering). Other, not modeled losses are present as well.
One of the most significant is the losses due to steering, as while cornering, the lateral
forces on the front tires have a component that “brakes” the car. Another energy is heating
of motors and Motor Controller Unit (MCU) which can be estimated as the difference
between EHV and EMotor (Fig. 6 and Table 1)

ESteer = Emotor − (
Ekin + EDrag + ERollRes

)
(12)

EHeat = EHV − Emotor (13)

Fig. 6. Speed, Pedal Position, Power (HV, motor, kinetic, drag, rolling res.) and Energies (HV,
motor, kinetic, drag, rolling res.) during one lap.
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Table 1. Energies on endurance lap by lap

Laps Lap1 Lap2 Lap3 Lap4 Lap5 Lap6 Lap7 Lap8 Lap9 Lap10

EHV [kJ] 771 777 770 732 769 749 799 785 749 667

EHeat [kJ] 205 204 199 188 192 186 193 187 180 164

Emotor [kJ] 566 573 571 544 577 563 606 598 569 503

ERollRes [kJ] 55 55 55 55 55 55 55 55 55 55

EDrag [kJ] 115 111 114 114 116 115 117 117 116 112

ESteer [kJ] 81 88 88 73 91 89 121 105 99 63

Ekin [kJ] 315 319 314 302 315 304 313 321 299 273

Fig. 7. The average energy flow of the electric Formula Student Car

Optimum Lap software calculates with point mass model. For moving a point mass
vehicle model the energy is calculated from kinetic energy, rolling resistance and drag. It
is written in Optimum Lap help. “Energy spent - Amount of energy needed to accelerate
during the lap.” [3] So as you can see in Fig. 7. If we want an energy valid model we
have to use 63% efficiency. It is detailed at Eq. (14):

η = Ekin + EDrag + ERollRes

EHV
= 308 + 115 + 55

757
= 63% (14)

2.5 Model vs. Simulation

Based on validation measurements above we get the main parameters that can be written
into Optimum Lap [3] software and we can run the simulation. We can compare the
simulation model and the real log data in Fig. 8:
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Fig. 8. Speed graph with laptime (Log Data vs. Simulation)

3 Laptime Simulation

With this model, the parameter sensitivity of the car can be evaluated by competing on
simulated dynamic events of an FS competition.

The evaluated parameters:

– Weight (m)
– Lift coefficient (CL)
– Drag coefficient (CD)
– Rolling resistance (Cres)
– Final Ratio (Gear)
– HV Battery capacity (HVCap)
– CoG height (hCG) (decreasing friction according toMRAMomentMethod simulation
results) [4]

– Coefficient of friction (μx, μy) (Table 2).

Table 2. Base parameters of FS car model

m CL CD Cres Gear HVCap hCG μx μy

300 kg 1.5 1.2 0.045 16 7 kWh 275 mm 1.1 1.35

With these modeling approaches, we have conducted lap-time simulations for
FSEast2019 competition. We simulated all the four dynamic events: Acceleration, Skid-
Pad, AutoX and Endurance. For endurance simulation, we have to take attention to finite
amount of HV energy.
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3.1 Endurance Simulation

The HV battery capacity is 7 kWh. Based on logs, 30% of it is recuperated, because of
regenerative brake. Optimum Lap does not calculate with regenerative brake. Thus the
total capacity that can be used in the model is:

HVCapacityOptLap = 7 • 1.3 = 9.1[kWh] = 32760[kJ ] (15)

The efficiency of our optimum lap model is 63% (see Eq. (14)). For modeling an
endurance this has to be considered as well. The energy that can be used during an
endurance can be calculated as follows:

EEndu = HVCapacityOptLap • η = 32760 • 0.63 = 20639[kJ ] (16)

The endurance is 22 km. It is 24 laps at FSEast2019 track, so the usable energy on
one endurance lap is

EEndu,1lap = EEndu

laps
= 20639

24
= 860[kJ ]. (17)

In case of endurance simulation, if the energy spent is more than 860 kJ, we have to
decrease the motors scale factor, because, with a 100% scale, we will use more energy
than we have.

3.2 Points Calculation

We get laptimes from simulation, but these times have to be calculated to points. This
process was according to FS rules [2], the calculation method can be read there. For
calculation, we need the best times of FSEast 2019 [10]. These can be seen in Table 3.

Table 3. The best laptimes of FS East. In case of endurance, the total time was 1483.8 s, so it
was divided with 24 laps*.

Event Team Time [s]

Acceleration Formula Student Team
Delft

3.262

SkidPad TUfast e-technology 4.6415

AutoX TUfast e-technology 60.544

Endurance * TUfast e-technology 61.824

During simulation, we have swept the main parameters between reasonable limits.
Example results can be seen in Table 4, where we changed the total weight of the car:
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Table 4. Simulation results - The laptimes in function of weight and downforce coefficient

Weight
[kg]

Laptimes [s] EEndu[kJ]

Accel SkidPad AutoX Endu

300 3.827 4.915 63.521 64.232 829

290 3.773 4.894 63.209 63.836 827

280 3.720 4.867 62.899 63.494 819

270 3.666 4.841 62.589 63.184 805

260 3.613 4.815 62.279 62.863 788

250 3.574 4.788 61.972 62.552 772

240 3.547 4.762 61.668 62.253 754

230 3.525 4.735 61.366 61.942 737

220 3.508 4.708 61.058 61.632 717

210 3.493 4.681 60.744 61.322 699

CL[-] Laptimes [s] EEndu[kJ]

Accel SkidPad AutoX Endu

1.5 3.827 4.915 63.521 64.232 829

1.8 3.827 4.901 63.301 64.072 827

2.1 3.827 4.887 63.084 63.933 824

2.4 3.827 4.873 62.870 63.761 825

2.7 3.827 4.859 62.658 63.590 827

3 3.827 4.845 62.448 63.451 825

3.3 3.827 4.832 62.241 63.291 826

3.6 3.827 4.818 62.038 63.130 828

3.9 3.827 4.804 61.836 62.980 828

4.2 3.827 4.79 61.637 62.841 828

As it was mentioned, these laptimes can be calculated to points according to FS rules
[2]. Points can be seen in Table 5.

Of course, we have swept the other parameters and got laptimes which were
calculated to points too. The summarized results can be seen in Fig. 9.

If you look at Fig. 9, you can see if we reduce the weight with 10 kg (from 300 to
290) we will get 14 more points at FS competition. When we look at the red line, we can
see, if we can design better aero with increasing the downforce coefficient (CL) with +
1 (from 1.5 to 2.5), we will get 18 points.

To summarize, we can earn + 5 points with this parameter improve according to
Fig. 9 and Table 6:
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Table 5. Simulation results – Laptimes calculated to FS points

Points

Weight [kg] Accel
(MAX 75)

SkidPad
(MAX 75)

AutoX
(MAX 100)

Endu (MAX
325)

SUM (MAX
575)

Delta
points

300 43 54 78 280 454 BASE

290 46 55 80 287 468 + 14

280 49 57 82 293 481 + 27

270 51 59 84 299 494 + 40

260 54 61 87 305 507 + 53

250 56 63 89 311 519 + 65

240 58 65 91 317 531 + 77

230 59 67 94 323 543 + 89

220 60 69 96 325 550 + 96

210 61 72 98 325 556 + 102

CL [-] Accel
(MAX 75)

SkidPad
(MAX 75)

AutoX
(MAX 100)

Endu (MAX
325)

SUM (MAX
575)

Delta
Points

1.5 43 54 78 280 454 BASE

1.8 43 55 79 283 460 + 6

2.1 43 56 81 285 465 + 11

2.4 43 57 82 289 471 + 17

2.7 43 58 84 292 476 + 22

3 43 59 85 294 482 + 28

3.3 43 60 87 297 487 + 33

3.6 43 61 89 300 493 + 39

3.9 43 62 90 303 498 + 44

4.2 43 63 92 306 503 + 49

Table 6. These parameter changes mean +5 points improvement

m CL hCG μy

− 6.8 kg + 0.26 − 17 mm + 0.082
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Fig. 9. Parameter sensitivity, delta points in function of parameters

4 Conclusion

Now that we have the tool to examine different aspects of the car we can speak about
different concepts. Firstly, weight reduction and aero are one of the most important
factors. Thus the overall concept has to be chosen in away, that it enables the development
of an advanced aero package and weight reduction. Besides we have to take attention to
suspension setup to increase lateral friction too.
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CFD Analyzes of an Axial Fan
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Abstract. The main objective of this study is to determine the flow in and around
a cooling fan of an automotive engine by means of CFD computations using the
commercial software package ANSYS Fluent. Two distinct external disturbances
are applied: external flow characterized by the in-flow velocity U and covering
plates placed on the suction side of the fan. Two sets of computations are carried
out: (1) when U is varied between U = 0 and 72 km/h without the covering
plate and (2) by covering the full or half of the suction side of the fan at U =
0 km/h. The covering plates represent the structural elements that cover the flow
in front of the fan due to its installation. In both external disturbance cases, the
aerodynamic noise and force on the axial fan are analyzed. The results show that
the aerodynamic noise increases with U and the maximum acoustic sound power
is located at the edge of the blade on the pressure side of the fan. By employing
covering, the acoustic power level on the suction side increases on the particular
blades behind the plate.

Keywords: Axial fan · CFD computation · Free stream velocity · Noise

1 Introduction

Nowadays, the use of fans or blowers is an integral part of a human’s life, but the noise
generation of rotating machines annoys the users. The noise sources are of two main
types: airborne sound sources caused by air fluctuation and structure-born machinery
vibration sources. Many researchers have extensively studied an axial fan with the goal
of reducing its noise using both experimental and numerical approaches [1–3]. These
studies focus primarily on fan noise, uniformity of output flow, impeller force and the
analysis of separation zones. Park and Lee [1] presented the source of broadband noise
from a typical automotive cooling fan using a hybrid approachwith CFD simulations and
acoustic analogy. The k − ω SST turbulence model was used to calculate the turbulent
flow, and the generalized acoustic method proposed by Ffowcs Williams and Hawkings
[4] was used to determine the noise. The noise source was found to take place at the
leading edge of the blade tip and in the vicinity of the fan band. Their computational
results were compared to the values obtained from the measurement sequences; good
agreement was found.
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The acoustic properties of a cooling fan module were investigated by Lallier-Daniels
et al. [2] using the Lattice-Boltzmann Method. The acoustic results showed a very
good agreement with their experimental data obtained using the series of microphones
arranged in front of the module. Krishna et al. [3] determined the noise source of a motor
fan by numerical simulations and measurements. The aerodynamic noise level of the fan
was reduced by changing the shape of the blade and the number of blades. They found
that there is good agreement between numerical and experimental results.

Aerodynamic noise produced by an axial fan can be reduced by modifying the fan
geometry. In addition to noise, it is important to check the efficiency of the device.
Lakatos et al. [5] examined that the changes in the geometry of the guide vanes and
return guide vanes resulted in lower efficiency in the operating domain of the original
design.

The present work focuses on the CFD analyzes of flow around an axial flow fan. The
rotation speed of the impeller was fixed at a value of n = 2500 min−1. In the first part
of this study, the axial fan is placed in an external flow and the effect of the incoming
flow velocity (hereafter the free stream velocity) ranging between U = 0 and 72 km/h is
investigated. In the second part, we analyze the effect of the plane cover surface placed
in the suction side of the fan. The arrangement under study is the modeling of the cooling
fan of a vehicle traveling at a speed of U, when there are structural elements covering
the flow in front of the fan due to its installation. In both cases, the aerodynamic forces
acting on the blade and the location of the aerodynamic noise source are discussed.

2 Computational Methods

In this study, the three-dimensional, incompressible, Newtonian fluid flow in and around
an axial cooling fan placed into a channel is investigated. The equations governing the
fluid flow are the three components of the Reynolds averaged Navier-Stokes (RANS)
equations and the continuity equation. The realizable k − ε turbulence model is applied
to obtain the Reynolds stresses in the RANS equations.

The axial cooling fan is shown in Fig. 1. The impeller has seven blades rotating
clockwise when viewed from the front (see the left in Fig. 1). Behind the rotating blades,
there is an asymmetrically arranged support structure. The twelve support vanes located
on the back side of the shroud can affect the flow and noise. The axial fan and its parts
are placed in the channel with a rectangular cross section which is shown in Fig. 2. In
our previous research results [9], where we dealt with the preliminary investigation of
the flow conditions around the fan, problems arose. The main problemwas that the mesh
generates on the computational domain contained almost 58 million cells which made
the execution time unreasonably long. On the other hand, the frame mounting the fan
was not considered. Therefore, in the present study, a new geometry was created, where
the frame mounting of the fan was modelled, and the length of the examined channel
section was chosen to be smaller. The length of the channel section was chosen to be
1.5 m and its height and width remained 0.8 m and 1.2 m, respectively.
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A schematic diagram of the computational domain is shown in Fig. 2. A flat cover
plate is placed on the suction side of the fan which is divided into 13 sub-surfaces.
These wall surfaces can be ‘activated’ or ‘inactivated’ during computations. In case a
sub-surface is activated, no-slip boundary conditions are satisfied on it, otherwise, air
can flow through it. If the cover is not activated and the flow passes through it, it is
denoted by ε = 0, while the total covering (all surfaces activated) is denoted by ε = 1.
(The specific coverage parameter ε shows the ratio between the covering plate and the
total surface area of the cover.) At the inlet, uniform velocity is prescribed by giving the
free stream velocity U.

In order to solve the governing equations listed before, a mesh has to be generated
on the domain shown in Fig. 2. In the part of the computational domain before and after
the fan hexagonal elements were used, while a finer tetragonal mesh was created near
the fan, the frame, and the cover plate. Two types of mesh were created, i.e. a coarser
mesh with approximately 21million cells and a finer mesh with roughly 28million cells.
Comparing with themeasurement values described in our previous study [9]. For the two
different mesh designs the difference in absolute pressures on the pressure and suction
side of the fan shows barely a 2% relative error, but there is a difference of several hours
in running time. We found that the values calculated for the coarser mesh also show a
good agreement with the measurement, so further calculations were performed on this
mesh.

To solve these highly nonlinear partial equations numerically the commercial soft-
ware package ANSYS Fluent is applied which uses the finite volume method. The
processes in and around the fan are modelled as steady state processes; the rotating
motion of the impeller taken into account the “Moving Reference Frame” method. The
SIMPLE (Semi-Implicit Method for Pressure-Linked Equation) algorithm was used for
pressure-velocity coupling. In spatial discretization of the convective terms, the second
order upwind schemewas used in themomentum equation. TheBroadbandNoise Source
(BNS) model is applied to calculate the generated noise.

Fig. 1. Geometry of the fan.
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Fig. 2. The schematic diagram of the computational domain.

3 Results and Discussion

The numerical simulations are carried out to investigate the effects of the free stream
velocity and the covering plate placed on the suction side of the fan. The rotation speed
was kept constant at n = 2500 min−1, while the free stream velocity was between U =
0 and 72 km/h. During the computations, the axial component (in Cartesian coordinate
system) of the aerodynamic force (Fz) acting on the fan blades, the pressure distribution,
and acoustic sound power on the impeller are investigated.

3.1 The Effects of Free Stream Velocity

In this subsection, the effects of free stream velocity are investigated without the cover
plates (ε = 0). During the calculation of the aerodynamic forces, the components Fx and
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Fig. 3. The axial force Fz acting on the blades of the axial fan (a) and difference between pressure
on the pressure and suction side of the fan (b) for free stream velocity values of U = 0, 18, 36,
54, and 72 km/h without the covering plate (ε = 0).
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Fy can have both positive and negative values [9], i.e. the force acts in the direction of
rotation of the impeller or opposite to it. Dorogi et al. [9] showed that the axial force Fz

has themost significant effect, so this article details this fluid force component. Figure 3a
shows the aerodynamic force component in the axial direction Fz on each blade at U
= 0, 18, 36, 54, and 72 km/h. It can be seen that the absolute values of the axial force
increase with increasing the free stream velocity. The sign of Fz changes with increasing
U: at U < 36 km/h the axial force on the blades is positive so that the axial force acts in
the same direction as the main flow. In contrast, when U is above U = 54 km/h, Fz acts
in the opposite direction to the main current.

It can also be seen that the axial force acting on each blade is different at the same
velocity, due to the asymmetrically placed support structure behind the rotating blades.
There is no support vane behind blade 4 (see Fig. 1 for numbering of the blades), so the
value of the axial force acting on the blade is smaller here. This is important because

Fig. 4. Acoustic power level on the surface of the fan atU = 0 km/h (a), 36 km/h (b), and 72 km/h
(c) without the covering plate (ε = 0).
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of the unsteady simulation, the force acting on each blade varies between these values,
which can lead to mechanical vibration of the fan.

In Fig. 3b the difference between the absolute mean pressures (�p = pp – ps) on the
pressure (pp) and suction (ps) side of the fan is shown for different U values between U
= 0 and 72 km/h. It can be observed that atU = 0 and 18 km/h the pressure on the suction
side is lower than the absolute pressure value on the pressure side, which is natural for
the basic operation of the fan. Increasing the free stream velocity, at U ≥ 36 km/h ps
is higher than pp, hence the fan pressure difference is negative. This means that the fan
behaves as a resisting body at U ≥ 36 km/h. The possible reason of this phenomenon is
that the air flow due to the high velocity cannot pass through the fan, the air is congested
in front of the fan. In this case, the fan is also driven by the wind, a condition which is
similar to the operation of a “wind turbine”.

The aeroacoustic sound which occurs on the fan surface and the mounting frame
is presented in Fig. 4 for U = 0, 36, and 72 km/h. The aerodynamic noise generation
mechanisms are the turbulence of air flow and laminar and also vortex shedding. The
support vanes located on the back side of the shroud affect the flow and noise. It can be
seen that the maximum acoustic source power is focused in a small area on the pressure
side of the blade at the leading edge. By increasing the free stream velocity, the acoustic
sound power level on the blades appear to increase as well.

3.2 The Effects of Covering Plates

CFD simulations are also carried out to analyzed the effects of covering when the free
streamvelocity in the inlet cross section is set to zero, i.e.U = 0km/h. In this computation
set, three cases are analyzed where the full cover is “activated” (ε = 1) and the case when
half of the covering surface is asymmetrically and symmetrically “activated” (ε = 0.5).
The reader is referred to Fig. 6 for the location of the cover surfaces.

In Fig. 5 the axial force acting on the blades of the fan are plotted. Fz shows the
highest values when the suction side is fully covered (ε = 1); the value of Fz increases
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Fig. 5. The axial force on the blades at different covering surface for U = 0 km/h.
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approximately four times compared to the casewithout cover (ε =0). In the asymmetrical
case (ε = 0.5) blades 1, 2, and 3 are fully covered and the forces acting on which are
higher. In the symmetrical case, only a part of the blade (2, 5, 6) is covered, so the
axial force increases to a lesser extent. The uneven force distribution on the blades can
cause strong pressure fluctuations, which can lead to mechanical vibration for unsteady
simulation, especially in case of the asymmetrical arrangement.

Fig. 6. Acoustic power level in the surface of fan for different covering (U = 0 km/h).
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The cover also affects the location of the acoustic sound source. The acoustic power
level is shown in Fig. 6 on the suction and pressure side surfaces of the fan. It is found that
the noise level behind the covered surfaces on the suction side increases. It is interesting
to observe in the figure that in the case of full cover, high sound power is generated not
only at the edge of the blade but also in its surroundings, especially near the impeller
hub. In case of full coverage, the maximum value of the acoustic sound power increases
by almost 3 dB compared to the case without cover.

4 Conclusions

In this paper, the flow around an axial cooling fan is numerically studied using CFD
simulations. The independent effect of external flow (characterized by the free stream
velocityU) and covering plate are investigated in this study. First, the free streamvelocity
is varied between U = 0 and 72 km/h without the covering plate. Second, the influences
of the covering plate placed on the suction side of the fan is analyzed at U = 0km/h.

The acoustic power level characteristics and aerodynamic force acting on the blade
are investigated. The calculations revealed that if an axial fan is placed into a free stream,
the magnitude of U has a significant effect on the fan operation, the forces acting of the
blades, the pressure difference produced, and acoustic noise. Another important result
is that if the free stream path is changed with cover elements, the blades are subjected to
a perceptible asymmetrical load, which also affects the vibration characteristics of the
fan. The results obtained from the CFD simulation are important starting points for a
detailed numerical mechanical analysis, which is the next step of this project.
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Abstract. Unmanned, fully robotic manufacturing is one of the trends in Industry
4.0 industrial revolution. To achieve this, the entire product designmust prepare for
it and the manufacturing and assembly process must be subjected to work without
human labor. The article describes the construction of an innovative rotary piston
internal combustion engine, which, due to its simplicity and optimized design for
standard production equipment, can be easily manufactured and assembled on a
production line using only robotic service. The first part of the paper describes the
design of the engine structure, while the second part shows the structure of the
unmanned automated production line. The innovative engine construction applies
standard involute gears as working elements and simple engine body assembly.
The advantage of the construction beside the clear rotary motions is the smooth
operation owing to the many mating tooth pairs that form working cavities. Due
to the simplicity of the parts, the production on automated manufacturing and
assembly lines is easy.

Keywords: Rotary engine · Internal combustion · Unmanned production ·
Robotic service

1 Introduction

1.1 The Object of the Paper

Unmanned, fully robotic manufacturing is one of the trends in Industry 4.0 industrial
revolution. The design of new product construction has to aid the unmanned automatic
production of the product and the manufacturing plan has to focus on automatic produc-
tion with robotic service. At first the paper introduces a novel rotary piston internal com-
bustion engine designed for easy automated production while the second part describes
a possible arrangement of the unmanned production line.

Though the future in the area of activators is of electric motors, because of the lim-
ited capacity of recent batteries justifies the use of internal combustion engines. The
innovation of these types of engines focuses on the improvement of rotary engines hav-
ing rotating working parts only. The introduced construction relates to a rotary piston
internal combustion engine having working cavities formed between the teeth of inter-
nally toothed ring gear and associated gear, both have involute profile teeth. The field of
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application of such an engine is the conversion of the energy of liquid fuels which form
an explosive mixture with air into a rotating motion.

The paper overviews some similar engine inventions demonstrating the active
research of such constructions and demarcating the suggested construction from that
solutions. Then the novel, automated-production oriented construction will be intro-
duced in detailed form, presenting the build up with figures. In the sequel, the working
process will be described shortly.

The secondpart of the paper presents the arrangement of the automaticmanufacturing
and assembly line for the unmanned production of the engine. The production is planned
for middle series, with flexibility in engine properties and sizes.

Finally, a conclusion closes the paper summarizing the results and delineating the
directions of possible improvements in the design and in the planning.

1.2 State of the Art of the Gears-Using Rotary Piston Combustion Engines

Many types of rotary piston internal combustion engines are known in the art. The
inventor of the most widely used rotary piston engine, the Wankel engine, originally
patented a rotating housing and rotating piston around their own axis construction,
however, due to the simpler explosive mixture intake and exhaust gas discharge, the
fixed housing, planetary piston design became widespread (Fig. 1).

Fig. 1. The originalWankel engine [1] (left) and the widespread variant modified byHanns Dieter
Paschke [2, 3] (right).

In both embodiments of themotor, both the housing and the rotary piston have regular
protrusions leaving the circular shape, a kind of teeth, but it is an essential feature that
the designs use a pair of internal and external gears separate from the working surfaces to
synchronize the respective rotations. Thus, separate motor elements are used to achieve
work and synchronization, which increases the complexity and weight of the motor.

Internal and external mating gears are also disclosed inWO 2012/166079 patent [4],
which describes a hybrid internal combustion engine. The purpose of the use of gears here
is also to ensure the forced movement of the working elements, thus the aforementioned
disadvantages of the separate elements for performing the various functions also appear
here.

Similarly, synchronizing gears are used to provide the speed of the working wheels
by the Rotary Device patent WO 2011/000050 A1 [5], in which the design, which can



392 R. Benotsmane and L. Dudás

be used as a multi-purpose motor, including special rotating gears, uses wheels with
special external gears. The production of non-standard teeth is expensive, instead it is
preferable to use the proposed standard involute teeth.

U.S. Pat. No. 6,484,687 B1 discloses a rotary machine using a single-toothed inter-
nal and external gear and its thermal cycle [6]. Although this solution already fea-
tures internal-to-external gear design for single-tooth wheels, like the Wankel engine,
their speed is provided by separate synchronizing gears on the two rotating elements,
increasing the complexity and weight of the engine as Fig. 2 shows.

Fig. 2. Separate synchronizing gears on the two rotating elements marked with numbers 46 and
66 in the 7th figure of the patent description [6].

The international patent WO 86/00957, 1986 [7], uses four toothed and associated
outer gear wheels. The compression effect between the teeth mentioned by the author
cannot be advantageously ensured by the tooth profiles shown with the cavities closing
for a very short time. Themanufacture of teeth requires non-standard tools. Furthermore,
the design also uses separate synchronizing gears due to special tooth profiles that are not

Fig. 3. Construction with gears having non-standard tooth profiles [7].
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suitable for driving each other, with their mentioned disadvantages, as can be checked
in Fig. 3.

Though the epicyclic tooth profile used would allow the internal combustion rotary
engine disclosed inU.S. PatentNo. 3,323,499, 1967 [8], to operatewithout synchronizing
gears, the structure, which consists of two external gears forming explosive chambers,
also uses separate synchronizing gears, presumably to avoid strong wear of the corners
on the tooth sides, as the description emphasizes the advantage that there are virtually
no friction parts in the motor. See Fig. 4.

Fig. 4. Synchronizing gears at the two sides of the motor (left) and epicyclic gears forming
working chambers (right) [8].

A very similar embodiment to the previous invention is shown in GB Patent Descrip-
tion No. 2313627 A, 1997 from the United Kingdom [9]. The novelty is the use of sep-
arate sealing strips built into the teeth, as well as the mention of toothed wheels made
of materials other than the usual metal. The solution also uses synchronizing gears in
addition to the gears having teeth that delimit the explosive areas.

The above solutions all differ from the design suggested in this paper as the rotational
relationship between the toothed rotating elements that partially delimit the explosive
spaces is provided by synchronizing gears, thereby increasing the complexity andweight
of the structure, with all their consequences, e.g. possibility of failure, need for mainte-
nance. The suggested engine construction uses normal gears as rotary pistons because
the manufacturing of such machine elements is easy with the perfect gear cutting or gear
profiling machine tools. Sometimes the cutting of a gear is a one-step cutting process
with a pull-broach, so can be very efficient.
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U.S. Patent No. 1656538 [10], issued in 1928 connects four conventional external
gears and uses the interconnected closed cavities and the expanding and shrinking cav-
ities between the tooth sides and the housing wall as the expanding and compressing
space. In this invention, it is already recognized that it is not necessary to use separate
synchronizing gears in addition to the chamber-forming gears, the two functions can be
combined. However, due to the overdetermination of the four-wheel system, it is neces-
sary to take appropriate measures to ensure the simultaneous, correct pressure-resistant
sealing of each of the surface pairs. Furthermore, due to the small value of the contact
ratio, the soon-to-open closed explosion cavity reduces work efficiency and has a strong
dynamic effect. See Fig. 5.

Fig. 5. Engine construction with four conventional gears [10].

The recognition that the teeth of the synchronizing gears can also form the com-
pression and explosion chambers is reintroduced in U.S. 3709199 patent. This construc-
tion has the same drawbacks as those mentioned in the invention shown in Fig. 5, the
elimination of which is the object and goal of the present suggested design.

2 New Rotary Internal Combustion Engine

From the above patent analysis, it can be concluded that a rotary internal combustion
engine operating with variable volume cavities such as compression and expansion
chambers enclosed by the teeth of internally and externally connected gears is not known
in the art. It is the object of the present paper, on the one hand, to use a previously non-
existent internal gear-like design as an internal combustion engine and, on the other
hand, to increase the small number of mating teeth achieving longer intertwining arc
length.
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2.1 The Construction

The suggested design, shown in Fig. 6 has working cavities formed between the teeth
of externally toothed and internally toothed mating involute gears (1,2). In an integrated
housing consisting of an engine block (3), a bottom cover (30) and a top cover (not
shown) with the gear (1) pivotally mounted in the covers and a ring gear (2) pivotally
mounted in the engine block (3), has a fuel inlet (29), igniters in the igniter ports (32)
and an exhaust port (20). The top cover is identical to the bottom cover (30). In order
to ensure the separation of the combustion product from the intake air and the fuel-
air explosive mixture, closing gears (16,17) are used to ensure the separation of the
combustion product.

A fundamental difference between the solution described in the latter two patents
and the internally toothed design described herein is that the mentioned inventions use
external toothed gears. In contrast to gears with the same modulus and number of teeth,
the advantage of the connection using external and internal teeth is that the teeth of the
two gears are intertwined in a larger arc, the contact ratio is higher,whichmeans that there
will be more closed cavities for both compression and expansion to realize the rotating

Fig. 6. 3D drawing of the suggested rotary piston engine without the top cover.
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effect. The many working cavities result in smooth operation with less dynamic effect
at the opening chamber. The object of the present construction was to provide a smooth-
running, efficient internal combustion rotary piston engine which can be manufactured
in automated manufacturing lines even in large series due to the applied simple parts.
Fig. 6 shows the axonometric view of the main parts of the engine.

2.2 The Working

The illustration of the in-use operation of the shown embodiment is made referring to
the markings used in Fig. 7.

Fig. 7. Top view of the opened engine to introduce the operation.

The enginemust be startedwith external energy by turning the gear (1) in the direction
of the arrow by means of the shaft (13). During operation of the motor, as a result of
the rotation, the air flowing in through the air intake opening (28) is sucked in by the
air-moving effect of the teeth of the rotating gear (1) and the ring gear (2) and by the
conveying effect of the tooth cavities between the teeth of gears (1,2) and air deflector
(15). The liquid fuel is introduced into the moving air by means of a carburetor, injector
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or other suitable means placed in the fuel inlet (29), thus forming an explosive mixture
with the air. The explosive mixture enclosed in the tooth cavity is compressed by the
cavities that narrow during movement until it enters the lower ignition cavity (34) and
the upper ignition cavity (35), where it explodes as a result of the ignition used. In
the upper mating section of the moving gear (1) and the ring gear (2), after ignition,
the cavities expand under the tensioning effect of the high-pressure exploded mixture,
which is achieved by rotating the gear (1) and the ring gear (2). The resulting torque
can be got from the motor on the shaft (13). As the tooth cavities expand, the teeth open
after a time as the teeth move away, and the combustion product, which flows out and
is still under significant pressure, leaves the motor through the exhaust opening (20).
This is also forced by the smoke blocker (14), which stops its flow. The already heavily
sparse combustion product trapped in the teeth of gear (1) and ring gear (2) escapes into
the space behind the smoke blocker (14). A residual smoke opening (21) is also used
after the smoke blocker (14) and before the closing gears (16,17) to let off the sparse
combustion product. The advantage of this embodiment, which results from the use of
the upper closing gear (16) and the lower closing gear (17), is manifested in operation.
The combustion product passing by the smoke blocker (14) cannot enter the space of the
air intake opening (28) because the upper closing gear (16) and the lower closing gear
(17) close in front of it. This solution significantly increases the engine efficiency. The
retained exhaust gases leave the motor through the residual smoke opening (21).

2.3 Advantages and Disadvantages of the Suggested Engine

The advantages of the introduced rotary piston internal combustion engine are as fol-
lows: Compared to designs with connected gears with the same number and modulus of
external teeth, the use of internal teeth has a longer mating length so larger contact ratio
and correspondinglymore seamlessly closed tooth cavities, resulting in higher efficiency
and smoother running. The clear rotary motionmakes possible high speed. Thanks to the
built-in air deflector, the degree of compression is larger, and this increases the efficiency.
Due to the closing gears used, there is no mixing of combustion product and explosive
mixture as a result of the separated exhaust and intake side, which also increases effi-
ciency. Simple 2D embodiment adumbrate cheap manufacturing and assembly. Because
of using standard gears having involute teeth, large-scale production is inexpensive.

The disadvantages of the introduced rotary piston internal combustion engine are
as follows: The sealing of the elements needs precise manufacturing, wear-resisting
materials with good sliding characteristics.

3 Automated Production of Engine

In this section, the analysis of the buildup of the manufacturing and assembly line will be
performed. The engine construction is simple enough to make it possible solving such
a task. In the assembly line planning is supposed that the conventional mass-products,
like bearings, bolts, assembly materials like grease, etc. are ready and can be get from
the market. The parts that have to be manufactured are gear, ring gear, closing gears,
engine block, bottom and top covers, smoke blocker, air deflector. These seven types
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different components can be classified into two homogeneous-parts groups: gears and
plates. The gears group includes the gear, ring gear and closing gears, while the plates
group contains the engine block, bottom and top covers, smoke blocker, air deflector. For
producing the gear-type components the next technology is supposed: cutting, turning,
teething, heat treatment, grinding. For producing the elements in the plates group the
planned manufacturing steps: cutting, face milling, contour milling and drilling, heat
treatment, surface and internal grinding. The last step of production is the assembly.

To accomplish these manufacturing and assembly steps the following machine tools
and manufacturing cells are planned: for the gears group – CNC cutting machine, CNC
turning machine, CNC gear hobbing and broaching machine, automated heat treatment
furnace, CNC external cylindrical machine, CNC gear grinder. For the manufacturing of
themembers of the plates group –CNC cuttingmachine, 2.5 axis CNCmachining center,
automated furnace, CNC surface grinding machine, CNC internal grinding machine.
These machines are advantageous for producing middle series of motors. For mass
production instead of CNCmachines dedicated automated single-purpose machine tools
are practical. For performing the logistic tasks programmed robot arms are planned. Fig. 8
shows the buildup of the gear production line with the servicing robots.

Fig. 8. Manufacturing line components for the gears production.

The buildup of the production line for members of the plates group is shown in Fig. 9.
After manufacturing the engine parts, the fully automatic assembly process follows,

also using programmed robot arms. In this process the additional conventional mass-
product engine parts, like bearings, etc. also will be building in. The assembly is carried
out expediently in an assembly cell where two programmed robot arms are arranged
opposite to each other, on the two sides of the assembled engine, corresponding to the
mirrored structure of the engine (Fig. 10).
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Fig. 9. Manufacturing line components for production of the members of plates group.

Fig. 10. Automated assembly of the rotary piston internal combustion engine.

4 Summary

The paper presented a novel rotary piston internal combustion engine after discussing
the different types of gear-based rotary piston engines. The engine characterized by
conventional involute gears as pistons and as a consequence, smooth operation, due to
the many teeth acting as small pistons. The engine has only a few elements, as one of
the design goals was the simplicity because of the intended fully automatic production.
After the detailed description of the design of the engine, the working process was also
introduced. Then in the third part of the paper, the analysis of the possibility of the
automated production was investigated. The upshot was the giving of the steps of the
manufacturing technology parallel to the necessary applied machine tools.

In the future the working simulation of the engine is scheduled, and the refinement
of the production process.
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Abstract. In this article, we experimentally and analytically studied the heat
transfer characteristics of a louver finned automotive radiator. These automotive
radiators are one of the most critical devices in the engine cooling systems. These
are fluid-gas type heat exchangers, where the fluid phase is cooling fluid, which
heated in the engine block, and the gas phase is air from the wind edge. These
radiators are commonly used in every vehicle from the simplest scooter to the
trucks, but their size is highly depending on the performance of the engine. This
study would like to summarize the theoretical background of the louver finned
heat exchangers, to show the expressions to calculate the heat performance of
the constructions. For the measurements, an experimental setup was made. The
airflow provided by fans. In the function of the frequency of the current, the mass
flow rate across the fan can be variable. From the results of the measurements,
an analytical calculation method can be developed, which fitted to the empirical
results.

Keywords: Heat transfer · Finned tube · Automobile

1 Introduction

Finned tube heat exchangers (FTHEs) are widely and commonly used heat transfer
equipment in industrial environments, in households in air conditioners and in the vehi-
cles as a part of the engine cooling system. In contrast to other types of heat exchangers,
where the aim is to increase the value of the heat transfer coefficient, in case of finned
tube heat exchangers the heat transfer surface has been increased by a large value. As
a result, the equipment enclosed in a relatively small volume, but a large heat transfer
surface is available [1].

Compared to an average heat exchanger, the phenomenon of heat conductivity plays
a muchmore role in case of FTHEs. This is explained by the fact that due to the extended
surface the hot fluid from the tube side to the air side in two steps: firstly, by convection,
from the fluid to the tube, and secondly by heat conduction from the tube to the fins. This
causes a unique temperature distribution on the surface of the fins, and the difference
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of the temperature of fins and air will be the driven force of the heat transfer. Since the
temperature of the fins is hard to calculate, a fin efficiency parameter is introduced [2].

This present paper deals with especially with the automotive radiators. The radiator
is an essential part of the internal combustion engines. In the combustion chamber, the
fuel ignites and some part of generated energy moves the piston. The other part of
the energy heats up the engine block, which effect is disadvantageous for the engine
since this must be cooled. Efforts are being made to use nanoparticles in the coolant
[3, 4]. It follows from their results that all important parameter for heat performance
(thermal conductivity, heat transfer rate, Nusselt number and heat transfer coefficient)
highly depends on the concentration of the nanofluid in coolant, higher concentration
causes higher heat performance, which is advantageous property and higher pumping
rate, which is disadvantageous. Instead of nanoparticles, ice slurry also could be a heat
performance enhancing additive [5]. In this case, the latent heat required to melt the ice
will improve the heat transfer coefficient on the coolant side.

The radiator is also an important component in case of state-of-the-art fuel cell
vehicles (FVCs). Gong et al. [6] have made comparisons about flat fins, Windward
bends, louvered fins and Windward-Louvered fins (WFLs). They proved that WFL is
1.2–1.3 times higher than Windward bends, but the pumping powers are the same, and
the heat performances are also enhanced at the tubewalls in this case. These radiators can
be used not only for FVCs, but also for dense-array concentrator photovoltaic system,
as Chong and Tan [7] showed in their paper.

Another important aspect for designers could be the optimal sizing of the devices.
This can be done in two ways. First, the pure mathematical method, with analytical
relationships and some optimization algorithm [8, 9], or using some computational fluid
dynamics software. In case of automotive radiators, louvered fins are themost commonly
used, but their geometric modeling and meshing would also exceed the performance of
up-to-date computers, so different techniques can be used. The fins can be replaced
by porous volume, which reduces the number of elements by orders of magnitude and
causes less computational time [10, 11].

2 Car Cooling System

The design and the analysis of the cooling systems in the automotive industry are very
advanced. It is expected that for example FormulaOne racing teams and other researchers
carry out extensive research in the field. The available published literature allows to
understand the vehicle cooling system operation, the principles of the heat exchangers
and their heat load capacity. So, this is essential to analyze the cooling system [12, 13].

Today’s high-performance engines extensive amount of heat driven by internal com-
bustion process. So the primary goal of the cooling system is to maintain proper and
reliable engine performance between the given temperature range, which is usually
around 95 °C, but the thermostat usually starts to operate around 75 °C, this device
controls the minimum operating temperature, and the maximum comes from the coolant
boiling point and the radiator capacity. But these temperatures depend on the type of the
fuel and the type of the car. If the engine operates below, it affects the engine, because
the burnout in the engine could not be complete. This leads to unburned fuel in the
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system, and that could cause serious malfunctions in the engine for example corrosion
in the cooling system and the engine. If the engine operates above the recommended
temperature range could also cause serious problems, such as oxidation, and varnish.
The high temperature also reduces the viscosity of the oil which leads higher friction
and it cause performance loss. The problem of the pre-ignition could be also a problem
due to the high temperature in the cooling system [12, 13].

The purpose of the heat exchanger is to remove heat from the engine to the ambient
air. In theory, the heat generated by the engine is fully utilized. The energy that comes
from the combustion of the fuel divides into three parts: one third turns into mechanical
work, the remaining tow third goes to heat that goes to the exhaust system and the cooling
system.

There are two main types of the cooling system: the difference between them is the
method of the heat removal process, so there are air coolers and liquid coolers. The
engines using the combination of these two, so this is an air to liquid heat exchanger.
The engine cooling is achieved by circulation of water, and to cool back this water there
is a heat exchanger is used with fans (usually one or two is used).

Fig. 1. Vehicle cooling system [13]

This heat exchanger is a louver fin type one. The principal part of it is a combination
of harmonica tubes and fins. This has internal and longitudinal openings and being
bent zig-zag several times to thereby form operations parallel with each other. For the
fabrication of the core of the radiator generally, the core stacking procedure is used,
during which make the connection between the fins and the tubes. The number of the
layers depends on the desired performance and the dimensions of the radiator. After the
core is complete with brazing or welding the next step is to apply the header plates to
hold the tubes and the fins in their position. These plates contain the mounting points for
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the radiator and also the tanks that contain the cooling water. The volume of the coolant
is also important for the engine and the design of the radiator.

As it could be seen in Fig. 1 above the radiator consists a tube bank and from which
the pipes start, these are brazed or welded to the air-side fins [13]. These fins are mostly
made of aluminumwhichmakes the heat transfer more effective, but it made the welding
complicated. If the joint is still made by welding, there is a risk of the puncturing of
the tubes, which could lead to the overheat of the engine. So, the brazing is safer in
this respect, because for the filler material selection a material could be chosen with a
lower melting point than the base materials. The brazed joints are strong, aesthetic and
corrosion resistant. This technology also enables to make multiple joints at the same
time [14].

The welding is also an opportunity to connect the tubes and the fins. For this proce-
dure, there is a special machine, which makes the joint. These machines usually using
TIG (Tungsten Inert Gas) welding method, which is one of the low heat input welding
technology, with which an aesthetic joint with good mechanical properties can be estab-
lished and the risk of damage to the base material is reduced due to the flexibility control
of the arc. These machines using PLC or other computer control and thanks to which it
is produced relatively fast and in the same quality with good reproducibility. The TIG
welding is using filler material which is usually rod or wire type, which has to be chosen
for the chemical composition of the base material. Filler material manufacturers give
recommendations for the selection in their catalogues [15].

Some parts of the radiator, for example pipe connections, fans and other body parts
are made of composite. This composite is the most commonly polymer matrix which
is reinforced with short line glass fiber. This composite material is also used for door
beams, drive shafts and tanks. The glass fiber has good thermo-mechanical properties,
which provide a wide range of usability, and it is also cheaper than the carbon fiber. This
material could be recycled when it reaches the end of the lifetime of the device. This
is usually a mechanical method, where the composite is first shredded and after ground
and the pellet could use as a raw material of a future workpiece. Even today, numbers
of studies deal with recoverable energy and reusability [16].

3 Experimental Setup

3.1 Materials and Devices

The experimental setup consists of two major parts, which are the hot water tank and
the automotive radiator. The schematic drawing of the experimental layout is shown in
Fig. 2. The two most common media were used in the measurements, which were water
and air. The hot water was produced and stored in a 40 L water tank heated by electricity,
which come from the water supply system and it did not receive any treatment. The water
was circulated by a pump which first passes through a rotameter so that the volume flow
rate can be measured, then passes through the radiator, where can cool down.

The cooling air flows through the radiator by two axial fans, which speed can be
controlled. To determine the heat performance of the radiator, the inlet and outlet tem-
peratures of the water were measured with K type thermocouples. The data logger was a
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Fig. 2. The experimental layout of the measurement

Quantum X type MX1609 thermocouple amplifier, while the data processing was done
with catman®Easy software.

3.2 The Automotive Radiator

Themeasured device was a radiator of a car, which schematic drawing is shown in Fig. 3.
The water flows in 2 × 32 oval tubes with two paths. The radiator had 650 fins with
0,1 mm thickness, the spacing between them were 0,9 mm. The material of tubes and
fins were aluminum. The geometric parameters of the radiator shown in Table 1.

Table 1. The geometric parameters of the investigated radiator

Specific parameter Sign Value

Length of the radiator L 650 mm
Height of the radiator H 415 mm
Width of the radiator W 35 mm
Thickness of the fins tf 0,1 mm
Thickness of tubes tt 0,25 mm
Number of fins nf 650
Number of tubes nt 64
Longitudinal size of a tube dhor 12 mm
Vertical size of a tube dver 2 mm
Horizontal spacing of the tubes shor 10,6 mm
Vertical spacing of the tube sver 3 mm
Spacing between fins l 0,9 mm



406 M. Petrik et al.

H

W

L

l

tf

Fig. 3. The investigated radiator with its main parameters

The layout and the spacing of the tubes are described in Fig. 4.

dver

dhor shor

ttshor

Fig. 4. Tube layout of the investigated radiator

One of the most important specifications of a radiator is the heat transfer surfaces.
Because of the fins, more surfaces most be calculated in case of a heat exchanger
checking. These surfaces are summarized in Table 2.

3.3 Measurements

During the measurements, three values were detected with the data logger: the inlet
and outlet temperature of water (which enters and leaves the heat exchanger) and the
temperature of the heated air (which flows through the heat exchanger). Furthermore, the
volume flow rate of water was measured with rotameter and these values were recorded
manually since in one measurement case the value of the volume flow rate was constant.
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Table 2. Heat transfer surfaces required for calculations

Specific surface Sign Value

Total heat transfer surface A 17.94 m2

Heat transfer surface of fins Af 16.96 m2

Heat transfer surface of 1 bare tube At0 0.017 m2

Heat transfer surface of the inner side Ai 1.09 m2

Heat transfer surfaces of the bare tubes A0 1.09 m2

To determine the air velocity a hand-held low-speed vane anemometer was used. As
the air flow was provided by two fans mounted on the back of the heat exchanger, a
non-homogeneous velocity profile developed.

To determine the average air velocity, an inlet channel was created on the inlet side
of the device. This was divided into 4 × 4 equal sized areas, and the velocity of each
sub-area was measured at the same fan power. This division is shown in Fig. 5.

650 mm

415 mm

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

Fig. 5. Division of the inlet channel for air velocity measurement

The measured velocities in two different operating states are given in Table 3 and
Table 4 (in the order of the physical positions). These measurement positions have been
determined in accordance with engineering practice.

The results show that the velocities near the axis of the fans and the enclosed areas
are lower than near the outer diameter of the fan blades. Therefore, the average of the
measured velocities must be taken, which is 0.94 m/s for Operation mode 1 (M1–M8),
and 1.21 m/s for Operation mode 2 (M11–M18).
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Table 3. Measured velocities in Operation mode 1

0.35 0.65 1.07 0.73

1.14 1.04 0.75 0.87

1.46 1.31 0.92 0.91

1.28 1.22 0.85 0.5

Table 4. Measured velocities in Operation mode 2

0.7 0.82 1.34 1.1

1.3 1.3 1.2 1.2

1.7 1.5 1.2 1.1

1.54 1.55 1.03 0.8

3.4 Heat Performances

The aim of the investigations was to determine the performance of the heat exchanger.
This performance cannot be measured directly but must correspond to the performance
from cooling the water or warming the air. Determining the amount of heat from water
cooling is the simplest, which can be done with the well-known relationship in Eq. 1:

Qw = cp,w · mw · (
Tw,in − Tw,out

)
, (1)

where Tw,in is the inlet and Tw,out is the outlet temperature of water, cpw is the specific
heat of water in the medium temperature (the arithmetic mean of the Tw,in and Tw,out),
and mw is the mass flow rate of the water. The humidity of air cannot be disregarded
when calculating the warming of the air. At the time of the measurement, the relative
humidity of the room was 60%, and the temperature was 29 °C. From these two data,
the values of specific humidity and enthalpy can be determined, which were 14.24 g/kg
for humidity and 64.5 kJ/kg for enthalpy. Based on these, the energy required to heat
the air can be determined by Eq. 2.

Qa = ma · (
Ha,out − Ha,in

)
(2)

The ma is the mass flow rate calculated from the velocity and the density, Ha,out is
the enthalpy of outlet state and Ha,in is the enthalpy of inlet state. As all the material
properties, the enthalpy is also a function of temperature, which can be calculated by
Eq. 3 for 14.24 g/kg specific humidity, between 30 °C and 50 °C.

H (T ) = (1031.299 · T + 35, 600.43) · J

kg
(3)

In steady state, the heat performances calculated by Eq. 1 and 2 must be the same,
which also means the performance of the heat exchanger. By definition, this can be
calculated with the following relationship:

Qhe = F · U · A · LMTD (4)
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In Eq. 4, the value A means the total heat transfer surface of the heat exchanger,
which is described in Table 2. The U is the overall heat transfer coefficient, the LMTD
means the logarithmic mean temperature difference, which can be calculated from the
inlet and outlet temperatures:

LMTD =
(
Tw,in − Ta,out

) − (
Tw,out − Ta,in

)

ln
(
Tw,in−Ta,out
Tw,out−Ta,in

) (5)

The F factor represents the number of passes. Equation 5 refers to counter current,
but in this case, it was a cross-current, in addition, the water flows in parallel tubes. Its
value depends on the inlet and outlet temperatures and is determined graphically, as it
is seen in Fig. 6.

Fig. 6. Graph for determination of F factor [17]

In the measured cases, this modification factor was around 0.95, which was used in
the calculations.

4 Results of the Measurements

Several measurements were performed to simulate different operating conditions as
well as different atmospheric conditions. During the measurements, the formation of
the steady state was expected, and the average of the measured results was used for the
calculations. These results are shown in Tables 5, 6 and 7.

In the table, the V̇ means the volume flow rate, the T means temperature, Q̇ means
heat performance, while the w subscripts refer to water and a refers to air. The heat
performances were calculated with Eq. 1 and Eq. 2 and LMTD calculated with Eq. 5.
The overall heat transfer coefficient in the last column of the table, which belongs to
the given flow conditions of the heat exchanger, has been calculated from Eq. 4. The
most important issue when designing heat exchangers is to determine this coefficient.
In significant part of heat exchanger equipment, this is done by empirical correlations.
The aim of the present study is to compare the results of the correlations in the literature
with the measurement results. At Case 1, the inlet temperature of air was 29.5 °C, the
relative humidity was 50% and its velocity was 0.94 m/s.
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Table 5. Results of measurement of Case 1

V̇w
(l/h)

Tw,in
(°C)

Tw,out
(°C)

Q̇w
(W)

Q̇a
(W)

LMTD (°C) U
(Wm−2K−1)

M1 100 63.88 39.3 2821.30 2822.08 16.78 9.86

M2 200 65.86 49.36 3778.28 3774.17 22.43 9.87

M3 300 66.59 54.22 4243.81 4247.92 24.52 10.15

M4 400 67.28 56.80 4790.50 4788.79 25.18 11.16

Table 6. Results of measurement of Case 2

V̇w
(l/h)

Tw,in
(°C)

Tw,out
(°C)

Q̇w
(W)

Q̇a
(W)

LMTD
(°C)

U
(Wm−2K−1)

M5 100 66.74 41.88 2850.24 2847.09 16.18 9.94

M6 200 66.98 50.79 3705.30 3699.93 21.04 10.32

M7 300 67.30 54.80 4287.22 4286.36 22.24 11.31

M8 400 67.69 57.18 4803.39 4799.62 22.64 12.44

Table 6 shows the results of Case 2. At this case, the air velocity was unchanged
compared to Case 1, it was 0.94 m/s, but the temperature was 31.6 °C and the relative
humidity was 65%. For this condition, a new approximate function must be created,
which is described in Eq. 6.

H (T ) = (1038.091 · T + 47, 914.48) · J

kg
(6)

Table 7. Results of measurement of Case 3

V̇w
(l/h)

Tw,in
(°C)

Tw,out
(°C)

Q̇w
(W)

Q̇a
(W)

LMTD
(°C)

U
(Wm−2K−1)

M11 100 62.82 38.34 2810.97 2805.98 13.59 12.12

M12 200 63.22 45.44 4076.98 4074.92 17.20 13.90

M13 300 65.14 51.62 4642.34 4642.05 20.74 13.13

M14 400 67.68 55.45 5591.58 5592.39 22.65 14.48

M15 100 60.39 35.17 2899.21 2908.06 13.42 12.69

M16 200 60.79 42.67 4159.39 4149.87 17.52 13.91

M17 300 61.88 47.85 4824.58 4816.86 20.08 14.08

M18 400 63.15 50.89 5616.16 5607.71 21.21 15.53
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Measurements were made for air velocity of 1,21 m/s, and the results are shown in
Table 7.

5 Analytical Model

The thermal design of heat exchangers is iterative process based on empirical correla-
tions. These empirical correlations are the result of severalmeasurements. It is the respon-
sibility of the designer to use the most appropriate correlations for their calculations.
The VDI Heat Atlas functions were used for this louvered fin heat exchanger.

5.1 Heat Transfer Coefficient of Water Side

The calculation of the heat transfer coefficient on thewater side is similar to other types of
tubular heat exchangers. The flow cross section area aswell aswere the geometric dimen-
sions of pipes were known. Since the tubes were not circular, the hydraulic diameter
had to be used as characteristic geometry for the calculation of important dimensionless
quantities. The definition of hydraulic diameter is

Dh = 4 · At

Kt
, (7)

where At is the cross section area and Kt is wetted perimeter of the tubes. The
measurements were performed between 100 and 400 l/h volume flow rate, and in each
case the type of the flow remained within the laminar range, therefore the value of the
heat transfer coefficient was considered constant with a value of 1286 Wm−2K−1.

5.2 Heat Transfer Coefficient of the Air Side

The first step in calculating the heat transfer coefficient on the air side is to determine
the Reynolds (Re) and Prandtl (Pr) numbers. In the case of the examined fin type, the
characteristic geometry should be the fin spacing, since this is the bestway to characterize
the flow. Another important aspect is the real air velocity. The measured velocities
described in Tables 3 and 4 are the velocities in front of the heat exchanger, not the
velocities between the fins. This characteristic velocity was higher values, because the
free flow cross section was lower due to the fins and tubes. These velocities were 1.26
and 1.61 m/s respectively.

The empirical Nusselt (Nu) number correlation for the investigated inline tube layout
is:

Nua = 0.22 · Re0.6a ·
(

A

At0

)−0.15

·
1/3
Pr
a

, (8)

From this, the heat transfer coefficient αm can be determined. However, due to the
fins this coefficient must be corrected with the fin efficiency. In case of an extended
surface, the temperature of the fins will be lower than the tubes, so the driven force will
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be also lower than without fins. Nonetheless, the heat performance will be higher due to
the extended surface. To determine the fin efficiency, two factors must first be calculated:

ϕ′ = 1.28 · bf
dver

·
√
hf
bf

− 0.2, (9)

ϕ = (
ϕ′ − 1

) · (
1 + 0.35 ln ϕ′) (10)

In Eq. 9, the bf variable is the apparent fin width (17.5 mm), the hf is the apparent
fin height (12.97 mm). In the next step, the ratio of the heat convection and conduction
must be formed.

X = ϕ · dver
2

·
√

2 · αm

λf · δf
, (11)

where λf is the thermal conductivity and δf is the thickness of the fins and the
efficiency can be calculated with.

ηf = tanh X

X
, (12)

and the virtual heat transfer coefficient is.

αv = αm ·
(
1 − (

1 − ηf
) · Af

A

)
, (13)

Finally, the overall heat transfer coefficient of the heat exchanger is.

k = 1
1
αv

+ A
Ai

·
(

1
αw

+ tt
2·λt

) , (14)

As the measurements were performed in the operating states on the same equipment,
it can be stated that for a given series ofmeasurements the overall heat transfer coefficient
can be considered constant, 17.37 Wm−2K−1 for Case 1 and 2 and 19.15 Wm−2K−1

for Case 3.

5.3 Temperature Difference

The calculations show that both on thewater and air side, the values of the individual heat
transfer coefficients are constant in each series of measurements, therefore the overall
heat transfer coefficient is constant. The thermal performance of the heat exchanger
only depends on the temperatures of the fluids. In contrast, the values of the heat transfer
coefficients counted back from the measurement are much smaller.

Table 8 shows the heat performances and heat transfer coefficients of the measure-
ment and the calculations. It is clearly seen from the results, that the calculated perfor-
mances give higher values than the measured ones. That means the value of temperature
correction factor F chosen based on Fig. 6 is not applicable in this case. It has been
shown in the calculations that the heat performance is practically only the function of
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Table 8. Comparison of the measurements and calculations

Measurement Analytical model

Q̇ave
(W)

U
(Wm−2K−1)

U
(Wm−2K−1)

Q̇calc
(W)

F

M1 2707.68 9.86 18.75 5928.30 0.46

M2 3776.23 9.87 18.81 7570.99 0.50

M3 4245.87 10.15 18.84 8288.75 0.51

M4 4789.65 11.16 18.85 8516.80 0.56

M5 2848.67 9.94 18.74 5653.99 0.50

M6 3702.62 10.32 18.79 7091.32 0.52

M7 4286.79 11.31 18.81 7506.04 0.57

M8 4801.51 12.44 18.82 7645.84 0.63

M11 2808.47 12.12 20.81 5073.93 0.55

M12 4075.95 13.90 20.86 6438.49 0.63

M13 4642.20 13.13 20.91 7780.74 0.60

M14 5591.99 14.48 20.94 8511.35 0.66

M15 2898.05 12.69 20.80 3923.78 0.74

M16 4157.06 13.91 20.85 5535.98 0.75

M17 4995.20 14.08 20.89 6305.66 0.79

M18 5616.34 15.53 20.92 6891.94 0.81

the temperature difference since the value of the heat transfer coefficient is constant.
However, the results show that at higher air velocities the difference between the mea-
sured and calculated value is smaller. This means the F factor depends not only the
temperatures but on the contact times also. The determination of this set of curves for
louvered devices requires further investigations.

In contrast to the data in the literature, the results of the measurements show that
the heat transfer coefficient of the water side is not constant despite of the laminar flow.
Equation 15 was used to calculate this coefficient.

Nuw = 1.86 ·
(
Re · Pr ·Dh

l

)1/3
, (15)

As a result, the heat transfer coefficients are shown in Table 9.
A new form of Nu number relationship was introduced to create the relationship

that best fits the measured data. The ratio of heat transfer surfaces was used only in this
Nu correlation, no longer in the calculation of the overall heat transfer coefficient. The
classical correlation was used for that,

U = 1
1

αw
+ 1

αv
+ δf

λf

, (16)
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Table 9. The water side heat transfer coefficients

V̇w
(l/h)

αw
(Wm−2K−1)

100 675

200 850

300 973

400 1071

Applying the least squares regression method to the measured heat transfer coef-
ficients without the preliminary F factors, the C constant, the exponent of Re number
and the exponent of the surface ratios were described in Eq. 17, and Table 10 shows the
calculated values.

Nua = 0.817 · Re0.6a ·
(

A

At0

)−0.39

·
1/3
Pr
a

, (17)

The results show that the measurement results are more accessible with this modified
method.

Table 10. The result calculated with the modified coefficients

Umeas
(Wm−2K−1)

Unew
(Wm−2K−1)

diff
(%)

M1 9.86 11.32 14.8

M2 9.87 11.33 14.8

M3 10.16 11.34 11.7

M4 11.16 11.34 1.6

M5 9.94 11.28 13.5

M6 10.32 11.29 9.4

M7 11.31 11.30 −0.1

M8 12.44 11.29 −.9.2

M11 12.12 13.10 8.1

M12 13.90 13.13 −5.6

M13 13.13 13.14 0.1

M14 14.48 13.13 −9.3

M15 12.69 13.14 3.6

M16 13.91 13.18 −5.3

M17 14.08 13.19 −6.3

M18 15.53 13.19 −15.1
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6 Conclusions

The present paper dealt with the measurement and calculation possibilities of louvered
fin heat exchanger mainly used in vehicles. An experimental device was built to measure
the heat performances, which can be used to control both the amount ofwater and air. The
measured results confirmed that the overall heat transfer coefficient of heat exchanger
with extended surface is relatively low value (in the measurements range from 9.86 to
15.53 Wm−2K−1, while in the case of a shell-and-tube heat exchanger they range from
800 to 1200 Wm−2K−1). During a series of measurements, the value of heat transfer
coefficient was constant despite the change in the volume flow rate of water, however,
according to the measured results, this is significant for the exchanged heat. It is also
important for the correct calculation of the temperature correction factor, which is not
yet available. However, the measurement clearly showed that even a relatively low air
speeds (1.21 m/s, which is less than 5 km/h) 5.5 kW heat performance can be achieved,
which is relatively high compared to such a small structure.
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Abstract. The MIOCÉN project aims to develop a small volume mining produc-
tion and transport adapter. Themining tool to be developed for both production and
transport can reduce the number of machines to be used in the mine. It is planned
to reduce the expenses of mining businesses, which include mining operations and
costs of maintenance. During the extraction of the block stone, the cut rock mate-
rial can be lifted and moved with the help of the product. Based on technology, the
adapter can be divided into twomain machine units. One is the rock chain saw unit
combined with a feed consisting of hydraulic cylinders for feeding and rotating
and a hydraulic rotating unit. The other is used to support and stiffen the first main
machine unit during slotting. This paper shows a prototype of a dimension stone
mining adapter. The prototype adapter is under design protection.

Keywords: Mining · Development · Adapter · Prototype

1 Introduction

The MIOCÉN project aims to develop a small volume mining production and transport
adapter suitable for limestone. The research optimizes the mining production of small
volume dimension stone products with the re-thinking of the use of production and
transport equipment in one. The determination of themined rock environment is essential
for the design of the mining adapter to be developed. The rock selected for the project
is limestone Leitha in the Sopron Mountains, which is the main component of this area.
The limestone in Fertőrákos (Hungary) and Margitbánya (Austria) has been a popular
building material for millennia. The Celts and the Romans used this stone as well but
it became a popular building material from the 18th century. These stones were easy
to mine and transport. Massive amounts of blocks were transported to the buildings of
nearby big cities. Much of the houses in Sopron, Vienna and Bratislava were made of
this material. We find buildings, monuments and statues built from this "Rákosi" stone
in almost every village around Sopron.

The prototype tool to be developed for both production and transport can reduce
the number of mining machines to be used in the limestone quarries (see Fig. 1). This
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development is planned to reduce the expenses of running mining businesses, which
include mining operations and costs of maintenance. The main goal is to be cheaper and
to be more competitive with the mining companies in the market [1].

Fig. 1. A building stone mine.

There are several methods of the dimensional stone production such as a) Block
production with a large borehole blasting technology, b) Cleavage of stone blocks using
chemical swelling energy, c) Use of mechanical, hydraulic and combined rock setting
wedges placed in small-diameter holes, d) Creating blocks by drilling, e) Rock sawing.
Since the gentlest production method is rock sawing, and to reduce the number of
machines, we plan to solve the production with a design that is capable of winning and
transport.

2 The Basic Machine

The basic mechanics of the mining prototype is provided by a Construction Loadall
(see Fig. 2). Due to its high load capacity and unique design, the machine is used for
different works in many areas. It is extremely manoeuvrable making the machine easy
to operate in confined spaces. The vehicle has three selectable steer modes. There is
two-wheel steer, which is ideal for travelling at high speed e.g. on the road. The others
are four-wheel steer for working in tight spaces, and the crab steer for manoeuvring
close to walls.

Its multifunctional applicability is ensured by the hydraulic system of the requested
machine provides with the main pump capacity of 140 l/min and the system operating
pressure of 260 bar to perform the task. Front stabilisers are fitted for increased stability
and lift performance.

These new loadalls use up to 7% less fuel than the previous ones. It makes the
machine more eco friendly than other machines. Its economic engine can be adapted
to operate with lower-grade diesel oils, making the machines useful across different
territories [2].
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Fig. 2. The basic Construction Loadall machine of the project with the prototype adapter.

3 The Mining Adapter

The MIOCÉN small volume dimensional stone mining adapter (see Fig. 3) is suitable
for the extraction of block stone, primarily for the extraction of limestone or other
homogeneous rock not exceeding six on the Mohs hardness scale.

Fig. 3. CAD drawings of the prototype adapter.

Based on the technology of the mining device, the adapter can be divided into two
main units. One is the rock chain saw unit combined with a work consisting of hydraulic
cylinders for feeding and rotating and a hydraulic rotating unit. This part of the adapter
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is capable of slitting from three sides perpendicular to the extraction front. The unique
structure of the rock chain saw includes custom-made elements. The teeth that make
up the chain follow the chain in a specific order and form a repetitive chain of 5 and
6 teeth, specially developed for the limestone rock quality (see Fig. 4). The shape of
the cutting tool is very important because of the high cutting forces and loads [3, 4].
Reducing the stresses are significant because high loads can produce unwanted effects on
themechanics [5]. During the design, the guide plate carrying the chainwas dimensioned
separately, taking into account the design of a lubrication system to help reduce friction
during operation.

The other unit is used to support and stiffen the first main machine unit during
slotting. This unit provides stability and elevation of the excavated block with an object
table which is made of a special alloy in a direction perpendicular to the front. Blocks
are slid on wear-resistant carbide sheets, supplemented with several modular elements
that are subject to heavy wear during mining applications [6].

Fig. 4. The repetitive chain saw teeth.

3.1 Cutting Forces and Power Demand

Determining cutting forces and power demand is an important task during the design.
The following numerical example for the prototype adapter shows a brief calculation.

Building on the experiences obtained in our earlier works, the specific cutting force
is determined [7]. For limestone, we calculate with a value of Fcutting = 24 N/mm2. The
chain speed is vchain = 1.5 m/s and teeth pitch is lpitch = 0.1 m. The cutting length of
the adapter is lcutting = 1.2 m.

The number of cutting chain teeth at the same time

Nc = lcutting
lpitch

(1)

The overall cutting force is

Fo = NcAchipFcutting (2)

where Achip is the chip area.
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The power demand is

P = Fovchain (3)

Since the friction of the chain and the efficiency of the machine has not been taken
into account, the value of the power must be increased by 25%. Table 1. Shows the
cutting forces and power demands for different feed speeds and chip areas.

Table 1. Cutting forces and power demands.

Feed speed
[mm/s]

Chip area
[mm2]

Cutting force
for one tooth
[N]

Overall
cutting force
[N]

Power demand
[W]

Increased
power demand
[W]

10 4 96 1152 1728 2160

15 6 144 1728 2592 3240

20 8 192 2304 3456 4320

The results are shown in Table 1. Are appropriate for the prototype machine.

3.2 Finite Element Analysis

The design of the structure the adapter is another special task. The greatest load is gen-
erated during the transport of the excavated stone. We use FE analysis to determine
stresses and displacements of the adapter. The prototype is designed for a 1 m3 dimen-
sional stone which has a density between 2000 and 2600 kg/m3. We calculate with the
highest density for safety reasons. Distributed load acts on the object table and the ends
of the beams are fixed. The results are shown in Figs. 5 and 6.

Fig. 5. Effective stress distribution in the adapter.

The Figs. 5 and 6. Show maximum stress of 103 MPa and maximum displacement
of 8 mm which are small values.
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Fig. 6. Displacement distribution in the adapter.

4 Conclusions

The future reconstructions of historic buildings and memorials need good quality lime-
stones. It was the aim of we start this project to design a mining adapter for dimensional
stone. To develop a rock winning technology, it is imperative to know the geological
knowledge of the site and the use of the extracted material.

For good quality building materials, the appropriate mining procedure is the rock
sawing since this is the gentlest production method. To reduce the costs we have to
reduce the number of machines. That is why we plan to solve the production with a
design that is capable of winning and transport.

The next step is the comprehensive testing of the prototype (see Fig. 7) which is
inevitable during the development period. It will be carried out at the production work-
shop and in the limestone quarry. During the testing, the static and dynamic stresses of
the machine units during the use of adapters will be studied, even in extreme cases, to
determine more precise technical parameters. Tests will be performed on materials of
different qualities and sizes for cutting and transport.
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Fig. 7. The prototype adapter.
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Abstract. The aim of the article was to verify the optimum design of solar
sandwich panels for microsatellites applications. The sandwich panel consists
of aluminum honeycomb core and aluminum materials facesheets. In this study, a
methodology for a combined weight and/or cost optimization for sandwich panel
with aluminum facesheets and honeycomb core is presented. The fmincon Solver
Constrained Nonlinear Minimization/Interior Point Algorithm was used to solve
the single objective function the weight or the cost of the honeycomb sandwich
panel. The Multiobjective optimization technique was applied to minimize the
weight and the cost of the sandwich panel included the Weighted Normalized
Method with Excel Solver program and Genetic Algorithm Solver with Pareto
front in Matlab program. The weight and/or the cost of the sandwich panel are
the objective functions subjected to required constraints based on total stiffness
(bending and shear stiffness), total deflection (bending and shear deflection), fac-
ing skin stress (bending load), core shear stress, facing skin stress (end loading),
overall panel buckling (critical bending and shear buckling load), shear crimping
load, skin wrinkling (critical stress and load) and intracell buckling (facesheet
dimpling). The design variables are thicknesses of core and facesheets. The use
of sandwich construction results in light structure.

Keywords: Honeycomb sandwich panel · Satellite sandwich panel · Minimum
weight and cost · Multiobjective optimization

1 Introduction

The aim of insert structural parts like honeycomb sandwich panel because the solar
panels of satellite requires use several holes for connection, installation, and fixing. The
honeycomb cores have a small density and high specific stiffness, which can meet the
stiffness, deflection, skin stress, core shear stress, panel buckling, shear crimping, skin
wrinkling and intracell buckling requirements and reduce the weight of the sandwich
panel [1]. The elaborated structural model can be used for satellite sandwich panels to
fulfill the requirements of Aerospace such as satellite. The basic concept of honeycomb
sandwich construction is to use thin, dense, strong facing materials bonded to a thick,
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lightweight honeycomb core [2]. The core materials of honeycomb type have been
developed and used primarily in aerospace applications. The honeycomb materials can
be manufactured in a variety of cell shapes, but the most commonly used shape is the
hexagonal shape [3].

The sandwich panel consists of three or more constituents, the faces, the core and the
adhesive joints [4]. The sandwich panels, consisting of a core covered by facesheets, are
frequently used instead of solid panels because of their high bending stiffness to weight
ratio. The high bending stiffness is the result of the distance between the facesheets,
which carry the load, and the lightweight is due to the lightweight of the core [5]. Jun
& Dai developed a new lightweight sandwich structure by reinforcing the web of insert
with high strength carbon composite to increase the loading capabilitywith reducedmass
[6]. Craig L. created a model of the ION–F stack to verify the integrity of the structure
at the launch loads and proved that the HokieSat structure will survive all environmental
loads with no yielding or failures [7].

Daisuke et al. designed as a practical configuration for a hybrid panel of sandwich
structures [8]. Byoung & Dai designed a satellite structure from composite sandwich
panels, which consist of two carbon fiber/epoxy composite faces and an aluminum
honeycomb core to reduce structural mass and to improve static and dynamic structural
rigidity [9]. Boudjemai A. et al. is proposed a versatile, robust and enhanced genetic
algorithm for structural topology optimization and examined all of the technologies and
their benefits for satellite structural designs [10].

Cho & Rhee studied the vibration characteristics of spacecraft structure using the
FEA code with experimental data. The satellite structure consists of composite sand-
wich panels composed of carbon fiber reinforced laminate facesheets and aluminum
honeycomb core [11]. Virág & Szirbik investigated the dynamic behaviour of the hybrid
stiffened plate under longitudinal compression using the finite element analysis [12].
Alaa et al. developed a new lightweight sandwich structure consists of aluminum foam
core and composite facesheets, which can be to manufacture air containers elements.
The study included theoretically and numerically using Matlab and Digimat programs
[13]. The connection, installation, and fixing of solar panels require the use of several
holes. So, it is necessary to insert structural parts such as honeycomb core to support the
panel structure. The local stress concentration will influence the structural strength of
the panel and will also increase the weight of the plate [14]. Alaa et al. investigated the
replacement of the current aluminum base plate of air container with a sandwich plate.
The Interior Point Algorithm in Matlab program was used to solve the single objec-
tive function (weight or cost). The Genetic Algorithm Solver by Matlab program was
applied to minimize multiobjective functions (weight and cost) [15]. Virág minimized
the cost function for the stiffened and unstiffened circular cylindrical steel shell. The
constraints are shell buckling, panel stiffener buckling and maximum deflection of the
bridge. The design variables are shell thickness, dimensions and number of stringers
[16]. Rion et al. studied the ultra-light photovoltaic composite sandwich structures. The
goal of this work was to investigate the failure mechanisms of such ultra-light sandwich
structure and their correlation with microstructure, processing pressure, and strength in
order to obtain optimal design and processing [17].
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2 Solar Sandwich Panel Construction for Satellite

The sandwich structures are often utilized in solar panel applications. A sandwich struc-
ture consists of two thin face sheets bonded to both sides of a lightweight core. The
design of sandwich structures allows the outer face sheets to carry the axial loads, bend-
ing moments, and in-plane shears, while the honeycomb core carries the normal flexural
shears. The sandwich structures are susceptible to failures due to large normal local
stress concentrations because of the heterogeneous nature of the core/face sheet assem-
bly. Therefore, component mounting must employ potted inserts to distribute the point
loads from connections. The sandwich panel face sheets are usually manufactured using
aluminum alloy or composite materials. The core is typically manufactured using a
honeycomb or aluminum foam construction [1]. The satellite sandwich panel is simply
supported and has aluminum face sheet and honeycomb core. The sandwich panel is
subjected to a uniform pressure (p = 50 kPa) and deform (2 mm) at any point of the
sandwich panel. The optimum facesheet and core thicknesses for a minimum weight
and cost design are calculated. The upper and lower facesheets are assumed to have the
same thickness. The technical data of satellite sandwich panel as shown in Table 1 (see
Fig. 1 and 2) [3].

Fig. 1. Honeycomb sandwich panel with simply supported boundary condition on all four sides
with a uniformly distributed load of (50 kN/m2) applied on the upper facesheet.
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Table 1. Technical data of the satellite sandwich panel [3].

Length Width Deflection Pressure Load

l [mm] b [mm] δmax [mm] p [kPa] P
[kN]

700 400 2 50 14

Fig. 2. Satellite panels structure (ultra–high stiffness and strength per unit weight).

2.1 Aluminum Honeycomb Core Structure

The honeycomb sandwich panels are the lightest option for compressive or bending
loads in specific applications. The honeycomb sandwich cores are manufactured using
thin strips formed into honeycomb cells. The honeycomb geometry is nonisotropic, with
greater stiffness in the longitudinal direction. However, the core acts nearly isotropically
for in-plane loads when assembled in a sandwich configuration [1].

The aluminum honeycomb core is used for several applications and in different sec-
tors such as public transport industry, nautical sector, building industry, etc… As core
material, the aluminum honeycomb core is used in sandwich panels and it is utilized in
floors, roofs, doors, partitions, facades, working surfaces for automatic machines and
for all products which require an optimal stiffness to weight ratio. The aluminum hon-
eycomb as panels’ core has several advantages as lightweight, stiffness, fire resistance,
compression and shear and corrosion resistance flatness. The aluminum honeycomb core
can be used as a deflector for laminar flow ventilation, and as crash absorber for kinetic
energy. The density of the honeycomb core depends on the thickness of the foil and the
diameter of the cells. The engineering properties of the honeycomb core as shown in
Table 3 (see Fig. 3) make it ideal for many applications like satellite sandwich panels
[18].



Optimum Design of Solar Sandwich Panels for Satellites Applications 431

2.2 Upper and Lower Aluminum Facesheets

Aluminum alloys are the most commonly used metallic materials in spacecraft manu-
facturing. The advantages are high strength to weight ratios, high ductility, and ease of
machining, weldability, and availability at low cost [18].

The upper and a lower face sheet of solar sandwich panel for a satellite consisted
of aluminum (alloy 5251 H24) materials. Table 2 shows the properties of typical facing
materials of the panel.

Table 2. Mechanical Properties of typical facing materials for sandwich panel [18].

Facing material aluminum alloy (5251 H24)

Typical strength Tension/Compression [MPa] 150

Modulus of elasticity tension/compression
[GPa]

70

Poisson’s ratio 0.33

Typical cured ply thickness [mm] 0.5

Typical weight per ply [kg/m2] 1.35

Fig. 3. Aluminum honeycomb structures.
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Table 3. Mechanical properties of aluminum honeycomb core materials [18].

Product
construction

Compression Plate shear

Density Cell
size

Stabilized L – direction W – direction

Strength Modulus Strength Modulus Strength Modulus

kg/m3 mm MPa MPa MPa MPa MPa MPa

83 6 4.6 1000 2.4 440 1.5 220

3 Optimization Techniques (Mathematical Modeling)

The optimization processes for the aluminum solar sandwich panel of the satellite were
presented. The optimum design variables were thicknesses of facesheet tf and honey-
comb core tc to minimize the weight and/or the cost of the sandwich panel. During
the optimization techniques, nine design constraints were taken into consideration. The
constraints of the optimization problem are total stiffness (bending and shear stiffness),
total deflection (bending and shear deflection), facing skin stress (bending load), core
shear stress, facing skin stress (end loading), overall panel buckling (critical bending
and shear buckling load), shear crimping load, skin wrinkling (critical stress and load)
and intracell buckling. The sandwich panel’s total stiffness (bending and shear stiffness),
total deflection (bending and shear deflection), facing skin stress (bending load), core
shear stress, facing skin stress (end loading), overall panel buckling (critical bending and
shear buckling load), shear crimping load, skin wrinkling (critical stress and load) and
intracell buckling for every facesheets and core thicknesses were calculated to compare
with yield stresses and applied loads. The steps of optimization procedure formulate the
objective functions for the weight and/or the cost of the honeycomb sandwich panel,
formulate the constraints and defined the boundaries for the design variables, solve the
single objective function problem to minimize the weight or the cost separately by using
Matlab program (Interior Point Algorithm) and Excel Solver program. Solve the mul-
tiobjective optimization problem to minimize the weight and the cost simultaneously
by applying Genetic Algorithm Solver with Pareto Front in Matlab program and Excel
Solver program (Weighted Normalized Method).

3.1 Single Objective Functions by Using Excel Solver Program and Matlab
Program (Fmincon Solver/Interior Point Algorithm)

Weight Objective Function
The total weight of the sandwich panel, which including the weight of the upper and
lower aluminum facesheets as well as a honeycomb core with considers neglecting the
weight of the adhesive bond were minimized by using the Excel Solver program and
Matlab program.

Wt = 2ρf lbtf + ρclbtc (1)
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WhereWt is the total weight of the sandwich panel, ρf is the density of the facesheet,
l is the length, b is the width of the sandwich panel, tf is the thickness of the facesheet,
ρc is the density of the honeycomb core and tc is the thickness of the honeycomb core.

Cost Objective Function
The total cost of the sandwich panel, which including the cost of the upper and lower
aluminum facesheets materials and the cost of the aluminum honeycomb core was
minimized by using the Matlab program and Excel Solver program.

Ct = 2ρf lbtf Cf + lbtcCc (2)

WhereCt is the total cost of the sandwich panel in Euro,Cf is the cost of the facesheet
material per unit weight (4.61 e/kg) [19]. Cc is the cost of the honeycomb core material
per unit volume (20 e/m2 in case of 18 mm core height) (e/m3).

3.2 Weight and Cost Multiobjective Functions

Excel Solver Program (Weighted Normalized Method)
The weight and the cost of multiobjective optimization using the Excel Solver program
(Weighted Normalized Method) were presented:

f (x) =
r∑

i=1

wifi(x)/f
0
i (3)

Where wi ≥ 0 and
r∑

i=1
wi = 1. The condition f 01 �= 0 is assumed.

Matlab Program (Genetic Algorithm Solver)
The tool of Multiobjective Genetic Algorithm Solver in Matlab program corresponds to
the gamultiobj function. The Gamultiobj Solver attempts to create a set of Pareto optima
for a multiobjective minimization [20].

3.3 Design Variables

To achieve the acceptable performance,modify the core thickness and the skin facesheets
thickness.

10mm ≤ tc, opt ≤ 100mm (3)

0.1mm ≤ tf ,opt ≤ 5 mm (4)
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3.4 Constraints

Total Stiffness
The constraint of the total stiffness of the aluminumsandwichpanels includes the bending
and shear stiffnesses.

Df ,x ≥ Dmin (6)

Df ,x = (Ef tf h
2 · b)/2(1 − ν2f ) (7)

Dmin = (EI)min = KbPmaxl
3/δmax (8)

Where, Kb = 5/384, S = b h Gc, Gc = GW and h = tc + tf .
The calculated stiffness of the sandwich panel in global coordinate Df , x must be

greater than the minimum stiffness of sandwich structure Dmin was calculated using
given data (δmax and Pmax) as shown in Table 1. Where, S is the shear stiffness, Kb is
the bending deflection coefficient, Ef is the modulus of elasticity of facing skin, νf is
Poisson’s ratio of face material and h is the distance between facing skin centers [18].

Total Deflection
The constraint for the total deflection of the aluminum sandwich panel is included the
bending and shear deflection:

δ = (KbPl
3/Df ,x) + (KsPl/S) ≤ δmax (9)

Where, Kb = 5/384 and Ks = 1/8.
The calculated total deflection δ must be less than the honeycomb sandwich panel

deflection δmax of (2 mm) as shown in Table 1. Where, Ks is the shear deflection
coefficient. The panel is simply supported on all four edges.

Skin Stress
The constraint for the skin stress of the honeycomb sandwich panel is:

σf = M /htf b ≤ σf , y (10)

The calculated skin stress σf must be less than the facesheet material typical yield
strength σf , y of (150 MPa) as shown in Table 2. Where, M = Pl/8 is the maximum
bending moment [18].

Core Shear Stress
The constraint for the core shear stress of the honeycomb sandwich panel is:

τc = F/hb ≤ τc,y (5)
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The calculated core shear stress must be less than core material typical panel shear
stress in the transverse (W) direction τc,y of (1.5 MPa) as shown in Table 3. Where, F
= P/2 is the maximum shear force.

Skin Facing Stress, End Loading
The constraint for the skin facing stress of the honeycomb sandwich panel is:

σf = P/ (2tf b) ≤ σf ,y (12)

The calculated skin facing stress must be less than the facesheet material typical
yield strength σf , y of (150 MPa) as shown in Table 2.

Panel Buckling
The constraint for the panel buckling of the honeycomb sandwich panel is:

Pb,cr = π2Df ,x/(βl
2 + π2Df ,x/S) ≥ P (6)

Where β = 1 and Pb,cr is the critical buckling load. The calculated load at which
critical buckling would occur is greater than the end load being applied P of (14 kN) as
shown in Table 1.

Shear Crimping
The constraint for the shear crimping of the honeycomb sandwich panel is:

Pcr = tcGcb ≥ P (7)

The calculated load at which shear crimping would occur is greater than the end load
being applied P of (14 kN). Where Pcr is critical shear crimping load, Gc is core shear
modulus and Ec is the compression modulus of core as shown in Table 3.

Skin Wrinkling
The constraint for the skin wrinkling of the honeycomb sandwich panel is:

σf ,cr = 0.5(Ef EcGc)
1/3 ≥ σf ,y (8)

Pcr,min = tf (2tf Ef Ec/3tc(1 − ν2f )) ≥ P/b (9)

The stress level at which skin wrinkling would occur is well beyond the skin material
typical yield strength of (150 MPa) as shown in Table 2, so skin stress is more critical
than skin wrinkling. The calculated load at which skin wrinkling would occur is greater
than the end load per width being applied (P/b) of (35 kN/m).

Intracell Buckling
The constraint for the intracell buckling of the honeycomb sandwich panel is:

σcr = 2Ef (tf /s)
2/ (1 − ν2f ) ≥ σf ,y (10)

The stress level at which intracell buckling would occur is well beyond the skin
material typical yield strength σf , y of (150 MPa), so skin stress is more critical than
intracell buckling as shown in Table 2. Where σcr is critical facing skin stress and s is
cell size [18].
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4 Evaluation Optimization Results

The final results are optimum core thickness tf ,opt, optimum face thickness tc,opt, mini-
mum weightWmin and cost Cmin as shown in Tables 4, 5, 6, 7, 8 and 9 (see Figs. 4, 5, 6
and 7).

4.1 Theoretical Results by Using Excel Solver Program

Optimum Results of Single Objective Function
Depending on the theoretical results by using the Excel Solver program, the minimum
weight and cost with optimum facesheet and core thicknesses of the honeycomb sand-
wich panel for satellite applicationwhich consists of aluminum facesheets and aluminum
honeycomb core as shown in the Tables 4 and 5.

Table 4. Minimize the weight objective function, disregard the cost objective function by using
the Excel Solver program for honeycomb sandwich panel of the satellite.

Wmin tf ,opt tc,opt

[kg] [mm] [mm]

2.293473661 0.487460114 66.97220177

Table 5. Minimize the cost objective function, disregard the weight objective function by using
the Excel Solver program for honeycomb sandwich panel of the satellite.

Cmin tf ,opt tc,opt

[e] [mm] [mm]

21.65734 1.025124 46.64538

Optimum Results of Multiobjective Function
The weight and the cost of multiobjective function are presented by using the Excel
Solver program (Weighted Normalized Method) as shown in Table 6 (see Fig. 4, 5 and
6), whereW1 is the weighted of the objective function 1 (weight objective function) and
W2 is the weighted of the objective function 2 (cost objective function).

4.2 Theoretical Results by Using Matlab Program

Optimum Results of Single Objective Function
Depending on the theoretical results by using Matlab program obtained by utilized
fmincon Solver Constrained Nonlinear Minimization/Interior Point Algorithm, the min-
imum weight or cost of the sandwich panel of the satellite which consists of aluminum
facesheets and aluminum honeycomb core as shown in the Tables 7 and 8.
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Table 6. Minimize the weight and the cost objective function by using the Excel Solver program
(Weighted Normalized Method) for sandwich panel of satellite consists of aluminum honeycomb
core and aluminum facesheets.

Type Aluminum alloy (5251 H24) Wmin Cmin tf ,opt tc,opt

No W1 (%) W2 (%) [kg] [e] [mm] [mm]

1 50 50 2.3575184 22.428431 0.688089 56.675031

2 60 40 2.3335075 22.701801 0.643268 58.557914

3 70 30 2.3134871 23.055143 0.596447 60.742672

4 80 20 2.3030815 23.351422 0.563624 62.430378

5 90 10 2.2956145 23.740916 0.526742 64.508660
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Fig. 4. Minimumweight versus minimum cost objective function by using Excel Solver program
(Weighted Normalized Method) for sandwich panel of satellite consists of aluminum honeycomb
core and aluminum facesheets.

Results of Multiobjective Optimization
The tool of Multiobjective Genetic Algorithm Solver in Matlab program corresponds to
the gamultiobj function. The gamultiobj solver attempts to create a set of Pareto optima
for a multiobjective minimization as shown in Table 9 (see Fig. 7).
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Fig. 5. Minimum weight objective function versus optimum facesheet and core thicknesses by
using Excel Solver program (WeightedNormalizedMethod) for sandwich panel of satellite consist
of aluminum honeycomb core and aluminum facesheets.
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Fig. 6. Minimum cost objective function versus optimum facesheet and core thicknesses by using
Excel Solver program (Weighted Normalized Method) for sandwich panel of satellite consist of
aluminum honeycomb core and aluminum facesheets.
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Table 7. Minimize the weight objective function, disregard the cost objective function by using
fmincon Solver/Interior Point Algorithm for honeycomb sandwich panel of the satellite.

Wmin tf ,opt tc,opt

[kg] [mm] [mm]

2.23973 0.505007 63.51806

Table 8. Minimize the cost objective function, disregard the weight objective function by using
fmincon Solver/Interior Point Algorithm for honeycomb sandwich panel of the satellite.

Cmin tf ,opt tc,opt

[e] [mm] [mm]

21.6589 1.025687 46.63779

Fig. 7. Pareto front set for multiobjective functions (weight and cost) by using Matlab program
(Genetic Algorithm Solver) for sandwich panel of the satellite consists of aluminum honeycomb
core and aluminum facesheets.
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Table 9. Minimize the weight objective function and the cost objective function by using
Multiobjective Genetic Algorithm Solver for honeycomb sandwich panel of the satellite.

Index Wmin Cmin tf , opt tc, opt

[kg] [e] [mm] [mm]

1 2.213722 22.561573 0.5330 60.5777

2 2.21767 22.5198278 0.5401 60.2838

3 2.225761 22.0990166 0.5800 58.0379

4 2.375451 20.7545828 0.8323 48.0636

5 2.243922 21.9433244 0.6101 56.8641

6 2.365845 20.8395664 0.8162 48.6973

7 2.281312 21.3681759 0.6911 53.1994

8 2.218824 22.3005114 0.5578 59.1825

9 2.308381 21.0991162 0.7387 51.2685

10 2.263419 21.4345405 0.6681 53.9291

11 2.3159 21.0257705 0.7518 50.7390

12 2.375451 20.7545828 0.8323 48.0636

13 2.251073 21.6858396 0.6367 55.4402

14 2.213722 22.561573 0.5330 60.5777

15 2.34405 20.8691365 0.7920 49.3349

16 2.257304 21.5090363 0.6563 54.4326

17 2.290992 21.178749 0.7151 52.0519

18 2.337654 20.9283943 0.7811 49.7700

5 Conclusions

The purpose of the article was to design a lightweight sandwich panel, which can be
applied in the industry of satellite application because, the solar panels of satellite
requires uses several holes for connection, installation, and fixing. The sandwich panel
consists of an aluminum honeycomb core with upper and lower aluminum facesheets.
The optimization techniques were elaborated for a sandwich panel by using the Excel
Solver program and the Matlab program (fmincon Solver Constrained Nonlinear Mini-
mization/Interior Point Algorithm for single objective function and Genetic Algorithm
Solver formultiobjective functions). The objective functionswere the total weight and/or
cost of the panel of the satellite. The design constraints were taken into consideration
were the following: total stiffness (bending and shear stiffnesses), total deflection (bend-
ing and shear deflections), facing skin stress (bending load), core shear stress, facing
skin stress (end loading), overall panel buckling (critical bending and shear buckling
load), shear crimping load, skin wrinkling (critical stress and load) and intracell buck-
ling as well as the size constraint for design variables. The optimum values for sandwich
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panel were presented by using two different programs (Excel Solver program andMatlab
program).

For single objective function by using Excel Solver program, the optimum aluminum
sandwich panel which ensuring the minimum weight is (2.2934 kg), with optimum
thicknesses of aluminum facesheet and honeycomb core are (0.4874 mm, 66.9722 mm)
respectively, as well as the optimum aluminum sandwich panel which ensuring the
minimum cost is (21.6573 e) with optimum thicknesses of aluminum facesheet and
honeycomb core are (1.0251 mm, 46.6453 mm) respectively.

Whereas, for single objective function by using Matlab Program (fmincon Solver
Constrained Nonlinear Minimization Interior Point Algorithm), the optimum aluminum
sandwich panel which ensuring the minimum weight is (2.2397 kg) with optimal thick-
nesses of aluminum facesheet and honeycomb core are (0.505 mm, 63.518 mm) respec-
tively, as well as the optimum aluminum sandwich panel which ensuring the minimum
cost is (21.6589 e) with optimum thicknesses of aluminum facesheet and honeycomb
core are (1.02568 mm, 46.6377 mm) respectively.

As for multiobjective function by using the Excel Solver Program (Weighted Nor-
malized Method), the optimum aluminum sandwich panel, which ensures the minimum
weight and cost are (2.3575 kg, 22.4284 e) respectively, with optimum thicknesses of
aluminum facesheet and honeycomb core are (0.688 mm, 56.675 mm) respectively.

Whereas, for multiobjective function by using Matlab Program (Multiobjective
Genetic Algorithm Solver), the optimum aluminum sandwich panel which ensuring the
minimumweight is (2.2137 kg) with the cost is (22.5615e), and the optimal thicknesses
of aluminum facesheet and honeycomb core are (0.533 mm, 60.5777 mm) respectively,
and the minimum cost is (20.7545 e) with the weight is (2.37545 kg), and the optimal
thickness of aluminum facesheet and honeycomb core are (0.8323mm and 48.0636mm)
respectively.

The results give good agreement between two programs (Excel Solver program and
Matlab program) as well as between two methods in Matlab program (Interior Point
Algorithm and Genetic Algorithm Solver), about (2.343%) for single objective function
and (6.1%) for multiobjective functions.
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Abstract. In the last decade, industrial robotics sector has known an evolution at
level of its technological platform, especially with the appearance of Industry 4.0,
therefore we are entering a new era of automationwhere intelligent production and
digital factories produce increasingly complex and high-volume quality products
with less human effort. The automotive industry which is already revolutionizing
the transition to electric cars has to deal with the change in construction and the
tools used to produce them. The use of evermore collaborating intelligent robots
with machines and humans of smart manufacturing and assembly lines represents
a new level of development in automation. This article provides an overview of the
latest tools, directions and intelligent methods available today in this area, from
virtual reality to wearable machine intelligence devices for human-driven sys-
tems, all the while focusing on robotic applications. Describes the latest industry
trends in each field, by highlighting detection systems designed to achieve secu-
rity, response speed, detection completeness, and reliability, introducing security
vision systems of robotic systems, ultrasonic and laser sensors and their efficiency
issues. In the final stage, the paper will compare the state of the art in automotive
robotics by analyzing the development of leading car manufacturers in Europe,
the United States and the Far East.

Keywords: Industry 4.0 · Automotive industry · Industrial robotics ·
Collaborating intelligent robots · Smart manufacturing

1 Introduction

In today’s world, Industrial robotics has become one of the most valuable keys for fac-
tory progress and industrial innovations. Especially in last years, where the industrial
platform has faced a new revolution age named Industry 4.0 that means the Fourth Indus-
trial Revolution which origins from the strategic project of the German government, that
was highlighted for the first time at the Hannover Messe in 2011 [1], this concept leads
to integrate the production processes [2] with the latest information technologies and
techniques based on nine pillars related to computer science and robotics fields [3]. One
of them is the Industrial Internet of Things, which realizes the communication between
machines and other systems sharing a huge amount of information on the industrial
network collected from all the processes, which has to be protected using Big data and
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Cybersecurity technologies [4]. The production chain in Industry 4.0 expects to use
autonomous systems regrouping Multi Agent Systems [5] where those agents can repre-
sent machines, sensors, controllers, industrial robots and human operators working and
collaborating continuously to finalize the product considering the lead time expected.
The novelty of those systems in Industry 4.0 appears in the integration of Artificial
Intelligence technologies, the manner to make a machine smart and taking decisions by
itself. AI can be used not only to control systems but also to handle the problems ensue
from Big data [6], it helps to manage and make a profitable use of these data between
departments. AI can handle the “3V” of Big data, namely Velocity, Variety, Volume with
uncertainties, volatility, complexity in the automotive industry and related market. AI
techniques have been used in multiple segments of the networked enterprises. They have
taken a prominent role to integrate people, information and products across dynamic net-
worked enterprise boundaries includingmanagement of variousmanufacturing, logistics
and retailing operations. 3D Simulation tools and Augmented reality [7–8] are the most
important keys to observe the real process how it works in virtual scene where the oper-
ator can detect the errors and avoid the accidents that can happen, also those simulation
tools are able to generate several scenarios to optimize the manufacturing processes. The
main objective of Industry 4.0 is transforming the factories to a smart environment based
on a digital platform, focusing on the idea of manufacturers that the product satisfies the
individual needs of customers where companies have to achieve the efficient progress
regarding the product and its quality taking into account the lead time needed in order to
cope up with the customer’s requirements [3]. Nowadays automotive corporations such
as Audi, BMW, Mercedes aim to emerge the concept of Industry 4.0 in their companies
with the use of one of the previously mentioned pillars of the Autonomous Systems.
Last decades’ automotive industries started installing industrial robots in the production
chains as parallel robots, manipulator arms, hybrid robots to accomplish a concrete task
[9]: pick and place, packaging, welding [10] or painting and with the appearance of
AI and MAS concepts the idea was developed to use intelligent industrial robots [11]
instead of controlled ones collaborating together and take a decision in smart way to
achieve their tasks. Usually, industrial manipulator arms are the most used in the auto-
motive industry because of their advantages to use them in different situations, also their
ability to carry a heavy product. There is a system that regroups the structure of arm
itself – there is a specific controller to command automatically the arm – and a teach
pendant to control the arm manually, the controller presents a black box that receives
inputs as information from the sensors installed in the arm and sends outputs generating
torques to produce the accelerations, velocities and positions needed to travel a planned
trajectory or to carry objects according to the tasks planned. From literature review, the
interest of cooperating industrial robots in production cells were discussed recently in
many articles regarding the wide range benefits offered by such topic like optimization
operations in the industry [12]. Cooperating of multi manipulator arms guarantee the
achievement of tasks planned more easily than single manipulator arm, it is known that
the control of a single robot arm was always a trivial task comparing to the control of
multi robot arms which presents a real deal for scientist, the development of controller
design for such structure was proposed in several articles [13].
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This article contributes describing an overview of how the transformation of factories
can be achieved from the traditional paradigm to the smart one based on Industry 4.0
concept, where the purpose of this survey is to present the latest techniques of our time
from virtual reality to the use of intelligent machines and the role of their collaboration
with human operators, taking as an example the sector of the automotive industry, all
the while focusing on robotic applications, highlighting detection systems designed to
achieve security, response speed, detection completeness, and reliability, introducing
the security vision systems of robotic systems, ultrasonic and laser sensors, and their
efficiency issues. Finally, the paper will close the survey with a comparison of the state
of the art in the automotive industry concerning Europe, the United States, and the Far
East by analyzing the development of leading car manufacturers in each area.

2 Automotive Industry Background from the Past to Now

Through the historical background, the automotive industry was first invented and per-
fected in Europe in the 19th century, in the first half of the 20th century the United States
completely dominated the automobile industry through the invention of mass production
techniques especially after embrace T model invented by Henry Ford based on the idea
of that cars would be produced in larger volume at lower prices than in Europe [14],
therefore the use of cheap raw materials and a chronic shortage of skilled labor early
encouraged the mechanization of industrial processes in the United States. In the second
half of the century, the situation altered sharply as western European countries and Japan
became major producers and exporters.

The modern automobile presents a complex integration of many subsystems, with
specific design functions that deal with different technological fields such as high tech
systems involving auto electronic controllers and engine computers used to do every-
thing from regulating fuel to diagnosingproblems,where they are consisting of thousands
of components, parts. The specifications of these components are defined by Original
Equipment Manufacturers (OEMs) or car manufacturers - the use of high-strength plas-
tics and new alloys of steel and nonferrous metals [15]. Due to the lightweight of plastics
used in, carswill bemore fuel-efficient,while the uses ofmodernmaterials like aluminum
and carbon fiber are helpful, but the wise allocation of plastics is making an increasing
difference. Other subsystems have come about as a result of factors such as safety legis-
lation, and foreign competition. In general way vehicles are designed and manufactured
to respond to market needs, which are translated to requirements and are mainly driven
by product lifetime cost taking into consideration how to avoid environmental issues like
air pollution resulted. Figure 1 describes the essential parts in a car.

2.1 Comparison of Traditional and Future Automotive Industry

In the growth of automobile models and the development of new technologies, several
automotive companies started to upgrade their resources in order to achieve the next
industrial revolution that guarantees the three keys factors (higher productivity - good
quality - short lead time) for a successful economic market and to respond rapidly to
changing customer demands [16]. With the appearance of Industry 4.0 concept many
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Fig. 1. Essential parts in a modern car

literature reviews started to deal with it to understand what does a factory need to
transform its modern paradigm to a flexible and smart one, it is about the future industry,
where till now and with all the technologies presented in manufactories, the leaders still
want to achieve the perfection in the supply chain.Nowadaysmost automotive companies
installed in their production lines the advanced robotics technology for the majority of
the operations where these machines need the maintenance and the prediction of the
breakdowns which requires human operator intervention.

Table1. Comparison between traditional and future automotive industry

Traditional automotive industry Future automotive industry

- The resources are limited and not sustainable for a
long time
- Fixed production lines and non-reconfigurable
machines where the flexibility is limited
- Limited products where the car models are always
proposed by the companies
- The machines have downtimes and the
maintenance is harder to predict before breakdowns
- Intervention of human operator in case of problem
or maintenance
- The product based on gasoil causes the pollution
for the environment
- Lower productivity comparing to the future
industry in large lead time which results in less
competitiveness
- Lack of use of the concept of IoT to collect data
analytics for processes and achieve the
cybersecurity of the company
- A larger workforce has to be applied resulting a
higher labor costs for the enterprises
- The use of heavy materials at higher costs

- Sustainable production due to the use of efficient
resources
- Application of flexible and reconfigurable
production lines and logistical systems
- Diversity of products which can satisfy the
customer demands
- The use of Augmented reality and Simulation tool
to predict errors and malfunctions
- The use of cooperating concept machine to
machine or machine to human with AI application
- The product itself (car) is electrified and
autonomous which emit less exhaust fumes and
noise into its environment
- Higher productivity with a good quality in short
lead time which results in more competitive
enterprises
- The efficient Application of IoT and Cybersecurity
to ensure better operation and security of stored data
- Installation of intelligent devices instead of human
operators, and use a highly skilled workforce for the
control of those smart systems
- Increasing use of lightweight materials in
manufacturing components and vehicle structures
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Table 1 presents a deep comparison between the modern and future automotive
industry.

2.2 Challenges Faced the Modern Automotive Industry

The modern automotive industry is catching out the basic pillars of Industry 4.0 that
aims to form a structured supply chain and make the industry smarter, the development
of car design and manufacturing is already enhanced by the high degree of customiza-
tion, electrification, digitalization, automation, and mobility, where driving will become
easier, safer, cheaper, and more comfortable, to accelerate those changes and get such
product, the future industry suggest to emerge flexible and decentralized manufactur-
ing processes where Cloud computing system will present a robust storage for complex
automotive systems and their design data, process information, simulation, etc., in other
hand it is important for cyber physical systems as humans, robots, sensors, machines
equipment work in resonance, the role of human will be limited characterized for setting
the tasks program in the production line for the whole processes where the machines
can take their decisions easily using AI technics therefore a car getting fully assembled
without any physical human intervention.

From literature review, the challenges of the modern automotive can be faced are
addressed by the OEMs presented as the following [17]:

– Complexity and cost pressure. Diversity of modular systems and cost pressure where
prices in markets are likely to be flat.

– Diverging markets where OEMs need to develop their technologies regarding the new
revolution.

– Digital demands to satisfy consumers have to bemore flexible and requiremore safety.
– Shifting industry paradigm, different technologies and innovative solutions will take
apart which creates the competitiveness between countries of Europe, China, US.

3 Tools and Technologies Used in Modern Automotive Industries

The automotive sector regroups different types of companies alongside auto manufac-
turers. Some of them are suppliers who aim to produce the component parts installed
on a car (OEMs), where other companies are responsible for other operations as vehicle
sales, repairs and maintenance.

Original Equipment Manufacturers:
OEMsplay an important role in the challenges that face the economical and technological
growth of the modern automotive industry as presented earlier, where three kinds of
suppliers are responsible to manufacture all parts used in automotive specializing on
material and electronics used in a body and chassis of a car. Although there exist several
automakers that prefer to produce some of their own equipment and assembled with
other parts ordered it from OEMs. Figure 2 presents the different suppliers of OEMs.

The assembly line in the automotive sector is introduced as the most important
process that involves two main phases, body and chassis [18]:
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Fig. 2. Different tiers suppliers in OEMs

– The first line manufactures the body panels using press technology, cutting [19–20]
and welding technology, then assembles the painted body with the windows and the
doors.

– The second line, the frame adds – among others - the landing gear and the power train
that should be composed of different components like wheels, springs, steering gear,
and power train including the engine and the transmission.

The development of the modern automotive sector is improved regarding its root to
incorporate the consumer’s demand. It involves transformation of production processes
including smart cyber physical systems as Sensors – AGVs – Industrial robots – IoT.
Decentralization of controllers tominimizemanual work, reducewasting time and create
flexible manufacturing processes.

It is well known that the production of a car presents a large operation that includes
many sub-processes, Fig. 3 describes the units responsible to finalize such a product.

In the following, we present the different tools and technologies used in modern
automotive industries.

3.1 Industrial Robots and AGVs

Within the concept of a flexible automotive industry where the cyber physical systems
have to be agile and respond rapidly in an intelligent way, industrial robots and AGV
systems take a large part as presented in Fig. 4 [21–22]:

– Industrial robots: are a combination of a mechanical structure, sensors, and intelli-
gent controllers, which replaces a human worker and can complete tasks and resolve
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Fig. 3. Automotive industry chain value

the problems in a fast way. They can be a serial type of manipulator’s arms, parallel
type, or hybrid one.

– AGVs (Automated Guided Vehicles): are autonomous robot systems controlled by
following along marked long lines or wires on the floor, or use radio waves, vision
cameras, magnets, or lasers for navigation where they react intelligently to supply the
right material or component at the right location at right time.

Figure 4 presents Industrial robots and AGVs systems in V-rep virtual environment:

Fig. 4. Robots and AGV in an assembly cell.

3.2 Collaborating Multi Agent System Concept

Multi agent system [23] is a group of several cooperating agents to achieve a determined
task. Usually, an agent can present a computer system located in a dynamic environ-
ment such as in robots or intelligent machines and capable of executing independent or
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intelligent actions using AI techniques, or it can be a human operator. The collaboration
between agents may mean two well-known concepts:

– Collaborating Human – Robot (HCR): in the modern automotive industry, this con-
cept is already realized where human operators and robots working together to man-
ufacture a car product [24], the concept requires to study several aspects as collision,
safety, and respect the robot workspace aiming to enable versatile automation steps
and increase productivity. It is an additional element that combines human capabilities
with the efficiency and precision of machines. Figure 5 illustrates HCR scenario in
V-rep software.

Fig. 5. Human-robot collaboration in V-rep software.

– Collaborating Robot – Robot (Cobot): in future industry is highly recommended
to transform the assembly chain to a flexible and structured line without any human
interaction where multiple robots working cooperatively in a redundant way that will
offer new possibilities in the execution of complex tasks in dynamic workspaces if
some malfunction or an error occurs in the production line [25]. The robotic manu-
facturing or assembly cell can react and make a decision easily to continue the task
planned for. Figure 6 presents cooperative industrial robots working together on the
part of a production line.

3.3 Simulation Modeling and Augmented Reality Tools

Since many years, engineers and leaders in industries upgrade their capabilities in Simu-
lation tools andmodeling processes regarding the benefits obtained by these technologies
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Fig. 6. Cooperative industrial robots working together in a production line.

where in manufacturing line view: modeling a process and visualize how it works allows
us to study well the cycle time needed, optimize energy consumption from the process
and determine the errors that can occur. In the same time simulation modeling accord
companies to design precisely different car models and fulfil customer demands. In
logistic view: simulation analyses all the statistics of the process where it defines the
information needed about the warehouse, the resources and defines the cost, cycle time
and the quality of the product in the production process.

In last years Augmented reality (AR) was highlighted as a new technology in this
field projecting as a data glasses or tablets and smartphones, it provides the possibil-
ity of visualization of manufacturing processes by transforming all the details of the
real environment to a virtual one. In the modern automotive industry AR represents an
important tool to minimize the real industry land shops and put it in the hands of the
specialists, this advantage gives the opportunity to visualize and control all resources
presented. Eventually, this technology reduces the planning costs for materials where
AR devices will count the number of packages, GLTs or pallets and scan them to collect
data and information on the level they are full the enlarged reality, not only enriches
the production of automobiles, it also enriches their marketing considerably by bringing
more emotions to car advertising when a company lunch a new car model.

3.4 Artificial Intelligence in the Framework of Optimization Processes

The concept of artificial intelligence has appeared in the last decade where it was defined
as a new methodology to think better and in a smart way, it was addressed at first for
the machine with the aim to make it take a decision easily as a human using machine
learning topic. Nowadays AI has taken a large part of our life where it is used in most of
the mobile phones and internet applications, many research seeks to emerge AI in the
human brain in the aim to develop the IQ of human thinking. For modern companies, AI
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represents the digital brain of Industry 4.0 and is its driving force. Actually, AI is much
more powerful in industry networking where it collects and recognizes all data received
from sensors installed in the whole process, it analyses and optimizes the calculation
operations guaranteeing the protection of this information under cloud computing and
cybersecurity. For the future Industry 4.0, leaders aim to emerge AI in the cyber physical
system where devices as industrial robots and AGVs can take decision easily in a case of
normal process, the production line appliances are collaborating and can optimize more
the lead time and increase the production byworking in a parallel way and continually. In
case of amalfunction these cyber physical systems can react without human intervention,
the progress will be appearing on the link between the production line and the product
where they both are smart and communicate together using IoT technology, then if an
error occurs the assembly chain, the robotic cell and the product will collaborate together
to find the optimal solution to accomplish the task and perform the quality control, using
vision processing and machine learning in the cloud. This scenario can be realized with
the presence of sensor technologywhere robots can undertakemultiple taskswith remote
reconfiguration of the Programmable Logic Controllers (PLCs).

3.5 Additive Manufacturing and 3D Printing Concept

Over the past decade, additivemanufacturing (AM)knownas 3Dprinting is an innovative
technology to build three-dimensional objects by adding layer upon layer of a given
material, it puts a significant change in production process theory where the product has
to be designed, developed, manufactured, and distributed. This new technology based
on designing the prototype of the product using a CAD software and printing the model
in 3D using a high-quality plastic material. The potential application of AM in the
modern automotive industry results in new prototypes and products characterized by
the specification of designs, which are cleaner, lighter and safer with shorter lead times
and lower costs. Challenges that can face this technology is sophisticated customization
where advanced 3D printing would be a feasible way for realization. That needs a lot
of development in the printing technology to make them fast and accurate. Quality at
its peak is a must, as printing practices don’t run on economies of scale like a stamping
press in a plant. There will not be any time to reject the parts or events to inspect the
quality. The real advantage of AM for the automotive sector is its ability to break existing
performance trade-offs in two fundamental ways: First, AM reduces the capital required
to achieve economies of scale. Second, it increases flexibility and reduces the prototype
manufacturing time. There are four tactical paths that companies have to take regarding
this technology [26]: Path I: Companies focus on AM technologies to improve value
delivery for current products within existing supply chains. Path II: Companies take
advantage of scale economics offered by AM as a potential enabler of supply chain
transformation of the products they offer. Path III: Companies take advantage of the
scope of economics offered by AM technologies to achieve new levels of performance
or innovation in the products they offer. Path IV: Companies alter both supply chains
and products in the pursuit of new business models.
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3.6 Achieving the Safety Working Using Sensors

Sensing technology in the industry presents the basic connection between the human
and machine where receiving information and observing the state of process is the major
target for employees. The modern automotive industry provides many types of sensors
regarding the task, where we can find kind of sensors used for the supply chain to
control the whole process in order to achieve high quality products and realize the safety
regarding the resources especially with the use of HRC human robot cooperation.

The future automotive industry requires an improved level sensor technology as
the need of smart machines that perform better than the human operators. Since data
sharing in clouds and IoT are the essential pillars for this revolution, therefore, the
installation of intelligent sensors is the potential target where they support production
on a highly flexiblemanufacturing linewhere real-time taskswill be executed locally and
the wasted time on uploading data and information exchange will be optimized. Sensors
in the whole supply chain will validate the quality of the product, aid in reducing the
waste and perform an inspection of parts.

Some kinds of sensors are installed in the product where the car has to achieve all the
requirements of safety for the driver. The rising trend of Autonomous Things is largely
driven by the move towards the Autonomous car, which both addresses the main existing
safety issues and creates new issues. The autonomous car is expected to be safer than
existing vehicles, by eliminating the single most dangerous element - the driver.

4 Automotive Industry Development Statistics in Europe, US
and Far East

The global automotive industry is in higher progress than it was five years ago, currently,
it presents a powerful key where motor vehicle production and sales are one of the major
indexes of the state of the economy in those countries. For such countries as Europe,
US, and China, motor vehicle exports are essential to the maintenance of healthy inter-
national trade balances. In the following we highlight about the development statistics
of automotive industry market in different area from the world. Figure 7 presents Global
light vehicle sales in the world.

4.1 Automotive Market Forecast in Europe

Today, the evolutionary path of car design and manufacturing is already disrupted by the
high degree of electrification, digitalization and automation. Maritime and air-transport
demonstrated electric and hybrid technologies at small scale, preparing the ground for
real transport vehicles in the years to come. The automotive industry plays an important
role in European Economy. EU was traditionally the largest automotive producer but
the last decade brought some changes [27]. The competition in the market of materials
for automotive applications is needed since nowadays the environmental concern has
focused on the production of lighter vehicles for lower fuel consumption and also for
the need for recycling. These recent pressures bring opportunity for product innovation,
technological advancements, and maintaining quality standards in which they present
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Fig. 7. The global light vehicle sales in Europe, US and China.

the key strategies adopted by leaders to maintain a stronghold in the global automotive
market.Most developing countries have tariff policies thatmake imported cars extremely
expensive where generates requirements that a substantial part of the components used
in local assembly plants be of domestic origin. Creating an internal market for vehicles
is the aim of the EU’s policy in the automotive sector by ensuring a high level of
green environmental protection and safety and provide a strengthen competitiveness.
Challenges faced in the EU are the decreasing demand for new vehicles and the growing
competition from Chinese and Indian manufacturers where the pressure on development
of new alternative powertrain technologies with lower-emission is a large challenge for
the European automotive market. The fastest growing demand for transport services will
be in low income countries (mainly Africa and Asia). By 2025 emerging markets will
generate over two-thirds of the total automotive profit (China will be the leader).

4.2 Automotive Market Forecast in US

The United States has one of the largest automotive markets in the world [14], where
in 2018, light vehicle sales reached 17.2 Mio. Units [28]. Generally, the United States
is the world’s second-largest market for vehicle sales and production. Since Honda
opened its first US plant in 1982, almost every major European, Japanese, and Korean
automaker has produced vehicles and invested more in the United States. Additionally,
many automakers have US-based engine and transmission plants, and conduct R&D,
design, and testing. Total foreign direct investment in the U.S. The automotive industry
is also at the forefront of innovation. New R&D initiatives are transforming the industry
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to better respond to the opportunities of the 21st century. In 2018, the United States
exported 1.8 Mio. New light vehicles and 131,200 medium and heavy trucks to more
than 200 markets around the world, with additional exports of automotive parts. With an
open investment policy, a large consumer market, a highly skilled workforce, available
infrastructure, and local and state government incentives, the United States is the premier
market for the 21st-century automotive industry.

4.3 Automotive Market Forecast in China

From statistics, the largest assembly plants can be found in the Asia-Pacific region,
where China started to attract the attention of the world’s major automotive companies
since 1990. Somewhat relaxed governmental controls on private ownership and the
consequent rise of entrepreneurial enterprises provided a burgeoning market in China
for automobile ownership by individuals [29]. This potential, plus local-component
requirements, led to the establishment by automakers and component manufacturers of
completemanufacturing facilities in China rather than limited local assembly operations.

China’s global market share in auto productionwas close to 30 percent before experi-
encing a slump in production amid the coronavirus epidemic. By 2020, it is expected that
Toyota will reclaim the spot as the world’s largest automobile producer, outperforming
the Renault-Nissan and Mitsubishi alliance as well as Volkswagen [30].

5 Conclusion

The appearance of Industry 4.0 concept has a huge effect on making the revolution in the
automotive industry units were the developments of new applied technologies mounting
the current and the future state of production manufacturing, this paper presents an
overview on the new changes that occurred in the automotive industry units to achieve
different trends in car manufacturing. Different tools were discussed combined with
digitalization concept and the latest technologies, in the final part, the paper gives a
global view about automotive industry development statistics in Europe, US and China,
where it summarized that the future of the automotive industry will beholder by China
automotive markets.
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Abstract. In recent years, industrial robots have played an important role in the
revolution of a production line in factories, and especially in the growth of Industry
4.0 concept, due to their flexibility to execute tasks and cooperate with their envi-
ronment fluently, todaymanipulator arms takes a large part in the production chain
especially in the automotive sector where the robot can be configured due to the
control terminal for the different task process as welding, painting, pick and place
heavy parts. Manipulator arm used in the industry is usually combined 6 degrees
of freedom to have a large workspace and manipulation capability. In this article
we present an optimization approach regarding a pick and place application for
RV-2AJ robot arm which has five degrees of freedom in order to execute different
movements, the approach aims to build a card house using one manipulator arm
and a support element. Trial – and – error optimization method proposed in this
article highlights a good solution regarding the positioning problem for RV-2AJ
arm, which has five degrees of freedom that limits its workspace.

Keywords: Manipulator arm · Industry 4.0 · Pick and place ·Workspace

1 Introduction

In recent years, industrial robotics play an important role in the efficiency improve-
ment of the production sector [1], due to the evolution of automation technology and
computer science where machines and robots in the manufactories had the ability to
collaborate together and control themselves in a flexible way [2, 3]. This new technol-
ogy boosted traditional manufacturing systems to be modern and smart, to create the
concept of Industry 4.0 [4, 5], which present a new revolution on the industrial level,
this transformation based on regrouping newest technologies of different fields in the
same platform, to achieve a higher level of facilities and quality product, where aims to
the technical integration of cyber-physical systems (CPS) into production and logistics,
using Internet of Things to connect all the systems and collecting data [6]. Since the
19th century, Industrial robotics field has taken a large part in different sectors due to
its role to improve the production line. Nowadays industrial robots can be presented in
different structures and types as manipulator arms, parallel robot, Hybrid robots, where
the International Organization for Standardization (ISO) describes an industrial robot
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as a system that is automatically controlled, multi-application, reprogrammable, multi-
purpose manipulator, programmable in three or more axes. It is well known that serial
arm is the most used in industries especially in the automotive factory [7, 8] where it
needs to carry heavy products and achieve different task processes: cutting, welding,
painting, and assembling. Manipulator arm can guarantee the flexibility and precision
in manufacturing environments that depend on its physical configuration such as degree
of freedom, which limits the workspace. Usually, they are of six-degree of freedom and
the end-effector that can be reconfigurable regarding to the task allowed [9, 10]. It is
characterized by high product diversity and rapid evolution of production demand. The
control of manipulator robots is based on two essential phases: 1) execution of the task
that can be for example: pick and place, welding, painting; 2) execution of the trajectory
indicated to the end effector of robot arm, which depends on the joints motion of each
link.

The system is equipped by an arm structure that involves engines usually servomotors
in each joint that characterized the motion type and the degree of freedom – transmis-
sions to increase the joint torque – sensors to transfer data, the arm receives and send
information as inputs and outputs data from the controller is mainly responsible for
the kinematics calculation, motion planning and interpolation calculation of the robot,
and transmitting the user’s motion control instructions to the actuator that is by sending
orders to the arm automatically using commands and a specific interface or manually
using teaching box, the controller in manipulator arm presents the brain of the whole
system, whose task is to drive the mechanical structure of arm to complete specific
tasks according to the operator instructions, it is described as a black box composed of
electronic circuits. From literature review [11] practically there are three classification
methods for industrial robot control systems according to the degree of system openness
[12]: the closed control system, the open control system, and the hybrid control system.
With the appearance of Cobot that improves the flexibility of robotic cell, in the dynamic
control field, the control of a single robot arm is always an easy task comparing to the
control of multi-robot arms, where it needs to study more deeply the structure of each
robot taking into account different parameters, theoretically, from literature view [13]
many researchers were interested in this topic. Braun et al. [14] developed a control
scheme using an adaptive fuzzy controller. Tzierakis and Koumboulis [15] developed
a control law providing direct control of the position and internal forces separately in
each direction of the task space. Caccavale et al. [16] developed a general impedance
control scheme that combines centralized and decentralized control strategies for com-
pliance and internal loading force control. For robust and stable controllers, Al-Yahmadi
et al. [17] used a sliding mode scheme to enable cooperating arms to handle a flexible
beam, García et al. [18] and Jeon et al. [19] have investigated sensor fusion principles
for accurate force feedback necessary in cooperative robot systems. The main major
task for a manipulator arm is to execute the path from a starting point to a final point
precisely and in a specific cycle time [20], this mission needs the study of motion, which
is composed of those data and can be studied on two classes in joint space where it is
limited by the following constraints (velocity, torque, workspace limits) or in operational
space where it depends on (precision, obstacle) [21, 22], by using inverse kinematics
algorithm robot can determine the joint angles needed to maintain such position. The
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nature of motion is plotted by the transition from point to another one where different
interpolation can bementioned: joint interpolationmovement – continuous interpolation
movement – circular interpolation, etc. In robotics area, the trajectory optimization of
a path for robot arm to execute a specific task can reach many advantages regarding:
reducing time and energy, increasing the productivity. This article contributes a real
experiment of an RV-2AJ Mitsubishi robot arm made up of five rotational joints plus
the motion of the pneumatic gripper, where RV-2AJ robot arm has to build up a card
house building without any human interaction. First of all, the task application will be
described after that the results of experiments will be presented in order to highlight a
real problem that can be caused by such a robot arm with a limited degree of freedom, in
the final part an innovative solution will be discussed and realized to solve this kind of
problem, the approach is based on trial - and - error optimization method with checking
the effect of the different robot placement variations (RV-2AJ arm in vertical placement
– RV-2AJ arm in horizontal placement) and their effect on precise card elements place-
ment, the results will prove that the horizontal robot placement can eliminate the card
placement error where it needs a minor cost without changing the robot to a new one
having more degree of freedom which is a cost effective solution for the arisen card
element positioning problem.

2 Motion Control of an Industrial Robot Arm

Motion control of an industrial robot arm is executed precisely by adjusting the position
and saving its coordinate system in the interface of the controller, the position can be
defined - in Joint space where the controller receives joints angles vector containing the
angle of each joint and by using forward kinematics, the position vector is calculated
in Cartesian space where the position is defined regarding the coordinate system of
the gripper on (X, Y, Z) plus the rotations A, B, C around X, Y and Z. Using inverse
kinematics, the controller can calculate the joint angles needed for each articulation.
The motion from point P1 to another point P2 can take different paths as we mentioned
linear motion or circular one.

The experiment presented in this article realized using Mitsubishi industrial robot
arm RV-2AJ as presented in Fig. 1, the robot arm is characterized by the following
specifications presented in Table 1 and the operating range described in Table 2, length
of links highlighted in Table 3.

3 Task Application: Card House Building

The main target of the task application is building a card house. This task to be achieved
usually needs two hands, which require a collaborating of two manipulator arms. In
this paper, the execution of the task will be presented using only one manipulator arm
Mitsubishi RV-2AJ robot by applying an innovative technique using a simple support ele-
ment. The task is executed in the real environment andmodeled in the virtual environment
using SolidWorks software [24].
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Fig. 1. Axes of RV-2AJ arm [23]

Table 1. Specifications of RV-2AJ arm [23].

Feature Value

Number of joints 5

Payload 2 kg

Repeatability ± 0.020 mm

Reach length 410 mm

Programming language MELFA BASIC

Gripper Pneumatic

Table 2. Operating range for RV-2AJ arm.

Joint Angle

J1: Waist −150° to +150°

J2: Shoulder −60° to +120°

J3: Elbow −60° to +120°

J4: Wrist pitch −90° to +90°

J5: Wrist roll −200° to +200°

Figure 2 describes the task application prototype with the elements used, where (a)
Card house building prototype, (b) the slanted card elements, (c) the horizontal card
elements and (d) the support card element are presented.

The components of the card house are the following:

– 12 cards (slanted cards) having a special design to create A shape and guarantee the
stability of the structure,

– 3 cards in horizontal position having rectangular shape located between the levels of
the card house,

– one card which is a support element to help to fix the single slanted cards.
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Table 3. Length of links.

Links Distance

Waist to Shoulder 300 mm

Shoulder to Elbow 250 mm

Elbow to Wrist pitch 160 mm

Wrist pitch to roll 72 mm

Gripper 70 mm

Fig. 2. Card house building prototype and elements needed.

The cards presented in Fig. 3 were manufactured from wood material using CNC
milling machine.

Fig. 3. Card elements manufactured using CNC machine.

3.1 Operation in the Real Environment

The task is divided into subtasks starting by realizing the first small A shape composed
of two cards where RV-2AJ arm executes the following scenario to achieve the final
process:
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– RV-2AJ arm picks the support element and places it in a known position.
– RV-2AJ armpicks again the slanted card and places it according to the support element.
– RV-2AJ arm picks a new slanted card and places it according to the previous card that
forms an A shape.

Figure 4 illustrates Card house to be built and Fig. 5 shows Pick and place scenario
by RV-2AJ.

Fig. 4. Card house to be built. Fig. 5. Pick and place scenario by RV-2AJ
arm.

3.2 Result of Card House Building Process

The results of the previous scenario presented in Fig. 6 where we can see that RV-2AJ
arm was able to place the three elements in the positions expected but the imprecise
contact between two cards appeared, the experience was repeated many times even with
the correct calibration of RV-2AJ and setting the precise zero position “reference point”,
this problem arises from the limited freedom of the robot arm and creates instability
where we were unable to build up the card house.

Fig. 6. Imprecise contact between two cards.
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4 Positioning Solution for Card House Building Task

The imprecise contact between the two slanted cards is caused due to the angle problem
where RV-2AJ arm has a five-degree of freedom, the missing of the 6th joint makes RV-
2AJ robot incapable to execute such positioning and coincide the two slanted cards in a
good fixation. In order to solve the problem of parallelism precision trials were made,
the solution based on creating a new placement for RV-2AJ where the robot will be
changed from normal vertical into horizontal placement. Figure 7 illustrates the design
of the mechanical holder prototype where RV-2AJ arm will be fixed on it.

Fig. 7. The mechanical holder prototype geometry development.

From Fig. 7 is clear that RV-2AJ arm in the new horizontal placement could achieve
all the position required for card house building, the solution for this problem was based
on the optimal formation of the workspace where the arm in the horizontal placement
can move and rotate the end effector more precisely to eliminate the positioning errors
providing stability of the card house. To prove the success of the new placement a
simulation test has been performed using SolidWorks software by modeling the whole
process and testing the accessing of RV-2AJ gripper to all the cards. Figure 8 shows the
Card house building by RV-2AJ robot arm in the real environment (Fig. 8a) and a virtual
environment of SolidWorks software (Fig. 8b) [25].

Figure 8 describes the mechanical holder with the new placement of RV-2AJ robot
arm where it is clear that the holder is strong enough to carry on such a body.
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Fig. 8. Card house building by RV-2AJ robot arm in the real environment (a) and in the virtual
environment of SolidWorks software (b).

5 Conclusion

This article suggests a new idea regarding the task application of Card house building
achieved by only one manipulator arm “Mitsubishi RV-2AJ robot” using an innovative
technique based on a support element. In the second part of the paper, a problematic
was described regarding the positioning problem of RV-2AJ arm that has five-degree of
freedom, the solution for such a problem was highlighted using a mechanical holder as
an optimal stand on changing the orientation of RV-2AJ arm from vertical placement to
a horizontal one by creating a strong mechanical holder and fix the arm on it. By this
solution, the first joint will be able to correct with the fifth joint the error of parallelism
between two slanted cards where it needs a minor cost without changing the robot to
a new one having more degree of freedom which would be an expensive solution for
the arisen card element positioning problem. In the future research, we would like to
optimize the motion of the robot arm by the application of the CAD modeling with
SolidWorks and developing a new algorithm using Python which defines all the steps
of the motion. Using V-rep software as a simulation tool, we can synchronize the CAD
model and our optimization program. The result of the optimization will be the reduction
of the total cycle time of the building process.
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Abstract. This work presents a methodology to solve the inverse kinematic prob-
lem for any kind of robot arm using optimization algorithms. Forward kinematic is
usually a straightforward analysis for any robot while inverse kinematic is hard to
be solved for many cases. Thus, depending on a set of the forward kinematic equa-
tion, the objective function can be formulated to be minimized to find the inverse
position. This methodology makes the inverse kinematic very simple operation
for all types of the robot, even for those who are complicated with a high degree of
freedom. A particle example of 5DOF revolute joint arm was used to present this
methodology with source code written in MATLAB for the objective function.
Dynamic differential optimization algorithm DDAO was used to minimize the
objective. DDAO has promising usage for embedded systems when prototyping a
controller that estimates the inverse kinematic as per user request.

Keywords: Inverse kinematics · Optimization algorithms · Robotics · Dynamic
differential optimization algorithm · Particle swarm optimization

1 Introduction

Inverse kinematics [1] is the cornerstone for articulated robots in all daily life applications
because all the rest of the robotic processes depends on its output. Articulated arm robot
moves by giving joint input variables to the actuators [2], and accordingly, the tip of the
armmoves inCartesian space. This is called forward kinematic, and it is a straightforward
operation that does not need serious computations or optimizations. We deal with the
motion in Cartesian space because that what is desired for most of the application while
the movement in the joint space still in the shadow. The most difficult process is when
the inputs are the Cartesian coordinates, and the desired is to find the corresponding
joint variables. This is called inverse kinematics which is what we usually deal with
most of the robotic applications. In the automotive industry, robots follow a specific
trajectory of Cartesian points to do some achievement like welding, cutting, grinding,
painting, etc. [3]. Thus, inverse kinematics maps the motion of the tooltip (or just the
extreme tip of the arm) fromCartesian spacewhere the tip swims to the joint space where
the actuators perform. It is worth mentioning that for simple topology robots, inverse
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kinematics can be simple and solved by many methods like geometric or analytical
solutions. For a complicated high degree of freedom robots, the process will be hard or
even impossible to be solved by traditional methods [4]. In this work, we are presenting
the formulation of the objective function for inverse kinematics to be solved by any of
the optimization algorithms. Dynamic annealed optimization algorithm (DDAO) [5],
specifically, proposed to find the inverse solutions for robot arms. What is interesting
in this algorithm is that it is independent of the population size, and that makes DDAO
perfect for embedded systems applications as we will express in the respective sections.

2 DDAO

Dynamic differential optimization algorithm (DDAO) is a physically inspired optimiza-
tion algorithm that mimics the process of production dual-phase steel. The mathematical
model of the algorithm is expressed as follows:

Sk = (
Sci − Scj

) + Sr.f (1)

f =
{

1 if rem(iteration, 2) = 1
random [0, 1] if rem(iteration, 2) = 0

, (2)

where rem is the remonder after division on 2, we suggest the same procedure depending
on the probability formula described by SA algorithm

P = e
−�E
T , (3)

�E = Cost(Sk) − Cost(SL)

Cost(SL)
, (4)

where Sk is a new solution proposed for the iteration number (k), k = 1…n where n
is the number of iterations, and Sci and Scj, are randomly chosen solutions from the
population with random (i) and (j) indices. Sr is a randomly generated solution within
the search space of the problem out of the population. P is the probability of accepting a
new solution, �E is the difference between the objective value of the proposed solution
from Eq. (1) and the objective value of the solution SL , which is a solution of index L in
the population, L = 1,…, population size. T is the temperature variable, which should
start with high value and be updated during iterations constantly to a lower value. The
proposed solution can be accepted if P > random number ∈ [0, 1]. At the beginning
of the search, T starts with high value; consequently, P will be close to one, according
to Eq. (3). This means that a wide range of random numbers can be less that one and
the solution will be selected. At the low value of T, the probability P will be close to
zero; according to Eq. (3), this means that a very narrow range of random numbers could
be less than P and the solution is less likely to be selected. The pseudocode illustrated
below.
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Initialize population Xi (i = 1,2,…,n)
Initialize parameter T, cooling rate
Calculate the cost of each solution
Xb= The best solution
While (t < Max iteration)
Initialize sub-population S
Calculate the cost of the sub-population
Sort sub-population
Sr= Best solution in sub-population
Choose two random solutions Xm and Xn from population
Calculate Sk from Eq. (1)
Sort population X
foreach solution in population X
if there is an improvement
Xi= Sk
otherwise, replace the worst solution in population X using
Eqs. (3) and (4)
endif
endfor
Update Xb
T = T*cooling rate
t = t+1
endwhile
return Xb

DDAO has a unique characteristic which is that it is independent of population size,
this means that it uses the minimum size of the RAM when considering the population
size of three individuals. Of course, other algorithms like particle swarm optimization
[6], genetic algorithm [7], grey wolf optimization [8]. These algorithms can be used by
setting population size as minimum as possible and what is the best algorithm for the
inverse kinematic problem is left to the reader for future works.

3 Practical Example

In this study, LabVolt 5150 robot manipulator [9] is used to apply the proposed method-
ology of calculating the inverse kinematics using optimization algorithms. It is a 5 DOF
manipulator; its rotational axes are base, shoulder, elbow, pitch and roller rotation, the
manipulator equipped with a griper and all the revolute joints actuated by fife stepper
motors. Figure 1 shows this robot manipulator, Fig. 2 expresses the configuration pace
of the robot, and Fig. 3 reveals the frame assignment. According to the model shown in
Fig. 2, the spatial parameters are estimated for each link, as shown in Table 1.
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Fig. 1. Lab-volt 5150 manipulator

Fig. 2. Operative ranges and specifications of lab-volt 5150

Fig. 3. Operative ranges and specifications of lab-volt 5150
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Table 1. Spatial parameters of the lab-volt 5150 manipulator

Link ID Frame φ α a d limits

1 o0x0y0z0–o1x1y1z1 0 90 0 d1 −185, 153

2 o1x1y1z1–o2x2y2z2 0 0 a2 0 −32, 149

3 o2x2y2z2–o3x3y3z3 0 0 a3 0 −147, 51

4 o3x3y3z3–o4x4y4z4 0 90 0 0 −5, 180

5 o4x4y4z4–o5x5y5z5 0 0 0 d5 −360, 360

By usingDenvit-Hartenberg convention [10], the homogenous transformationmatrix
HTM for the links are calculated as follows:

H 0
1 =

⎡

⎢⎢
⎣

C1 0 S1 0
S1 0 −C1 0
0 1 0 d1
0 0 0 1

⎤

⎥⎥
⎦ (5)

H 1
2 =

⎡

⎢⎢
⎣

C2 −S2 0 a2.C2

S2 C2 0 a2.S2
0 0 1 0
0 0 0 1

⎤

⎥⎥
⎦ (6)

H 2
3 =

⎡

⎢⎢
⎣

C3 −S3 0 a3.C3

S3 C3 0 a3.S3
0 0 1 0
0 0 0 1

⎤

⎥⎥
⎦ (7)

H 3
4 =

⎡

⎢⎢
⎣

C4 0 S4 0
S4 0 −C4 0
0 1 0 0
0 0 0 1

⎤

⎥⎥
⎦ (8)

H 4
5 =

⎡

⎢⎢
⎣

C5 −S5 0 0
S5 C5 0 0
0 0 1 d5
0 0 0 1

⎤

⎥⎥
⎦ (9)

H = H 0
1 × H 1

2 × H 2
3 × H 3

4 × H 4
5 (10)

equation (10) is 4×4 matrix holds the orientation and position vector of the end-effector
with respect to the base frame, as revealed in Eq. (11) and Eq. (12).
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R0
5 =

⎡

⎣
S1.S5 + C1.C5.C234 S1.C5 − C1.S5.C234 C1.S234

−C1.S5 + S1.C5.C234 C1.S5 + S1.C5.C234 S1.S234
C5.S234 S5.S234 −C234

⎤

⎦ (11)

P0
5 =

⎡

⎣
x = d5C1S234 + a2C1C2 + a3C1C23

y = d5S1S234 + a2C2S1 + a3C23

z = −d5C234 + a2S2 + d1 + a3S23

⎤

⎦ (12)

4 Objective Function

This is the problem of finding the joint variables from the given position and orientation
of the end-effector. While forward kinematics is detecting the position and orientation
of the end effector from the given set of joint variables, inverse kinematics is the inverse
operation, but it is somewhat complicated.

⎡

⎢⎢⎢
⎣

θ1

θ2
...

θn

⎤

⎥⎥⎥
⎦

⇒
⇐

⎡

⎢⎢
⎣

r11 r12 r13 x
r21 r22 r23 y
r31 r32 r33 z
0 0 0 1

⎤

⎥⎥
⎦ (13)

While forward equations are a straightforward process, we will rely on these
equations to establish the objective function for the inverse problem.

Herewe looking for an optimum set of joint variables that can lead to theminimumof
a cost function, the only thing to do is developing cost function for the inverse Kinematic.
Consider Fig. 4, for a specific robot configuration, the current position vector of the end-
effector can be represented by the distance from the base of the end-effector of the
manipulator while the desired position vector represents the task point. Obviously, if the
difference between these two vectors is zero, then the tooltip will be in the right position
at the task point, and this is the objective function f of the inverse problem

Fig. 4. Representation of the objective function for inverse kinematic problem
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f = ‖Ci − De‖ (14)

Where Ci denotes the instantaneous position vector, and De is the desired position
vector. In other words, Eq. (14) is the function that has to be minimized as much as
possible, and it just the distance between the end-effector and task point.

f =
√

(xCi − xt)2 + (yCi − yt)2 + (zCi − zt)2 (15)

Where t refers to the task point coordinates which is given for the inverse kinematic
problem.

If Eq. (15) has been used alone as an objective function, we may get the end-effector
in the task point but with many choices of orientations.

5 The Procedure of the Objective Function

In this section, we shall model the objective function for the inverse kinematic of any
robot manipulator. Figure 5 shows a schematic diagram for the inverse problem; it is
more descriptive to explain the procedure by a set of notes as follows.

1. Optimization algorithm sent the candidate solution, which is a set of possible joint
variables, to the cost function to evaluate its fitness.

2. Cost function contains the desire task point coordinates; it sends the possible solution
to Forward function to get x, y, and z coordinates of the tooltip.

3. Forward function contains all the forward kinematic equations of the robot arm, by
substituting the candidate solution to that equations we can get the overall homoge-
nous transformation matrix by a repeated call for HTM function. The output of the
Forward function is the position vector of the total transformation matrix.

4. Cost function will receive the position vector and apply Eq. (15) to the candidate
vector and the desired task position vector. The result is the fitness of the solution
that will be back to the main optimization algorithm.

This process is constant for all types of manipulators; the only thing to change is the
forward kinematic equations and the task position vector. It is worth mentioning that not
all optimization methods can return a guaranteed solution; this depends on the efficiency
of the algorithm itself.

The implementation of thismethodology has a great significance on robot autonation,
consequently, facilate and increase the productivity especially in aumotive engineeering.
The automotive enginnering has wide applications for robots where they can be used in
many cases and many operations [11, 12].



Optimization Algorithms for Inverse Kinematics of Robots 475
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Fig. 5. Objective function scheme for inverse kinematic problem

6 Implementation of the Objective Function

The problem for LabVolt 5150 consists of five variables with lower and upper limits
shown in Table 1, for a given point in space v ∈ R3 the objective is finding the best
corresponding joint angles that drive the end-effector to that point. From optimization
algorithm, the candidate solution (sol) is transferred to the cost function (cost):

For each candidate solution, we have to calculate the corresponding forward kine-
matic to find the position vector in Eq. (12) to be used in Eq. (15) to estimate the objective.
Thus, the candidate solution v is transferred to the forward kinematic equations function
(Forward). In this function, the spatial parameters are defined for each link considering
data in Table 1:
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For general usage, we have developed separated function (HTM) to return the
homogenous transformation matrix described by Denavit matrix.

The source code described above is general, one can solve the inverse kinematic
of any robot just by replacing the proper spatial parameters and define them in func-
tion (Forward). According to the number of links, less or more Denavit matrices can
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be estimated H_6,…, H_n. The function (HTM) is still valid for all types of robot
manipulators without changes.

7 Conclusion

Optimization algorithms are proposed to find the solution for the inverse kinematic
problem for robots of any type by optimizing the minimization objective function. The
proposed optimization algorithm is dynamic differential annealed optimization, which
is simple, fast, and uses low space of the memory of host machines or target devices. A
practical example of 5DOF revolute joints manipulator, LabVolt 5150, was considered
for the inverse problem. The described methodology is quite simple and can simplify the
hard problem of inverse kinematic greatly andmake it simple, straightforward operation.
The proposed DDAO does not promise a perfect solution, and many other optimization
algorithms should be tested to find a solution for the inverse problem, and that is proposed
for future works.

Acknowledgments. The research was supported by the Hungarian National Research, Develop-
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Abstract. The costs of a construction consisting of material, production, trans-
port, installation andmaintenance costs. Themanufacturing costs of welded struc-
tures include cutting, preparation (assembly and stitching), welding, ancillary
(electrode changing, deslagging, cleaning) and painting costs. In this paper, a
review is made to show some newer manufacturing technologies and their cost
calculation opportunities. To calculate the costs for comparison purposes, we rely
on internationally measured times and multiply them by a variable cost factor.

Keywords: Welded structures · Cost calculation · Laser welding · Plasma
cutting · Optimisation

1 Introduction

It is difficult to formulate a cost function that is of general application because costs
change over time and are highly dependent on the state of the art in a given country,
and on the equipment, overheads, etc. of a company within a country. To calculate the
costs for comparison purposes, we rely on internationally measured welding times and
multiply them by a variable cost factor.

Laser welding is characterised by a concentrated energy input that allows high speed
and thus reduces shrinkage. Compared to arc welding, laser welding applies to many
different materials and can be performed in a single layer up to a thickness of 20 mm.
Tandem GMA welding is also accelerating the speed of welding. Cold metal transfer
welding can reduce the used energy andwelding shrinkage.Hybridwelding, like plasma-
MIG, has better features than the used technologies alone.Water jet cutting can be applied
to a wide range of materials with high-pressure water jets or jets of water and abrasives.

At plasma cutting the plasma temperatures can range from 5500 °C to 28, 000 °C.
The gas is used with air, water or carbon dioxide. The bending time of the sheet elements
in the shell shape depends on the shell shape, radius and thickness of the sheet. Punch
riveting and clinching are suitable to fix two different materials.
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In this article, we would like to show the applicability and the cost of these
technologies.

The increasing demand put on the automotive industry to reduce car costs and fuel
consumption has led to the design of innovative technological solutions. These new
concepts aim at higher productivities, better quality, and improved performances of the
final product. The use of tailor blanks in the automotive industry is an example of a
successful innovation, which is nowadays used in many companies worldwide. The
main objective of the present study is to assess laser welding of tailor blanks in steel,
comparing the performance of the three types of high-power lasers, CO2, Nd/YAG, and
fiber laser, in terms of productivity, costs, and weld quality. Mechanical properties have
also been targeted as these are essential for the formability of the welded blanks.

2 Laser Welding

Tailor blanks are composed of two or more dissimilar sheet metals, with different thick-
nesses, shapes, strengths, or materials that are butt-welded together before being formed.
This allows the use of thicker or stronger materials in the critical regions of a component,
so as to increase the local stiffness. In comparison, thinner or lighter materials are used
in other areas to reduce the component overall weight. In the past years, the use of Tailor
Welded Blanks has increased in the automotive industry due to the need of obtaining
lighter automotive vehicles that are more fuel-efficient, produce fewer emissions, and
deliver improved handling and occupant protection.

Cost reduction, alongwith aspects such as vehicle appearance, comfort, convenience,
safety, functionality, and reduction of the number of parts, without compromising the
strength or stiffness of the final part has also contributed to this increase.

Three different laser welding technologies can be considered: YAG. CO2 and Fiber
laser. Assunção et al. [1] have made a comparison between them (Table 1). They have
made the welding of 0.7–1.2 mm steel plates, which are common in car production.

Table 1. Welding speeds obtained for fiber, Nd: YAG, and CO2 lasers

Laser type Plate thickness combination (mm) Welding speed (m/min)

Fiber laser 0.7–1.0 mm plate to 0.9–1.2 mm plate 7.0–7.8

Nd: YAG laser 0.7–1.0 mm plate to 1.0–1.2 mm plate 6.5–7.0

CO2 laser 0.8–0.9 mm plate to 0.9–1.2 mm plate 5.5–6.5

Measurements show that fiber laser has the highest productivity and its market share
is relatively large [2].

They have provided some approximations on laser speed parameters depending on
material properties and technological settings (Table 2). These parameters help designers
to estimate the best laser welding speed and power.
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Table 2. Laser speed parameters

3 Hybrid Laser-Arc Welding

Hybrid laser-arc welding (HLAW) is a combination of laser welding with arc welding
that overcomes many of the shortfalls of both processes. This important book gives a
comprehensive account of hybrid laser-arc welding technology and applications. Indus-
trial robotic application of laser-GMAWand laser-Tandem hybrid welding. It was found,
that using hybrid welding one can reduce the heat input, while the quality of the welded
joint remains the same [3].

Laser beam welded structures offer great opportunities for the lightweight design of
fuselage structures to reduce structural weight for increased fuel efficiency. Laser beam
welding (LBW) technology provides the best opportunities in terms of weight reduction,
production time and energy consumption for manufacturing aircraft components. To this
end, a comparison in terms of energy, process time, cost and carbon footprint is assessed
against the ‘conventional’ manufacturing process of riveting, to prove that LBW is an
environmentally friendly process. They have shown the manufacturing of a four-stringer
stiffened flat subscale component and its cost calculation. The LBW process has been
broken down into several sub-processes and activities according to the Activity-Based
Costing (ABC) methodology and the weight reduction, production time and energy
consumption results were compared against the respect of the riveting process. It was
proved that for the specific subscale LBW component, it consumes half the energy and
can be processed in less than half the time needed (in serial processing of the element)
with riveting.

Activity-Based Costing (ABC) has become a popular cost estimation method due
to the poor results of the traditional costing systems. The ABC model is composed of
both the cost assignment view and the process view with activities as the intersection of
these two views [4]. ABC analysis provides an understanding of how costs are driven
by the demands for actions within a process and allow the identification of value and
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non-value-added manufacturing operations as well as how resources are consumed [5,
6]. More specifically, the ABC method was introduced by Kaplan and Cooper [7] of
Harvard Business School as an alternative to traditional accounting techniques.

Hybrid laser –metal active gas (MAG)arcwelding is an emerging joining technology.
This technique combines the synergistic qualities of the laser and MAG arc welding
techniques, which permits a high energy density process with fit-up gap tolerance. As
the heat input of hybrid laser – arc welding (HLAW) is higher than in laser welding but
much smaller than in MAG arc welding, a relatively narrow weld and restricted heat-
affected zone (HAZ) is obtained, which can minimise the residual stress and distortion.
Furthermore, addingMAG arc can increase the penetration depth for a given laser power,
which can translate to faster welding speeds or fewer number of passes necessary for
one-sided welding of thick plates [8].

The prospects for the use of lightweight materials (aluminium alloys, magnesium
alloys, and titanium alloys) in high volume vehicle manufacturing are discussed. Laser
welding of galvanised steel is compared to resistance spot welding of galvanised steel,
along with ongoing efforts to improve the quality of laser welding of galvanised steel by
altering the weld configuration, changing the elemental composition, utilising a pulse
laser, and removing the zinc coating. The feasibility of implementing these techniques in
the industrial setup is discussed. Microstructure changes and defects encountered during
laser welding of these materials are described, and mechanical properties of welds such
as hardness, shear and tensile strength are analysed [9].

In the automotive industry, one of the oldest and most widely used processes is
resistance spot welding. The number of spot welds in a single vehicle can range from
2000 to 5000, which signifies the importance of resistance spot welding in an automotive
assembly.

Welding times for resistance spot welding are given in Table 3 [10].

Table 3. Welding time for resistance spot welding [10].

Metal sheet thickness (mm) Welding speed (welding spots/min)

0.7–0.8 40–60

0.9–1.0 30–50

1.0–1.2 30–40

1.25–1.6 20–30

1.6–2.0 15–25

Laser welding of dissimilar metals, such as steel to aluminium alloy or steel to
magnesium alloy, is difficult due to the formation of brittle intermetallic phases. Table 4
shows some examples of spot welding of galvanised steel sheets [10].
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Table 4. Summary of the laser welding of dissimilar materials investigations (material grades
according to [11–13].

Material type Thickness [mm] Laser type Welding conditions

DC04 steel-AA6016, DC04
steel-AA6056

1.2–1
1.2–1.3

Nd: YAG 2.25–3.5 kW,
4–6 m/min

JCS270CC
steel-AA6111-T4

0.8–1.2 (1) CW Nd:
YAG

(2) PW Nd:
YAG

(1) 390 W, 0.06 m/min
(2) Peak 2.61 kW,

0.06 m/min

H220YD steel-AA 6016
Filler: Al–5%Si

1.2–1.15 Fiber laser 2.3–2.6 kW,
1 m/min

SP781 steel-AZ31B 1.2–3 Disk laser 2 kW, 2–4 m/min

4 Our Cost Calculation System

In our cost calculation system, the cot function looks like the following. The total cost
function can be formulated by adding the previous cost functions together (depending
on the structure; some can be zero) [14–17].

K

km
= ρV + kf

km
(Tw1 + Tw2 + Tw3 + TFP + TSP + TP + TCG + . . .) + Kpi

km
+ . . .+

(1)

where subscripts mean: CG = cutting and grinding, w = welding, P = painting, FP =
flattening plates, SP = surface preparation, pi = Intumescent painting

Taking km = 0.5–1.5 $/kg, kf = 0–1 $/min. The kf /km ratio varies between 0–
2 kg/min. If kf /km = 0, then we get the minimum mass. If kf /km = 2.0 it means a very
high labour cost (Japan, USA), kf /km = 1.5 and 1.0 means a West European labour cost,
kf /km = 0.5 means the labour cost of developing countries. Even if the production rate
is similar to these cases, the difference between costs due to the different labour costs is
significant [18, 19].

Figure 1 shows the laser welding time/unit length [min/m] in the function of plate
thickness t [mm] for structural steel materials.

A water jet cutter can cut a wide variety of materials using a very high-pressure jet
of water, or a mixture of water and an abrasive substance. Figures 2 and 3 show the
waterjet cutting time of carbon and stainless-steel sheets [min/m] in the function of plate
thickness t [mm].

Plasma cutting uses an extremely high temperature, high-velocity stream of ionised
gas to cut themetal. Plasma temperatures range fromabout 5500°C to 28,000°C.Depend-
ing upon the material to be plasma cut, the gases used include standard compressed
shop air, oxygen, argon and hydrogen, or nitrogen and hydrogen. Gas shielding is
accomplished with air, water, or carbon dioxide.
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Laser welding of steel
Rank 2  Eqn 91  y 2̂=a+bx 3̂

r^2=0.96973273  DF Adj r^2=0.95964364  FitStdErr=0.10645217  Fstat=224.27293
a=0.0072113225 

b=0.00081510146 
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Fig. 1. Laser welding time/unit length [min/m] in the function of plate thickness t [mm]

Water cutting of carbon steel
Rank 2  Eqn 59  y (̂-1)=a+b/x

r^2=0.99941071  DF Adj r^2=0.99936538  FitStdErr=2.0248543  Fstat=45790.612
a=-0.0016304928 

b=0.73680309 

0 50 100 150
0

50

100

150

200

250

300

350

0

50

100

150

200

250

300

350

Fig. 2. Waterjet cutting of steel sheet cutting [min/m] in the function of plate thickness t [mm]

Waterjet cutting of stainless steel
Rank 2  Eqn 75  y (̂0.5)=a+bx (̂0.5)

r^2=0.99170964  DF Adj r^2=0.99107193  FitStdErr=6.8325653  Fstat=3229.7966
a=-1.2313339 
b=1.4059604 
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Fig. 3. Waterjet cutting of stainless-steel sheet cutting [min/m] in the function of plate thickness
t [mm]

Figures 4 and 5 show the plasma cutting time of stainless steel and aluminium
[min/m] in the function of plate thickness t [mm].
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Plasma cutting of stainless steel
Rank 2  Eqn 59  y (̂-1)=a+b/x

r^2=0.99766476  DF Adj r^2=0.99610793  FitStdErr=0.1281669  Fstat=1708.8855
a=-0.18015094 
b=41.038152 
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Fig. 4. Plasma cutting of stainless steel [min/m] in the function of plate thickness t [mm]

Plasma cutting of aluminum
Rank 1  Eqn 37  lny=a+blnx/x

r^2=0.96481736  DF Adj r^2=0.94136227  FitStdErr=0.3527006  Fstat=109.69245
a=2.2375738 
b=-24.539067 
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Fig. 5. Plasma cutting of aluminium [min/m] in the function of plate thickness t [mm]

5 Conclusions

These cost calculations are founded on material costs and those fabrication costs, which
have a direct effect on the sizes, dimensions or shape of the structure. The calculated
times for different newer technologies like laser, plasma, waterjet, etc. have also been
included. These costs are the objective functions in structural optimisation.

When we consider the interaction of design and technology, we should not forget
the cost of the structure as the third leg of the system. These three together help us to
find the best solution. These cost calculations are founded on material costs and those
fabrication costs, which have a direct effect on the sizes, dimensions or shape of the
structure.

Cost and production time data come from different companies from all over the
world. When we compare the same design in different countries, we should consider the
differences between labour costs. It has the greatest impact on the structure sizes when
the technology is the same.
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Abstract. For examining the application of laser-arc hybrid welding to the fab-
rication of steel bridge members, a series of experiment and investigation was
conducted. The weld cracking tests were performed on the steels for bridge struc-
tural members with 15mm in thick for identifying the welding condition by which
one-pass full-penetration welding without cracks and defects was achieved. Then,
butt welded joints were fabricated by the specified condition. The same dimen-
sional butt joints were fabricated by the conventional arc welding. The welding
time, heat input, welding distortion and residual stress generated by the hybrid
welding were compared with those by the conventional arc welding for clarify-
ing the effectiveness of hybrid welding. The welding time of hybrid welding was
shorter than that of arc welding by 98% due to the high-speed welding. Because
of the low heat input and the one-pass full-penetration welding, the angular distor-
tion by hybrid welding was reduced by 96% compared to that by arc welding. The
field of tensile stress in the longitudinal direction by hybrid welding was reduced
by 25% to 50% compared to that of arc welding. Finally, it was confirmed that
the hybrid welded joints did not include the weld defects and satisfied the basic
mechanical performances.

Keywords: Laser-arc hybrid welding · Steel bridges ·Welding distortion

1 Introduction

Several welding methods for steel members are used in architecture, naval and civil
engineering fields. The most popular and general method is arc welding including gas
shield, gasmetal and submerged arcweldingmethods. Recently, the use of other welding
methods like electro-beam welding or laser welding has been extended for the effective
fabrication of large structures with thick steel plates.

The laser welding can join thick plates by the high-energy density at narrow parts.
The deep penetration and high-speedwelding are achieved by the concentrated heat input
[1]. Due to these advantages, the heat input can be reduced compared to the conventional
arc welding. The low heat input consequently leads the small welding distortion and low
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tensile residual stress. However, the gap between two plates beingweldedmust be strictly
managed in the laser welding. When the gap is wider than the allowance, the laser beam
transmits the gap without sufficiently melting the plates. As a result, the welding defects
as under-fill or melt burn-through occur [1]. This difficulty makes it hard to use the laser
welding in fabricating the large steel members of building, ship and bridge structures
even though the laser welding has been widely used in the vehicle or other industrial
products.

To overcome this difficulty in the laser welding, the application of laser-arc hybrid
welding has been noted [2, 3]. In the hybrid welding, the arc welding assists the laser
welding for supplying theweldmetal into the gap betweenplates to bewelded. Therefore,
the welding defects as under-fill or burn-through can be avoided and the gap tolerance is
improved. The hybrid welding also has the advantages of deep penetration, high speed
and low heat input as well as laser welding. The use of hybrid welding is expected to
be extended in the fabrication of large steel members with thick plates, however, the
proper welding conditions including the energy balance of two types of heat source and
the welding speed according to the plate thickness are still unknown.

Assuming the application of laser-arc hybridwelding to thick steel plates used in large
structural members like bridges, a series of experimental investigation was conducted
in this study. The welding conditions by which steel plates with 15 mm thick could be
soundly jointed with one-pass and full penetration were examined. The welding time,
heat input, welding distortion and residual stress generated by the hybrid welding were
compared to those by the conventional arc welding for clarifying the effectiveness of
hybrid welding. The basic joint performances of hybrid welding were confirmed by a
bending test and a tensile coupon test.

2 Experiment for Searching Welding Condition

2.1 Material and Specimen

The material used in this study was SBHS500 (Steels for Bridge High performance
Structure) specified by Japanese Industrial Standards (JIS G 3140) [4]. This material
was specially developed for bridge structures with various functions as high strength,
deformation capacity, workability and toughness by the chemical compositions and
TMCP. SBHS is expected to be widely used in bridge structural members, therefore,
that was selected as the material in this study. Table 1 shows the chemical compositions
and mechanical properties of the material. The thickness of the material was 15 mm.

Figure 1 shows the shape anddimensionof the specimen for searchingproperwelding
conditions. The length and width were 200 mm and 145 mm respectively. A slit with
80 mm long was inserted at the center of the specimen. The welding was applied to the
slit with various welding conditions. The aim of this experiment was to find the welding
condition by which one-pass and full-penetration welding was achieved without defects
or cracks. The cross-sections were observed by cutting the specimens 48 h or more after
the finishing of welding.
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Fig. 1. Shape and dimension of specimen for searching welding conditions.

Table 1. Chemical compositions and mechanical properties of SBHS500.

Chemical compositions [mass%] Mechanical properties

C Si Mn P S Ni Cr Yield stress
[MPa]

Tensile strength
[MPa]

Elongation
[%]

0.10 0.24 1.57 0.008 0.003 0.02 0.12 559 643 36

Fig. 2. Experimental setup.

2.2 Welding Conditions and Experimental Results

Figure 2 shows the experimental setup. A fiber laser with a maximum capacity of
20 kW was used. The focus distance, spot diameter and defocus were 250 mm, 600 µm
and −5 mm respectively. The arc torch preceded the laser focus with the distance of
3 mm. The tilting angles of arc torch and laser head were −30 and 5° respectively.
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The gas metal arc welding with the same grade filler wire as the base metal was
used. The wire diameter was 1.2 mm. The shield gas type and flow were Ar + 5% O2
and 20 L/min.

Figure 3 shows the welding conditions and the macroscopic photographs of welded
parts. The arc current of 250 A and the arc voltage of 28 V were fixed. The laser power
and thewelding speedwere varied from 12.5 kW to 15.3 kWand 1.4m/min to 1.6m/min.
The welding condition No. 5 was eventually adopted from the viewpoints of occurrence
of under-fill, burn-through, crack and surface profile.

3 Distortion and Residual Stress Measurement

3.1 Specimen and Welding Condition

Figure 4 shows the shape and dimension of the specimen for the distortion and stress
measurement. Based on the results of the abovewelding condition search experiment, the
hybrid welding conditions (the laser power of 13.01 kW, the welding speed of 1.6m/min,
the arc current of 255–288 A and the arc voltage of 28.1 V) were adopted. For comparing
to the hybrid welding, the arc weldingwas also performed on the specimenwith the same
shape and dimension. In the case of an arcwelding specimen, theweldmetalwas supplied
into the V-shaped groove of 50° by 6 passes. The arc welding conditions were the current
of 200 A, the voltage of 26−27 V and the welding speed of 0.15−0.25 m/min.

From the viewpoint of welding time, the hybrid welding took 13 s, while the arc
welding took 617 s for 6 passes. Actually, the arc welding required the inter-pass cooling
time for each pass. In any case, the hybrid welding could reduce the welding time by
98% compared to the conventional arc welding. It was found that the hybrid welding
could drastically reduce the welding time compared to the arc welding.

Fig. 3. Welding conditions and macrographic photographs.
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Fig. 4. Specimen for welding distortion and residual stress measurement.

Fig. 5. Angular distortion.

3.2 Welding Distortion

Figure 5 shows the angular distortions generated by the hybrid welding and the arc
welding. Due to the low heat input and the one-pass full-penetration of hybrid weld-
ing, the angular distortion of hybrid welding was considerably smaller than that of arc
welding. The out-of-plane displacements at the center of the specimen were 0.36 mm
by the hybrid welding and 9.7 mm by the arc welding. The angular distortion by hybrid
welding was reduced by 96% compared to that by arc welding.

3.3 Residual Stress

Figure 6 shows the residual stress components in the longitudinal direction generated
by the hybrid welding and the arc welding. The residual stresses were measured by
XRD method. Although the maximum tensile stress of hybrid welding (453 MPa) was
larger than that of arc welding (367 MPa), the tensile stress field of hybrid welding was
narrower than that of arc welding. The tensile stress field of hybrid welding was from
20mm to 30mm in themiddle of the specimenwhile that of arcweldingwas over 40mm.
The reason of this tendency might be the narrow heat input region of hybrid welding.
The tensile stress field by hybrid welding was reduced by 25% to 50% compared to that
of arc welding.
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Fig. 6. Residual stress.

Fig. 7. Appearance of bending test.

Fig. 8. Results of bending test.

4 Joint Performance Experiment

4.1 Bending Test

For investigating the soundness of hybrid welded joints, a bending test and a tensile
test were conducted [5]. These joint-performance experiments were not conducted on
joints by the arc welding because the purpose of this study was to examine the joint
performance of hybrid welded joints.

The specimens were extracted from the welded joint. The inherent weld defects
were examined by extending the front, back and side surfaces through the 180 degrees
of bending. Figure 7 shows the appearance of the bending test and Fig. 8 shows the
results of the bending test. No extension of defects or cracks was observed at the front,
back and side surfaces of joints after the bending test.
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Fig. 9. Results of tensile test.

4.2 Tensile Test

For examining the basic joint performances of hybrid welding, a tensile test was con-
ducted [6]. The coupon test specimenswere extracted from thewelded joint. The number
of specimens was three. The static tensile test was performed on the specimens. Figure 9
shows the results of the tensile test. The blue, red and green solid lines represent the
stress-strain curves of three specimens. All specimens were broken at the base metal
parts. The yield stress, the tensile strength and the elongation satisfied the specifications
for the base metal (the values shown in the brackets in the figure) [4]. These results
indicated that the hybrid welded joints did not include the weld defects and satisfied the
basic mechanical performances.

5 Conclusions

For investigating the basic applicability of laser-arc hybrid welding to the relatively thick
steel plates used in bridge structural members, a series of experiments were conducted.
The following results were obtained.

(1) A welding condition for one-pass full-penetration welding of steel for bridge struc-
tures with thickness of 15 mm was specified. The sound welded joints without
defects or cracks could be obtained by that welding condition.

(2) The butt-welded joints of 15 mm-thick steel plates were fabricated by the hybrid
welding and the arc welding respectively. The hybrid welding took 13 s for the
weld line of 340 mm-long by one pass, while the arc welding took 617 s for 6
passes. The hybrid welding could reduce the welding time by 98% compared to the
conventional arc welding.
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(3) Thewelding angular distortion and residual stress of hybridweldingwere compared
to those by the arc welding. The angular distortion of hybrid welding was reduced
by 96% compared to that of arc welding. The tensile stress field of hybrid welding
was reduced by 25% to 50% compared to that of arc welding. The reason of these
tendencies might be the low heat input and the narrow heat input region of hybrid
welding.

(4) The bending test and the tensile test were conducted on the hybrid welded joints.
No extension of defects or cracks was observed at the front, back and side surfaces
of joints after the bending test. In the tensile test, the specimens were broken at
the base metal parts. The yield stress, the tensile strength and the elongation sat-
isfied the specifications for the base metal. These results indicated that the hybrid
welded joints did not include the weld defects and satisfied the basic mechanical
performances.
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Abstract. A study of weld joints of nonferrous, Nickel 201 alloy sheets using a
new generation disk laser as the green welding technology for effective manufac-
turing was carried out, and the results are presented in this paper. Weld joints of
the Nickel 201 sheets 2.0 mm thick were welded by laser without an additional
material at a flat position, using high purity argon as the shielding gas. The influ-
ence of laser welding parameters on weld quality and mechanical properties of
test joints was studied. The influence of welding speed and laser power to the joint
quality was investigated. The study of quality and mechanical properties of the
joints were determined by metallographic evaluation, tensile and hardness tests.

Keywords: Laser beam · Nickel ·Weldability · Fusion zone ·Mechanical
properties

1 Introduction

Nickel is a relatively simple metal. It is a face-centered cubic and undergoes no phase
changes as it cools from melting point to room temperature, similar to stainless steel.
Nickel and its alloys cannot, therefore, be hardened by quenching so cooling rates are
less important than with, say, carbon steel and preheating if the ambient temperature
is above 5 °C is rarely required. Nickel and its alloys are used in a very wide range of
applications - from high temperature oxidation and creep resistance service to aggressive
corrosive environments and very low temperature cryogenic applications. Nickel may
be used in a commercially pure form but is more often combined with other elements
to produce two families of alloys - solid solution strengthened alloys and precipitation
hardened alloys [1].

Nickel plays an important role in various modes of transportation. Nickel is used
in the batteries of electric vehicles, nickel alloys in jet engine turbines, while nickel-
containing stainless steel is found in passenger trains and subways. Nickel-containing
materials offer enhanced corrosion resistance and reliable and efficient electrical and
spark systems. Nickel ensures that train carriage and truck bodies are strong, durable and
can help absorb the impact of collisions by crumpling rather than fracturing. Materials
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containing Nickel also support the transport infrastructure that makes this movement
possible, in airports, train stations, bridges and flyovers [2].

The laser welding power and laser welding speed are the most significant input
factors which affect all output responses of the dissimilar joint process because of the
joining of two different materials facing the challenge with different melting ratios. All
the other input parameters influencing on a particular output response only [3]. The
width of HAZ increases with the increase in laser power in both air and water medium
at constant welding speed. Further, with the increase in welding speed at constant laser
power the width of HAZ reduces. The slope of the plot for width of HAZ laser power is
low at the low power level and the wt% of oxide formation increases with an increase
in laser power at constant welding speed. The optimum laser power may be selected
without affecting the weld quality, for achieving the narrow HAZ and minimum level of
formation of metal oxide [3, 10].

In an automotive battery, a large number of individual cells are electrically connected
to meet the energy and power requirement. The choice of suitable welding techniques
is critical in terms of mechanical strength and electrical contact resistance of the joint.
Although soldering, ultrasonic welding and laser welding are the common joining tech-
niques used in lithium-ion cell fabrication, the application of resistance spot welding
in the manufacturing of lithium-ion batteries for electric vehicles is rather limited due
to the difficulties in forming large weld nuggets and electrode sticking to the material.
In this work, micro resistance spot welding of nickel anode tab to the one side open
inner aluminum casing is carried out in an in-house fabricated cylindrical lithium-ion
cell. The properties of the weld joint depend on the weld nugget diameter, depth and
presence of the defects like blow holes, cracks, which are directly influenced by the weld
parameters. The microstructure shows that the nugget is located off symmetry from the
nickel-aluminum interface, predominantly in the Ni layer. This is expected since the
electrical resistivity of Ni is significantly higher than Al and hence the heat generation
will be higher in Ni [4, 5, 12].

In the automotive industry, there were still several problems in the dissimilar welding
of nickel-based alloy and austenite stainless steel by laser welding (LW). The welding
of Nickel-based alloy and austenite stainless steel dissimilar materials were usually car-
ried out using traditional arc welding processes. However, current welding methods
were only involved in the ultrasonic vibration assisted arc welding, friction stir weld-
ing and braze welding, the ultrasonic vibration assisted pulsed laser welding was rarely
involved. In addition, the research mainly focused on the effects of ultrasonic vibration
on theweld shape, grainmorphology, cracks, porosities andmechanical property. During
laser welding of dissimilar materials, the effects of ultrasonic vibration on the secondary
phases and micro and macro distributions of elements in the weld metal were rarely
reported. The specific cavitation and acoustic streaming effects in weld molten caused
by ultrasonic vibration were utilized to change the convection and solidification behav-
iors of the molten pool and to eliminate the defects in welding of dissimilar materials
[6–9, 11].

In the present study, the LBW method was used for welding of Nickel 201 sheets
by using a wide range of welding parameters. The effects of these parameters on joints
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properties and quality are studied. The quality evaluation of joints was characterized by
means of light microscopy, scanning electron microscopy.

2 Experimental Materials and Methods

Nickel is similar in many respects to the austenitic stainless steels; welding procedures
are likewise also similar. Nickel, however, has a coefficient of thermal expansion less
than that of stainless steel so distortion and distortion control measures are similar
to those of carbon steel. The most serious cracking problem with nickel alloys is hot
cracking in either the weld metal or close to the fusion line in the HAZ with the latter
being the more frequent. Porosity can be a problem with the nickel alloys, the main
culprit being nitrogen. As little as 0.025% nitrogen will form pores in the solidifying
weldmetal. Quite light draughts are capable of disrupting the gas shield and atmospheric
contamination will occur resulting in porosity. Caremust be taken to ensure that the weld
area is sufficiently protected and this is particularly relevant in site welding applications.
With the gas shielded processes, gas purity and the efficiency of the gas shield must be
as good as possible [1–5].

The materials used in the present study were sheets of pure Ni (Nickel 201, wt.
99.99%) with dimensions of 100 × 50 × 2 mm. The samples were cleaned in acetone
and dried. The chemical composition of used basematerial and themechanical properties
are shown in Table 1, 2.

Table 1. The chemical composition of test material Nickel 201 (wt%).

Ni C Co Fe Mg Mn Si Ti

99.0 0.02 0.25 0.13 0.15 0.30 0.15 0.1

Table 2. The mechanical properties of test material Nickel 201.

Tensile
strength
MPa

Yield strength
MPa

Elongation
%

Hardness
HV

469 186 47 171

Weldingwas performed by TRUMPFTruDisk 4002, the 2 kW solid state laser device
with TRUMPF BEO D70 welding head installed on Fanuc M-710iC/50 (6-axis) robot
(Fig. 1), focusing distance 200 mm and the minimal welding spot diameter of 200 µm
was used for the production of butt weld joints. The laser power used for the production
of the experimental weld joints was in the range of 1–1.8 kW.

To avoid reaction between the molten metal and the atmospheric moisture, the weld
seams were carefully shielded by the pure argon shielding gas. The welding parameters
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Fig. 1. Laser welding equipment and Fanuc Robot M-710 iC50.

Table 3. Welding parameters used for the weld joints production.

Sample Laser
Power
(kW)

Welding
speed
(mm/s)

Shielding
gas flow rate
(l/min)

Focus
position
(mm)

1 1 30 14 4

2 1 30 14 0

3 1.4 30 14 0

4 1.8 30 14 0

5 1.8 20 14 4

6 1.5 20 14 4

7 1.5 20 14 4

used for the weld joints production, such as laser power, welding speed, shielding gas
flow rate and focus position are listed in Table 3.

Evaluation of the weld joints quality was performed bymetallographic analyses. The
samples were prepared by grinding, polishing and etching in a solution of 10 ml–HF,
30 ml-HNO3, 50 ml-H2O for time of 20 s. Macrostructural and microstructural analyses
were carried out by optical microscopy. Microhardness of the prepared weld joints was
measured using the IndentaMet 1100 equipment. The weld defects were identified by
visual non-destructive method according to the STN EN ISO 17637 and STN EN ISO
13018 standards. The mechanical properties of weld joints were determined by tensile
tests. Tensile test was performed at room temperature using a Tinius Olsen 300ST tensile
testmachine operating at a test speed of 500mm/minwith a capacity of 300 kN according
to the STN EN ISO 6892–1. For the tensile test was prepared specimens, where the
parameters of laser welding were set according to Table 3 for welds No. 5, 6 and 7. The
test was performed on the three specimens for each weld (in total 9 measurements). The
test specimens had a dimension of 100 × 12 × 2 mm.
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3 Results and Discussion

The cross-sections of weld joints No. 1–3 are shown (Fig. 2.) no occurred penetration
depth, because the beam power was no sufficient. The change at weld joints No. 4, where
a narrow but irregular root gap is shown. At weld joints No. 5, the power was the same

Fig. 2. Cross-section of weld joints
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as at sample No. 4 (1.8 kW), the welding speed was reduced from 30 to 20 mm/s, which
resulted in more heat introduced to the weld and a beam focus was 4 mm above the
base material what is visible at too wide root width. At weld joints No. 6 and 7 the
power was reduced to 1.5 kW other parameters were left, the weld geometry was in
the optimal range. At weld joints No. 7, the protective atmosphere blowing on the root
was activated and this caused irregularities of the weld surface (turbulent flow of the
protective atmosphere Ar).

The weld geometry measuring was focused on the weld width, weld root width and
the excessive penetration (Table 4).

Table 4. Values of a measured geometric parameter of welds dependence to welding parameters.

Sample Heat input
(J/mm)

Weld width
(mm)

Weld root
width (mm)

1 33 1.1 –

2 33 1.1 –

3 47 1.4 –

4 60 1.5 0.6

5 90 1.6 1.2

6 75 1.7 0.8

7 75 1.7 0.9

The geometrical parameters of welds show that the width of the weld is increasing
with the welding current at a constant welding speed, and the width of the weld will
increase also with the welding speed at a constant welding current. In the area of the
root of weld metal (WM) it is possible to observe the pores. The pores were round in
shape, which was classified as gas pores. There are many reasons for porosity formation
in welding. The probable cause could be in the keyhole instability, it can lead to the
metal vapor or inert gas getting trapped in the weld metal. This occurs when the forces
keeping the keyhole open are not in balance with the forces trying to close the keyhole.

The structure of the base material Ni 201 is formed by a substitution solid solution
in nickel (sometimes referred to as nickel austenite). Thus, it is a monophasic material.
Although it is a monophasic structure, some grains are darker and others lighter, this is
not due to a different type of phase but to etching into different crystallographic planes.
The grains show a polyhedral character with heterogeneity in grain size in the range
from 20–150 µm. In some grains, it is possible to observe annealing twins (sticks across
the grain). The grain boundaries are etched in steps and are clean without the presence
of secondary phases. Oxide particles are also occasionally observable (black beads in
the structure visible in Fig. 3a).

The microstructure of the fusion zone of joints is in Fig. 3b. The grains consist
of nickel-chromium austenite. The grain boundaries are clean. The heat-affected zone
(HAZ) is insignificant; it does not observe grain coarsening or precipitation. The structure
in the weld metal partially lost its polyhedral character and took the form of stretched



Research on Laser Beam Welding of Nickel 503

Fig. 3. Microstructure of a) base material and b) fusion zone of joint

columnar grains, these grains grow against the direction of heat dissipation. In themiddle
part of the weld metal in the root area, the structure acquires a fine-grained polyhedral
character. It is not observing any phase change in the weld metal due to the fact that it
is a monophasic material.

The hardness distribution of the weld cross-sections was also analyzed (Fig. 4). A
decrease in hardness towards the weld metal is visible on the resulting curves. This is
caused by the dissolution of precipitates, due to the introduction of heat during welding.
This is because the Ni 201 alloys are supplied in a precipitation hardened state. The
hardness of weld metal decreased by 20–30HV in comparison to the base material and
by 5–10HV in comparison to the HAZ.

Fig. 4. Microhardness distribution of weld joints
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At weld joints No. 1–4, it is possible to observe the decrease of hardness in the HAZ
and WM. Weld joints No. 5 has a slightly more significant decrease in hardness. The
fact is also the use of a relatively high welding power (1.8 kW), which introduced a high
heat input into the material, it has resulted in the reinforcement of base material. In this
case, the decrease in microhardness in the area of WM and HAZ is significantly more
pronounced. The hardness curve of the weld joint No. 7 is similar to the weld joint No.
6, the reason is the fact that the same welding parameters were used.

Mechanical properties of the Nickel 201 were determined by tensile tests. Repre-
sentative samples used for the tensile test were prepared by using the same welding
parameters as in case of sample No. 5, 6, 7. The values of tensile test measurements
are shown in Table 5. The laser power was 1.5 kW and 1.8 kW and welding speed was
20 mm/s. Figure 5 depicts the load-displacement curve of the laser welded sample No.
6, it shows that it is a material with insignificant yield strength, so it behaves almost
identically to carbon non-alloy steel.

Table 5. Measured values of the mechanical properties

Specimen Max. load (kN) Tensile strength (MPa) Elongation (%)

5 9.21 374 32

6 9.38 373 31.5

7 9.31 374 29.6

Fig. 5. Typical load-displacement curves of the laser welded sample No. 6

The most important indicator was the place of specimen interruption. For all three
specimens, the test specimen failed in the basematerial and not in theweld. This indicates
that theweld joints did not contain defects such as cavities, pores, cracks and other defects
that cause degradation of the structure and interruption in the weld joints.
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4 Conclusion

The main optimized parameters of Ni 201 laser welding are welding power P [W],
welding speed in [mm/s], beam focusing [mm]. When solving the problem of welding,
it is necessary to work with all parameters in order to achieve the best possible heat
input. Experiments have shown that, among other things, speed has a significant effect
on the stabilization of the keyhole in the penetrationmode of welding. At high values, the
keyhole collapsed.An important parameterwas also theflowof theprotective atmosphere
and its correct orientation to the welding site. Argon as a shielding gas should be used
for good protection of welded material against oxidation. The minimum heat input of
75 J/mmmust be used in order to obtain the weld joints with acceptable penetration and
geometry. The weld geometry is changing with the welding parameters. The penetration
depth increasing with the welding current at a constant welding speed and decreasing at
the higher welding speed at a constant welding current.

Themicrostructure of the fusion zone of joints consists of nickel-chromium austenite
grains. The heat affected zone is insignificant. The structure of weld metal took the form
of stretched columnar grains. It is not observing any phase change in the weld metal
due to the fact that it is a monophasic material. The hardness is decreased in towards
the weld metal, caused by the dissolution of precipitates, due to the introduction of heat
during welding. The hardness of weld metal decreased by 20–30HV in comparison to
the base material and by 5–10HV in comparison to the HAZ. The tensile tests show the
rupture of base material, not the weld metal. This indicates that the weld joints did not
contain defects.
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Abstract. In this article, the authors present the arc sensor supported robot weld-
ing process and the task of the sensor in the welding practice. Arc welding is
a very important industrial process. The welded joint needs to be high quality
besides the high productivity and cost-effective manufacturing. The joint quality
depends on the welding process realization and the used welding parameters. The
sensor in the case of the robot welding process supports the regularity of the joint.
The arc sensor on the base of the welding currents checking during the welding
process continually corrects the arc position by the correction of the robot con-
trol. The checking intensity of the sensor depends on the data input range what is
determined by the sensor control parameters (weaving and correction condition).

In this research by a practical experimental method, the sensor condition
optimization is introduced in the case of the used Motoman welder robot and the
used advanced arc sensor.

Keywords: Arc welding · Robot welding · Joint quality · Arc sensor

1 Introduction

The welding process is an important part of manufacturing what requires the welded
joint quality besides the welding reproductivity, productivity and cost-efficiency. Since
the 1950s the manual arc welding has been widely used and published process. For
additive industrialization of large metal components due to an unlimited build envelope,
higher deposition rates, and lower capital cost, traditional manual welding or semi-
automatic welding is gradually being replaced by robotic welding. Robotic welding not
only improves quality and efficiency but also reduces assistance intensity and cost, due
to the number of variants of arc welding that have been developed in an attempt to
improve the performance and productivity of the process. Increasing flexibility is the
primary task needed to take advantage of robotic welding for industries [1–3], Also the
welding quality is one of the key factors which affect the constructional strength and the
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comprehensive quality of the products, in the modern manufacturing industry, and with
this can the particulars of the weld joints can be improved [4, 5].

The premier industrial robotic named “Unimate,” which was created in 1954 by
George Charles Devol. After a few years, theUnimationwas born. Devol was established
with his fellow Joseph F. Engelberger [6]. That is how the science of robotics launched to
develop. New ergonomic and security laws have become required for the introduction of
industrial robotics as people work together with a robot have to function under unnatural
working conditions.

According to the official definition of RIA (Robot Institute of America), a robot is a
reprogrammable and multifunctional manipulator that is designed to move specialized
materials, parts, tools, or devices through variable programmed motions. for performing
a variety of tasks [19]. Besides, the industrial robot is also defined by the International
Organization for Standardization (ISO) as an automatically controlled, reprogrammable
and versatile manipulator. This manipulator is programmable in three or more axes
and can be either field-mounted or mobile for industrial automation applications. Typ-
ical applications for industrial robots include welding, painting, assembly, packaging,
palletizing, product inspection and testing, etc. [20].

The healthy working environment of the human population must be established
during industrial processes, as it is for a large range of activities [6, 7], because it
is designed for performing operations repeatedly, quickly, and accurately have a long
heritage in themanufacturing industry, operating in large numbers and, in relatively static
environments,CCDcameraswere frequently used to identify the kinematic parameters of
the current machining setup so that positional reliability of the robot could be improved
[8–10], and we can classify the industrial robots according to several criteria drive
technology, degrees of freedom, workspace geometry, and level of autonomy [11].

In factories which are considered to be a popular and important research issue in the
manufacture of the industry, most of the welding robots are still in the “teaching and
playback type” mode. The demand for the shape and position of the welding seam is
highly accurate. Therefore, a desired adaptive capability is difficult to provide to arc-light
changes, splash disturbance, and seam status during the welding process. In practical
production, welding encounters many different variables, such as in-process thermal
distortions, workpiece fitting, and, besides, seam position changes due to pre-machining
errors. The metal manufacturing focuses almost steels. In the case of the steel welding
process, it needs to understand the metallurgical and chemical processes to choose the
suitable welding parameters to cause suitable crystallization andmicrostructure [12, 13].
The steels as a function of the chemical composition and heating and cooling effects
have different microstructure and mechanical properties [14, 15]. The welding resulted
in the heating-cooling process caused microstructural changing affected martensite in
the case of the structural steels. The low carbon unalloyed steels are usually weldable
without any preheating, but it can determine by carbon equivalent calculation and the
knowledge of the plate thickness.

Unable to fix robots [16, 17], despite the robot welding come with six degrees of
freedom is carrying a vision sensor system welding torch and a welding torch. [18].
Researchers have proposed a lot of intelligent welding systems. In some research, the
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relationship between the welding torch position and the power signal was investigated,
and arc sensors for soldering seam tracking developed [19, 20].

2 Experimental Method

2.1 Used Welder Robot (MOTOMAN Robot)

MOTOMAN is a type of welding robot industrial with six degrees of freedom. Many
industrial applications robotic technology adds special benefits to the process of the
welding. When it comes to the improved level of inspection accuracy and speed of
implementation, high speed articulated robot andmachine vision system comes to focus.
In this inspection system, the Programmable Logic Controller (PLC) is designed as
the main controller that controls the MOTOMAN robot, the servomotor, and ancillary
units. The MOTOMAN robot is programmed using a different user frame such that
the inspection criteria can be easily changed and implemented. (Figure 1) and (Fig. 2)
represents the used MOTOMAN robot.

Fig. 1. The MOTOMAN robot

Should assign the position variables which mean the X, Y, Z coordination of a fixed
location of the system (Fig. 2). Here the communication protocol among PLC, Welding,
and robot are important because together they determine the defect. with emphasis
on the robot programming and organizing sensors and electrical systems to work in
synchronism for accurate inspection forWelding quality [21–23]. This inspection system
can be modified rapidly to fit any unique characteristics that are required to be inspected
for the welding. These inspection characteristics determine the quality of the welding.
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Fig. 2. The external axes [24]

2.2 Used Seam Tracking Arc Sensor

The arc sensor has constant voltage characteristics for welding with a power supply, the
changes of the distance L (Fig. 3). as shown below make the welding current fluctuates.

Fig. 3. Welding current fluctuates with L distance change [25]
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L is the distance between the base metal and the Tip these characteristics use by the arc
sensor function.

Atwelding, the arc sensor checks thewelding currents upper and lower point, corrects
the path to equalize the values, between any two points, and all of this happened with
the torch when it’s moving up and down (Fig. 4). The used arc sensor parameters are the
sampling interval (ms), frequency (Hz). The sampling interval is the checking repetition
rate.

Fig. 4. Up and dower point path correction [26]

2.3 Used Material and Welding Parameters

For the experiments, it was used a hot rolled low carbon structural steel (S235JR). This
steel is weldable because it’s carbon contains lower than 0.17%and the carbon equivalent
is 0.35% determined by the following Eq. (1).

CEV = C + Mn/6 + (Cr + Mo + V)/5+ (Ni + Cu)/15 = 0.35% (1)

The welding parameters showed in Table 1.

3 Experiments and Results

In the experiment, it was used the introduced steel and welding process, parameters are
shown in Table 1 supported by an advanced seam tracking arc sensor (parameters shown
in Table 1). For the robot program, it was used as a basic point to begin the welding
task. The goal of the experiments was to determine the arc sensor parameter efficiency
for the suitable welded joint.

The T joint welding experiments setup shown in (Fig. 5.) The test made behind
constant welding and sensor parameters only it was modified the mistake. The mistake
means the parallel distance of the test sample from the ideal location (Fig. 6). Themistake
can simulate the welding process problem, in the case of the false position of the sample.
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Table 1. The used welding parameters of the experiments

Welding process MAG

Shielding gas M21

Welding speed 45 cm/min

Sheet thickness 3 mm

Used steel S235JR

Joint type T joint

Filler metal G3Si1/ER70S-6

Fig. 5. T joint welding test setup

Fig. 6. The correction in the case of the 6 mm mistake

The measured correction length in the case of the experiments indicates the un-
suitable joint lengthwhile the sensor corrects the arc position during thewelding process.
Table 2 shows the test parameters and the measured correction. As a function of the
sampling interval, it can see the correction depend on this sensor parameter the bigger
sampling interval causes smaller correction (Fig. 7). The correction measured after the
welding experiments and shown in Table 2.

It was investigated the arc sensor frequency parameter in the experiments. Table 3
shows the test results. It can see that the higher frequency caused a smaller correction.

The correction depends on the arc sensor parameters. The arc sensor supports the
quality welding on the base of the measured welding current difference between the
up and down points. The sensor sensibility (parameters) determines the unsuitable joint
length. For the quality assurance, this correction length needs to be short, because this
part of the joint is waste. The relationship between the sampling interval shown in
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Table 2. The correction as a function of the test sampling interval

Sampling
Interval (ms)

Welding Speed (cm/min) Frequency
(Hz)

Mistake
(mm)

Correction
(mm)

2 45 2.5 6 55.15

4 45 2.5 6 51.04

7 45 2.5 6 47.83

10 45 2.5 6 46.34
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Fig. 7. Relationship between the sampling interval and the correction

Table 3. The correction as a function of the frequency

Sampling
Interval (ms)

Welding Speed (cm/min) Frequency
(Hz)

Mistake
(mm)

Correction
(mm)

1 45 1.5 6 57.4

1 45 2.5 6 46.77

1 45 3.5 6 48.69

1 45 4.5 6 45.42

1 45 5 6 41.37

(Fig. 7). and the dependence from the frequency shown in (Fig. 8). It can see (Fig. 7
and Fig. 8). that the parameters (sampling interval, frequency) determine the correction
(waste joint length).
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Fig. 8. The correction as a function of the frequency

Hence on the base of the experimental results, it can compare and see the most
effective parameters of the arc sensor are the frequency and the sampling interval.

4 Conclusions

The goal of this research, to tests the seam tracking arc sensor, using the different
parameters to increase the efficiency of the arc welding robot supported by the arc
sensor. Experimental performance familiarized with the parameters of welding speed,
frequency, the mistake, and sampling interval that can allow improving the quality of
the welding. To get more effective results, it can be changed more than one parameter
at the same time.

Welding quality is assured with the usage of arc sensor which is also proved by
this research. So, it was observed that the changing value mistake parameter affects the
quality of welding. The purpose of this research to prove how the parameter of welding
can affect the quality of the welding.

It can conclude in the case of the different frequency parameter of the arc sensor
can measure different correction size. About the welding joint quality, the smallest
correction is suitable. Also, the sampling interval can affect the correction size changing.
It can earn the best joint quality (means the smallest correction size) in the case of the
highest frequency and high sampling interval behind the used welding speed and the
used materials with Motoman welder robot.

Summarize the results concluded, that the welding quality (waste joint length) in the
case of the arc sensor supported robot welding depends on the arc sensor parameters.
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Abstract. The scope of this study is to ascertain the weldability of Inconel 625
alloy sheets using an electron beam welding method. Weld joints of the Inconel
alloy sheets 2.0 mm thick were welded by an electron beam without an additional
material at a flat position. The influence of electron beam welding parameters on
weld quality and mechanical properties of test joints was studied. The study of
quality andmechanical properties of the joints were determined bymetallographic
evaluation, tensile and hardness tests.

Keywords: Electron beam · Inconel alloy ·Weldability · Fusion zone ·
Mechanical properties

1 Introduction

The automotive industry relies on the use of top-quality materials to ensure that it meets
the rigorous standards within this essential industry. As such, nickel-based alloys are
often employed for a range of applications where high performance and reliability are
required. The automotive industry is under pressure to reduce air pollution and create
fuel-efficient engines, material selection is a key part of the design and engineering pro-
cess. Inconel has myriad applications within the production of motor vehicles, thanks
to their exceptional combination of strength and corrosion resistance. Inconel alloys,
blending high levels of nickel and chromiumwith significant other elements like molyb-
denum and iron, are proven to provide outstanding corrosion resistance in even the most
challenging environments, as well as the ability to more than withstand both the high
temperatures and petrochemicals present within an engine [1–5].

Formore high-performance vehicles and inmotorsports engines, Inconel alloy 625 is
a suitable option. This versatile Grade is used across a wide range of industries thanks to
its high strength, excellent fabricability and outstanding corrosion resistance. It is known
for its ability to help solve a variety of design and application problems, making it a
viable option for many uses within the automotive industry.While it is used for a number
of different applications in the sector, it is particularly suited to exhaust couplings [3–5].
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Various methods to join Inconel have been previously investigated. Laser beam
welding and EBW are the most widely researched joining methods for conventionally
manufactured Inconel [6–8].

Many attempts have been made to join Inconel using an electron beam in a vac-
uum. Two types of specimens were tested: the as-received and the solution heat treated
and aged. Although the HAZ in solution pre-treated samples could be identified with
microhardness measurement, the surrounding HAZ in as-received and precipitation pre-
treated samples could not be distinguished from the central weld zone. Some researchers
depicted that introduction of electron beam oscillations reduced niobium segregation,
therefore, improving the weld quality. The experimental Inconel specimens were first
welded at heat inputs of 50 J/mm in oscillated conditions and then subjected to three
different post-weld heat treatments [9–13].

Other researchers showed that increasing heat input would increase the width of the
welds along with a reduction in micro-cracks in the weld and HAZ. Variation in lower
values of heat inputs had minimal effect on the mechanical properties of the weld. The
best mechanical properties of welded specimens were obtained after EBW at the lowest
heat input of 36 J/mm. Other researchers investigated the weld geometry due to different
base metal conditions. The weld geometry transitioned from stemless wine glass shape
to nail head shape when the sample was pre-heated at 1100°C for one hour followed by
air cooling [14–16].

The aim of the experiment was to find suitable parameters for the Inconel 625 weld
joint created by the electron beam method of welding. An important indicator during
welding was the qualitative properties of the joint and suitable mechanical properties.
The constant electron beam current, focusing current and accelerating welding voltage
and the changing welding speed was applied as welding parameters for joints creation.
The effects of these parameters on joints properties and quality are studied.

2 Experimental Materials and Methods

Inconel 625 is a high-performance nickel-chromium-molybdenum alloy known for its
high level of strength, temperature resistance, and corrosion resistance. This superalloy
is composed mainly of nickel (58% min.) followed by chromium, and molybdenum,
niobium, iron, tantalum, cobalt, and trace amounts of manganese, silicon, aluminum,
and titanium. The strength of Inconel 625 lies not only in its nickel-chromium base
but also in the hardening mechanism of niobium and molybdenum. The alloy matrix is
strengthened by the interaction of niobium with molybdenum that offers high strength
without the need for precipitation-hardening treatment. Inconel 625 was designed to
have better weldability than earlier alloys, with no signs of cracking when exposed to
strain and temperature changes post-welding. Its high creep resistance and yield strength
make this superalloy a good choice for tubes, piping, and plant equipment that require
welding [3–5]. The chemical composition of used base material and the mechanical
properties are shown in Table 1, 2.

The experimental materials Inconel 625 was cut to the dimensions of 100x50x2 mm.
The samples were cleaned in acetone and dried. The used robotized device for electron
beam welding (Fig. 1) is equipped with two electron beam cannons with the power of
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Table 1. The chemical composition of test material Inconel 625 [wt.%]

Ni C Si S Cr Mo Fe

67.24 0.023 0.057 0.001 20.72 8.03 0.319

Al Co Cu Nb Ta Ti Mg

0.099 0.087 0.024 3.09 0.045 0.227 0.038

Table 2. The mechanical properties of test material Inconel 625

Tensile
strength
[MPa]

Yield strength
[MPa]

Elongation
[%]

Hardness
[HB]

827 414 30 240

30 kW, a vacuum chamber with dimensions of 1500 x 1500 x 2500 mm and the pumping
system allowing reaching the vacuum of 10−2 Pa within 25 min. The control system
allows creating profiles of welding parameters and saving them.

Fig. 1. Electron beam welding equipment

The welding parameters used for the weld joints production, such as accelerating
voltage, beam current, focusing current and welding speed are listed in Table 3.

Evaluation of the weld joints quality was performed bymetallographic analyses. The
samples were prepared by grinding, polishing and etching in a solution of 10% H2CrO4
for a time of 30 s. Macrostructural and microstructural analyses were carried out by
optical microscopy. Microhardness of the prepared weld joints was measured using the
IndentaMet 1100 equipment. Tensile tests were performed at room temperature using a
Tinius Olsen 300ST tensile test machine operating at a test speed of 500 mm/min with
a capacity of 300 kN according to the STN EN ISO 6892 – 1. The test specimens had a
dimension of 100 × 12 × 2 mm.
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Table 3. The welding parameters used for the weld joints production

Sample Beam current If
[mA]

Welding speed
[mm/s]

Accelerating
voltage Ua
[kV]

Focusing current
F
[mA]

Heat input
[J/mm]

1 70 30 55 890 128

2 60 30 55 890 110

3 50 30 55 890 92

4 40 30 55 890 73

3 Results and Discussion

The macrostructure of specimens is documented in Fig. 2. The macroscopic analysis
shows no difference between the heat affected zone (HAZ) and the base material (BM),
the HAZ was insignificant and there was no phase change. The grains in the weld
metal are larger due to the formation of the columnar dendrites during solidification, in
particular, the longitudinal appearance of the grains is longer than in the base material. It
is possible to observe the epitaxial grain growth, the grain boundaries in the weld metal
(WM) are directly related to the grain boundaries of the base material.

Fig. 2. Cross-section of weld joints
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The measurement of weld geometry was provided. Table 4 shows the geometric
parameters of the produced welds depending on the electron beam current and the weld-
ing speed. The weld geometry measuring was focused on the weld width, weld root
width.

Table 4. Values of a measured geometric parameter of welds dependence to welding parameters

Sample Beam current If
[mA]

Welding speed
[mm/s]

Weld width
[mm]

Weld root width
[mm]

1. 70 30 2.56 1.48

2. 60 30 2.73 1.54

3. 50 30 2.71 1.52

4. 40 30 2.72 1.41

The geometrical parameters of welds show that the width of the weld is increasing
with the welding current at a constant welding speed, and the root width of the weld
is decreasing with the welding current at a constant welding speed. The weld width
is directly related to the amount of heat input introduced into the material. The HAZ
zone is very narrow, it is hardly visible on a macroscopic image, it is not possible to
determine whether there was a phase transformation in the heat affected zone. In the
ratio for sample No. 1, it is possible to observe high width of weld and also root in size.
With the decreasing of the welding current, the root width is also decreasing at constant
weld speed. No defects were observed in the weld metal.

Themicrostructure ofweld joints is shown in Fig. 3. The detailed jointmicrostructure
consisted of base metal (BM), heat affected zone (HAZ) and weld metal (WM).

The microstructure of the base material is formed by polyhedral nickel austenite, the
grains show significant heterogeneity in grain size, which ranged from 50 to 60µm. The
HAZ microstructure consists of nickel austenite, the grain boundaries are not signifi-
cantly etched. Thismay be due to the dissolution of precipitates at the grain boundary due
to heating during welding. The weld metal microstructure has a dendritic morphology.
Dendrites are formed by nickel austenite and secondary phases can be excluded in the
interdendritic area. The solidification subgrains represent the finest structure. These sub-
grains are present as cells or dendrites and the boundary separating adjacent subgrains
is known as a solidification subgrain boundary. These boundaries are evident in the
microstructure because their composition is different from that of the bulk microstruc-
ture. The degree of grain growth is dependent on the starting base metal microstructure
and the weld heat input. Grain growth may be minimal even under high weld heat input
conditions.

Micro-hardness measurements were carried out on prepared weld joints by keeping
the weld centered position. The hardness distribution of the weld cross-sections is illus-
trated in Fig. 4. From the hardness profile, it is evident that the hardness of weld metal
was found to have the peak hardness value as compared to HAZ side. The hardness
of base material was in comparison to the declared values from the producer side. The



522 I. Kovaříková et al.

Fig. 3. Microstructure of prepared joints

Fig. 4. Microhardness distribution of weld joints

values of the measured hardness of HAZ were slightly higher as hardness values of the
base material.

Mechanical properties of the Inconel 625 alloy were determined by tensile tests.
Representative samples used for tensile test were prepared by using the same welding
parameters as in case of sample No. 1–4. Tensile test specimens were conducted on
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three samples of each weldment. The values of tensile test measurements are shown in
Table 5. The specimens after the tensile test and load-displacement curve are illustrated
in Fig. 5.

Table 5. Measured values of the mechanical properties

Specimen Max. load [kN] Tensile strength
[MPa]

Ductility [%]

1 23.7 902 23

2 23.6 884 25

3 23.4 880 26

4 23.1 875 27

Fig. 5. The specimens after tensile test and typical load-displacement curve

The values of tensile test measurement show the influence of heat input to the tensile
strength and ductility. A high heat input resulted in strongweld with high tensile strength
but low ductility. On the other hand, the low heat input brings low tensile strength but
high ductility. In contrast, a high heat input resulted in brittle fracture inside the weld
zone. In case of sample No. 1, the fracture of tensile test specimen occurred in the weld
zone. A low heat input resulted in strongwelds since the ductile fracture surface occurred
in the base material and outside of the weld zone.

4 Conclusion

Weldability of Inconel 625 alloy sheetswelded by an electron beamwithout an additional
material at a flat position was studied in this work. The welding parameters used for the
weld joints production, such as accelerating voltage, focusing current and welding speed
were constant and the beam current was changing.

The heat input was in the range of 128–73 J/mm, which has an influence on the weld
geometry. The weld width is directly related to the amount of heat input introduced into
the material. The high heat input indicates the high weld width and high weld root width.
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On the other hand, the low heat input exhibit higher weld width in comparison of weld
root with.

The microstructure of weld metal is characterized by the dendritic morphology.
Dendrites are formed by nickel austenite and secondary phases can be excluded. The fine
structure is representing by the solidification subgrains. The size of grains is dependent
on the starting base metal microstructure and the weld heat input.

The hardness of weld metal was found to have the peak hardness value as compared
to HAZ and base metal side. The tensile test measurement resulted in the influence of
high heat input to the high tensile strength and low ductility.

Acknowledgments. This research is supported by VEGA 1/0091/17 which are supported by
Slovak Republic Ministry of Education.
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Abstract. The use of high-strength steels in the automotive industry is increasing.
In many cases, the use of flame straightening to reduce deformation after weld-
ing is unavoidable in the manufacture of trailers, semitrailers, heavy vehicles,
earthmoving machinery, military bridges etc. Due to the not very concentrated
but relatively high temperature heat source, the process can cause significant
changes in the microstructure which can endanger the safe use of these steels.
This may be particularly true for the high-strength steels tested, for which we
have very little experience and concrete measurement results. Due to the different
thermal-physical properties of the flammable gases, the resulting heat effect varies
depending on the gas and technology used. Nowadays, there is a lack of studies
that analyse the effect of these types of heat cycles. During our experiments, we
investigate the changes of the microstructure and mechanical properties caused by
heat effect on unalloyed structural and high strength steels (S355J2+N, S690QL).
The situation is complicated by the fact that manual technology typically also car-
ries a high risk of local overheating, which can cause heat effects that are too long
in time and/or too high temperature. In addition to the direct thermal effect study, a
Gleeble 3500 thermomechanical physical simulator was used to perform thermal
cycles measured during the technology. Two heating flames (acetylene/oxygen,
propane/oxygen), three characteristic peak temperatures (1000 °C, 800 °C and 675
°C) and two types of cooling conditions (air cooling and intensive water cooling)
were studied. Both the real direct thermal effect study and physical simulation
showed a clear negative effect of overheating and intensive water cooling for the
exanimated steels.

Keywords: Flame straightening · Thermal cycles · High-strength steels ·
Gleeble simulation · Materials testing

1 Introduction

High and ultra-high strength steels are playing important role in the materials used in
the automotive industry. The processing of these materials, including the use of welding
and related technologies, is highly different from the technology used in conventional
steels [1].
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Some of the flame technologies, such as flame straightening, are also applied in
welded structure production of today’s vehicle. In general the flame straightening after
welding is an essential part of manufacturing process. The selected devices, the burning
and oxidizing gases for the technology, it is especially important to determine the tech-
nology parameters (e.g. heating temperature, holding time, cooling method, etc.), which
in many cases is not so clear and easy to comply as the welding processes.

The compliance of the technological parameters can be especially important in the
case of high-strength steel structures since improper technology (overheating, prolonged
heat, sudden cooling, etc.) can lead to changes in the microstructure and properties of
the material.

2 Flame Straightening

2.1 Principle of the Flame Straightening

Flame straightening is based on the physical principle that metals expand when heated
and shrink when cooled. If the deformation of the structure is prevented during the
heating (heat effect), compressive stress develops in the heated zone, which forces the
structure to remain deformed. This residual deformation can be used to form a conscious
geometry (e.g. bends, deformations), also to restore the geometry of a distorted structure
formed during manufacture (flame straightening).

Based on the rate of heat input, flame straightening can be divided into two cases.
A very common technology used is partial heating of the surface layer (typically up to
30–35% of the total cross-section) relative to the total cross-section of the structure. The
rate of heat input in this case is small relative to the material thickness of the workpiece,
and the cooling rate is typically high. When the entire cross-section of the workpiece is
locally heated, a relatively high heat input and a low cooling rate can be expected [2].

2.2 Main Features of Flame Straightening Technology

The effect of flame straightening on thematerial structure is influenced by several factors,
the most important of which are:

• type of burner used (power, industrial gases used, etc.),
• the peak temperature reached during flame straightening,
• the size and shape of the heated area,
• the established cooling conditions (structure size, cooling method, etc.).

The power of the burner used for the technology is determined by the base material
and the thickness of the plate. Conventional gas/flame welding torches (welding tip)
can be used to straighten smaller, thin plate structures, but large structures may require
special high-performance, multi-flame torches.

In practice, acetylene and oxygen gas are used to operate the burners, but instead of
acetylene, so-called slow burning gases (e.g. propane) can be also applied. In this case,
the heating time is significantly longer, and the width of the heat-affected zone is also
larger.
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Due to the typically manual technology, keeping the correct temperature of technol-
ogy is a difficult task and requires a lot of practice. The technical report CEN/TR 10347:
2006 “Guidelines for the processing of structural steels” helps to determine the flame
heating temperature (Table 1).

Table 1. Recommendation for maximum flame straightening temperatures [3].

Delivery condition Short term, surface
heating

Short term, full cross
section heating

Long term, full cross
section heating

Normalized,
unalloyed steels to
355 MPa strength

≤900 °C ≤700 °C ≤650 °C

TMCP steels to 460
MPa strength

≤900 °C ≤700 °C ≤650 °C

TMCP steels between
500–700 MPa
strength

≤900 °C ≤600 °C ≤550 °C

Q+T high strength
steels (e.g. S690QL,
S960QL)

≤generally, at 20 °C under the tempering temperature of the selected
material (around 530 °C)

TMCP: Thermo-Mechanical Control Process

Q+T: Quenched and Tempered

For full cross section heating, typically not only temperature maximization but also
holding time can be important. Prolonged holding at high temperatures allows diffusion
processes to occur, which can cause particle precipitation, change in microstructure, and
grain coarsening, thereby significantly degrading the originally set properties of the steel
[4].

In addition to the heating characteristics, the cooling conditions are determinants of
the processes taking place in the material structure. In industrial practice, in order to
speed up the technology, intensive cooling with water (possibly blown/compressed air)
is often used as opposed to the cooling conditions at rest recommended by the literature,
which can have particularly critical consequences for high-strength steels.

3 Examining the Effect of Flame Straightening at the Real Heating
Conditions

To investigate the effects of flame straightening, experiments were performed on 15 mm
and 30 mm thick plates under different conditions. For our experiments, we chose one
of the most common heating methods (line heating) for welded structures by moving
the burner mechanically. The examined 300 x 300 mm plates (without weld line) were
heated along its centre line with the appropriate power burners for the plate thickness
(Fig. 1).
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Fig. 1. Line heating of S690QL type steel with LF-H-8 acetylene/oxygen multi flame burner.

3.1 The Tested Materials

Nowadays, experiments were performed on conventional S355J2+N fine-grained steel
and a high-strength steel, which are often used to produce vehicle structures. One of
the most common applications of S690QL high-strength steel is the extendable steel
structure of mobile cranes, but it is also often used in the construction of frame structures
for trailers, heavy trucks, which are also made by various welding processes [5].

The chemical composition of the tested 15 mm thick conventional steel and the 30
mm thick S690QL steel are shown in Table 2.

Table 2. Chemical composition of base materials.

[%] C Si Mn P S Al B Cr

S355J2+N 0.183 0.35 1.55 0.014 0.003 0.036 0 0.022

S690QL 0.14 0.22 1.19 0.008 0.001 0.087 0.0025 0.32

[%] Cu Mo Nb Ni Ti V Ce (IIW) CET

S355J2+N 0.012 0.005 0.005 0.045 0.003 0.005 0.451 0.341

S690QL 0.04 0.3 0.027 0.05 0.006 0 0.468 0.308

3.2 Thermal Loading of the Tested Steels According to the Technology Used
in Practice

On the centre line of the tested steel test pieces (300 × 300 mm) were heated under the
conditions shown in Table 3. Heating was performed also with acetylene/oxygen and
propane/oxygen burners, with different burning distances between the tip of burner and
the plate surface, and in both cases, air and intensive water cooling were used. The speed
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Table 3. Parameters of the flame-technology trials.

Thickness
[mm]

Type of
burner

Pressure [bar] Flow rate [l/h] Speed of
burner
[cm/min]

Burner-distance
[mm]O2 C2H2 C2H2 O2 C2H2 C3H8

30 LF-H-8
mult i flame

4 1 – 3000 2800 – 15.5 18

PM5H
multi flame

4 – 0.8 5000 – 1600 11 28

15 Welding tip
(Nr.8)

3.5 0.8 – 1500 1200 – 10 12

Cutting
nozzle
(10–30)

3.5 – 0.7 2500 – 700 6 10

of movement of the burners was chosen based on preliminary measurements so that the
temperature recommended for flame heating could be maintained continuously along
the heating line [6, 7].

Table 4. Test results for S355J2+N type steel.

Base material:
S355J2+N (t=15 mm)

Burning 
gas

Air cooling Water cooling

Macroscopic sections
C2H2

C3H8

Microstructure of the 
base material

Microstructure 0.5 mm below the surface of the 
heated area (in the middle of the tested piece)

C2H2

152 HV10 182 HV10 405 HV10

C3H8

182 HV10 188 HV10
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Optical microscopic (at 0.5 mm below the surface), macroscopic examinations and
hardness tests were performed at the geometric centre of the plates exposed to heat
(directly in the middle of the area affected by the flame). The results obtained during the
microscopic examinations were compared with the properties and characteristics of the
base materials (Tables 4 and 5).

Table 5. Test results for S690QL type steel.

Base material:
S690QL (t=30 mm)

Burning 
gas

Air cooling Water cooling

Macroscopic sections

C2H2

C3H8

Microstructure of the 
base material

Microstructure 0.5 mm below the surface of the 
heated area (in the middle of the tested piece)

C2H2

297 HV10 282 HV10 400 HV10

C3H8

259 HV10 356 HV10

The rolled structure of conventional S355J2+N steel has been virtually completely
transformed and recrystallized by heating. Refining of the grain was observed in all cases
relative to the base material. The negative effect of intensive water cooling is mainly due
to acetylene heating, which is well demonstrated by the bainite-martensitic structure and
the significantly increased hardness. This hardness value exceeds the maximum value
allowed for this type of steel [8], which indicates remarkable brittleness of the material.

For high-strength steel, there is much less change in microstructure when cooled in
normal air. In the case of water cooling, the hardening compared to the base material is
significant even in the case of propane/oxygen heating. However, the degree of hardening
did not reach the maximum value of 450 HV10 given in the relevant literature [8], but it
is likely that the toughness of the material drops significantly. In case of water cooling,
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the microstructure is especially bainite-martensitic in the presence of small amounts of
ferrite.

4 Physical Simulation Studies

Based on our previous experience, physical simulation can be effectively used to study
microstructural changes caused by the heat input of different material technologies [9].

There is lots of research and experience available for acceptable t8/5 cooling times
when conventional or high strength steels are welded [10, 11]. However, the principles
of the t8/5 cooling time concept adopted in the simulation of welding technology are not
applicable to physical simulation tests for the flame straightening [12]. On the one hand,
the heating-, and cooling times are significantly longer for large area heating than for
arc welding technology. On the other hand, in many cases the maximum temperature of
the treatment cannot reach the 800 to 850 °C temperature interval, so the concept of t8/5
time cannot be interpreted.

In our experience, with a cooling time of t8/5, it is not possible to distinguish between
air cooling and intensive water cooling, especially for thicker plates. Practical intensive
water cooling, especiallywith high-intensity acetylene/oxygen heating, typically reaches
the material already when its temperature cools below 500 °C (see, e.g., Fig. 2).

Fig. 2. Thermal cycles of 300 × 300 × 30 mm steel plate at different points of the plate, coor-
dinates of the starting point of heating: (0;0;0) (heating burner: LF-H-8, cooling with air and
water).
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4.1 Measurement of Thermal Cycles

To perform the physical simulation, the thermal cycles associated with the actual heating
were measured and used.

As a result of the heating, the thermal cycle formed at each point of the workpiece
can be very different. In addition to the technological parameters of flame straightening,
it depends on the size of the structure and the geometric location of the examined point
within the structure.As an example, based on the thermocouplemeasurements performed
on the 300 × 300 × 30 mm plates presented in the previous chapter, the thermal cycles
of some points of the tested plate are shown in Fig. 2 [13]. Burners and parameters
according to Table 3 were used for thermal cycle measurements.

4.2 Thermal Cycles of the Tests

For the simulation, we used the thermal cycles for both cooling in normal air and for
cooling with water. The points of the workpiece exposed to heat receive different heat
loads in the lateral and depth directions,moving away from the heat source, themaximum
temperature reached becomes smaller and smaller, so its effect on the steel structure and
mechanical properties is not the same (certainly below a certain maximum temperature
negligible). Thus, our experiments were based on the temperatures A1 and A3, which are
decisive for metallurgical processes [14]. During the simulations, our test pieces were
loaded with thermal cycles below (but close to) A1 temperature of 675 °C, between
A1–A3 temperature of 800 °C and above A3 (overheated) 1000 °C, in accordance with
the actual thermal cycles measured in pieces.

On the left side of Fig. 3a, as an example, the programmed curves used for the
simulation at the three different maximum temperatures for water cooling. On Fig. 3b,
for a 30mmplate, it shows themeasured real thermal cycle corresponding to amaximum
temperature of 1000 °C and the temperature of the test piece under intensive water
cooling.

The thermal cycles used for the entire experimental program are summarized in
Table 6.

Fig. 3. Thermal cycles programmed for different maximum temperatures for acetylene/oxygen
heating with water cooling (a), Programmed thermal cycle (red) and temperature change of the
test piece during simulation (green) (b).
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Table 6. Programmed thermal cycles and their main characteristics.

Tmax (°C)

Programmed thermal cycles based on measure-
ments on a 30 mm thick plate (red: acety-

lene/oxygen heating, blue: propane/oxygen 
heating) - continuous line: air cooling, dot line: 

water cooling)

Heating 
time (s)
(C2H2/
C3H8) 

Cooling time -
t8/5 (s)

(C2H2/C3H8) 

Air Water

Tmax = 675 69/123 - - 

Tmax = 800 54/182 82/148 82/132

Tmax = 1000 54/246 35/105 35/105

4.3 Results of Simulations

With the programmed thermal cycles presented in the previous chapter, we loaded our 10
× 10 × 70 mm test pieces using a Glebble 3500 physical simulator. Hardness measure-
ments were performed on the specimens in the heat-loaded part (centre of the test pieces)
and optical microscopic tests were performed to examine the microstructure (Table 7
and 8).

Simulation tests were also performed on S355J2+N grade steel, although for 15 mm
plate thickness, the simulation thermal cycles are less accurate. Based on our previous
measurements and experience, both the heating time and the cooling times (especially in
the case of intensive water cooling) are shorter, so the programmed thermal cycle should
probably be modified slightly.

The results of the tests can be compared with the results of the real flame effect (see
previous chapter). For example, a comparison of hardness values is shown in Fig. 4 and
5. In the case of conventional steel with a strength of 355 MPa, the comparison would
be more correct if the actual heating had been carried out at a plate thickness of 30 mm
in this case as well.
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Table 7. Simulation test results for S355J2+N type steel.

Tmax
(°C) Acetylene/Oxygen Propane/Oxygen

Air cooling Water cooling Air cooling Water cooling

675

158 HV10 187 HV10 156 HV10 170 HV10

800

172 HV10 173 HV10 163 HV10 168 HV10

1000

184 HV10 210 HV10 166 HV10 170 HV10

Fig. 4. Hardness values under real heating and simulation conditions for material S355J2+N.

For the S355J2+N steel, below the temperature A1, the decomposition of perlitic
parts started in all cases, although it did not finish completely. The rolled structure of
the original material is still clearly visible. When water cooling was simulated, a small



536 L. Gyura et al.

amount of hardening was observed, whichmight be connected to the presence of a brittle
microstructure in the area of the former perlite grains.

Between temperatures A1–A3, a significant transformation of the structure can be
observedmainly during prolonged air cooling. Due to the partial and incomplete austeni-
tization process, the complete transformation did not occur, however, the partial decom-
position of the perlite can be observed. The rate of increase in hardness is virtually
negligible. Above temperature A3, similarly to the result of the real flame straightening,
the original microstructure was transformed into a bainite-martensitic structure. Rapid
water cooling, especially during acetylene heating, led to the formation of some marten-
sitic islands. All these are also evident in the increase in the value of hardness. However,
the hardness of the resulting structure is smaller than the same obtainedwith real heating.
As previously indicated, this is primarily due to the temperature conditions of the actual
15 mm plate thickness and the difference in thermal cycles associated with the 30 mm
plate thicknesses used for the simulation.

Table 8. Simulation test results for S690QL type steel.

Tmax
(°C) Acetylene/Oxygen Propane/Oxygen

Air cooling Water cooling Air cooling Water cooling

675

296 HV10 286 HV10 278 HV10 281 HV10

800

256 HV10 259 HV10 243 HV10 283 HV10

1000

338 HV10 351 HV10 277 HV10 343 HV10

The high-strength S690QL steel showed a slight decrease in the hardness at 800 °C
compared to the base material. With this, the strength properties of the material are also
likely to reduce, the extent of which cannot be considered critical. However, studies
have clearly shown the negative effects of overheating and water cooling. Although
the rate of increase in hardness is not critical, it clearly indicates a likely decrease in
toughness (impact work studies are ongoing), especially in the intercritically heated
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Fig. 5. Hardness values under real heating and simulation conditions for material S690QL.

parts. For vehicles where such a steel structure is subjected to significant dynamic loads,
this reduction in toughness can cause a serious problem.

5 Summary

In our article, we briefly summarize the principle of flame straightening technology, its
expected effects in the processing of conventional and high-strength steels. On two base
materials belonging to this category of steels (S355J2+N, S690QL) we investigated the
processes taking place in the heat-affected zone under real and simulated conditions.
For the thermal cycles required for the physical simulation, the change in temperature
over time was measured at several points on a 30 mm thick plate. Under real heating
conditions, changes in the microstructure formed and the hardness of the material can
even be significant. Our experiments have shown that flame straightening can have a sig-
nificant effect on the original properties of the base material. Based on our experiments,
we believe that heating between A1–A3 temperature can still be applied (under certain
conditions). However, intensive water cooling can cause the creation of locally brittle
parts in the structure of the material. For an overheated or water-cooled steel, these
effects can reach a critical value that can be hazardous to the integrity of the welded
vehicle structure.

In the case of the tested high-strength S690QL steel, adherence to the technology
parameters does not cause a significant change in the material properties, however,
overheating and sudden cooling can cause critical hardening. Heating above A1 is not
recommended (agreed with the values suggested in Table 1. above) as it may cause
softening and reduced toughness of the material.

Test specimens prepared by simulation processes are also being prepared for impact
tests, respectively. Furthermore, investigations are running for the multiple heating of a
given area. Our results will be reported in a subsequent publication.
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Abstract. High cycle fatigue tests were performed on two strength categories
(700MPa and 960MPa) of high strength steels, on quenched and tempered (Q+T)
and on thermomechanical (TM) types, on base materials and their welded joints,
as well as on different mismatch conditions (matching (M), undermatching (UM),
overmatching (OM), and matching/overmatching (M/OM)). Specimens cut and in
full machined from basematerials andwelded joints, furthermore cut fromwelded
joints were tested. Measured and analyzed data were compared and discussed.
Statistical approach was applied during the evaluation of the experiments, which
have been allowed for the expansion of the results and increasing their reliability.
The parameters of the high cycle fatigue strength or design curves were calculated
based on the Japanese (JSME) testing and evaluatingmethod, which uses basically
14 specimens. The article presents and evaluates our results, comparing with each
other and with literary data.

Keywords: High strength steel · Gas metal arc welding · Mismatch
phenomenon · High cycle fatigue · Fatigue strength curve

1 Introduction

High strength structural steels (HSSS) with yield strengths from 690 MPa upwards
are applied in a growing amount in industrial applications. Specific design solutions and
economic aspects ofmodern steel constructions lead to an increasing trend in lightweight
design. Steel producers currently provide a diversified spectrum of high-strength base
materials and filler metals. Thus an extensive reduction in weight and production costs
can be achieved with increasing material strength [1]. During the welding process, the
joining parts are affected by heat and force, which cause inhomogeneous microstructure
and mechanical properties, and furthermore, stress concentrator places can form. Both
the inhomogeneity of the welded joints and the weld defects play important role in case
of cyclic loading conditions. High cycle fatigue (HCF) phenomenon is a very common
problem in welded structures; however, there is limited knowledge about the fatigue
behavior of HSSS base materials and welded joints up to now. In accordance with the
welding challenges nowadays, the mismatch effect should be examined, too [2].
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The development of high strength lowalloy steels,micro-alloyed steels and quenched
and tempered steels aswell as new fabrication techniques changed the engineers to design
the structures on the basis of yield strength and fracture toughness instead of only yield
strength or tensile strength. With the increased use of high strength base materials, it is
very difficult to produce matching (M) and overmatching (OM) welding consumables
because strength and toughness cannot be increased simultaneously. Sometimes, the
yield strength of weld metal used for joining plates is lower undermatched (UM) than
the yield strength of the base material [3].

The paper summarizes and presents the results according to our HCF investigations
on Optim 700QL, Weldox 700E quenched and tempered (Q + T) and Alform 960M
thermomechanically treated (TM) high strength steel base materials and their GMAW
joints under different mismatch conditions. Weldox 960E steel was used as comparative
material, too. Furthermore, the paper also describes the possibility of the determination
of HCF strength curves that cover all cases, applying the JSME [4] method.

Table 1. The chemical composition of the base materials and filler metals (weight%).

Material
designation

C Si Mn Cr Mo Ni S P Ti V Cu Al

Optim
700QLa)

0.16 0.31 1.01 0.61 0.205 0.21 0.001 0.010 0.016 0.010 0.015 0.041

INEFIL
NiMoCr

0.80 0.50 1.60 0.30 0.250 1.50 0.007 0.007 N/A 0.09 0.12 N/A

Weldox
700Eb)

0.14 0.30 1.13 0.30 0.167 0.04 0.001 0.007 0.009 0.011 0.01 0.34

UNION
X85

0.07 0.68 0.61 0.29 0.61 1.73 0.010 0.010 0.08 < 0.01 0.06 < 0.01

UNION
X90

0.10 0.8 1.8 0.35 0.6 2.3 N/A N/A N/A N/A N/A N/A

Weldox
960E-BMc)

0.16 0.22 1.24 0.19 0.581 0.05 0.001 0.009 0.004 0.04 0.01 0.056

Weldox
960E-WJc)

0.16 0.23 1.25 0.20 0.601 0.04 0.001 0.008 0.004 0.041 0.01 0.06

OK Tubrod
14.03

0.08 0.51 1.16 0.02 0.55 2.27 N/A N/A N/A N/A 0.02 N/A

Alform
960Md)

0.084 0.329 1.65 0.61 0.29 0.026 0.001 0.011 0.014 0.078 0.016 0.038

UNION
X96

0.12 0.81 1.90 0.52 0.53 2.28 0.011 0.015 0.06 < 0.01 0.06 < 0.01

a) Nb = 0.016, B = 0.001, N = 0.003; b) Nb = 0.001, B = 0.002, N = 0.003; c) Nb = 0.016, B
= 0.001, N = 0.003; d) Nb = 0.035, B = 0.0015, N = 0.006
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2 Circumstances of the Investigations

2.1 Investigated Materials

Chemical composition of the base materials (BM) and filler metals, and the mechanical
properties can be seen based on quality certificates in Table 1 and Table 2, respectively.
Optim 700QL is RUUKKI, Weldox 700E andWeldox 960E are SSAB, Alform 960M is
VOESTALPINE, INEFIL NiMoCr is I.N.E, OK Tubrod 14.03 is ESAB, UNION X85,
UNION X90 and UNION X96 are Böhler products.

Table 2. The mechanical properties of the examined base materials and filler metals.

Material designation Yield strength Tensile strength Elongation Charpy V-notch
impact energy

MPa MPa % J

Optim 700QL 809 850 17.0 −40 °C:106

INEFIL NiMoCr 750 820 19.0 −40 °C: 60; −20 °C:
90; 20 °C: 120

Weldox 700E 791 836 17.0 −40 °C: 165

UNION X85 ≥790 ≥880 ≥16.0 −50 °C: ≥ 47; 20 °C:
≥ 90

UNION X90 ≥890 ≥950 ≥17.0 −50 °C: ≥ 47; 20 °C:
≥ 90

Weldox 960E-BM 1007 1045 16.0 −40 °C: 141

Weldox 960E-WJ 1007 1053 16.0 −40 °C:105

OK Tubrod 14.03 757 842 20 −40 °C 71

Alform 960M 1051 1058 16.9 −40 °C: 40

UNION X96 ≥890 ≥950 ≥15 −50 °C: ≥ 47; 20 °C:
≥ 80

The selection of filler metal is a crucial point when high strength steels are used
in welded structures. It is necessary to consider that in terms of the examined steels
undermatching (UM),matching (M) and overmatching (OM)fillermetals can be applied.
The base material-filler metal pairing can be seen in Table 3, where M/OM means
matched root and undermatched filler layers.

2.2 Gas Metal Arc Welding (GMAW) Characteristics

During our experiments, 15 mm thick plates were used for welding and base materials
and welded joints investigations of Weldox 700E and Alform 960M material grades.
30 mm thick plates were used for the investigations of Optim 700QL base material
and welded joints, during previous research. 15 mm Weldox 960E plate was tested
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Table 3. Mismatch characteristics: the applied base materials and filler metals pairing.

Base material Mismatch type Filler metal

Optim 700QL matching (M) INEFIL NiMoCr

Weldox 700E matching (M) UNION X85

overmatching (OM) UNION X90

matching/overmatching (M / OM) UNION X85/UNIONX90

Weldox 960E matching (M) UNION X96

undermatching (UM) OK Tubrod 14.03

Alform 960M matching (M) UNION X96

undermatching (UM) UNION X90

during base material examinations (designated Weldox 960E-BM) in previous research;
furthermore, 20 mm thick plates welded and investigated (designated Weldox 960E-
WJ) in previous research as well. INEFIL NiMoCr, OK Tubrod 14.03, also UNION
X85, UNION X90 and UNION X96 filler metals used for production of welded joints
(see Table 1 and Table 2, too).

The dimensions of the welded workpieces were 300 mm × 125 mm. For the equal
stress distribution X-grooved (double V-grooved) welding joints were used, with an
80° opening angle, 1 mm land thickness, and a 2 mm gap between the two plates.
The welding equipment was a Daihen Varstroj Welbee Inverter P500L (WB-P500L)
MIG/MAG power source; 1.2 mm diameter solid wires and 18% CO2 + 82% Ar gas
mixture (M21) were applied. The root layers (2 layers) were made by a qualified welder,
while the filler layers (18 layers for 30mm thick plates or 10 layers for 20mm thick plates
or 6 layers for 15 mm thick plates) by an automated welding car, in all cases. During the
welding process, a welding monitoring system [5] was used and the workpieces were
rotated systematically, after each layer. Figure 1 shows the structure of the welded joints
for 15 mm and 30 mm thick plates.

The welding parameters were selected based on both theoretical considerations and
real industrial applications [5, 7−11] and those can be found in Table 4, using the
registered data. The table shows the applied heat input (low (lhi), medium (mhi), high
(hhi)) and the welding parameters, as follows: welding current (I), welding voltage
(U), welding speed (vw), preheating temperature (Tpre), interpass (Tip) temperature,
calculated linear energy (Ev), and calculated critical cooling time (t8.5/5) values. Heat
input should be interpreted as a collective of applied linear energy (Ev) and interpass
temperature (Tip).

2.3 High Cycle Fatigue (HCF) Test Characteristics

A wide variety of structural elements and structures (such as machine elements, equip-
ment, steel structures) are usually designed for long time operation, HCF is considered
when the loading is relatively low, and the number of cycles is relatively high. The
characteristic stress is under yield stress and the number of cycles is between 104 and
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Fig. 1. The structure of the welded joints [6].

Table 4. The applied welding parameters.

Base
material/heat
input

Layer Tpre, Tip I U vw Ev t8.5/5

°C A V cm/min J/mm s

Optim 700
QL/mhi

root: 1–2 150, 180 130–145 19.0–20.0 20 610–680 5.0–6.0

filler: 3–20 260–275 28.5–29.5 35–40 880–950 7.5–9.0

Weldox
700E/mhi

root: 1–2 150, 180 145–155 20.5–21.5 20 700–800 5.5–7.0

filler: 3–8 255–295 26.5–29.0 40 830–1010 7.0–8.5

Weldox
960E/mhi

root: 1–2 200/180,
150

96/194 17.3/22.0 11/27 727/764 6.7/6.5

filler: 3–12 200/180,
150

298–308 29.0–31.0 45 940–1000 7–8

Alform
960M/mhi

root: 1–2 70, 180 135–150 20.0–20.7 20 675–740 4.9–6.3

filler: 3–8 290–295 27.5–29.0 40 900–1020 7.5–9.0

Alform
960M/hhi

root: 1–2 70, 300 135–145 17.5–18.0 20 565–630 4.0–9.6

filler: 3–8 270–300 27.5–29.0 40 890–1050 14.5–18.0

108 (respectively 5 × 104 and 109) cycles. Both type and shape of cyclic loading of
the components, structural elements and structures can be very different, from simple
mechanical stresses (e.g. tensile, bending) to complex stresses (e.g. tensile and bending),
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furthermore, cyclic mechanical and/or thermal and/or environmental stresses can also
occur, with regular (e.g. sinusoidal) or irregular (e.g. random) wave form [12].

The results and the reliability of the HCF tests can be significantly affected by several
factors. This necessitates that under the same HCF testing conditions, on the one hand,
more test specimens, on the other hand, mathematical statistical methods should be
applied. These two factors can be provided relative low standard deviation and correct
evaluation of the test results; but when specimens contain the whole welded joint, the
welding process affects further uncertainty. The statistical approach is already proposed
during the preparation phase of the tests (if it is possible), so the validity range of the
results can be widened and the reliability can be increased [13].

HCF tests were performed both on base materials and on butt welded joints, with
an MTS 810 type universal electro-hydraulic materials testing equipment, at ambient
temperature and in laboratory air. Flat test specimens were used, the geometry and the
directions of the specimens cut from base materials (BM) and welded joints (WJ) can
be seen in Fig. 2 [14]. The shape and the dimensions of the tested butt welded joint
specimens (BWJ) can be seen in Fig. 3, the axis of the specimens was perpendicular to
the weld line.

Fig. 2. Thegeometry, the location and thedesignationof theHCF test specimens for basematerials
(BM) and welded joints (WJ).

The main HCF test characteristics were as follows: constant load amplitude, R =
0.1 stress ratio, f = 30 Hz loading frequency, and sinusoidal loading wave form.

The testing matrix, the summary of the investigated groups was summarized in Table
5. SP means that specimens were cut in full from the welded joints, all surfaces were cut
(see Fig. 2), and will be designated as WJ; and BWJ means that only the side surfaces
of the specimens were cut, the weld faces were not machined (see Fig. 3).
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Fig. 3. Shape and geometry of the HCF test specimens for butt welded joints (BWJ).

Table 5. The testing matrix: summary of the investigated groups.

Base material Matching condition and heat input Investigated item

Optim 700QL matching (M) – medium (mhi) SP

Weldox 700E matching (M) – medium (mhi) SP and BWJ

overmatching (OM) – medium (mhi) SP

matching/overmatching (M/OM) – medium (mhi) BWJ

Weldox 960E matching (M) – medium (mhi) SP

undermatching (UM) – medium (mhi) SP

Alform 960M matching (M) – high (hhi) SP and BWJ

matching (M) – medium (mhi) SP and BWJ

matching (M) – low (lhi) SP

undermatching (UM) – medium (mhi) BWJ

3 Results of High Cycle Fatigue Tests, “Mean” S-N Curves

Considering the large number of applied specimens and striving after higher reliability,
using a statistical approach was necessary. Based on our own decision, the philosophy
of the staircase method was applied during both the preparation and the evaluation of
the HCF test, based on the JSME prescription [4].

Figures 4, 5, 6 and 7 demonstrate the testing results based on previous [6, 15] and
new investigations, including the main characteristics of the investigations.

Both measured values and “Mean” S-N curves were presented, arrows indicate the
survived specimens. In the figures, x/y = center line of the specimen/crack growth
direction, h= parallel to the rolling direction, k= perpendicular to the rolling direction,
v = thickness direction (see Table 5, Fig. 2 and Fig. 3, too).
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Fig. 4. Measured values and “Mean” S-N curves for Optim 700QL base materials (BM) and its
welded joints (WJ).

Fig. 5. Measured mean values and “Mean” S-N curves for Weldox 700E base materials (BM)
and its welded joints (WJ) and butt welded joints (BWJ).
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Fig. 6. Measured values and “Mean” S-N curves for Weldox 960E base materials (BM) and its
welded joints (WJ).

Fig. 7. Measured mean values and “Mean” S-N curves for Alform 960M base materials (BM)
and its welded joints (WJ) and butt welded joints (BWJ).
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The parameters of the “Mean” S-N curves were calculated using the Basquin
equation.

N ∗ �σm = a (1)

[14] and summarized in Table 6. (Values are rounded to tenth or to the nearest whole
number.) In the table, m and a values are material constants, Nk value is the number
of cycles for the breakpoint of the S-N curve, the �σD is the fatigue limit (endurance
limit), and the �σ1E07 is the stress range belonging to 1 × 107 cycles in the cases when
the horizontal (endurance limit) part of the curves cannot be determined [16].

As we can see in Table 6, in six cases the endurance limit part and value of the
curves cannot be determined (“–” can be found in the Nk column). In five cases the high
fatigue resistance was the reason for this; in the sixth case (Weldox 700E WJ/M k/1W),
the available data were not enough for the determination of the second part of the S-N
curve. In this sixth case, the �σ1E07 stress value cannot be determined, too (“–” can be
also found in the �σ1E07 column).

In case of Weldox 700E at lower number of cycles (under 2 × 105) and at higher
load levels, the HCF resistance of the overmatched welded joint (WJ) is lower than the
matched welded joint, namely at a higher number of cycles the overmatched welded
joint has better HCF characteristics. If the load is not too large, the crack initiation and
propagation difficultly happen, while at large loads (at lower number of cycles) the brittle
behavior of overmatched filler metal can lead to cracking [16]. In case of this material,
the HCF resistance of the matched/overmatched butt welded joint (BWJ) is higher than
the matched butt welded joint, and both matched and matched/overmatched butt welded
joints have lower HCF resistance than welded joints.

The HCF resistance of the examined Weldox 960E steel is better than the literature
data in the same category, and is higher in the undermatched welded joint (WJ), than
in case of the matched joint [16]. The HCF resistance of the examined Alform 960M
base material is higher than the investigated Weldox 960E, also higher than the overall
literature data. In case of the Alform 960M the effect of t8.5/5 cooling time was inves-
tigated, too. By the increase of the heat input (collective of linear energy and interpass
temperature, so the t8.5/5) the endurance limit of the welded joint improves, however,
the strength characteristics reduce at the same time. It may be explained by the lack of
hardened zones in the HAZ at higher cooling time. At Alform 960M applying of under-
matching filler metal and medium heat input higher endurance limit can be found than
with matching filler metal. In the wider range of the lifetime section similarly positive
effect of the undermatching filler metal can be noticed.

In case of the Alform 960M, the same tendencies can be found at butt welded
joints (BWJ) and welded joints (WJ). Both the mismatch condition and the heat input
(collective of linear energy and interpass temperature) have the same influence on the
HCF characteristics. However, the results of the investigated butt welded joints in the
undermatched condition and medium heat input have clearly demonstrated the influence
of the weld toe geometry (two “Mean” curves can be determined). The HCF resistance
of the butt welded joints was lower than the welded joints, which has been previously
detected at Weldox 700E material, too.
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Table 6. Parameters of high cycle fatigue (HCF) curves: “Mean” S-N curves.

Base material Manufacturing and
orientation

Heat input m log(a) Nk �σD �σ1E07

– – cycle MPa MPa

Optim 700QL BM-h/v N/A 51.3 151.1 – – 646

WJ/M-k/3W m 4.8 17.5 9.9 E05 239 –

WJ/M-k/1W 50.3 141.3 – – 470

Weldox 700E BM-h/k N/A 12.5 39.7 1.7 E06 483 –

WJ/M-k/1W m 10.0 32.5 – – –

WJ/OM-k/1W 31.3 90.4 – – 467

BWJ/M-k/1W 3.8 14.3 2.7 E06 113 –

BWJ/M/OM-k/1W 4.2 16.0 – – 136

Weldox 960E BM-h/k N/A 10.3 33.9 1.0 E06 513 –

WJ/M-k/3W 16.7 50.8 8.5 E06 417 –

WJ/UM-k/1W 12.6 40.2 4.9 E06 456 –

Alform 960M BM-h/k N/A 11.5 37.9 5.1 E06 513 –

WJ/M-k/1W l 8.1 27.9 4.3 E06 412 –

WJ/M-k/1W m 16.1 49.4 2.7 E06 462 –

WJ/M-k/1W h 15.4 47.8 9.7 E05 525 –

WJ/UM-k/1W m 41.7 119.7 – – 507

BWJ/M-k/1W m 2.0 9.4 1.1 E06 47 –

BWJ/M-k/1W m 2.4 11.2 2.3 E06 100 –

BWJ/M-k/1W h 2.1 9.8 9.3 E05 63 –

BWJ/UM-k/1W m 3.9 14.5 8.7 E05 160 –

4 High Cycle Fatigue Strength Curves, “Mean-2SD” Curves

The “Mean” S-N curves determined based on JSME prescription [4] can be completed
with standard deviation (SD) values and these curves (“Mean-2SD” S-N curves) can be
used as high cycle fatigue strength curves, in other words, high cycle fatigue design or
limit curves (see Fig. 8).

On the one hand, it is known that HCF test results have greater uncertainty, stan-
dard deviation and lower reliability than static test results, therefore “Mean” values and
“Mean” S-N curves reflect unacceptable risks. On the other hand, the application of 3SD
value – based on the three-sigma (3σ) rule – is unjustified because of the excessively
low allowable strength values. It means that 2SD and “Mean-2SD” S-N curves result in
a good compromise between the acceptable risk and the required reliability.

The calculated parameters of the “Mean-2SD” S-N curves for both steel categories
(690 MPa and 960 MPa) and for all types (base material (BM), welded joint (WJ), butt
welded joint (BWJ)) investigated are presented in Table 7.
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Fig. 8. Determination of high cycle fatigue strength curves, “Mean-2SD” S-N curves.

Figures 9, 10, 11 and 12 show the previously determined “Mean” high cycle fatigue
S-N curves (see Figs. 4, 5, 6 and 7) and the calculated “Mean-2SD” high cycle fatigue
strength S-N curves, for all cases, systematically.

5 Summary and Conclusions

Based on our investigations and their results the following conclusions can be drawn.

• Applying the developed welding technologies and determined welding parameters,
eligible welded joints can be produced, where the appropriate quality contains the
appropriate resistance to high cycle fatigue. This statement has good correspondence
with previous experiments that can be found in the literature [14, 17, 18].

• The results of the executed investigations justified the necessity of the statistical
approaches, especially referring to directions of base materials and welded joints (h,
v and k), the necessity of testing of different welded specimen types (WJ and BWJ),
and the determination of the number of the tested specimens. The crack paths have
an influence on the HCF resistance of base materials and welded joints, the thickness
direction is more unfavorable than the other directions.

• The resistance of the base materials to high cycle fatigue is more advantageous than
the resistance of the welded joints, in all tested cases. The welding causes unfavorable
effects on the HCF resistance of the investigated high strength steels.

• The matching phenomenon (M, UM, OM and M/OM) has an influence on the HCF
resistance of the investigated high strength steel welded joints, depending on the
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Table 7. Parameters of high cycle fatigue (HCF) strength curves: “Mean-2SD” S-N curves.

Base material Manufacturing and
orientation

Heat input m log(a) Nk �σD �σ1E07

– – cycle MPa MPa

Optim 700QL BM-h/v N/A 51.3 150.2 – – 620

WJ/M-k/3W m 4.8 16.8 9.9 E05 170 –

WJ/M-k/1W 50.3 138.7 – – 418

Weldox 700E BM-h/k N/A 12.5 38.6 1.7 E06 395 –

WJ/M-k/1W m 10.0 31.7 – – –

WJ/OM-k/1W 31.3 88.3 – – 400

BWJ/M-k/1W 3.8 13.8 2.7 E06 82 –

BWJ/M/OM-k/1W 4.2 15.8 – – 126

Weldox 960E BM-h/k N/A 10.3 33.5 1.0 E06 467 –

WJ/M-k/3W 16.7 49.1 8.5 E06 331 –

WJ/UM-k/1W 12.6 39.2 4.9 E06 379 –

Alform 960M BM-h/k N/A 11.5 37.2 5.1 E06 450 –

WJ/M-k/1W l 8.1 26.7 4.3 E06 296 –

WJ/M-k/1W m 16.1 48.0 2.7 E06 379 –

WJ/M-k/1W h 15.4 47.2 9.7 E05 479 –

WJ/UM-k/1W m 41.7 116.4 – – 422

BWJ/M-k/1W m 2.0 9.2 1.1 E06 38 –

BWJ/M-k/1W m 2.4 11.1 2.3 E06 95 –

BWJ/M-k/1W h 2.1 9.1 9.3 E05 30 –

BWJ/UM-k/1W m 3.9 14.0 8.7 E05 115 –

strength category (700 MPa and 960 MPa). In the case of the Weldox 700E base
material (lower strength category), the effect of the filler metal depends on the loading
magnitude; while in the case of the Weldox 960E base material (higher strength
category), the undermatching filler metal has the higher HCF resistance. The Alform
960M base material (higher strength category, too) with undermatching filler metal
has a relatively high HCF resistance, but in the case of matching filler metal, the
HCF resistance depends on the heat input (collective of linear energy and interpass
temperature) during the welding; the best results achieved with the applied higher
heat input.

• Based on the Basquin equation calculated high cycle fatigue S-N curves, called
“Mean” S-N curves, can be used for the determination of high cycle fatigue strength
curves (in other words design or limit curves) called “Mean-2SD” S-N curves.

• An interesting observation that the base material grade (Optim 700QL and Weldox
700E) in the same type has a characteristic influence on the HCF resistance of the
base material and their gas metal arc welded joint (see Fig. 13).
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Fig. 9. “Mean” S-N curves and determined “Mean-2SD” high cycle fatigue strength curves for
Optim 700QL base material (BM) and its welded joints (WJ).

Fig. 10. “Mean” S-N curves and determined “Mean-2SD” high cycle fatigue strength curves for
Weldox 700E base material (BM) and its welded joints (WJ) and butt welded joints (BWJ).
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Fig. 11. “Mean” S-N curves and determined “Mean-2SD” high cycle fatigue strength curves for
Weldox 960E base material (BM) and its welded joints (WJ).

Fig. 12. “Mean” S-N curves and determined “Mean-2SD” high cycle fatigue strength curves for
Alform 960M base material (BM) and its welded joints (WJ) and butt welded joints (BWJ).
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Fig. 13. Comparison of the high cycle fatigue “Mean” and “Mean-2SD” curves for the two
investigated S690Q type base materials and their gas metal arc welded joints.
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