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Foreword

It is with deep satisfaction that I write this Foreword to the Proceedings of the ICICI
2020 held in JCT College of Engineering and Technology, Coimbatore, Tamil Nadu,
on August 27–28, 2020.

The conference brought together researchers, academics and professionals from
all over the world, experts in Data Communication Technologies and the Internet of
Things.

This conference particularly encouraged the interaction of research students and
developing academics with themore established academic community in an informal
setting to present and discuss new and current work. The papers contributed the
most recent scientific knowledge known in the field of data communication and
computer networking, communication technologies and its applications like IoT, big
data, machine learning, sentiment analysis and cloud computing. Their contributions
helped to make the conference as outstanding as it has been. The members of the
local organizing committee and their helpers have made a great deal of effort to
ensure the success of the day-to-day process of the conference.

We hope that this program will further stimulate research in Intelligent Data
Communication Technologies and Internet of Things and provide practitioners
with better techniques, algorithms and tools for deployment. We feel honored and
privileged to serve the best recent developments in the field of Intelligent Data
Communication Technologies and Internet of Things to you through this exciting
program.

We thank all guest editors, keynote speakers, technical program committee
members, authors and participants for their contributions.

Dr. K. Geetha
Conference Chair, ICICI 2020
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Preface

This conference Proceedings volume contains the written versions of most of
the contributions presented during the conference of ICICI 2020. The conference
provided a setting for discussing recent developments in a wide variety of topics
including data communication, computer networking, communicational technolo-
gies, wireless and adhoc network, cryptography, big data, cloud computing, machine
learning, IoT, sentiment analysis and healthcare informatics. The conference has
been a good opportunity for participants coming from various destinations to present
and discuss topics in their respective research areas.

International Conference on Intelligent Data Communication Technologies and
Internet of Things tends to collect the latest research results and applications on
Intelligent Data Communication Technologies and Internet of Things. It includes a
selection of 70 papers from 313 papers submitted to the conference from universities
and industries all over the world. All of the accepted papers were subjected to strict
peer-reviewing by 2–4 expert referees. The papers have been selected for this volume
because of quality and the relevance to the conference.

The guest editors would like to express our sincere appreciation to all authors for
their contributions to this book.We would like to extend our thanks to all the referees
for their constructive comments on all papers and keynote speakers; especially, we
would like to thank the organizing committee for their hard work. Finally, we would
like to thank Springer publications for producing this volume.

Coimbatore, India
Changhua, Taiwan
Prague, Czech Republic

Dr. Jude Hemanth
Dr. Joy Iong-Zong Chen

Dr. Robert Bestak
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A Semi-supervised Learning Approach
for Complex Information Networks

Paraskevas Koukaras, Christos Berberidis, and Christos Tjortjis

Abstract Information Networks (INs) are abstract representations of real-world
interactions among different entities. This paper focuses on a special type of Infor-
mation Networks, namely Heterogeneous Information Networks (HINs). First, it
presents a concise review of the recent work in this field. Then, it proposes a novel
method for querying such networks, using a bi-functionalmachine learning algorithm
for clustering and ranking. It performs and elaborates on supervised and unsuper-
vised, proof-of-concept modeling experiments on multi-typed, interconnected data
while retaining their semantic importance. The results show that this method yields
promising results and can be extended and utilized, using larger, real-world datasets.

Keywords Information networks · Machine learning · Supervised learning ·
Unsupervised learning · Clustering · Ranking · Social media · NoSQL · Graph
databases · Big data

1 Introduction

During the last decade, a great surge in data generation has been observed resulting
from the extensive usage of Social Media (SM) from users around the world. The
need for effective warehousing and modeling of this information is evident when
trying to capture the vast structural and semantic diversification of these data. Until
recently, information was treated as homogeneous, but since the intense rise of SM,
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2 P. Koukaras et al.

has led to the search for new ways to handle this vast interconnected and inter-
acting information. Therefore, the concept of Heterogeneous Information Networks
(HIN) has emerged offering new opportunities for representing real-world Infor-
mation Networks (IN) with the usage of multi-typed and multi-layer nodes and
links.

To that end, improvements in IN were proposed offering a transition from homo-
geneous IN to HIN being accompanied by algorithmic modifications and improve-
ments for all kinds of Machine Learning (ML) tasks. Surveying the state-of-the-art,
the proposed approach can generate new insights by combining an experimental with
a theoretical implementation offering a novel approach in the study of data modeling,
IN and ML methods. This study builds upon existing knowledge on this domain of
studies [1, 2].

Initial research is presented improving the state-of-the-art methodologies
regarding ML concepts, such as supervised and unsupervised learning. HIN can be
modeled utilizing NoSQL databases enforcing use-case tailored IN modeling tech-
niques. The experimentation conducted aims to present and support concrete facts
and the reasoning behind the SM domain of studies.

The concept of SM involves very complex interactions of data entities and presents
the characteristics of an ecosystem comprising of multiple SM platforms with a
wide diversity of functionalities and/or multi-typed data and relations. Work such as
[3] offers an overview of the historical concepts regarding social networks and the
necessary information for understanding their structure [4].

Outlining the abovementioned concepts, HIN is utilized mitigating any issues
arising from real-world data modeling processes. They address the preservation of
information integrity and loss of data through information abstraction since they
allow two or more different objects to be associated (linked) offering complex struc-
ture formation and rich semantics. Since they pose multi-layer information networks
utilizing concepts fromgraph theory, they allow data to bemodeledwhile introducing
numerous new opportunities for performing ML tasks; either by updating/adjusting
already existing algorithms or conceiving new ones. On the other hand, they may
become computationally expensive due to the vast amount of data handling. There-
fore, they should be handled with state-of-the-art databases. This paper presents an
overview of the literature and preliminary experimentation while presenting a novel
method. It is structured as follows: Sect. 2 presents an overview of IN and their evolu-
tion. Section 3 defines the problem. Section 4 outlines the process of the proposed
novel methodology. Section 5 presents the experiments. Finally, Sect. 6 discusses
preliminary results and future work.

2 Information Networks and Mining Tasks

The surge of SM usage has led to the evolution of IN. Homogeneous networks and
the graph information modeling that they impose, seem inadequate to support the
increasing demands of such diversification. This diversification should be present in
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nodes and links to correctly schematize and represent real-world networks. In SM,
entities continuously interact with one another forcing the identification of various
multi-typed components. For that reason, the research frontier evolved introducing
HIN, promising to handle and maintain these complex data streams.

HIN was proposed in [5] with various research attempts debuting the following
years, greatly enhancing the information retrieval capabilities of extremely rich IN
[6].Datamodeling is themost important task that acts as a prerequisite for performing
anyML task. Therefore, many algorithms need to be modified or redesigned to work
withHIN.Richer data createmore opportunities for datamining, but, at the same time,
it alleviates the chances for arising issues regarding their handling and management.
According to HIN theory, IN structure involve multiple IN that are interconnected,
i.e. multilayer networks [7]. The basic inception of HIN addresses the issue of real-
world/system data modeling, such as social activities, bio networks characterized by
multiple relationships or types of connections [4]. Important role to that end plays
the IN analysis process that is performed in vast IN, but in a way, that preserves the
information structural integrity and generality [5]. Research domains, such as social
network analysis, web mining, graph mining, etc. allow for further elaboration on
effective IN analysis [8]. Examples of the basic mining tasks that are performed in
HIN are: clustering [9], classification [10], similarity search [11], and more, while
more advanced data mining tasks refer to pattern mining, link associations, object
and link assumptions [6].

2.1 Supervised Learning Methods

In general, supervised ML methods include regression and classification. The
difference resides in that regression methods deal with numeric values for feature
labeling, while classification is not limited to numeric values for the distinct feature
labeling. Very common such algorithms are Decision Trees (DT), Naïve Bayes (NB),
Stochastic Gradient Descent (SGD), K-Nearest Neighbours (KNN), Random Forest
(RF), Support Vector Machine (SVM), and more [12– 14].

These examples need to be modified so that their functionality is adjusted to
graph-based IN such as HIN. Classification or regression algorithms split the labeled
datasets into two sets, the training and test set respectively, utilizing a process for
evaluating performance (e.g., k-fold cross-validation) of the algorithms [13]. This
is a straightforward process when dataset objects present the same structure that
is quite uncommon for real-world datasets. Graph theory comes into place along
with linked based object classification introducing nodes that are linked through
edges, expanding the capabilities of the aforementioned classification algorithms.
Homogeneous IN imposes that the nodes and links have the same characteristics
whileHIN exposes variations. The structural type of data objects (usually nodes)may
be different allowing for simultaneous classification of multi-typed data structures
while their labels/attributes are linked (directionally or bi-directionally) with other
nodes.
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By representing information with HIN and utilizing graphs, generates new oppor-
tunities for visualization and prediction of information transfer between multi-typed
nodes. Examples of classification tasks involving HIN are, Inductive Classification
(IC), that deals with consistent decision making regarding very large datasets, Trans-
ductive Classification (TC) dealing with the labeling of non-labeled data, Ranked-
based Classification (RC), dealing with ranking and classification simultaneously
and more [8].

2.2 Unsupervised Learning Methods

One of the most common tasks of unsupervised learning is clustering, where algo-
rithms attempt to create groups of objects contained in datasets that exhibit similar
characteristics. This is achieved by utilizing a variety of distance measures for deter-
mining the distance of various objects from each cluster’s center. Common such
measures are Manhattan, Euclidean, Cosine or Jaccard distances [15].

Similar to supervised learning methods, metrics are utilized for evaluating the
results of any unsupervised learning algorithm that is adjusted to work with SM data.
Examples of these are, qualitative measures such as Separateness, which measures
the distance between clusters, Cohesiveness that measures the distance in node-to-
node scale, or the silhouette index that represents a mixed measure implementing
both Cohesiveness and Separateness at the same time [16].

Complex IN, such as HIN, generates other possible issues related with formed
communities of objects (nodes). The majority of already implemented methods
addressing this topic offer approaches that incorporate subgraphs. Subgraphs are
generated for faster and easier handling of such data with lots of research dealing
with the optimization and improvement of this mining task [17].

HIN allows for better handling of data that are packed with a large variety
of different attributes/features. The structure representation of these datasets may
involve multi-typed nodes and links. All in all, HIN push the research frontiers
on information modeling, expanding capabilities for more complex and demanding
mining tasks, since they showcase ways for storing and handling very large datasets,
like SM data, envisioning the development of even more novel supervised learning
methods.

3 Problem Definition

In real-world situations, data entities are usually objects, individuals, groups, or
components, developing a unique way of interacting with one another, on their
semantic meaning. The structure that offers a general form of these relationships
comprise IN. The commonest IN these days are SM networks, Biological networks,
Traffic networks, etc.
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In the case of social networks, information about individuals concerning their
activities, behaviors, connections, and preferences, offers great opportunities for
extensive information analysis. The research community has made great efforts to
model this information by extending previous state-of-the-art to match the require-
ments of the new information era. Although most of the attempts deal with concepts
regarding textual information and their classification, clustering or ranking, now,
they do pay much attention to IN structures.

Furthermore, most of the approaches on clustering and ranking address the
problem of global ranking and clustering on complex IN. This paper aims to highlight
ongoing work regarding an approach for effectively discovering knowledge through
querying on a graph database on close vicinity of a specific node, thus locally. The
experimental part of the approach was implemented in Java while being conceived
in a way to be integrated with any multi-model database that supports the function-
alities of a NoSQL Database Management Systems (DBMS), e.g. Neo4j [18]. The
next section presents the proposedmethodology addressing the issue of bi-functional
ranking and clustering.

4 Proposed Methodology

The proposed methodology envisions to improve the understanding of the fields
of IN modeling through the utilization of graph theory. The proposed approach
requires the employment of a NoSQL DBMS for modeling the rich information
contained in IN such as HIN. Then the development, testing, and evaluation of a
bi-functional algorithm covering the tasks of clustering and ranking simultaneously
such as RankClus [19], takes place.

The state-of-the-art covers the topic of global ranking and clustering while the
proposedmethodology envisions to cluster and rankmulti-typed data entities in close
vicinity after a user prompt, utilizing a NoSQL DBMS [18]. The proposed algorithm
is considered a bi-functional algorithm belonging to the semi-supervised learning
where the human intervention is required for specifying results after the algorithmic
execution [8].

Next, the theoretical conception of the proposed algorithm is presented. As stated
in previous sections, data modeling is a very important task before any mining task
commences. For very large graphs, it is crucial to decide on the network schema
to be utilized. Examples of such schemas are Multi-relational network, Bipartite
network, Star-schema networks, and more [20]. The steps of the proposed algorithm
are presented in Fig. 1.

First, a NoSQL DBMS with data from SM or other multi-typed data is created
and populated. Next, a query q that searches for a node is defined. Around that node,
the subgraph s is determined by applying constraints regarding its size and links.
For example, the user can specify a threshold regarding many links or nodes to be
included in the query results. This is achieved by executing the KNN algorithm
[14] to define and store all nodes in close vicinity from node n, where i is a limiter
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Fig. 1 Process flow diagram
of the proposed algorithm

for the sum of nearby neighboring nodes. This process results in the subgraph s.
Then, ranking and clustering on objects of s (including link and node attributes) are
performed discovering knowledge about q, displaying various existent relations by
utilizing the RankClus algorithm [19] or a modification of it, highlighting the semi-
supervised capabilities of a bi-functional machine-learning algorithm. Next, lists are
generated as shown in Table 2 presenting clusters and ranked lists resulting from the
algorithm execution. Finally, tests and graph evaluation metrics [21] can take place
in the results output.

In this paper, the mathematical formulation of the proposed approach is omitted,
since it constitutes part of futurework. To that end, this section includes a process flow
diagram of ongoing research along with a description of it. Once the experimental
results expand and elaborate on the proposed method’s capabilities in real-world
datasets, a formula is to be generated.



A Semi-supervised Learning Approach … 7

Table 1 Experimental dataset description

Entries Description

Ii , . . . , I100 i ranges between 1 and 100, representing the pool of Influencers

SM The SM that each Influencer is associated with. The distinct values are: Facebook,
YouTube, Twitter, Instagram, LinkedIn, VK, Google+

Topic The topic that each influencer is associated with. the distinct values are:
Advertising, News, Technology, Games, Shopping, Music, Sports, Movies, Travel,
Discussion

5 Preliminary Experimentation

For the first steps of the proposed approach, preliminary experimentation is presented
on the addressed issue by testing the functionality of RankClus algorithm [19], on
a custom-made synthetic dataset, specifically tailored to match the needs and high-
lighting this study’s methodological approach. The aim is to present both the IN
structuring prospects utilizing graphs and theML possibilities. The dataset is labeled
as InfluencerDB as it contains entries describing several SM influencers, the topic
categories that are involved with, and the SM they use. Testing is conducted with
Java while utilizing the IntelliJ IDEA [22].

For the experiments, custom-made Java classes were generated enabling the
processing of the InfluencerDB dataset. The workflow is straightforward. First, read
the dataset from a.xml file and then use Java classes, implementing functions for
running the experimental steps. The results of this experiment produce clusters, each
representing SM Topics while ranking the Influencers contained in each cluster,
taking into consideration the frequency of SM usage.

5.1 Dataset

For this preliminary test of the proposed methodology, a synthetically generated
dataset is utilized described by a.xml file containing the necessary entries for experi-
mentation. The dataset contains entries for 100 Influencers, seven SM networks, and
10 Topics, accompanied by the respective Influencer-Topic links and Influencer-SM
links. According to Table 1 the choice of SM and Topic entries is based on findings
from [1].

This is part of the attempt to model a simple IN utilizing graph concepts (edges,
links). The nodes and links were generated in a random way to fulfil the testing
requirements and they do not contain any real-world associations. In addition,
according to Fig. 2, for ease in visualization purposes1 a part of the aforementioned
multi-layered architecture is distinguished. Therefore, a graph-based IN consisting

1Figure 2 presents six Influencers, seven SM networks, and four Topics. There are nine Influencer-
Topic links and 14 Influencer-SM links.
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Fig. 2 Synthetic dataset information network
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of three layers of information, one for Influencers, one for Topics, and one for SM
entities.

In real-world situations, these layers canbenumerous presenting in amoredetailed
way similar IN structures.

5.2 Algorithm

This section presents the functionality description of the RankClus [19] algorithm.
This study aims to expand on that and use it for the proposed approach for ranking and
clustering in SM IN. RankClus implementation converts the input objects utilizing a
mixed model for each cluster. This is achieved while calculating the newly appointed
positions to the nearest cluster before considering any re-allocation resulting from
the identification of points with new attributes. Next, an iterative process takes place
until the point that no significant positional updates can be spotted on all of the newly
appointed positions of objects. In that way, clustering becomes better, essentially
appointing identical objects to the same object group. At the same time, the ranking
also improves by generating better attributes for comparison taking place in the next
iterations.

The algorithmic process is split into a few consequent and repeating steps:

• First, clusters are generated randomly, meaning that the dataset entries (objects)
are placed under a random cluster label.

• Next, the ranking procedure calculates the conditional rank of the clusters gener-
ated in the previous step. If any clusters do not contain any objects, then
restart.

• Then, mixedmodel component coefficients are calculated. Another iteration takes
place for getting the values of the new objects along with centroids (center points)
of each cluster.

• The position of all objects is adjusted and are placed to the nearest cluster in case
their distance from the center of their cluster was altered. That way the clusters
are re-calculated.

Finally, all the above steps are repeated until reaching a point that further iterations
do not impose major alterations (process abiding with the previous points) to cluster
formation.

5.3 Experimentation

For the experiments, IntelliJ IDEA [19] and Java were utilized. Data were imported
and processed. The experimental process is split into subtasks; responsible for imple-
menting and producing preliminary results related to the proposed methodology.
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• The most important subtask is the one that generates a cluster instance for
performing the actual clustering task. In this subtask, all the internal steps are
implemented including iterations for the RankClus algorithm [19].

• Next, a subtask for ranking influencers is implemented while incorporating
functions for comparing during the iterative inner steps of the algorithm.

• Two more subtasks are defined for describing and handling all the neces-
sary, processes that associate link objects with their properties (id, source, and
destination) and node objects with their properties (id, name) respectively.

• In addition, another subtask is generated for handling the dataset stream.
• Another subtask is utilized for the storage of the output from execution into

HashMaps.2

Finally, two more subtasks are responsible for handling a ranked influencer and
for initializing arrays regarding clustered objects respectively.

5.4 Elaboration on Results

This section is dedicated to presenting experimental results. The goal is to offer an
overview of the bi-functional process of clustering and ranking. Since the dataset is
synthetic, the validity of the results cannot be properly examined at the current state
of ongoing research.

The nodes and links for Influencers, Topics, and SM are randomly generated,
yet this synthetic dataset matches the research domain, i.e. INs representing social
networks. Moreover, the ML tasks under scrutiny (clustering and ranking) enable
the discovery of knowledge regarding the importance of a node within a network
(ranking) and at the same time appoint it to a group enforcing a categorization of
entities (clustering). RankClus [19] is an algorithm that can achieve that, meaning
that it enforces clustering and ranking simultaneously through an iterative process,
without diminishing the weight of the results for each of the distinct processes. Next,
a table is presented, summing up the results after executing the experiment. A cluster
for each Topic is generated taking into consideration the entries to the dataset while
the ranking of individual Influencers is calculated according to the variety of SM
they utilize.

Table 2 presents the results after running the implemented proposed methodology
on the artificially generated dataset (Sect. 5.1). The top three ranked SMare presented
in descending order as well as the top five ranked Influencers in descending order
while being clustered under 10 specific Topics. For example, the Topic Advertising is
most common (often observed in the dataset) when linkedwith Instagram, Facebook,
and LinkedIn and to the Influencers I54, I34, I98, I12, I76. Similarly, the Topic Tech-
nology is most common (often observed in the dataset) when linked with YouTube,

2https://docs.oracle.com/javase/8/docs/api/java/util/HashMap.html.

https://docs.oracle.com/javase/8/docs/api/java/util/HashMap.html
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Table 2 The output of RankClus algorithm

Cluster SMa Influencerb Topic

1 Instagram, Facebook, LinkedIn I54, I34, I98, I12, I76 Advertising

2 Twitter, Facebook, YouTube I23, I99, I49, I57, I2 News

3 YouTube, LinkedIn, Instagram I85, I39, I93, I75, I11 Technology

4 YouTube, VK, Google+ I13, I79, I93, I3, I87 Games

5 Instagram, Facebook, YouTube I67, I79, I53, I81, I53 Shopping

6 YouTube, Facebook, Google+ I23, I16, I33, I8, I95 Music

7 YouTube, Facebook, VK I9, I19, I100, I69, I34 Sports

8 YouTube, VK, Google+ I97, I71, I45, I2, I92 Movies

9 YouTube, Instagram, VK I41, I19, I93, I9, I7 Travel

10 Twitter, LinkedIn, Google+ I7, I95, I17, I9, I12 Discussion

aThe Top three ranked SM are presented in a descending order
bThe Top five ranked Influencers are presented in a descending order

LinkedIn, Instagram, and to the Influencers I85, I39, I93, I75, I11. It is observed that
each Topic forms a cluster containing SM and Influencer objects.

Some of the limitations of that preliminary implementation reside to possible
computational issues and convergence speeds in case that very large datasets are to
be utilized. Furthermore, the preliminary experimentation involves three types of
objects, therefore, on a three-type information network without testing on k-typed
information networks where k ≥ 3 which is the case in most of the real-world
information networks. In addition, according to RankClus [19] implementation, the
quality of the initial clusters define the number of times that the algorithm iterates.
Seed objects could be used in case of very large datasets to improve the performance
of the proposed approach. Since a user-specified object to be clustered and ranked is
referred to, some executions of the proposed approach might perform better (faster)
than others due to smaller numbers of distinct values contained in the dataset.

6 Discussion and Future Work

This paper presented ongoing work regarding bi-functional ML algorithms while
attempting to enhance understanding in the specific domain of IN structures and
HIN that may expand to various domains of study [23]. This type of IN is appro-
priate for modeling information streams generated for example from SM enabling
opportunities for SMAnalytics [24, 25]. The literature displays that mining tasks can
be quite challenging. The experimentation is conducted utilizing stored and synthetic
data attempting to evaluate a concrete methodological approach.

The contributions are summarized to the following points.
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1. The state-of-the-art approaches the topic of global ranking and clustering. A
method for local clustering and ranking is envisioned, modeling the streams of
data utilizing graphs, allowing for knowledge discovery through querying on
nodes.

2. A baseline for further dealing with bi-functional algorithms is prepared; through
experimentation and presentation of necessary concepts associatedwith this field,
the implementation, and testing on complex information structures for expanding
ongoing research in data analytics.

3. Current research progress generated the appropriate infrastructure for conducting
experiments on real-world SM datasets (live or historical).

Due to the GDPR standards [26], acquiring SM datasets for extensive experi-
mentation on SM may become quite difficult due to the ethical, law, confidentiality,
privacy, and more issues that they involve. This study performed preliminary experi-
mentation on an artificially generated dataset that mimics a real-world network. This
is done acknowledging that it prepares a solid ground for experimentation that is
more thorough, utilizing officially approved, supplied, and accessed real datasets.

Based on the aforementioned points and the limitations discussed in Sect. 5.4, the
identified future work comprises of the following tasks as it poses a natural expansion
of the proposed approach involving further experimental results and elaboration.

A. Improve the visualization of the results by incorporating a state-of-the-art graph
visualization tool like GraphXR [27].

B. Create the appropriate data infrastructure for the facilitation of very large datasets
such as Neo4j [18]. This will generate a concrete data warehousing structure for
further testing on other mining tasks.

C. Conduct exhaustive testing and validation on the experimentation; expand on
datasets that are used by the research or practitioner community aiming to
highlight possible use cases and the performance of the novel method.
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Tackling Counterfeit Medicine Through
an Automated System Integrated
with QR Code

A. M. Chandrashekhar, J. Naveen, S. Chethana, and Srihari Charith

Abstract Adulteration and the introduction of counterfeit medicine in the pharma-
ceutical market is an increasing problem in our country. Official reports from WHO
states that nearly 35% of the fake drugs in the world are being imported from India
making up to a 4000 crore drugmafiamarket. Themain reason is human intervention
at every stage of the stringent process in the current system. This induces inevitable
human error which is taken advantage of. The absence of an automated system is
the main and the biggest drawback fof the currently implemented system. The paper
proposes an automated system that provides a unique recognition mechanism by
generating machine-readable code for each entity. This generation of the machine-
readable code is backed up by encryption and hashing and hence cannot be replicated
by a third party.

Keywords QR code ·Metadata · Counterfeit · Hash value · Leaflet

1 Introduction

Absence of a stringent system in the pharmaceutical industry to ensure the legiti-
macy of the medicine and presence of human intervention at every stage leading to
an increase in counterfeit medicine. This problem eradication is considered to be the
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problem in focus and to ensure the exhibition of the metadata corresponding to a
distinct leaflet of a drug to certify the clarity and to tackle counterfeit medicine
and adulteration. The metadata represents the manufacturing date, expiry date,
ingredients present, price, etc. This paper proposes a secure and controlled way
by:

• Generating machine-readable code for each leaflet.
• Uniquely recognize each of the leaflets.
• Mobile App to retrieve the stored information regarding the leaflet [1].
• Creating cloud storage and retrieval mechanism for the metadata [2].

2 Literature

Zhang et al. [3] sets out a novel algorithm to cover and secure the multichannel
visual masking QR code. The appearance of the QR code is significantly modified
with the algorithm, while preserving the original secret knowledge. Unauthorized
users of standard QR code reader can not extract any information from secure QR
code. A truth table based decoder is designed for approved users and works with
the standard QR code reader. Extensive tests are being performed to determine this
method’s robustness and effectiveness.

Palshikar et al. [4]: highlights the concept of developing a vascular healthcare
network capable of providing options such as clinical management, medical records,
wellness prediction, and producing QR code for each medical according to their
updated wellness information. The paper proposes to reduce the amount of human
interaction needed during a regular health checkup. The limitation of this paper is
the lack of security in maintaining the information of the patient stored in the QR
code which can be accessed by any scanning application.

Abdulhakeem et al. [5] shows how the use of QR Code technology can help
improve user experience, particularly in the retail sector.

Balaji et al. [6] claimed that medical and health-related data were exchanged
between two sides: one-part hospital management to be viewed as an admin part
and then as a consumer part. This project has the main benefit of creating a safe
transaction between two sides, versatile, easy to access, and paper-free coverage.

2.1 Existing System

The current system consists of intervention and interaction by humans at each and
every stage i.e., right from the manufacturing of the medicine at every organization’s
registered manufacturing units till the delivery of the packaged medicine to the phar-
macy. This human intervention at every stage induces the lack of security measures
and human-induced errors are inevitable. This, in turn, leads to the adulteration and
the intrusion of counterfeit medicine within the system. Taking into consideration
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the health [7] and safety of the consumers this system fails to provide the sense of
security which in-turn raises the requirement of an authenticated mechanism.

3 Proposed Work

The size of each leaflet of the tablet, in general, is very small while the metadata
related to it is considerably large. To impart this onto each leaflet hashing is introduced
which reduces the metadata into a unique string of characters which is used as an
input in the generation of QR code compact in size.

Introduction of the machine-readable code on each leaflet of the tablet enables
storing more information in a reduced space. As shown in Fig. 1 the metadata of a
particular tablet is converted into its corresponding hash value by using the hashing
algorithm and is pushed into the cloud database.

This system also provides an automated mechanism which is created with no
human intervention which provides security, transparency, and more feasible (cheap,
less time-consuming, and reliable).

Fig. 1 Storage of hashed
value
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Fig. 2 Generation of QR
code

The hashed values present in the cloud database acts as input to the creation of
the QR code with the help of Google Cloud Vision API and are printed on each
corresponding leaflet of the tablet and this flow is shown in Fig. 2.

Integration of the Android Application so that the data is highly accessible even
by naive end-users. The main focus of this paper is to introduce a safe and secure
mechanism to reduce malfunctioning in the pharmaceutical industry.

The QR code on the leaflet is scanned using a custom-built scanner to check the
legitimacy of the medicines and the relative metadata is displayed in the scanner as
depicted in Fig. 3.

Flowcharts
See Figs. 1, 2 and 3.

The Main Actors
There are two actors in the Android Application. They are—Common public (End-
user) and Pharmacy.

There are three actors in the Web Application. They are—Manufacturer, Ware-
house, and Pharmacy.
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Fig. 3 Retrieval of metadata

Inter-dependency is provided between any actors in the system and thus making
the stated system inherently more secure, provides a simple but effective user
interface to generate and handle the medicines produced.

3.1 Tools and Technologies Used

The development of web application was initiated with Dotnet framework which
includes a large class library known as Framework Class Library (FCL) and provides
language interoperability (each language can use code written in other languages)
across several programming languages.

The development of the Android application [8] started with the Android Studio
which provides a Linux Kernel with a level of abstraction between the device and
hardware along with that it also provides all the necessary libraries required for
the application. It provides an Android Runtime which makes use of Linux core
features like memory management and multi-threading, which is intrinsic in the Java
language also comprising of the application layer which is the utmost layer. This
application is coded in Java where the implementation is carried out with the help
of Java Development Kit (JDK) using the software tools given by Java Runtime
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Environment (JRE) combining Java Virtual Machine (JVM) and all the necessary
libraries where JRE is a part of JDK.

The connection of these applications is interfaced with each other using cloud
mainly for data protection, scalability, and flexibility. Amazon Web Services (AWS)
[9] is used to create an instance (EC2) [10, 11] which acts as a backend for both the
applications. To handle the requests from the android a tomcat server is set up in the
EC2 instance [12] which in-turn connects the database.

3.2 System Design

System design is the process of determining a system’s architecture, components,
modules, interfaces, and data to meet defined demands. System design may be seen
as applying the system principle to the production of goods.

The manufacturer plays an important role in generating bulk QR code as per
requirement, accepts the request for the generation of the tablet, and also verifies the
total number of tablets present.

The warehouse plays an important role in mediating between the manufacturer
and the pharmacy by accepting the request from the pharmacy and sending those
requests to the manufacturer.

The pharmacy is the face of the customer. He sends the requests to the warehouse
based on the requirement from the end-user.

The 3 actors are connected to the cloud and they access their respective data and
views by providing unique credentials.

There are 2 different custom-built QR code applications for both end-user and
pharmacy holders according to their requirements. The scanner for the end-user
encompasses just scanning of the QR code on the leaflet of the tablet and retrieve the
necessary information which is a metadata of the tablet that is manufactured date,
expiry date, tablet name and also a tinyURLwhich leads to the tablet’smanufacturing
company to obtain the extra information regarding the tablet.

The other scanner which is for the pharmacy requires the pharmacy to register and
login to use the app to acquire legitimacy of the application and the entire architecture
is shown in Fig. 4.

Connection of the androidmodule to the cloud is done by setting up a tomcat server
in the cloud which helps to run the queries from the android in the database of the
cloud taking into account the IP address of that local machine in the cloud database.
With the help of JavaServer Pages, the connection is established between localhost
and the target database along with all the queries required for that connection.
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Fig. 4 The architecture of the proposed system

4 Experimentation

Web Application
The job of the manufacturer is to generate the QR codes in bulk which are required
by the commoners in the process where the pitstops are warehouses and pharmacies.
Taking an instant that a particular company generates 50 different types of tablets
having all themetadatamentioned earlier in this paper andmaking a leaflet embedded
with QR codes.

The number of tablets left and the number of them requested will be given. The
manufacturer can generate tablets and keep track of the remaining tablets while
responding to the requests from the respective warehouse.

The work associated with the warehouse is briefed as a mediator between
the manufacturer and the pharmacy where it takes the tablets generated by the
manufacturer and ships it to the pharmacies destined.

The warehouse has the necessary details of the tablets which are then manufac-
tured and expiry date and rest of the metadata his hidden from his view to avoid
counterfeit.

The warehouse can request the manufacturer for the tablets which are not in stock
and are requested by the pharmacy.

Pharmacy is the face for the customer as the customer interacts with the
pharmacists alone.

The requirements of the customers are understood by the pharmacies and it is
diverted to warehouse and manufacturer alongside.
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Pharmacy requests the warehouse for the tablets in need and the warehouse
responds to it if it is in stock else it requests the manufacturer for the tablets.

Android Application
The application of the QR code scanner which is developed has 2 different interfaces:

• End-User (The common public)
• Pharmacy

To elaborate the actors and their accessibilities to the application is as follows:
The end-user has a very simple interface for scanning the QR code on the leaflet

of the tablet to retrieve the information related to tablet which will be in the form of
manufacturing date, expiry date, price, present along with the tiny URL which leads
to the website for detailed information regarding the usage and side effects of the
tablet which has been scanned by the user as shown in Fig. 5.

The pharmacy has a very important role to play to avoid the counterfeit medicine
and adulteration in themarket and the final output of a perfect batch scanned by using

Fig. 5 Interface for end-user
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Fig. 6 Output for a
legitimate batch

the custom android application is shown in Fig. 6. This is achieved by multi-factor
authentication, i.e., Batch, Box, and Tablet.

The manufacturing industry generates tablets in bulk embedded with the unique
QR code containing all necessary information regarding the tablet and these tablets
are grouped to form boxes which will be shipped to the warehouse.

These boxes will be containing a QR code which is the assimilation of all the hash
values of the QR codes present on the leaflet of the tablet which it contains.

When the pharmacy requests for the tablets, these boxes are grouped into a batch
which accumulates the QR code which is in-turn generated using the hash values of
the QR code present on all the boxes of that batch.
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4.1 Testing and Results

Testing the software is the process of validating and verifying a software program.
The errors are to be identified to fix those errors. Thus, the main objective of software
testing is to maintain and deliver a quality product to the client.

Unit Testing

Unit Testing of Unique QR Code

The strength of the generation of theQR code lies in the creation of the corresponding
hash value. The input for the generation of theQRcode is altered to the bareminimum
that is, a single character is changed or addedwhich in turn generates a newhash value
thus generating a new QR code. This is achieved by using a checksum mechanism
to generate each hash value.

The input is parsed into token where the token size is one character and each
character’s ASCII is used as the input to the checksum. This uniqueness is repeatedly
tested with the custom-built android application.

Unit Testing in Android Application

The login part of the developed application connected to the cloud is unit tested
by setting up a Tomcat server running in the Eclipse environment. Camera API
integrated with the Google vision API package is mainly used to scan the QR code
to retrieve the hash value assigned to it.

Unit Testing in Web Application

The manufacturer has 2 user interfaces to interact with the warehouse to check if
the request has been granted and the change is reflected in the database and to
generate the QR code which is verified with those dumped in the cloud database.
The manufacturer also has a JAVA UI made with Swing to fabricate the QR code
from the hash values obtained with the help of checksum.

The warehouse has 3 interfaces, to interact with both, the manufacturer and the
pharmacy. Starting with the first component the warehouse interacts with the manu-
facturer requesting for the tablets. This is unit tested by checking whether the number
of tablets requested is present in the warehouse and if not present the request is done.

The testing of the latter i.e., with the pharmacy, is done by thewarehouse indulging
in communication by granting the request by checking the number of tablets present
in its warehouse. It also has an interface to check the status of both and it is tested
against the database for verification.

The pharmacy has a simple user interface for requesting the necessary tablets
from the warehouse which is done primarily by checking it in its pharmacy and thus
unit testing is accomplished.

Integration Testing
The integration testing in the applications is as follows:
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Integration Testing in Android

The login and the scanningmodule in theQRcode application developed is integrated
and tested by combining the JSP of both the modules and their working is tested for
the previous login and scanning test cases. Once all the modules are tested, a valid
scanning process is done to check the legitimacy of the application and the process
is shown in Fig. 7.

Fig. 7 A valid scanning process
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Integration Testing in Web Application

The 3 actors in the web application are given an increased medium of authentication
by having unique credentials and the communication between them is unit tested and
integration of all the 3 is successful as imparting between them is tested.

Integration Testing with Cloud

The 2 applications i.e., the android and the web are integrated along with the cloud
and the testing between them is considered to be successful as all the modules in the
web and android have been unit and integration tested, so the integration testing with
the cloud was relatively easy.

5 Conclusion

This paper can be concluded by stating that, QR codes are quickly arriving at high
degrees of acceptance. Thus, by creating a secure and automated system for reducing
the counterfeit medicine in the market hence making the end-user self-reliant. The
strength of the proposed system is an enabled sense of security with the inculcation
of hashing as it hides the original metadata from unauthorized users and also there is
minimal consumption of system resources. The limitation of this paper corresponds
to the reduction of the size of the QR code beyond a specific threshold (tested value=
0.4 cm2). As the size of theQR code decreases the probability of it being detected also
decreases as they are directly proportional to each other. This threshold value can be
further reduced by improvement in the camera hardware technology of smartphones.

Future Work
The future adoption of this concept is to generate bulk QR code from a stream of
continuous input from multiple sources arriving at a different speed and carrying
different types of data (alpha-numerals, bytes, image, audio, etc.) in Real-time.

This android application might help in storing and retrieving data and images
related [13] to medicines [14] and their metadata as they are or in the form of a QR
code [15] that can be stored and retrieved by using an application similar to the one
that has been created and to scale it to the extent of the requirement.

This concept of encryption [16] can be extended to sensitive data [17] such as
medical reports and prescription [18] issued and these can be easily transferred
between the actors in a secure way [19].
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Efficient Gs-IBE for Collusion Resistance
on Multi-handler Cloud Environment
Using Attribute-Modulator (AM)

J. Priyanka and M. Ramakrishnan

Abstract In the digital world, adequate data has been stored and accessed under a
cloud by using various users. The system emanates beneath the user management
to resolve the security and privacy risks. In multi-user setup, the attendance to add
operations carried out to sign-up and user cancellation from cloud to yield the risk
overload. Further to avoid this problem, the paper castoff a Generalized-signcrypt
identity-based encryption (Gs-IBE) with a random modulator that has been experi-
mented. The conditional variable Am(r) been castoff to recognize the collusion in
the random value. The Am(r) perform the distinct job in the random bit generation
of each random element selection.

Keywords Signcryption · Generalized signcryption · Collusion resistance ·
Revocation · Random bit · Attribute modulator

1 Introduction

Data storage has been most operative in the cloud management, a large volume
of data has outsourced/stored, and access under the cloud. These data are used by
various users involved in a group activity, where users have been managed by the
group manager. These users and data are secured by the default security mechanism
provided by the cloud provider [1]. The cloud comes under 3 categories namely
private, public, and hybrid. The risk has been reduced in the private cloud when
compared to the public and hybrid since the management and data accessing has
been under the control of identical [2]. Greatest users derive under the categories of
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public and hybrid, the security has been a prime challenge because of the diverse
regulators [3]. There have been several authorities work to ensure security, as well as
a variety of policy templates discovery, has been developed for cloud data security.
Nevertheless, security and privacy issues are there in the cloud data. One of the silent
issues of the cloud operation involved user revocation, every user has involved some
of the attributes used for security mechanism [4]. When user revocation occurs,
the security attribute of the particular user may affect the group user’s security.
Other issues involved in the multi-user cloud is collusion resistance attack [5]. The
cloud might use strong collusion avoidance mechanisms like hash function, integer
factorization, and discrete logarithm.

In this paper, the user revocation and collusion resistance have been concentrated
by using Gs-IBE. The random bit has been generated with the conditional attribute
of the attribute modulator (AM) [6]. Generalized signcryption scheme proposed by
Han [7] on no account of formal proof, far ahead An Wang [8] established general-
ized signcryption through formal proof. All data does not require both confidentiality
and authenticity but some data essentially accomplish the together. In generalized
signcryption, the data has been stored under signcryption, encryption, and signa-
ture.In this paper, Id-based generalized signcryption scheme has been proposed,
these methods have been combination of Id-based encryption [9] and generalized
signcryption,first Id-based signcryption has been introduced by Malone-Lee [10]
after the first implementation there has been several literature proposed Id-based
signcryption [11–15] and generalized signcryption [16–19]. The proposed scheme
can also prove the security of confidentiality under the DBDH and unforgeability
under the CDH.

2 Preliminary

Definition 1: Bilinear Map Let G1 and G2 be a two multiplicative cyclic group
with the prime order of q and g be a generator, the mapping function e: G1 * G1 =
G2 said to be bilinear paring with the following satisfying properties.

1. Bilinear: for all r, s e G1 and a, b e Z*
q, e(ra, sb) = e(r, s)ab

2. Non-degeneracy e(g, g) �= 1
3. Computable.

The algorithm has been efficiently computed e(r, s) for all r, s ∈ G1.

2.1 Complexity Assumption

Definition 2: Decisional Diffie-Hellman Assumption (DDH) The element, a, b, c
∈ {0, 1, 2, … q − 1} the g be the generator, value of r ← ga and s ← gb generated
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by the poly (x) time algorithm and the value t has been decided from b ← {0, 1}, if
b = 0, t ← gc (or) if b = 1 if t ← gab

Pr[ad(b = 1)|b = 1] − Pr[ad(b = 1)|b = 0] (1)

The DDH has been hard, (t, e) no algorithm able to solve with time (t) and
specified probability (e).

Definition 3: Computational Diffie-Hellman Assumption (CDH) The element a,
b{0, 1, 2 … q − 1} the g be the generator, value r ← ga and s ← gb generated by
the poly (x) time algorithm and then compute gab

Pr[ad(c = 1)] if and only if c = gab (2)

The CDH has been hard, (t, e) no algorithm able to solve with time (t) and
specified probability (e).

2.2 Generalized Id-Based Signcryption

A Generalized id based signcryption scheme consists of four algorithms: Setup;
Extract; Generalized id based signcrypt and generalized id based unsigncrypt.

Setup: Algorithm generates the systems public parameter and master key from
the security parameter.

Extract: Algorithmwill extract the identity of the user; it generates the private-key
with the identity and master-key.

Generalized id-based signcrypt (GIBSC): with sender identity and private-key
as well as the receiver public-key and the message, the algorithm run by the sender
and output the ciphertext.

Generalized id-based unsigncryption (GIBUSC): with sender identity and
receiver identity as well as the receiver private-key and the ciphertext, the algorithm
runs from the receiver side and output the original message or thread if ciphertext
has been invalid from the sender and receiver communication.

2.3 Security Model

Describe the security model of generalized id based signcryption that has been prop-
erly modeled by queries issued by the =A. The =A have been issuing the following
quires:
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• Private-Key-Extract: =A has been submitting the identity to the |C. The |C has been
responding to the adversary with the private-key of the identity.

• Signcryption: =A has been submitting a sender’s and receiver’s identities and a
message to the |C, and the |C has been responding with the ciphertext under the
sender’s private-key and the receiver’s public-key.

• Unsigncryption: =A has been submitting a ciphertext and a receiver’s identity
to the |C, and the |C has been decrypting the ciphertext under the private key
of the receiver and verifies the resulting decryption has been valid message and
signature pair under the public-key of the decrypted identity. Then, the |C returns
the message.

2.3.1 Confidentiality

The proposed model GIBSC security of confidentiality has been indistinguishability
of encryptions under adaptive chosen-ciphertext attack (IND-CCA2).

Game 1: consider that the following game played by the challenger |C and the
adversary =A.

Initialization: The |C run the Setup algorithm for the generation of system public
parameters Sp and security-key swith the input of security parameter k. Then |C sends
the Sp to the =A and preserves the s secret.

Step 1: The adversary =A makes the above quires adaptively.
Private key extract Query: =A sends the Idd to the |C for the private-key, then the

|C reply the Did as the private-key corresponding to the Idd .
Step 2: After the quires, the =A has chosen the message m and the challenged two

identities IdA, IdB, and submit to the |C.
GIBSC Query: The |C run the encryption algorithm with message m1 and the

identity IdA, IdB and returns the ciphertext to the =A
Step 3: =A submit the identity IdA, IdB and the ciphertext σ to the |C
GIBUSC Query: The |C run the Decryption algorithm with ciphertext σ and the

identity IdA, IdB and returns the message m to the =A
Challenge: The =A submits the two equal length message m1 and m2 and chal-

lenged two identities IdA �= Id�, IdB �= Id� to the |C. Then |C choose random bit b
and encrypted message and send to the ciphertext σ to =A

Guess: The bit b′ produced by the adversary =A has been b′ = b then =A wins the
game.
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The advantage of adversary =A has been defined as Adv=AIND-CCA2 = |2 Pr [b′ =
b] − 1|.

Definition 4 TheGIBSC has been said to be indistinguishability against the Chosen-
ciphertext Attack (IND-CCA2) if no polynomially bounded adversary =A has a non-
negligible advantage of winning the game 1.

2.3.2 Unforgeability

The proposed model GIBSC security of signature unforgeability has been said to be
Existential Unforgeability under Chosen Message Attack (EUF-CMA).

Game 2: consider that the following game played between the challenger |C and
the adversary =A.

Initialization: The |C runs the Setup algorithm for the generation of system public
parameters Sp and security key swith the input of security parameter k. Then |C sends
the Sp to the =A and preserves the s secret.

Step 1: The adversary =A makes the above quires adaptively like game 1.
Forgery: The adversary =A produces the two challenged Identities IdA �= Id�, IdB

�= Id, and the signature σ . The adversarywins the game if σ has been a valid signature
on m, IdA.

The advantage of adversary =A has been defined as Adv=AEUF-CMA = |Pr[=A wins]|

Definition5 TheGIBSChas been said to beExistentialUnforgeability underChosen
Message Attack (EUF-CMA)., if no polynomially bounded adversary =A has a non-
negligible advantage of winning the game 2.

3 Implementation of Our Approach

The generalized id based signcryption (GIBSC) are described as four algorithms:

• Setup
• Extract
• Generalized id-based signcrypt (GIBSC)
• Generalized id-based Unsigncrypt (GIBUSC).

In this setup and Extract is the same as the Boyen scheme [12].

PKG Public key generator

=A Adversary

Ǣ Authority

|C Challenger

(continued)
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(continued)

PKG Public key generator

Params Public parameter

ś Random secret

σ cipher

DV Dimensional vector

Am Attribute modulator

Setup
Given security parameter ϕ the PKG choose two groups Ga and Gb of prime order
p, a random generator g of Ga..the bilinear mapping function e: Ga × Ga → Gb.
The PKG chooses random secret ś and set ś ∈ Zp

*. The PKG computes g1 = gś and
randomly select g2 ∈ Ga computes Z = e(g1, g2). The value ṙ , ṡ ∈ Ga has been
chosen and the vector element r = {ri}, s = {si} of the length nr ,ms has been picked
whose entries are random element from Ga. The has function has been defined by
H1: Gb → {0, 1}nm and H2: {0, 1}* → {0, 1}nm. The PKG publish System public
parameter params = {Ga, Gb, e, g, g1, g2, r

|
, s

|
, Z, r, s, H1, H2}.

Let fun(Id) be the special function where Id ∈ {0, 1}. If identity has been vacant
fun(Id) = 0 otherwise fun(Id) = 1.

Let Am(r) be the special function where r if the value random number does not
match previous value Am(r) = 0 otherwise Am(r) = 1.

Extract
Let Id be an identity of the length nu and Id[i] be the ith bit of Id.define UId�{1, 2,
3, … nr} be the set of indices I such that Id[i] = 1. The private key of dId has been
calculated by the PKG with randomly chosen element rId ∈ zp* and the function
Am(r) has been executed.

The PKG calculate the private key as follows:

(3)

The sender A with the identity IdA and the receiver B with identity IdB, random
value the PKG compute the private key as follows:

(4)

(5)

GIBSC
The GIBSC works under 3 cases.
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Case1: Encryption
Case 2: Signature
Case 3: Signcryption.
The PKG choose random value R ∈ Zp

* has been executed by the function Am(r)
and compute σ1 = gR and c = m ⊕ H(w) where w has been calculated as step 1 in
each case.

Case 1: Encryption

1. compute w = śR

2. compute σ2 = dA2

3. compute σ3 =
(
ṙ
∏

i∈UIdB
ui

)R

4. compute X = Hs(m, σ1, σ2, σ3, w) where X be the bit string X[j] be the jth bit
of X.define M�{1, 2, 3, … ns} be the set of indices j such that X[j] = 1.

5. compute σ4 = dA1.σ3.
(
m� ∏

j∈M� m j

)R

6. compute σ = (σ1, σ2, σ3, σ4, c).

Case 2: Signature

1. compute w = śR.fun(IdB) = śR

2. compute σ2 = dA2(IdA) = 1

3. compute σ3 =
(
ṙ
∏

i∈UIdB
ri

)R fun(IdB ) = 1

4. compute X = Hm (m, σ1, σ2, σ3, w) where X be the bit string X[j] be the jth bit
of X Define M�{1, 2, 3, … ns} be the set of indices j such that X[j] = 1.

5. compute σ4 = dA1.σ3.
(
m� ∏

j∈M m j

)R

6. compute σ5 = Cı p.l ⊕ H(w)
7. compute σ = (σ1, σ2, σ3, σ4, σ5) = (σ1, σ2, σ3, σ4, m).

Case 3: Signcryption

1. compute w = śR.fun(IdB) = śR

2. compute σ2 = dA2(IdA) = 1

3. compute σ3 =
(
ṙ
∏

i∈UIdB
ri

)R fun(IdB ) =
(
ṙ
∏

i∈UIdB
ri

)R

4. compute X = Hs(m, σ1, σ2, σ3, w) where X be the bit string X[j] be the jth bit
of X.define M�{1, 2, 3, … ns} be the set of indices j such that X[j] = 1.

5. compute σ4 = dA1.σ3.
(
m� ∏

j∈M m j

)R =
(
ṙ
∏

i∈UIdB
ri

)R
.
(
m� ∏

j∈M� m j

)R

6. compute σ = (σ1, σ2, σ3, σ4, c)
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4 Security Analysis

Theorem 1: (Confidentiality) The proposedmodel GIBSC is secure, that the adver-
sary IND-CCA2 has been able to distinguish two valid ciphertexts during the game
1 with running time ∞, assuming that the DBDHP is e′ hard in G. in signcryption
model

∈′= ∈
O

(
qpke + qsc + qusc

)
(nr + 1)(ns + 1)

where qpkedenoted as private-key extract, qsc denoted as signcryption and
quscdenoted as unsigncryption. For encryption model

∈′= ∈
O

(
qpke + qenc + qdec

)
(nr + 1)(ns + 1)

.

Proof The algorithm Ǣ has been constructed to solve the DBDH problem, in case of
the =A can break the scheme with the advantage of ∈. The algorithm can solve DBDH
problem denoted by, the given (g, ga, gb, gc, T ) to be decided the T = e(g, g)abc.

Setup: The Ǣ randomly chooses two integer lr and ls and set 0 ≤ lr ≤ q and
0 ≤ ls ≤ q. again Ǣ chooses two integers randomly for the length of nr and ns and
set 0 ≤ kr ≤ nr and 0 ≤ ks ≤ ns. The four integers have been selected with DV as
follows.

• x′ ∈ Zlr and nr − DV (x1…xnr) ∈ Zlr
• y′ ∈ Zls and ns − DV (y1…yns) ∈ Zls
• z′ ∈ Zq and nr − DV (z1…znr) ∈ Zq
• ω′ ∈ Zq and nm – DV (ω1…ωns) ∈ Zq.

Functions

F(Id) = x ′ +
∑
i∈r

xi − lrkr,

J (Id) = z′ +
∑
i∈r

zi

K (s) = x ′ +
∑
i∈s

yi − lsks,

L(Id) = ϕ′ +
∑
i∈s

ϕi

System Public parameter as follows.
The algorithm Construct the public parameter for any Id and X.

1. g1 = ga and g2 = gb
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2. r′ = g2−lrkr+x′gω, and si = g2yigωi (1 ≤ i ≤ nr) for any identity Id,

r ′ ∏
i∈uId

ri = g2K (Id)g2L(Id)

3. s′ = g2−lsks+y′gz
′
and ri = g2xigzi (1 ≤ i ≤ ns) for any identity X,

s ′ ∏
i∈uId

si = g2K (X)g2L(X).

All the system public parameter has been sent to =A

Phase 1 The Adversary =A request the polynomial bounded number of queries as
follows.

Extract Queries
The key has been extracted from the identity ID issued by the =A, the algorithm Ǣ
has been computing the key as if and only if F(Id) �= 0. The key has been computed
as, The random value R has been selected RId ∈ Zq* and the private key is

dId = (dId1, dId2) =
(
g1

J (Id)
F(Id)

(
g2F(Id)gJ (Id)

)RIdg1
1

F(Id) gRId

)
.

Encryption Query
The Ǣ runs the encryption algorithm for the adversary =A request towards the plaintext
m for the receiver IdB.

Note: the adversary allowed to do encryption queries at any time.

Decrypt Query:
The adversary =A request the decryption, Ǣ to do the decryption algorithm If and only
If F(IdB) �= 0 mod lr then Ǣ run private key extract query and run the encryption
query for the adversary =A request towards the decryption.

Note: the adversary allowed to do decryption query for the ciphertext σ at any
time.

Signature Query
The Ǣ runs the signature algorithm for the adversary =A request towards the message
m for the sender IdA. Ǣ to do the signature algorithm if and only If F(IdA) �= 0 mod
lr then Ǣ run private key extract query and run the signature query for the adversary
=A request.

Verify Query
The adversary =A request the verifier query, the Ǣ runs the verifier algorithm for the
adversary =A request towards the signature/message m for the receiver IdB.
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Note: the adversary allowed to do verifier query for the sign pair (m, σ ) at any
time.

Signcrypt Query
The Ǣ runs the signcryption algorithm for the adversary =A request towards the
plaintextm to the sender identity IdA and receiver IdB. Ǣ to do the signcrypt algorithm
if and only If F(IdA) �= 0 mod lr then Ǣ run private key extract query and run the
signcrypt query for the adversary =A request.

Note: the adversary allowed to do signcrypt query at any time.

Unsigncrypt
The adversary =A request the unsigncryption, Ǣ to do the unsigncryption if and only
If F(IdB) �= 0 mod lr then Ǣrun private key extract query and run the signcryption
query for the adversary =A request.

Note: the adversary allowed to do unsigncrypt query for the signcrypt text σ at
any time.

5 Performance Analysis

Computation Cost
Computation cost has been calculated by the number of exponentiations and paring
operations used for each algorithm of proposed work. The representation of expo-
nentiations denoted as e and paring have been denoted as p. The calculation has
been evaluated for Generalized id-based signcrypt (GIBSC) and Generalized id-
based unsigncrypt (GIBUSC). The computation cost has also be compared with
other implementation.

Implantation scheme GIBSC GIBUSC

Lal et al. [16] 6e + 1p 3p + 1e

Kushwah et al. [17] 4e 2p + 3e

Yu et al. [18] 4e + 1p 3e + 3p

Xiaoqin et al. [19] 6e 5p + 2e

Ours 7e 5p + 2e

6 Conclusion

In this paper, efficient generalized-signcypt identity-based encryption (Gs-IBE) with
a randommodulator has been experimented. The performance is analyzed with other
previous generalized signcryption, where our scheme has been with relatively higher
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cost among other schemes but the proposed scheme has been stronger among the
collusion resistance using attribute modulate AM(r) function.
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Preventing Fake Accounts on Social
Media Using Face Recognition Based
on Convolutional Neural Network

Vernika Singh, Raju Shanmugam, and Saatvik Awasthi

Abstract In today’s world, most people are intensely dependent on online social
networks (OSN). People use social sites to find and make friends, to associate with
people who share comparable intrigue, trade news, organize the event, exploring
passion in an. According to a Facebook review, 5% of monthly active users had
fake accounts, and in the last six months, Facebook has deleted 3 billion accounts.
According to the Washington Post, Twitter has suspended over 1 billion suspect
accounts over a day in recent months, Detection of a fake profile is one of the critical
issues these days as people hold fake accounts to slander image, spread fake news,
promotes sarcasm that has attracted cyber criminals. There are numerous machine
learning methodologies such as supervised learning, SVM-NN, are produced for
the effective detection of a fake profile. In this paper, convolution neural networks
is proposed with many artificial neural network algorithms like face recognition,
prediction, classification and clustering for the efficient identification of account
being real or fake and elimination of fake profile account. Furthermore, the study
is grounded on the fact of the face-recognizing of the user and performing feature
detection and time series prediction. If the user account is detected fake it would not
be created.
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1 Introduction

There are increasing numbers of people in the current generation with social online
networks like Facebook, Twitter, Instagram, LinkedIn, and Google+ [1]. Social
networks allow people with common interests or collaborative reasons. It provides
them with access to numerous services for example messaging, posting comments
on their cyber-walls which are public, commenting on other users’ profiles post and
exchanging themasking of identity for malicious purposes has become progressively
prevalent over the last fewyears. People rely heavily onOSNs [2] to remain in contact,
to organize trade news, activities and perhaps even e-business and to create and share
individual personal profiles, email, images, recordings, audios, and videos, and to find
and make friends that have attracted cybercriminals interest in carrying out a variety
of malignant activities. Government associations use (OSNs) as a forum for effec-
tively providing government-driven services to people and educating and informing
them about different situations. This heavy utilization of social networks results in
immense measures of data being disseminated and organizations use social networks
to promote, advertise, and support their business online. Fake profile accounts show
that people donot represent themas a real person. Such an account ismanually opened
by a person after that actions are automated by bot. Fake profile account is categorized
into a Sybil account and duplicate account. A duplicate account applies to a user’s
account and maintained by the user other than their main account. Fake accounts are
classed into user classified (reported) or unauthorized (unwanted) groups of accounts.
User malicious accounts records show individual profiles made by a client from a
company or non-human element. Alternatively, undesirable accounts are however
user identities that are configured to be used for violation of security and privacy.

The social networking site database for Facebook, records a statistic of 4.8%
for duplicate accounts, the number of user-misclassified accounts is 2.4% and the
number of unauthorized accounts is 1.5% [3]. In 2019, Facebook announced the
deletion of 2.3 billion fake profile accounts. This is almost twice, as many as 1.2
billion accounts are withdrawn in the first quarter of 2018. The Facebook compli-
ance report shows that as much as 5 million of its monthly active users are fake and
that there is a growing number of attacks. Facebook is estimated to have more than
two billion monthly active users and one billion active users each day in the major
online social network reports. Accordingly, only 5% of its active monthly users
are false in Facebook reports. It is very convenient today to make false accounts
[4]. Nowadays, fake profile accounts can be purchased on the web at an extremely
cheaper cost furthermore, it can be delivered to the client using publicly supporting.,
Now it is easier to purchase followers online from Twitter and Instagram. The goal
behind Sybil account formation is to defame someone else’s image, digital terrorism,
terrorist propaganda; fear-based oppressor publicity, campaigns for radicalization,
distribution of pornography, fraud and misinformation, popularity shaping, division
of opinions, identity insecurity. In this paper, the promptly accessible and designed
methodologies are evaluated, that is utilized for the fruitful detection of identifying
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fake accounts on Facebook. Utilizing AI models, human-created detection is accom-
plished, by observing the attitude and the needs of people by examining their expe-
riences. Detection is accomplished by observing the attitude and the needs of people
by examining their communication and interaction with each other. Then there is a
need to give a fake account to our machine learning model to allow the algorithm to
comprehend what a fake account is. Convolution neural networks (CNN) and feature
classification algorithms are being used. Our methodology is to differentiate on the
reality between true user accounts and fake accounts by checking them at the time
of creation and not allowing the fake profiles to be created.

2 Problem Identification

Online Social Network (OSN)

Social media play a vital role in our life as 45% of the population around the world
spend at least one hour daily on social networks to share news, post pictures, tweeting,
commenting, liking, etc. [1]. Companies use the online social network to advertise
and promote their business online. Government Organization use social media as
a platform to deliver government services to citizens in an efficient manner and to
educate and inform them in various ways. The highly dependent nature of billions
of people over social networks has attracted the interest of cybercriminals to carry
out malicious activities.

Computer-mediated communication (CMC) is a basic portion of our everyday
lives, as a result, it has ended up essential for the populace, it is never going stal-
wart, as the society is never returning to a more physical environment, to considering
characters on CMC stages like social media and gatherings. The idea of identity is
expressly distinguished in this consider because it has to be overhauled logically
as a critical theme of the social media wrangle about. As expressed prior, a few
analysts have examined this issue, but determined 3-discusses are required since it is
connected to “self” and “self” as demonstrated overnight. Inquire about concerned
with the identity, picture and online gatherings have numerous possibilities and are
especially meriting of thorough consider owing to social organizing designs predom-
inant over thousands of a long time. Amid the final era, as well as numerous more
youthful people effectively lead complicated genuine organizing, which may not
reflect their current or offline presence. It has ended up amatter of concern. As of late,
the specified viewpoint is a fair one in setting up untrue characters in social media.
However, in another neighborhood, faux-accounts are made in advanced organizing
and reasonably considers were done has moreover procured.

Fake Profile

Fake profiles are created to defame someone’s image by using an individual name
and pictures, terrorist propaganda, share fake news, distribution of pornography. It
has a high impact on younger age who are highly dependent on social networks.
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Most people try to portray an image of themselves who they are not and try to
communicatewith their dear ones and hate ones to harm themmentallywhich leads to
a serious problem such as depression or suicide. Fake accounts can be categorized into
duplicate account which is maintained by a user in addition to their principal account
whereas false account is further broken down into user misclassified accounts which
represent the user personal account created as a business account and undesirable
accounts which are created to carry out malicious activities.

Social networking site, Facebook has estimated that 4.8% profile are double
accounts, 2.3% profiles are unsolicited, and 1.6% are undesirable accounts [3]. The
Facebook company has started removing 2.2 billion accounts that were detected fake
in theQ1of 2019. That is double the number detect- ed inQ4 of 2018where 1.2 billion
fake profiles were deleted. According to Facebook’s Enforcement Report, it is 6%
monthly active users are fake and the increase is due to the rise in automated attacks
[5]. The creation of fake accounts, buying Twitter and Instagram followers along
with putting likes online on posts is very easy nowadays. It can be bought online at
a very less cost and can be given to the customer via crowdsourcing services.

The reason behind the creation of fake accounts is mostly among these i.e. either
to defame another person, terrorist propaganda, spreading rumors and false news,
influencing popularity, polarizing opinions, identity theft, radicalization campaigns,
cyberbully, dissemination of pornography and fraud, online extremism.

Approach to Solve

The paper finds out themethods and themeasures currently available for the detection
of counterfeit accounts using machine learning technologies. Detection is carried out
by learning the behaviors of individuals and requires a detailed analysis of the activi-
ties of social media interactions with other accounts. To identify other fake accounts
and to predict fake accounts for potential use, this machine learning algorithm is
training with the latest collection of identified fake profiles. Neural networks and
algorithms are used for classification. Our solution uses distinct characteristics of
the platform and restricts a platform to use an identity over the so-called internet.

3 Literature Survey

This section summarizes some of the related work done in the field of detecting fake
profile accounts using machine learning models.
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3.1 Sarah Khaled, Neamat El-Tazi and Hoda M. O. Mokhtar

In 2018 proposed a new algorithm to detect fake accounts and bots in Twitter. Clas-
sification algorithms of machine learning have been utilized, They focus on tech-
nologies adopted to detect fake accounts and bots on Twitter. Classification algo-
rithms of machine learning have been utilized to choose real or fake target accounts,
those techniques were support vector machine (SVM), Neural Network (NN). They
proposed a new algorithm support vector machine-neural networks for successful
detection of fake accounts. Both approaches adopt techniques of machine learning
which highlight collection and methodologies of data reduction. It was also noted
that the correlation collection records quality is dynamic among the other optimiza-
tion algorithms, as redundancy is eliminated. The new algorithm classified 98% of
the account of training dataset using fewer features [4].

3.2 Mudasir Ahmad wania, Nancy Agarwala
and SuraiyaJabinb Syed ZeeshanHussainb

In 2018 mainly focused on fake profile detection using sentiments. The study is
done on the post of real account user and fake profile user and similar emotions
they use. The experiment is done on Facebook user profile post. In this paper, the
author mainly focuses on fake profile detection using sentiments. The study is done
on the post of real account user and fake profile user and similar emotions they
use. The experiment is done on Facebook user profile post. Data are trained for
12 emotions, including 8 basic emotions, positive and negativeness, by the use of
machine training techniques consequently, outliers are removed using noise removal
technique. To train the detection model, many learning algorithms have been used
including SupportVectorMachine (SVM),multilayer perceptron, J Rip, andRandom
Forest. The result shows that in the posts of unverified accounts three types of feeling,
anxiety, shock and faith are found least. For all three measures, precision, estimation
and AUROC, Random forest provides the best result [5].

Estée Van Der Walt and Jan Eloff

Described the detection of fake identities of humans vs bots using machine learning
models. Numerous fake accounts are enhanced with features used to detect bot
accounts, and the collection of features has been extended to different supervised
learn- ing models. This paper focuses on the detection of fake identities of humans
vs bots using machine learning models. Numerous fake accounts are enhanced
with features used to detect bot accounts, and the collection of features has been
extended to different supervised learning models. The highlights of human and
machine accounts are indistinguishable. For occasion, the title, it illustrates that the
traits utilized to recognize programmer accounts fizzled to recognize human account
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points of interest appropriately. The effects of qualified computer models are predic-
tive 49.75% of the best F1 performance. This is due to the fact that human beings are
distinct from both in terms of behavior and characteristic, which cannot be modeled
in the same way [6].

Gayathri A., Radhika S. and Mrs. Jayalakshmi S. L.

In 2018, explained Identification of fake accounts in media application by using
support vector machines and neural networks. Problem definition: Identification of
fake accounts in media application by using support vector machines and neural
networks. In this report, they reflect a profound learning pipeline for identifying fake
accounts rather than utilizing presumptions. It classifies the Sybil account cluster
whether it is made by the same individual. The method starts by selecting a profile,
at that point extricating the fitting characteristics and passing them to a proficient
classificatory that categorizes the account as untrue alongside the input. Future work:
utilizing more complex calculations. The other work line is to mimic multi-models
utilizing the chosen highlights of other malware-based methods [7].

Author—year Objective Techniques used Accuracy (%)

Gayathri et al. [1] Detecting t ake accounts
in media application

Support vector machine
and deep neural
networks

–

Mudasir Ahmad Wania
et al. [5]

Analysis of real and fake
users in facebook based
on emotions

Narve Bayes, JRip
random forest

Random forest

S, ims,ek et al. [8] Detecting f ake twitter
accounts

Artificial neural
networks

–

Siordia and Moctezuma
[8]

Features combination for
the detection of malicious
Twitter accounts

Feature extraction
classification, random
forest

94

Ttwari [9] Analysis and detection of
fake profile

Honest region, network
nodes, network edge,
benign nodes

–

Gupta and Kaushal [7] Detecting fake user
accounts in facebook

Data mining 79
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4 Techniques Used in Literature Survey

Support Vector Machine-Neural Networks

SVM-NN is applied to maximize classification accuracy because it achieves
maximum accuracy using a reduced number of features is implemented on the
provided dataset by performing feature reduction by splitting of data testing and
training data using 8 cross folds. Neural networks are created by developing neurons
and forming a model which are trained and used to predict results. The prediction
accuracy is counted separately by using formula.

Accuracy = number of detected accounts/total number of accounts ∗ 100

Random Forest

Random forest is one of a classification algorithm that is unsupervised in nature.
The fundamental concept is the selection of random samples from the provided
dataset to create a decision tree followed by result prediction from each tree through
voting. Finally, select the most voted results as the final prediction result. It is an
ensemble method that achieves the highest accuracy as it reduced the overfitted data
in sentiment analysis to identify true and sybilaccounts [5].

Artificial Neural Networks

Artificial Neural networks system framework is computational processing systems
that incorporate various interconnected computational nodes that work in a
distributed manner to accumulate data from the input to optimize the final output.
In implementations of ANN, a connection link is an actual number and the output
is determined through a nonlinear input function in each neuron. The objective of
the ANN is solving problems like a human brain for example in image recognition,
pictures containing dogs can be detected by examining pictures manually marked
as “dogs,” “no dogs” or by using the results to recognize dog in other pictures
This occurs without prior knowledge that dogs have hair, ears or dog-like heads,
for example, Characteristics are created by examples they identified automatically.
ANN is used for classification, pattern recognition, clustering, regression analysis,
prediction, social networks and even in activities that earlier only humans can do like
a painting [9].

Feature Detection

A convolution neural network has a special architecture in which complex data
characteristics are detected feature is referred to as an “interesting” portion of an
in general, image is processed as the first-pixel operation has been performed and
each pixel is examined to determine whether a function exists on that pixel. When
this belongs to a larger algorithm, the algorithm typically only scans the image in
the function field. As a prerequisite for integrated function detection, the Gaussian
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kernel usually smoothest the image input to the size display and calculates one or
more feature images that are often expressed concerning the local image derivative.

Feature Extraction

It is a process of reducing random variables from high dimensional datasets (data
withmore than 10 dimensions). It is broken down into twomore parts that are Feature
selectionwhich is a simple approach to find subsets of input variables or attributes and
feature extraction. Dimensionality reduction along with feature extraction is applied
as a pre-processing step using techniques Linear Discriminant Analysis, K-Nearest
Neighbor to reduce. Feature reduction is required to store time and storage [8].

Classification

Classification is a complex phenomenon introducing the definition of classes
according to the characteristics of the image following the selection of features such
as color, texture and multi-temporal data. The feature dataset obtained is trained
with supervised or unsupervised learning algorithms. Then, various classification
techniques like extraction, segmentation are applied to the trained dataset to get
appropriate results. At last, the classification technique is applied to all pixels by
suing pixel classification or per-field classification. Image classification covers all
unique features of an image and an important factor in the digital environment [3].

5 Proposed Methodology

Theproposed algorithmutilizes the convolutional neural network for face recognition
[10] and has an age classifier [11]. The features detected from CNN are classified
and compared with existing data in the data warehouse for the data comparison.

Convolutional Neural Networks (CNNs) is a category of deep neural networks,
most commonly used for visual imaging processing. They consist of neurons that
optimize themselves through learning. CNN is also called space invariant artificial
neural networks (SIANN). CNN is used for image recognition, video analysis, image
classification, time series forecasting, recommendation systems, natural language
processing, medical an input image can be taken by each neuron and operated based
on numerous ANN. The only significant distinction between current ANNs and
CNNs is that they are primarily used inside objects in the field of pattern detection.
CNN comprises of 3 types of layers. The layers are convolutional layers, pooling
layers and fully connected layers CNN’s fundamental functionality can be explained
as:

• The pixel values for the image act as the input and form the input layer.
• The convolutive layer determines the output of the neurons and the linear system is

intended to apply CNN’s “elemental” activation function to the activation output
produced by the previous.
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• The pooling layer just downsamples the contribution alongwith the spatial dimen-
sionality and decreases the number of cases., hence reducing computational
times.

• The fully connected layers then perform the indistinguishable tasks as generic
ANNs and attempt to generate category results from classifying activations

• CNN makes developing network architecture simpler.

6 Proposed Algorithm

The approach of this system for fake profile detection is too limiting for each user
to one and only one account on a particular platform. The system utilized facial
recognition and age classification using CNN to create a unique facial print id of the
account creator to identify him/her. This helps us to uniquely identify the customer
by bind the facial print to the account eliminating the possibility for a user to create
a new fake account. The facial data is utilized to identify two different data i.e. facial
features and then the age prediction. This eliminates the possibility of creating new
fake accounts by any user.

The input data after face detection and preprocessing are supplied to the twoCNNs
for FaceRecognition andAgeClassification. The data processed by the convolutional
network by passing through various layers of convolution, ReLU, pooling/sampling
and finally classified through a fully connected layer.

The process to detect a fake profile involves the following steps data collection,
optimization, face detection, face recognition, age classification, profile association,
profile detection. These steps are explained further in the section.

Data Collection

The data is collected from the user. This is collected from the social media platform
and then passed to the system. This step collects two types of data, firstly the profile
details like name, age and facial data from the sensors for face recognition. This data
is used to process and identify whether the user that is trying to create an account is
genuine or not.

Optimization

The raw data collected in the collection phase is optimized into the format required.
The optimization is one of the important steps before the processing of the data as
it prepares the data and enhances the data so that during the processing of data the
algorithm can produce better results.

Face Detection

Detection involves the detection of the facial data from the collected data and identi-
fies the points required to be processed and specific to the face rather than the whole
picture. The detection phase involves facial detection by identifying the points that
are of use to us and eliminating the rest unnecessary points. This is done through
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template matching function. It defines a standard template for all the faces and where
the different features can be identified independently like eyes. nose, mouth, contour,
etc.

Face Recognition

Face Recognition [12] is performed using the Convolutional Neural Network. The
data is preprocessed before feeding to the convolutional network. CNN utilizes
various hidden layers of convolution, ReLU, and pooling. These layers are arranged
in some fashion repeatedly to form the network. After passing through the various
hidden layers the output is put to the fully connected layer of the classifier for clas-
sification. The data from the output layer is put to comparison by the dataset in the
data warehouse for profile detection.

Age Classification

Age classification involves identifying the age of the user using CNN to get near
about the age of the user. A different CNN is used for the age classifier. The age
predicted by the classifier is given as an estimated range. If the input of the user lies
between the range the profile is allowed for creation. This is an extra parameter just
to verify the data input by the user and the verification facial data matches the data
input by the user at the time of creating the profile [13].

Profile Detection

This involves the main comparison of the data from the data warehouse that utilizes
snowflake schema to store the data. The data after the process of classification is
passed to this phase. The data is compared with the data in feature data in the data
warehouse. If a match is found, then the profile is flagged as fake and the account is
not created. If the face is unique, then the age detection is data is utilized to compare
the age detected by the algorithmwith the data entered by the user. If the age matches
near about with a minor difference then the profile is created else it is detected as a
fake verification. In the end, if both the tests are accepted then the profile is created
and the facial data is moved to the data warehouse for mapping.

Profile Association

The data is associated with the user profile once it is created [4]. The data is added to
the data warehouse creating a unique identification of every use and also maintains
the data to which all platforms the user is signed up to. The data warehouse utilizes
are snowflake schema to store the data by identifying the user by its facial patterns.
This eliminates the possibility of creating a fake profile of the user on a platform
he/she is not utilizing.
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7 Future Scope

This paper proposes a method that utilizes CNN for face recognition and age clas-
sification to eliminate profile. Further implementation can be done using CNN and
the accuracy and success of the method can be identified. The paper only proposes
the idea of limiting each person to have only one profile on a social media platform
to prevent the creation of a fake profile by mapping the creator’s facial signature and
profile data verification of age.

8 Conclusion

In this paper, the identified problem of fake accounts on the online social media
platform is tried to solved by the usage of neural networks and user profiling. The
paper proposes a system that is expected to prevent the creation of fake profiles as
compared to the previous system that utilizedmachine-neural networks that eliminate
fake profiles. In our knowledge, did not have any such system that has taken this
approach for fake profile elimination as proposed in the system. The accuracy is not
acclaimed as it has to experiment in the future implementation of this system.
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A DNN Based Diagnostic System for
Heart Disease with Minimal Feature Set

Merin David and K. P. Swaraj

Abstract Cardiovascular diseases are one of the prime reasons for individual deaths
across the globe, claiming millions of lives every year. Cardiovascular disease diag-
nosis is a critical challenge in the health care field as it has a lot of risk factors
associated with it. Moreover, neural networks are ideal in making significant clinical
decisions from the huge health-care data produced by the hospitals. This work is
an effective method to find significant features and use Deep Neural Networks to
build a cardiovascular disease diagnosis system. The proposed system is developed
by using a well known dataset called Cleveland dataset of the UCI Repository. The
model was introduced with different combinations of features and a deep neural net-
work. The performance of the different subsets of features were evaluated and it was
also investigated for a single gender. The proposed system with a minimal feature
set helps in the early diagnosis of heart disease and aids the cardiologist in making
clinical decisions.

1 Introduction

Any malfunction occurred in the heart is called heart disease. Diameter decrease
and subsequent artery blockage is the most widespread cause of heart failure. Heart
disease is observed as the most common death cause and it is difficult to diagnose the
heart disease due to several associated complicating factors and hence, the disease
must be handled carefully. Otherwise it may affect the heart or even result in death.

Currently, themost common diagnosis method bymedical practitioners is angiog-
raphy. This is also considered as the most accurate and appropriate method [5]. But,
it has many side effects and is very costly. Moreover, analyzing many risk factors
makes it more difficult for doctors. This arises the need for non-invasive methods.
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The conventional non-invasive methods depend upon analyzing the patients medical
history, relevant symptoms, and physical examination report. However, these meth-
ods are often erroneous [6, 7]. Thus, there is a need to develop systems that diagnose
heart diseases by eliminating these issues.

Many learning based decision support systems have been suggested for the detec-
tion of heart disease previously. However, these help to direct the focus on pre-
processing of features and improving the classifier accuracy only. Also, deep neural
networks have been showing better performance in health-care field be it disease pre-
diction, patient similarity learning [2], diet recommendation [3], dosage prediction
[4] or any other type of medical learning, recommendation, classification or predic-
tion. In this work, a deep neural network system is proposed with the significant
focus on the refinement of features in order to obtain good performance.

The main contributions of this work are as follows:

1. An effective system for heart disease detection with lesser number of features.
2. This work determines the significance of the neural network depth on its perfor-

mance. Generally, it is assumed that shallow networks perform better than deep
ones when working with small datasets. But, this paper shows that deep networks
too exhibit good performance provided unnecessary features are eliminated and
not made too deep.

3. The performance of the system for single gender data i.e. either male or female
patients, was also investigated.

2 Related Work

Adequate work in the fields directly related to this work are present. Attribute
Weighted Artificial Immune System (AWAIS) by Sahan et al. [8] depends on weight-
ing parameters according to their significance. These are then used to calculate
Euclidean distances. The performance of AWAIS was investigated for the Statlog
Heart Disease dataset and also another medical dataset for diabetes, Pima Indian
Diabetes dataset.

A classification model was proposed with the Statlog Disease dataset again by
Tomar et al. [10]. They analyzed the performance of feature selection basedLSTSVM
model for different training-test ratios and the results indicated that LSTSVMmodel
with 11 features performed well.

Paul et al. [9] proposed a fuzzy decision support system (FDSS) using genetic
algorithms (GA). The model finds out knowledge as decision rules. The proposed
systemalso reduces the number of tests needed as it selects the optimal set of attributes
and diagnoses the disease early.

Wiharto et al. [11] implemented a hybrid learningmodel for diagnosis of coronary
heart disease. The system used feature selection process based on tiered multivari-
ate analysis, and logistic regression. Classification was performed using multi-layer
perceptrons.
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Machine learning techniques were used in the work proposed by Mohan et al.
[12] to process raw data and provide a novel work in the area of heart disease. The
proposed approach was a hybrid HRFLM that combined Random Forest (RF) and
Linear Method (LM). The dataset used was the Cleveland dataset from the Heart
Disease dataset. All 13 features of the dataset were used in building of the model.

3 Proposed System

The proposed work consists of developing the DNNmodel with different feature sets
and conducting a comparative study on the same in terms of the evaluationmetrics. In
this study, Python and the Keras library were used to build the deep neural network.

The proposed approach (Fig. 1) begins with a pre-processing phase. It includes
handling of missing values, categorical values and the normalization process per-
formed on feature vectors. Sci-kit learn (sk-learn) library has been used for this pur-
pose. Feature extraction is then performed on the data. The reduced data is applied to
neural network for model building and updating weights. The network is evaluated
for its performance using K-Fold validation.

Fig. 1 System architecture
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3.1 Dataset Description and Data Pre-processing Module

The Heart Disease dataset, freely available at UCI, contains the databases from
Hungary, Switzerland, V. A. Long Beach and Cleveland. The database contains 76
attributes, but usually a subset of 14 of them are selected where 13 were feature
vectors and the remaining 1was class label. The details of these feature columns have
been clearly described in Table1. Out of the 13 feature vectors, there were 2 personal
features namely sex and ageof the patient and the remainingwere attributes pertaining
to the disease. The confidential features like names, social security numbers were
removed from the database for obvious reasons and hence, are not considered.

This work uses Cleveland database only as the remaining three databases had
numerous missing values. The Cleveland database had 303 patient records out of
which6 records had columnswithmissingvalues. So, those 6weremanually removed
from the database and the remaining 297 records were used by the pre-processing
module. Hence, the dataset had 297 rows and 14 columns.

The last class variable field suggests the extent of disease in the patient. It has
values from 0 to 4 depicting degrees of severity of the disease. Most works with the
Cleveland database have focused on distinguishing presence (values 1, 2, 3, 4) from
absence (value 0) [12, 14, 15]. So, the multi-class problem was converted into a
binary classification problem by mapping all ‘num’ values greater than ‘1’ to simply
‘1’ to indicate presence of heart disease. Hence, there were 137 records showing the
value of ’1’ i.e the presence of heart disease, and the remaining 160 had the value of
‘0’, i.e the absence of heart disease.

There are columns like ‘sex’, ‘cp’ etc. that contain numbers of no specific order
of preference, called categorical attributes. The data in these columns usually denote
a category or value of the category. They cannot be fed into the model directly and
hence, should beOneHot Encoded. InOneHot Encoding, the columnwhich contains
categorical data are split into as many columns equal to the number of categories
present in that column. Each column will contain either a ‘0’ or a ‘1’.

3.2 Feature Selection Module

The Cleveland dataset, as already said, had 13 feature columns and 1 target column.
The deep neural network model was built with all of these features. Also, the results
of the subset of features were compared. In this work, only six sets of features were
selected for the evaluation of the performance as proposed by [13].

There were 201 male samples and 96 female samples in the dataset. So, model
building was also performed on single gender data, i.e all male samples or all female
samples were taken separately and the model was built for studying the comparisons
with these feature sets, as ‘sex’ is the common personal attribute for all feature sets.
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Table 1 Description of the dataset [16]

Attribute Description Type

Age Age in years Number

sex Sex (Value 1: male, Value 0: female) Categorical

cp Chest pain type Categorical

(Value 1: typical angina,

Value 2: atypical angina,

Value 3: non-anginal pain,

Value 4: asymptomatic)

trestbps Resting blood pressure in mm Hg on admission to the hospital Number

chol Serum cholestrol in mg/dl Number

fbs Fasting blood sugar greater than 120mg/dl Categorical

(Value 1: true, Value 0: false)

restecg Resting electrocardiographic results Categorical

(Value 0: normal, Value 1: having ST-T wave abnormality i.e. T
wave inversions and/or ST elevation or depression of greater
than 0.05 mV, Value 2: showing probable or definite left
ventricular hypertrophy by Estes’ criteria)

thalach Maximum heart rate achieved Number

exang Exercise induced angina Categorical

(Value 1: yes, Value 0: no)

oldpeak ST depression induced by exercise relative to rest Number

slope The slope of the peak exercise ST segment Categorical

(Value 1: upsloping, Value 2: flat, Value 3: downsloping)

ca Number of major vessels (0–3) Number

Colored by flouroscopy

thal Status of the heart (Value 3: normal, Categorical

6: fixed defect, 7: reversable defect)

num Diagnosis of heart disease i.e. Categorical

Angiographic disease status

(Value 0: less than 50% diameter narrowing, Value 1: greater
than 50% diameter narrowing)

3.3 Prediction Module with Deep Neural Networks

A neural network consist of weighted interconnections of an input layer, zero or
more hidden layers and an output layer. Deep neural networks are neural networks
that have more than one hidden layer.

This work uses a feed forward deep neural model that had 3 hidden layers with
13, 8 and 4 neurons respectively. The output layer had a single neuron. All layers
(input layer doesn’t use any activation function by default) used sigmoid activation
function.
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Adamwas used as the model optimizer and loss of the model was calculated using
binary cross-entropy formula given by:

L(y, ŷ) = − 1

N

N∑

i=0

(y.log(ŷi )+ (1− y).log(1− ŷi )) (1)

where y is the set of target values, ŷ is the set of predicted values andN is the number
of values in the set. The block diagram of the model is given in Fig. 2. The dataset
was split into 9 splits after leaving the last 9 rows for real-time predictions. So, there
are 32 samples in each split. The model was fit with all the features and also the
selected feature sets. For studying the performance of these feature sets on single
gender data, 3 splits were taken and hence, there were 67 and 32 samples in each
split for males-only and females-only data respectively.

4 Evaluation Metrics and Results

The standard evaluation metrics such as accuracy, precision, recall and F1-measure
[17] have been considered as this is a binary classification problem.

Accuracy = TP + TN

TP + TN + FP + FN
(2)

Fig. 2 Deep neural network
model
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Precision = TP

TP + FN
(3)

Recall = TP

TP + FP
(4)

F1-measure = 2× Precision × Recall

Precision + Recall
(5)

where TP, TN, FP and FN are True-Positives, True-Negatives, False-Positives and
False-Negatives of the confusion matrix respectively. Since the model was run for
9 splits, the above metrics for each fold was determined and averaged to obtain the
performance metrics.

The comparison of the different feature sets based on performance metrics after
K-fold validation are shown in Table2 and Fig. 3. Feature set named FS3 achieves
highest values for Accuracy, Precision, Recall and F1-measure. FS1 (7-features) and
FS3 (8-features) clearly outperforms the model built with the full feature set as it has
higher values for all the performance metrics. FS4 (6-features) also achieves better
values for Accuracy, Precision and F1-measure when compared to the model built
with the 13-feature set but it’s Recall value is lesser than the 13-feature set.

Table 2 Comparison of different feature sets

Feature sets Accuracy Recall Precision F1-measure

All features 81.6 78.28 79.49 78.6

FS1 82.3 80.94 80.68 80.11

FS2 78.89 81.08 71.43 75.95

FS3 84.38 83.14 83.58 82.57

FS4 81.95 76.51 83.5 79.04

FS5 79.86 77.47 78.61 76.99

FS6 80.56 72.22 80.42 75.13

Table 3 Comparison of different feature sets for single gender data

Feature sets Accuracy for males-only data Accuracy for females-only
data

All features 73.13 85.42

FS1 77.11 86.46

FS2 75.12 84.38

FS3 75.29 88.54

FS4 74.13 81.25

FS5 78.11 81.25

FS6 77.86 84.38
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Fig. 3 Graphical illustration of the comparison of different feature sets

The comparison of accuracies for different feature sets on single gender data after
K-fold validation is given in Table3 and Fig. 4. For feature sets FS1 (7-features) and
FS3 (8-features), accuracy for disease diagnosis with males-only data and females-
only data is clearly higher than the males-only data and females-only data for full
features model respectively. Therefore, all the 13-features are not necessary for the
deep neural system and the relevant feature sets are FS1 = {sex, cp, fbs, restecg,
oldpeak, ca, thal} and FS3 = {sex, cp, fbs, thalach, exang, slope, ca, thal}.
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Fig. 4 Graphical illustration of the comparison of different feature sets for single gender data

5 Conclusion

From this research work it is concluded that the heart disease prediction is an impor-
tant health-care field as the death rates should be effectively controlled. If the disease
is detected in early stages and all safety measures are adopted as soon as possi-
ble, it will help in saving human lives in the long run and early diagnosis of heart
abnormalities.

In this work, the performance of a deep neural based heart disease diagnosis
system is evaluated. The neural network had three hidden layers with 13, 8 and
4 neurons respectively. Feature selection was employed and six feature sets were
selected to train the model. The proposed system with minimal feature sets FS1 and
FS3 achieves a better performance when compared with the model employing all
the 13-features. This system can be effectively installed in clinical decision support
systems at hospitals for aiding medical practitioners in making important clinical
decisions.

Limitations of this system is that the dataset is very small. This study can be
further extended to real-world datasets with atleast 1000 patient records for multiple
classes and its performance could be tested after a relevant outlier detection process.
Moreover, the study was conducted with the available data and so, further investiga-
tion is required on why there is a huge variation in the performance between the two
genders.
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Robust Automated Machine Learning
(AutoML) System for Early Stage
Hepatic Disease Detection

Devendra Singh, Pawan Kumar Pant, Himanshu Pant,
and Dinesh C. Dobhal

Abstract Hepatic or Liver disease cause illness because of the perturbation of liver
function. The liver performs many critical functions and if it gets injured or diseased,
cause significant damage or even death. Failure to take care of early-stage hepatic
issues will further deteriorate the organ to more complicated scenarios. Therefore
the need to diagnose the condition early so that the condition has maximum potential
for successful treatment. AutoML is the next coming wave of machine learning. In
the market there are various commercial and open-source tools are available based
on AutoML.Auto-WEKA package is such a tool and it is based on AutoML tech-
nique, which could be utilized by both experts, and non-experts group of users. The
main usage of AutoML is to help the developer by automating the model selec-
tion and hyper-parameter optimization. Non-experts utilize AutoML with minimal
code or without writing a single line of code. Tools that bases on AutoML make
machine learning pipeline building effortless. In this paper, the implementation of
Auto-WEKA for hepatic disease detection have been used.

Keywords AutoML · Auto-WEKA · Hepatic disease · Model selection ·
Hyper-parameter optimization
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1 Introduction

Early-stage hepatic disease identification is a critical task in the patients because
it may function normally even when the hepatic is partially damaged. Symptoms
sometimes come to light when it’s too late. Hepatic patients’ survival rate might
increase when the diagnosis is performed at an early stage. Hepatic is one of the
core parts of the human body and its main responsibility is to filter blood before
sending to the rest of the body parts. Hepatic harm is one of the best deadliest
ailments on the planet. Hepatic failures among Indians pose a high-risk rate. Earlier,
alcohol and other obesity-associated diseases usually caused by hepatitis B and C
may now be considered the most common causes of liver disease. There has been
a paradigm shift in the dynamics of liver cirrhosis and approximately 10 lakh new
patients are diagnosed in India each year. By 2025, India will potentially become the
world’s capital for hepatic infections. With the sedentary routine, too much alcohol
consumption and smoking are the main cause of hepatic infection in India. There are
more than 100 types of hepatic infections in the human body. Therefore, a hepatic
patients screening system is developed that will enhance disease diagnosis in the
medical field. Such screening systems can allow doctors to make specific decisions
on the hepatic disease of the patient using automated diagnosis tools. Hepatic disease
diagnosis at an initial phase is significant for a better cure. Prediction of diseases in
the starting phases is a challenging task for medical researchers. Hepatic disease is
a broad term covering all the potential problems causing the liver to fail to perform
its designated functions. There are several types of hepatic diseases: virus-caused
diseases like hepatitis A, hepatitis B, and drug-caused hepatitis C, Diseases, toxins,
or too much alcohol. Types include fatty hepatitis and cirrhosis. Symptoms of the
hepatic disease can vary, but frequently include swelling of the abdomen and legs,
easy bruising, changes in the colour of the stool and urine, and jaundice, or skin and
eye yellowing. Symptoms don’t occur often. Our research paper provides hepatic
disease diagnosis with the help of latest and very useful technique called automatic
machine learning.

Machine learning has provided some significant breakthroughs in various diverse
fields. Fields like healthcare, financial services, retail, transportation, marketing,
insurance and many more. Nowadays, Machine learning becomes the need for the
organization. If they are not using machine learning, they are missing the current
industry and their customers need. The main problem associated with traditional
machine learning is that thewhole process is humandependent, but the problem is that
not all business has the resources to invest in an experience machine learning team.
Therefore, AutoML may be the answer to such kind of situations. WEKA contains
an implementation of mostly used machine learning algorithms. In the current era of
technology, user can easily use machine learning with the help of available machine
learning algorithms and other feature selection techniques with the help of open-
source packages like WEKA [1] and PyBrain [2]. WEKA provides many valuable
resources for data pre-processing, classification, regression, clustering, visualization
and much more. The main advantage of WEKA is that it is open-source software.
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Automated machine learning has mainly used for automating the whole process of
machine learning pipeline. Auto-WEKA package based on AutoML. Auto-WEKA
is a package of WEKA data mining tool that performs algorithms selection from
an available set of algorithms and hyper-parameter optimization. Hyper-parameter
optimization plays a vital role in model selection. The best algorithm from available
algorithms may be used but without the best-tuned parameters, its optimal perfor-
mance cannot be achieved. AutoML provides us with the power that without the
skilled data scientists an efficient machine-learning model can be built.

The main aim of automated machine learning is to make machine learning easy,
reduces human error as before thework has donemanually, improvingmodels perfor-
mance byfine-tuning. Thus the automatedmachine is a new era and a very demanding
topic for research. Many firms investing a lot of amount in the research area of
improving existing automated machine learning and have also used this in our paper
to take advantage of automatedmachine learning. Themain objective of this research
is to build a program for the screening of hepatic diseases using classification algo-
rithms for machine learning to distinguish hepatic patients from healthy people.
An integrated machine-learning model is developed using AutoML, Auto-WEKA,
Auto-Keras and Auto-Sklearn techniques to support the medicinal community for
the diagnosis of hepatic disease among patients. AutoML is defined as a combination
of machine learning and automation. Doctors and medical practitioners can readily
utilize this screening model as a screening tool for hepatic disease.

1.1 AutoML Versus Traditional Machine Learning

AutoML concepts are varied. According to [3], for example, AutoML is designed
to reduce demand for data scientists and enable domain experts to create ML appli-
cations automatically without much requirement. Awareness of statistics and the
ML. In [3], AutoML is specified as an Automation and ML combination. Auto-
mated Machine Learning offers tools and processes for making Machine Learning
accessible to non-machine Learning experts, increasing the performance of Machine
Learning and speeding up Machine Learning. There are many tools available in the
market for AutoML platform. With the help of AutoML, the time-consuming part of
the AI application development lifecycle can be automated. In traditional machine
learning, more attention has to pay for manual work. For example, in traditional
machine learning, a model selection with best-tuned parameters a repetitive task
has to be performed manually which can be a very time-consuming process. With
the help of AutoML, the process can be automated which can save both time and
resource.
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1.2 Advantages of AutoML

• Automated machine learning provides the solution by automating some or all of
ML’smoves. It helps the seeker to incorporate supervised learning,which includes
pattern recognition from the labelled data.

• Automated ML is responsible for model consistency and accuracy. Chances of a
mistake or mistake happening are reduced. AutoML thus provides a higher degree
of satisfaction levels.

• The data processing time is decreased so developers can utilize this time on other
aspects ofmachine learning like investingmore time on optimization of functions.

• AutoML is cost-effective by automating tasks. The number of resources is being
reduced such as the number of developers in a project.

• AutoML selects and extracts the features of a given dataset along with best-tuned
hyperparameters.

1.3 Risks Associated with AutoML

• When the data comes from various sources and is available in different formats,
AutoML can not be consistent with different datasets.

• With AutoML’s support, only some part of the problem can be solved. Mainly
focuses on selecting and improving model performance.

• AutoML is computationally expensive in terms of hardware resources and time
it needs for a particular problem. It needed more time and resources to tune the
hyperparameter than the other parameters.

• The time is also a critical part of AutoML. Every problem is time-bound in the
sense to achieve the best accuracy and sometimesmore time can overfit themodel.

2 AutoML Pipeline

A standard model of machine learning follows four processes, reading data from
the data source, pre-processing, and hyperparameter optimization to the prediction
of results. All the steps are performed and controlled manually. AutoML mainly
focuses on two points: the collection of data and prediction. In AutoML intermediate
steps are automated. AutoML provides us with optimized models that are ready for
prediction. AutoML pipeline is an automatic method of applying machine learning
to real-world issues. It automates everything from data selection to development of
a machine learning model. Human input and expertise in the conventional machine
learning model are needed at different stages of machine learning. With the help
of AutoML, the productivity of experts can be improved by automating repetitive
machine learning tasks which can also reduce the human errors that arise in the
manual process (Fig. 1).
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Fig. 1 Auto train models [4]

2.1 Benefits of AutoML

For data scientists, AutoML is not a substitute. It cannot do what a data scientist can
do in terms of analytical thought, predictive engineering or knowing themeaning and
weaknesses of its projects [3]. BeforeAutoML, experienced data scientist spends lots
of time on manual tasks such as feature selection and hyper-parameter tuning instead
of other deep levels of analysis. AutoML makes it possible to run the automated
process in the background during that time data scientists can focus on complex tasks.
So can be said that AutoML is not the replacement of data scientists. For new data
scientists, AutoML makes it possible to make their projects ready on time and also
their fundamental skills such as algorithm selection and tuning of hyper-parameters.
Various other categories of users can take benefits of AutoML for example healthcare
domain, finance domain, marketing domain, banking domain, etc.

3 AutoML Tools

3.1 Auto-WEKA

Auto-WEKApackage is used for selecting a learning algorithm and setting the values
of hyperparameter. Auto-WEKA does all the processes in a fully automated manner.
This can be used by non-experts to define the machine learning algorithms and the
hyperparameter values for their desired application. It provides a simple and easy
GUI interface, which can be utilized by non-experts with minimal machine learning.
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3.2 Auto-Keras

Auto-Keras is an open-source software based on automated machine learning. Auto-
Keras search the correct model architecture and hyper-parameters for the deep
learning models automatically. With help of the Auto-Keras and with few lines of
code, a powerful deep learning model can be created.

3.3 Auto-Sklearn

Auto-Sklearn is a package of scikit-learn based applications for automated machine
learning. Scikit-learn is a free software library for machine learning in the python
programming language. Auto-Sklearn fits well in small and medium-sized datasets
but is not ideal for a complex deep learning system capable of managing a large
number of data sets.

3.4 Auto-Pytorch

Facebook manages Pytorch library. Auto-Pytorch is used to automate the time
consuming manual process in machine learning. Searching the appropriate archi-
tecture and hyper-parameter values for training the deep neural network is crucial to
achieving the best performance.

3.5 Amazon-Lex

AmazonLex is the deep learning technology-basedweb service provided byAmazon
Alexa. It is a web service that allows clients to use text and voice to create conver-
sational interfaces into any program. Developers to quickly build Chat-bots with
minimal effort mainly use it. Chat-bots mainly used for conversational interactions
to help firms to engage the customers. This comes with functionalities such as auto-
matic speech recognition (AST) to translate from voice to text and natural language
understanding (NLU).

3.6 Tpot

The Tree-Based Pipeline Optimization Tool (TPOT) is an open-source data science
python tool for automation. TPOT uses the scikit-learn library used in the python
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as its ML menu. TPOT uses a genetic algorithm for finding the best parameter and
model ensembles. TPOT tries a pipeline, tests its output, and then changes parts of
the pipeline by a random search for better algorithms.

3.7 H20 Auto-ML

H20 is an open-source machine-learning framework that is distributed in memory.
H20 contains an automatic machine learningmodule component called H20AutoML
which is used primarily to automate the machine learning workflow. H20AutoML is
used to automatically train and tune several models within a given time limit.

3.8 RapidMiner

With the help of RapidMiner, automated machine learning can be performed. The
main advantage of automated machine learning is that reduced time and effort for
building a model can be used. With the help of RapidMiner auto model, predictive
models can be built within minutes. Thus the need for technical expertise can be
eliminated. Only the data have to be uploaded and specify the outcomes, the Auto
Model part will do the rest other things with high-value insights. RapidMiner Auto
Model works as a fully automated manner from data exploration to modelling to
production.

3.9 Cloud Auto-ML

Cloud AutoML is a suite of machine learning products provided by Google that
allows developers with limited machine learning knowledge to train high-quality
models that are specific to their business needs by leveraging Google’s state-of-the-
art transfer learning and Neural Architecture Search. Cloud AutoML offers an easy
to use GUI to practice, test, develop and model. The suite contains many technology
tools for different tasks.Google’sAutoML is paid software and to use it in our project,
have to pay as compared to open-source alternatives. AutoMLVision is a package of
Cloud AutoML suite used for training the model on images. Cost of AutoML vision
depends on time and number of images used by that model for prediction.
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4 Experimental Setup and Results

In recent research works, researchers developed numerous hepatic disease detection
models for early-stage diagnosis. Neural network models for disease predictions
are one of the exceptional medical aids for doctors, including a diagnostic support
system, an expert system, an intelligent diagnostic system and a hybrid system for the
detection and screening of hepatic diseases. Christopher [5] proposed a diagnostic
system for detectingmedical conditions, taking into account six benchmarks: hepatic
disorder, heart disease, diabetes, breast cancer, hepatitis and lymph (Fig. 2).

Patients with the Hepatic disease have been increasing because of high-level
consumption of alcohol. In our experiment, data have been collected from local
hospitals. Patients with hepatic disease dataset have been used from Kaggle [4]
website. Collection of data from the primary data source is 4872. The collection of
data set froma secondary source is 15,347. Sowith the help of total 20,219datasets, an
automated machine learning system have been built which can be useful to evaluate
prediction algorithms and it is an initiative to reduce the burden of doctors. The
quest for the right algorithm and hyper-parameter optimization is a time-consuming
process if wanted to create a program that is based on conventionalmachine-learning.
It is a manual and repetitive process. The best solution exists for this scenario is that
Auto-WEKA is used, a package ofWEKA software for automatedmachine learning.
For a given problem, Auto-WEKA simultaneously selects learning algorithms and
hyper-parameters appropriate to the problem for achieving improved performance.
So in all our experiments, Configuration means that it has selected multiple learning
algorithms and different hyper-parameters then applying multiple combinations of
these to achieve results. The general form of the confusion matrix is presented in
Table 1.

Fig. 2 Processes in AutoML [6]

Table 1 Confusion matrix Predicted: no Predicted: yes

Actual: no TN FP

Actual: yes FN TP
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Table 2 Confusion
matrix—Exp. 1

Patient Healthy Classified as

9323 3208 Patient = liver disease
Healthy = non-liver disease4298 3390

Accuracy = (TP + TN)/Total = (9323 + 3390)/=(12713/20219)
= 0.6287 (62.87%)

Fig. 3 Detailed accuracy by class—35 min results

Fig. 4 Accuracy with other parameters—35 min results

4.1 Experimental Setup-1:

Initially, a basic AutoML configuration setup has been used. A time limit of 35 min
has been set for Auto-WEKA to find the right algorithms and hyper-parameters.
For this time duration, Auto-WEKA tried 1059 configurations to get the best result.
In this experiment as seen in Fig. 4, auto-WEKA tool got the best accuracy when
choosing stochastic gradient descent (SGD) algorithm. The confusionmatrix in Table
2 summarizes their classification results of data in the form of rows and columns
(Fig. 3).

4.2 Experimental Setup-2

Auto-WEKApackage focus on automating the steps ofmodel selection andoptimiza-
tion of hyper-parameter. A time limit of 45 min has been set for Auto-WEKA to find
the right algorithms and hyperparameters. For this time duration, Auto-WEKA tried
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Fig. 5 Detailed accuracy by class—45 min results

1493 configurations to get the best result. In this experiment as seen in Fig. 6, auto-
WEKA tool got the best accuracy when choosing the logistic regression algorithm.
It is advisable to give more time to Auto-WEKA for better results (Fig. 5).

The confusion matrix in Table 3 summarizes their classification results of data in
the form of rows and columns.

Fig. 6 Accuracy with other parameters—45 min results

Fig. 7 Detailed accuracy by class—60 min results

Table 3 Confusion
matrix—Exp. 2

Patient Healthy Classified as

7748 2362 Patient = liver disease
Healthy = non-liver disease4298 5811

Accuracy = (TP + TN)/Total = (7748 + 5811)/=(13,559/20,219)
= 0.6706 (67.06%)
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Fig. 8 Accuracy with other parameters—60 min results

4.3 Experimental Setup-3:

A time limit of 60 min has been set for Auto-WEKA to find the right algorithms and
hyper-parameters. For this time duration, Auto-WEKA tried 1958 configurations to
get the best result. In this experiment, as seen in Fig. 8, auto-WEKA tool got the best
accuracy when choosing random forest algorithm. The time has also been increased
to 90, 100, 150 min but found that the results are almost similar to experiment 1 and
2. If the time increased more than 60 min the accuracy was not increasing. This is an
example of overfitting and found that to achieve optimal values, it is advisable to give
sufficient time to Auto-WEKA but there should be a threshold to avoid overfitting
(Fig. 7).

The confusion matrix in Table 4 summarizes the classification results of data in
the form of rows and columns. The following terminologies are useful to determine
the accuracy score of the model. Precision, Recall and F1 score are calculated as
per formulas in 1, 2 and 3 respectively. All the calculation for the experiments is
summarized in Table 5.

Precision = (True Positive)/(True Positive + False Positive) (1)

Table 4 Confusion matrix—Exp. 3

Patient Healthy Classified as

10,049 61 Patient = liver disease
Healthy = non-liver disease363 9746

Accuracy = (TP + TN)/Total = (10,049 + 9746)/=(19,795/20,219) = 0.9790 (97.90%)

Table 5 Precision, recall, F1 score and accuracy scores of experiments

Exp. No. Precision Recall F1 score Accuracy (%)

1 0.744 0.685 0.713 62.87

2 0.766 0.643 0.699 67.06

3 0.994 0.965 0.979 97.90
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Recall = (True Positive)/(True Positive + False Negative) (2)

F1 Score = 2 ∗ (Precision ∗ Recall)/(Precision + Recall) (3)

5 Conclusion

AutoML is still an active area of research. Automated machine learning (AutoML)
can be used for classification, regression and configuration of neural networks. In
our experiments, the time constraint is found to be an important factor in autoML to
achieve higher accuracy. This is our proposed properly configured AutoML model
according to our need. In [7], there are various frameworks available to work upon.
In autoML, timing is found to be a critical factor to achieve good accuracy and one
should try AutoML for different timings and then choose a timeslot which provides
higher accuracy. Globally, the demand for Data Scientists is increasing year by year.
Many companies facing problems for hiring talented data scientists because they are
expensive. AutoML provides a way to bridge the gap in the data science industry.
AutoML saves time for highly skilled experts so that the time would be utilized in
other areas of the project.
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BS6 Violation Monitoring Based
on Exhaust Characteristics Using IoT

B. S. Pavithra and K. A. Radhakrishna Rao

Abstract An IoT-based continuous emission tracking and warning system are
proposed which consists of Arduino ATMEGA328 processor, a Wi-Fi ESP8266
interface, gas sensor MQ135, LCD module and BYLNK application. It is placed at
the exhaust of the vehicle to continuously monitor the exhaust characteristic data
and is collected in the cloud server for further processing and alerting the vehicle
owner. The prototype is monitored for the emission characteristics of BS6 standards.
The BS6 standard is taken as reference as the existing BS4 standards have been
withdrawn since April 2020. The objective of the paper is to introduce a vehic-
ular emission monitoring and warning system and to ensure the pollutants limits
are within BS6 standards. The prototype is capable of detecting and monitoring the
pollutants such as CO, CO2 and NOx which are majorly found in the exhaust fumes.
The measured data is shared through LCD and a BLYNK notification to the vehicle
owner to continuously monitor the exhaust. This system is real-time, Portable, low
cost and it provides a good interface with the application resulting in controlling the
emission especially in the urban areas.

Keywords BS6 violation · Emission · Arduino ·WIFI ESP8266 ·MQ135 ·
BYLNK · LCD module

1 Introduction

Among the environmental pollutions, air pollution is one of the most crucial pollu-
tions which is rapidly increasing due to the human urbanization which has a direct
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hazardous impact on health and environment. Hence air quality monitoring is
extremely important in our day to day living. Air pollution from motor vehicles,
power plants, industry, and households account for 70% of the pollution in the world
with the composition of the quantity of carbon monoxide (CO) 99%, Carbon di-
oxide 89%, and nitrogen oxides (NOx) 73% and other particulates that include lead,
sulphur oxide and dust particles [1]. Hence with the increase in the digital minia-
turization makes the devices smarter and the evolution of the internet of things and
cloud computing has made the lives better [2].

Emission of hazardous gases to the environment ismainly from the vehicles due to
the incomplete combustion of the fuels in the engine of a vehicle leads to an increase
in the pollution and unfavourably affecting the environment. The greenhouse effect
occurs due to the increase in air pollution. Emission of these gases from the vehicles
cannot be completely avoided but, to be controlled. The main purpose of pollution
monitoring is not only to monitor the vehicle condition based on the exhaust and
provide the exhaust data to the user but also to make the effort to improve the
environment condition to reduce the Global warming. Monitoring the vehicles to
check whether they are adhering to the BS6 norms of the government which helps to
identify the vehicles which emit more pollutants to the environment along with the
fraudulent activities by the vehicle owners and the fuel stations.

Emissions from many air pollutants like industries, vehicles and household activ-
ities have various negative effects on human health and the environment which could
even lead to natural calamities. BS-VI standard vehicles include enhanced On board
diagnostics (OBD) requirements for all vehicle classes, for two and three-wheeled
vehicles, and the introduction of emission limits on nitrogen oxides which is the
major reductions compared to BS4 standards. Also the sulphur content in the fuels.

2 Related Work

In this paper, a low price radio frequency identification (RFID) technology system is
developed to detect the emission from the vehicles alongwith the notification system.
This system, in turn, helps in monitoring the vehicle engine health from the emission
values captured. This system works on the concept that when the vehicles stop in
the traffic signals in the urban areas, reliable reading of air ratio from a vehicle is
taken through RFID, which detects the vehicle emission level. So from the values
obtained in the real-time the vehicle emission levels can be monitored and controlled
effectively [3].

To reduce environmental pollution due to the emission of carbon particles from
automobiles, a chemical sensor is used to keep track of the emission level using
Wireless Sensor Networks [WSN] technique. From the results of the experiment
conducted, it is concluded that by continuous monitoring of the carbon particles
emission helps in controlling the air pollution from vehicles [4].

Using Wireless Inspection and Notification system (WINS) with the concept of
ZigBee and GSM, a system is developed which is used to monitor the vehicles that
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are violating the emission standards. In this paper, mature wireless communication
techniques like a radiofrequency module (ZigBee) and GSM are adopted to collect
and commute the emission information from vehicles [5].

In this paper [6] themain aim is to reduce the emission of harmful gases like carbon
monoxide (CO), nitric oxide (NO), nitrogen dioxide (NO2), hydrocarbon (HC), and
sulphur dioxide (SO2) from the road vehicles. Here the system is developed in stages.
At first stage catalyst based accurate monitoring optic absorption spectroscopy based
gas sensor and ADXL210 accelerometer chip system is developed. It monitors the
emission from the engines at different states and conditions.

This paper [7] mainly focus on reducing the cost of the expensive sensors used
to measure the harmful gases emitted and matter concentration from the combustion
engines. Control system of EGR (Exhaust Gas Recirculation) is included along with
Emission monitoring system in the proposed systemwhich involves the temperature,
rotational speed and airflow sensor which has a highly flexible electronic valve in
operation to measure the accurate concentration of gases.

The paper [2] explains with the increase in the digital miniaturization makes the
devices smarter and the evolution of the internet of things and cloud computing has
made the lives. This improvisation in the devices is useful in the control of different
environmental hazardous.

In the paper [8], Automation of the greenhouse environment is explained using
the Internet of things. The environment of a greenhouse is made of a wall of trans-
parent roofmaintaining the good climatic condition,which ensures the plant’s growth
requiring the soil moisture, sunlight, temperature and humidity. This technique helps
in the improving of the environmental pollutionwhich in turn keeps the human health.

3 Methodology

The MQ135 gas sensor is an air quality sensor used for detecting the NOx, smoke,
CO, CO2. Fast response and high sensitivity made its usage vast. It has a stable long
life and simple drive circuit. It requires power supply ranging from 2.5 to 5.0 V.
Hardware connections are made as follows: Vcc–5 V, GND–GND, and A0–Analog0
(Fig. 1).

The microcontroller board used is the ATmega328P. It has 14 digital which can
be used as both input and output pins and out of 14 pins 6 can be used as Pulse width
modulation (PWM) outputs, 6 analog inputs, a 16 MHz quartz crystal, a Universal
serial bus (USB) connection, a power jack, an ICSP header and a reset button. Flash
memory of 32 KB with Operating voltage is 5v and clock speed is up to 16 MHz.
The Uno can be programmed with the Arduino Software. It communicates using
the original STK500 protocol. The ATmega328 supports I2C Two-way interfacing
(TWI) and Serial peripheral interfacing (SPI) communication.

ESP8266 is a low cost, compact and powerful WiFi module used for adding
WiFi functionality via a UART serial connection. It requires 3.3 V power. A Liquid
Crystal Display is used to display the exhaust values from the vehicles which cross
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Fig. 1 The proposed system block diagram

the threshold value. Blynk server is used for communications betweenmobile phones
and Hardware used in the system.

The process flow of the system is explained in Fig. 4. After the device initializa-
tion, exhaust gases are sensed through a sensor and processed and compared in the
microcontroller. Exhaust gases level is compared with the threshold values which is
detected keeping BS6 constraint during testing if the exhaust value is crossed then
the data is transferred and stored in the server and also displayed on the LCDmodule
along with a BLYNK notification to the user mobile phone. The process is real-time
and continuous (Fig. 2).

4 Implementation

The system comprises a sensing module with MQ-135 sensor. The sensor is used
to sense the Carbon Monoxide, Carbon dioxide and Nitrous oxide gases exhaust
from the vehicle. The microcontroller used in the proposed system is Arduino-UNO
processor. The data is received from the sensorMQ-135, theArduino-UNOprocessor
processes and compares theCO,CO2 andNOxvalueswith the threshold valueswhich
are taken based on the testing results of BS6 engine vehicle using BS6 fuel. If the
emission is above the threshold value, then the data is passed to the cloud server via
the ESP8266 WIFI module. The ESP8266 WIFI module is used for communication
between the system and the Cloud server using BLYNK application (Fig. 3).

Exhaust smoke of the vehicle is passed to MQ135 sensors. The sensors pass
the level of Carbon monoxide, Carbon dioxide and Nitrous oxide particles from the
vehicle emission. The values received by the microcontroller and the microcontroller
compares the values of the carbon monoxide, Carbon dioxide and Nitrous oxide
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Fig. 2 The proposed system flow chart

received from the sensorswith the threshold values. The system receives the emission
values from the sensor node. It compares the emission values with the BS6 emission
standards set as threshold values (testing results). If the exhaust value exceeds the
threshold value then the value is transmitted through the wireless mode and stored
in the cloud server. A message notification will be sent to the vehicle owner as a
warning if the emission level crosses the threshold value along with the LCD of the
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Fig. 3 Implementation setup

Fig. 4 Graph of CO with 10 samples tested from the Hyundai Grandi10 petrol vehicle

values. If there is any fraud occurs without the knowledge of the vehicle owner to
the fuel, could be detected from the exhaust characteristics report stored in the server
and report to the concerned authority for further action. The system is portable, less
time-consuming and real-time.

5 Results and Discussion

Having a true objective to ensure the proper evaluation of the data obtained from
the testing, many trials were carried out. For the trails, values are observed with a
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Fig. 5 Graph of CO2 with 10 samples tested from the Hyundai Grandi10 petrol vehicle

different time period of the vehicle. To check the difference between the emission
values from the vehicles having the constraint of BS4 and BS6 vehicle. The vehicle
used for the analysis is Hyundai Grandi10 Petrol and diesel model. Emission values
are taken from the vehicles in two different cases and are plotted as shown in Figs. 4
and 5. Firstly, testing is conducted with petrol BS4 and BS6 vehicles and next is
diesel BS4 and BS6 vehicles. In the graphs, the x-axis is marked with the number
of times testing is conducted for CO, CO2 and NOx particles. The y-axis is marked
with the gases in parts per million (ppm).

10 trails were conducted for the petrol BS4 vehicle and the 10 different values
were plotted in the graph for each gas. A similar procedure is conducted with BS6
petrol vehicle. 10 trails were conducted for the diesel BS4 vehicle and the 10 different
values were plotted in the graph for each gas. Similarly, the procedure is conducted
with a BS6 diesel vehicle.

From the graph, Carbon monoxide gas emission values are captured and analyzed
from the vehicle. By comparing the values collected from two different standard vehi-
cles, it is observed that with the usage of the BS6 standard petrol vehicles pollution
can be controlled than the BS4 standard petrol vehicles (Fig. 4).

From the graph, Carbon dioxide gas emission values are captured and analyzed
from the vehicle. By comparing the values collected from two different standard vehi-
cles, it is observed that with the usage of the BS6 standard petrol vehicles pollution
can be controlled than the BS4 standard petrol vehicles (Figs. 5 and 6).

From the graph,Nitrous oxide gas emission values are captured and analyzed from
the vehicle. By comparing the values collected from two different standard vehicles,
it is observed that with the usage of the BS6 standard petrol vehicles pollution can
be controlled than the BS4 standard petrol vehicles (Figs. 6 and 7).
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Fig. 6 Graph of NOx with 10 samples tested from the Hyundai Grandi10 petrol vehicle

Fig. 7 Graph of CO with 10 samples tested from the Hyundai Grandi10 diesel vehicle

From the graph, Carbon monoxide gas emission values are captured and analyzed
from the vehicle. By comparing the values collected from two different standard vehi-
cles, it is observed that with the usage of the BS6 standard diesel vehicles pollution
can be controlled than the BS4 standard diesel vehicles (Figs. 7 and 8).

From the graph, Carbon dioxide gas emission values are captured and analyzed
from the vehicle. By comparing the values collected from two different standard vehi-
cles, it is observed that with the usage of the BS6 standard diesel vehicles pollution
can be controlled than the BS4 standard diesel vehicles (Figs. 8 and 9).

From the graph,Nitrous oxide gas emission values are captured and analyzed from
the vehicle. By comparing the values collected from two different standard vehicles,
it is observed that with the usage of the BS6 standard diesel vehicles pollution can
be controlled than the BS4 standard diesel vehicles (Fig. 9).

Threshold values of each gas are set in the software to have a check on the emission
level from the vehicles. The emission threshold value is set by collecting the 100
sample values of the two different standards (BS4 and BS6) petrol and diesel vehicle
emission, by averaging and adding +50 ppm as a variance value to it. Vehicle taken
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Fig. 8 Graph of CO2 with 10 samples tested from the Hyundai Grandi10 diesel vehicle

Fig. 9 Graph of NOx with 10 samples tested from the Hyundai Grandi10 diesel vehicle

for testing is BS4 Hyundai Grandi10 with BS4 Petrol and Diesel fuels and BS6
Hyundai Grandi10 with BS6 Petrol and Diesel fuels. Whenever the emission value
crosses the threshold value, amessage notification is sent to the vehicle ownermobile
through the BYLNK application, also an LCD message is displayed.

Figures 10 and 11 shows the warning notification in themobile phone and Figs. 12
and 13 shows the warning message displayed in the LCD showing the gases value.

Above figure depicts thewarning notification sent to the vehicle usermobile phone
when the emission value of the CO2 gas increases beyond the threshold value set
indicating the increased level of the emission crossing the standard limits set (Fig. 10).

Above figure shows the warning notification sent to the vehicle user mobile phone
when the emission value of the NOx gas increases beyond the threshold value set
indicating the increased level of the emission (Fig. 11).

Alongwith the BLYNKnotification to the usermobile phones, a warningmessage
is displayed in LCD to alert the vehicle user regarding the emission of the gases
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Fig. 10 Warning notification
to the vehicle user mobile
phone through BLYNK
application for CO2 gas

Fig. 11 Warning
Notification to the vehicle
user mobile phone through
BLYNK application for NOx
gas
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Fig. 12 Warning message displayed in LCD for CO2 gas

Fig. 13 Warning message displayed in LCD for NOx gas

crossing the threshold value set. The above figure shows the Carbon dioxide gas
emission value as it crosses the threshold value (Fig. 12).

Alongwith the BLYNKnotification to the usermobile phones, a warningmessage
is displayed in LCD to alert the vehicle user regarding the emission of the gases
crossing the threshold value set. Above figure shows the Nitrous oxide gas emission
value as it crosses the threshold value (Fig. 13).

6 Conclusions

The system can be dynamically and continuously used for vehicle emission testing.
This system will overcome the drawback of the static vehicle emission center by
frequent monitoring of the exhaust from vehicles which helps in minimizing the
release of pollutants to the environment.

This method helps in tracking and controlling the vehicles with high emission
and with the monitoring of the vehicles whether it adheres to BS6 norms. The fuel
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fraudulent activities from the stations can be avoided on tracking the exhaust data
stored in the server.
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Analytical Classification of Sybil Attack
Detection Techniques

Ankita S. Koleshwar, S. S. Sherekar, V. M. Thakare, and Aniruddha Kanhe

Abstract Secured network is an important issue in today’s era. The various defense
techniques have been developed to protect the network from the attacks which
hampers the performance of the network. The attacks like Blackhole, Identity
Spoofing, Sybil, etc. are observed. In such types of attacks, the Sybil is the destruc-
tive attack. In Sybil attack, attacker misleads the other nodes by viewing the wrong
identity of the users who are alert from the nodes in the network. In a Sybil attack,
a node illegitimately claims various identities. Sybil attack intimidates network in
routing, fair resource allocation, data aggregation and misbehavior detection. This
paper focuses on a systematic study of Sybil attack and gives the critical analysis of
the various parameters which affects the performance along with the advantages and
limitations.

Keywords MCC · Security issues · Classification of Sybil attack · Advantages ·
Limitations · Countermeasures

1 Introduction

The “mobile cloud computing” concept was proposed after “cloud computing” in
2007. Mobile cloud computing works based on both data storage and the data where
the process undergoes outside the mobile device. Nowadays, the environment of
mobile cloud computing is too conspicuous to attackers.

Today, the mobile cloud computing (MCC) provides a plenty of services in
many sensitive fields such as online transactions, business sector and banking,
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which demands the high-security-related vulnerabilities through the mobile cloud
computing platform [1]. Nowadays, a single surfing data is also not secured on the
Internet, and so many people suffer from severe attacks and security breaches. Sybil
attack is one of the destructive attacks among various attacks [2]. In the Sybil attack,
the attacker creates one or more identity on a single physical device to control one
or more identities [3]. In this attack, an attacker generates a huge amount of fake
identities and can be said as Sybil identities, and since all the Sybil identities are
restricted by the attacker, he can unkindly plan a valuable number of false statements
into the system and challenge it, by creating the decisions useful for him. Basically,
Sybil attacks smash the trust mechanism at the back of the systems.

Security plays a major role in MCC; there are many introduced techniques to
detect any defense against the Sybil attack. The main motive behind the threats in
networking is because of its open structural design and its vulnerability to various
attacks. Hence, a malicious user could create multiple fake IDs to achieve sensitive
information from users. Due to Sybil attack, [4] OSN, mobile networks and wireless
sensor network are affected in the manner of honesty. Hence, the study on various
attacks is necessary to improve security and protect the users. Rest of the paper is
organized in the following manner: Sect. 2 describes the related work, Sect. 3 is
about discussion, and Sect. 4 concludes the paper.

1.1 Classification of Sybil Attack

In peer-to-peer system, the first proposed attack is Sybil attack [5, 6]. The attacker
changes the status of the system of the P2P network by constructing an enormous
amount of forged ids. The taxonomy of various kinds of Sybil attacks is conferred,
and the ability of the attacker is achieved by numerous characteristics which are
given in Fig. 1.

Fig. 1 Classification of
Sybil attack Outsider
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• Insider versus Outsider: The efficiency of initiating Sybil attack is achieved easily
by both attackers.

• Selfish versus Malicious: The attacker which provides the forged information for
own profit is a selfish attacker, and the attackers which are challenging the system
are malicious attackers.

• Directed versus In-directedCommunications: The intruder can simply correspond
with the real node by employing a Sybil id or utilizing the actual id to communi-
cate with other nodes and to retrieve the direction for Sybil information by such
authentic id.

• Obtaining Sybil ids, Simultaneously versus Gradually: The intruder may acquire
the Sybil ids concurrently or may increasingly create them step by step.

• Busy versus Idle: Scattered system may contribute by all Sybil ids, or some of
them may not work, while remaining is in an active state.

• Discarded versus Retained: Handling of old Sybil identities are very important
for the attacker. After receiving a Sybil node, one could recognize another by
monitoring themaintained communicationwith an expected node and the detected
Sybil node.

2 Related Work

In related work, the Sybil node detection is given. A Sybil node uses various fake
identities at the same time, and it will hamper the network traffic, and data packet
will never achieve the destination. In this paper, different methods of detection of
the Sybil attack node are analyzed.

In [7], Sybil attack detectionmechanism is given which is based on RSS to protect
the system against the Sybil attacks. There is no requirement of extra hardware, and it
performs on theMAC layer using 802.11 protocol. In [8], it also gives the RSS-based
Sybil attack detection technique with the validation of node which exactly catego-
rizes the Sybil id with HTTP.MAC is used to authenticate the node. Legitimate nodes
get permitted to come into the network if the node is authenticated. In paper [9], in
MANET, to prevent the Sybil attack, calculation of the efficiency of available authen-
tication methods is given. This paper gives the authentication model for MANET
which develops the hardware identity of the device of each node for verification. [10]
presented the hash function-based detection mechanism. The messages through the
hash function are received by every node. Sybil attackers are identified by confirming
the hash received by the side of the message. Node gets hash of correspondent and
evaluates it with the earlier hash received in Hello message to validate the identity.

This paper reviews the various Sybil attack detection methods which are based on
different behavior characteristics of the Sybil users [11]. It gives the detailed analysis
of the Sybil attack detectionmethods as given in Table 1. Binary comparison between
different Sybil attack detection techniques based on various parameters is shown in
Table 2.
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Table 2 Binary comparison of various Sybil attack detection techniques

Author Supports
Energy

Delay
Time

Throughput Packet
Delivery
Rate

Avg. No.
of
samples

BW
utilization

Accuracy

Sharmila
et al. [12],
2012

✓ ✕ ✓ ✓ ✓ ✕ ✓

Alsaedi et al.
[13], 2015

✓ ✕ ✕ ✓ ✓ ✕ ✓

Prabhjotkaur
et al. [14],
2016

✕ ✕ ✕ ✕ ✕ ✕ ✕

Moradi et al.
[15], 2016

✕ ✓ ✓ ✕ ✓ ✕ ✓

Lakhanpal
et al. [16],
2016

✕ ✕ ✓ ✕ ✕ ✕ ✓

Evangelista
et al. [17],
2016

✕ ✕ ✕ ✕ ✕ ✕ ✕

Singh et al.
[18], 2017

✕ ✓ ✓ ✓ ✓ ✓ ✕

Kavitha et al.
[19], 2014

✕ ✕ ✓ ✓ ✓ ✕ ✓

Vasudeva
et al. [20],
2012

✕ ✕ ✕ ✕ ✕ ✕ ✕

Ramesh et al.
[21], 2016

✕ ✕ ✕ ✕ ✕ ✕ ✕

Chang et al.
[22], 2013

✓ ✕ ✓ ✓ ✓ ✕ ✓

3 Analysis and Discussion

Sharmila [12] presented a node ID-based algorithm for detecting the Sybil attack.
The node registration is performed in two different phases, and the node ID is allo-
cated dynamically. The detection mechanism is analyzed based on the PDR. It is
observed that the PDR of the network has improved after the implementation of the
algorithm and the detection of Sybil nodes. This proposed scheme gives the accuracy
of 90%, and it consumes less energy. The countermeasure for this scheme is its unique
physical ID. Hence, the scheme may be used for the high-security environment.

Alsaedi [13] presented a system based on hierarchical trust detection system to
detect the Sybil attack inWSN. This system has three levels to check the ID, location
and trust evaluation which is based on the energy of the sensor nodes. Prabhjotkaur
[14] a misuse detection system is proposed based on the clustered routing protocol.
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The proposed centralized IDS based on misuse detection to detect the malicious
cluster head which has the intention of causing the Sybil attack in the wireless sensor
network. Any kind of malicious activity in the network will be detected by the base
station in the network.

Moradi [15] gives the algorithm which detects and prevents the Sybil attack in
the network with two phases. The first phase is network improvement phase, and
the second phase is the network maintenance phase. Lakhanpal [16] presented the
approach of MAC and MAP algorithm to detect and prevent the Sybil nodes. MAC
address is the special identifier address which allocates to the nodes on a physical
network segment.

Evangelista [17] strengths and weaknesses of Sybil attack detection are focused
when applied in the IoT content dissemination. It is based on the lightweight Sybil
attack detection mechanism. Singh [18] proposed a mechanism which is trust-based
identity detection. It calculates the trust values of adjacent sensor nodes. The nodes
having trust values < the threshold value is considered as Sybil node. Themechanism
gives high performance for the factor of throughput, PDR, delay and overhead.
Kavitha, [19] proposed neighbor discover distance (NDD) algorithm for Sybil attack
detection in MANET. By using this NDD algorithm, the data will be transferred
without any damage or loss, from source to destination.

Vasudeva [20] proposed a lowest ID clustering algorithm for detection Sybil
attack. In [20], Sybil attack has been illustrated by two different ways: First is lowest
ID-based Sybil attack and second is impersonation-based Sybil attack. The paper
addresses the challenges of the Sybil attack on the routing protocol. Ramesh [21]
proposed transmission time-based detection mechanism for protection against Sybil
attack in the network. The algorithm is based on theMAC layer with 802.11 protocol
without the burden for any extra hardware. Chan [22] presented a trust management
scheme to detect a Sybil attack in the cloud. Cloud-based trust management scheme
(CbTMS) performs a characteristic check of Sybil attack and trustworthiness to
clarify coverage nodes.

4 Conclusion

Numerous personal records and sensitive information are placed openly in today’s
networkswhich are vulnerable to Sybil attacks. This paper focuses on security issues,
classification of Sybil attack and systematic study of Sybil attack and gives the
critical analysis of the various parameters which affect the performance along with
the advantages and limitations. It gives the binary comparison between different
Sybil attack detection techniques based on various parameters, and there are various
Sybil detection techniques discussed in this paper.
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Smart and Autonomous Door Unlocking
System Using Face Detection
and Recognition

Amrutha Kalturi, Anjali Agarwal, and N. Neelima

Abstract Recently, face recognition’s popularity has grownbeyond imagination and
has given a new dimension to the existing security system. From being theoretically
proposing the idea on paper to making it a reality, it has gone through a lot of phases.
This paper implements ease of access security system to the disabled people. The
security is provided in terms of sending a text message to the registered mobile
number and buzzing the alarm. The system is trained with images of only known
faces of people forwhom the doorwill be unlocked automatically.When the unknown
person tries to enter the access to the door is denied. With leading-edge innovations,
smart door unlocking system has become more push on it should be well designed to
as it is related to home security and impart easy access to the user. This autonomous
door unlocking system concerns to keyless door unlock system with the help of face
recognition and detection.

Keywords Face detection · Face recognition · Security · Door unlock

1 Introduction

In the present scenario, relying on electronic devices rather than going for written
means or one-on-one communication has been started. The shoot up of the use of
electronics has resulted in greater demand for quick and precise authentication and
identification to increase reliability. These days PINs are used to get clearances and
identification to gain access for buildings or bank accounts and computer systems
for security. When our ATM or credit cards are lost, anyone can guess the correct
code and get access, but the authenticity of a person is not taken into consideration.
So, an unauthorized user can misuse it. Even governments of developed countries
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are utilizing facial recognition on a data basis, namely drivers’ licenses for a lot
more reasons. There is a big difference between facial recognition and facial detec-
tion. With facial detection, the search of the computer for a face in an image is by
going through the contours of face, and recognition is to confirm the identity of an
individual. It can be deployed for door security, personal identification, attendance
system, bank accounts operations and so on. Face recognition recognizes a face
without any help from human support. This technology can solve this problem as a
face is a unique identity of a person. Other techniques require physical interaction
with the device, but here, there is no need for that and can be designed with high
accuracy and verification rate increases. This can be easily implemented with the
present hardware infrastructure, without modifying the cameras and image capture
devices as they will work without any problem.

When humans encounter faces, it is easy for them to identify them even if it is
positioned in different angles or different lighting conditions and can easily recog-
nize them, but when it comes to training the machine, it becomes difficult and the
complexity increases as the number of features is keep on increasing. So, to make
the machine understand, various features like the length of the nose, the separation
between eyes, the width of eye sockets, lip thickness, the height of cheekbones, the
shape of jawline, etc. is used. With numerous elaborated features to be measured,
complications could arise.

2 Literature Review

The detection and recognition models have been come up from the field of the
computer visionary and have proved to be one of the useful and productive applica-
tions of image processing and efficient algorithm-based learning. These classifiers
provide a successful recognition rate of at least 95%, in which the ratio of false
positive is less than 3% of detected faces. OpenCV is open-source library, and it
has a multi-platform framework which supports various operating systems such as
Windows andLinux and recently started assistingMacOSalso. Itsmajor applications
include facial recognition, motion tracking and object identification [1]. OpenCV
provides us with Haar classifier which is used for face detection and LBPH can be
trained to use for recognition. Both the classifiers process the images in grayscale.
Haar classifier inputs its facial features into a series of classifiers to recognize faces
in an image. LBP is a texture and visual descriptor which can identify micro visual
patterns from our faces. It can test a static image or from a real-time video recorder.
The face detector analyzes and segregates into two classes, namely “positive” or
“negative” image based on an image’s position [2, 3].

To modernize the existing key lock system of doors and to provide more security,
the access to the door can be given by using facial recognition [4]. The system is
trained by OpenCV classifiers, and output is generated. Based on the result, access
to the door is provided [5–10].
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The presence of the person at the door is sensed by using two edge sensors which
are placed outside the door, and hence, a command is sent through Raspberry Pi to
activate the camera [6]. If the captured image and the face match with the trained
database, then with the help of a motor revolution, the door is opened [7]. Two edge
sensors are placed inside also so that when the individual crosses, the door will get
locked automatically [9–12]. If an unauthorized person tries to access the door, then
the alert alarm will get started [13–15].

3 Proposed Methodology

Facial recognition has become an integral part of upcoming smartphones to enhance
security and reliability. This paper implements a security mechanism for the auto-
matic door unlocking system. It is designed to help the disabled people by providing
them easy access to the door by informing them through a text message or by ringing
an alarm when a person tries to open the door. The working of the model requires
three major steps which are face detection by utilizing classifiers which in turn uses
the Viola–Jones algorithm, and then recognition is done by using OpenCV LBPH
algorithm. The final decision is to open and close the door based on if the person is
authenticated. The entire process is shown in Fig. 1.

Fig. 1 Block diagram of the proposed smart door unlocking system
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3.1 Face Detection by Haar Cascade Classifier

Face detection is the subset of “computer vision” technology. Computer vision deals
with the objective that how humans extract important information by seeing the
objects around us in the same way machines are taught to extract useful informa-
tion by designing distinct algorithms. In this process, machines are trained by using
complex neural networks to find objects and locate faces in the images. The percep-
tion can be performed on a real-time video camera or from images. To locate the
face, the camera first captures and process to extract the features of a person, and
then it detects and identifies it. The detected face is and then compared with the face
saved during training by using the dataset provided. If the current face matches and
identified that process is termed as face recognition; if they are same, the system will
unlock itself. An example of this technology is being used at airport security. The
classifier is a program that is used to separate face or non-face from the picture or
live stream. The algorithm is trained on lots of positive and negative images so that
it can differentiate between a face and non-face image. Two competent classifiers
Haar and LBP are provided by OpenCV which are helpful are in detecting faces.

This classifier works on “Haar wavelets” technique that is defined as “square-
shaped” functions which together form a series of rescaled wavelet family or
basis.

Haar classifier consists of four steps.

3.1.1 Haar Feature Selection

Haar wavelets analyze each pixel from the image by dividing into squares. Haar
features are extracted from the image by placing the line and edge features as
rectangular windows.

3.1.2 Creating Integral Image

Integral image is calculated by adding all the pixels and discards the alternate pixels.
This makes the algorithm faster.

Sum = top left−top right+ bottom right−bottom left

3.1.3 AdaBoost Training

Every rectangle feature is put on the image to calculate the required feature. The
calculated result contains a single value feature which is obtained by the difference
between the summation of pixels under white part and black part of the specified
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window. To calculate all the features, each window of all possible sizes are placed
on all locations of each image. For example, to extract eyes from an image, the edge
feature is placed as the region of the eye has more intensity than that of the nose,
forehead and cheeks. Now a line feature is placed on the nose as the alternate regions
of the nose are darker. Like this, all the rectangular windows are placed and various
features are calculated, out of which many are irrelevant. Suppose when a window
is placed on the cheek it is not useful because the entire region is the same as there
are no light and dark shades. As the maximum region of the image is insignificant
so to discard these unnecessary features, the AdaBoost technique is made use. With
the help of this method, the accuracy of classification can be enhanced by selecting
only relevant features.

3.1.4 Cascading Classifiers

It contains various stages, and in every iteration, a lot of weak learners are identified
by decision stumps. Boosting is provided in every stage to improve accuracy by
adding the weights to teach weak classifier. Then from all stages, weak learners are
summed or cascaded to form a strong classifier.

3.2 Face Recognition by Local Binary Pattern Histogram
or LBPH

Local binary patterns, or LBP, are applied a huge set of images for efficient training.
It has a visual and texture descriptor to locate a pattern of micro visuals on the faces
of the images. While processing an image, the entire image is divided into blocks
of pixels where the block is coded as 3*3 matrix so each box has 9 pixels which are
taken for finding a face and extracting its efficient features. For each box, the central
pixel is used to compare with another adjacent if it is larger than the center one it
is assigned a value one else zero in the way all the adjacent pixels are updated with
binary values and the binary pattern is calculated by reading clockwise direction of
the block pixels. Now the calculated pattern is used to plot the histograms for each
block which will give a vector for an image. In this way, LBP is used to extract the
images. It has fast computational speed when compared with Haar.

3.3 Access Provision to the Door

Themain target of the home security systems is to detect and realize the kind of people
entering or leaving the place. Consequent to the monitoring through passwords and
pins, people faces can be used as the face is one of the biometric traits. This will have
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a profound impact on the present security system. The proposed autonomous door
unlock system helps the old age people and also used to prevent robberies in high-
security areas like a home environment. This system is powered by the Raspberry Pi
circuit.

3.3.1 Raspberry Pi

Raspberry Pi a miniature computer which was developed based on ARM and single
board technologies. It serves various educational utilities and can be handled by
anyone with ease. It is like a basic computer which enables all the operations that
a PC can solve. It consists of an SD card reader slot available on the board as hard
drive for Raspberry Pi and the power supply is given by the USB slot and to view the
video output it can be connected to an RCA TV set, a modern desktop, or a smart
TV using an HDMI port. The power consumption is low, about three watts, which is
a major advantage of this miniature computer.

3.3.2 Relay

Relays are electromechanically operated switcheswhich aremade of electromagnets,
they are usually known as standard relays. The signals that are received from one
side of the device controls the switching operations on the other end of the device.
The prior objective of the device is to see the signal and connect or disconnect a
contact, without human’s interaction to switch ON or OFF. By using a low power
signal, a high-powered circuit is controlled. Like the DC voltage is used to control
the circuit which is activated by AC or high voltage in operating home appliances
with DC voltage from the microcontrollers.

3.3.3 Solenoid Lock

It is a type of lock that operates by using the concept of electro-mechanical theory;DC
creates a magnetic field that helps in moving the slug. It operates in two modes: One
mode deals with power-on which helps the door to unlock by using electromagnet
present in the lock by pulling plunger. It is used in various applications like cabinet
locking, home automation and electronic door control attendance systems. It has a
shockproof design so it is used in emergency purposes like crime threat and accidental
fires.
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3.4 Working Process

In the proposed system, the classifier is trained with the given dataset. Face detection
is taking place by the use of Haar classifier and face recognition using LBPH algo-
rithm. The frames are taken through PI camera, and if the person is authenticated,
then the access to the door is given.

A virtual environment for Raspberry Pi is created with the help of Virtual Box
using aLinux platform.Configuration of the camera is done and the code for real-time
face recognition is successfully implemented in the virtual machine. The code is then
directly dumped on the hard disk, i.e., on SD card. Solenoid lock is used to unlock
the door, and it needs 7–12 V to operate, but Raspberry Pi provides 3.3 V output,
so a relay is used to increase the voltage level. Relay utilizes the external power and
helps in operating the lock. It has three pins, ground, Vcc and not-connected. The
Vcc of the relay is connected to 5 V of Raspberry Pi and GND of the relay to GND
of Raspberry Pi. The signal pin of the relay module is connected to the programmed
pin of Raspberry Pi. The negative is connected fromDC power source to the negative
of the solenoid door lock to another end of the relay. DC power source positive pin is
connected to the common of the relay module and then connect normally open from
the relay module to positive of the solenoid door lock.

4 Results

Raspberry Pi was programmed successfully using Virtual Box software by using
python with open CV to achieve face recognition door unlocking system. The people
who are granted access the door, when they come in front of the door, their imagewill
be captured, pre-processed and recognized based on the available dataset that is used
to train the system. The dataset contains 200 images of which 100 each individual of
two persons are considered. If a match is found, then the door will be unlocked. If an
unauthorized person comes, then the door will not be opened and access is denied.
An alarm will rise immediately, and an email will be sent to the registered email ID.
Figure 2 displays the results for both cases (Fig. 3).

Confidence values are used to differentiate unknown face and known face from
the trained database (Table 1; Fig. 4).

5 Conclusion

Amethod for automatic door unlocking system is proposed that utilizes facial recog-
nition, and a database of the authorized person is created and stored. The system
is trained on the provided database. Whenever a person is detected at the door, the
commands are sent using Raspberry Pi. The dataset from a real-time scenario was
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Training dataset Test data 

Access granted 

“ Unauthorised person ” 

Access is not granted.

Fig. 2 Results for authorized and unauthorized access of the proposed system

taken and tested. If the person is authorized, he/she is given access to enter through
the door. A textmessage and an email are sent to registered email ID to know the pres-
ence of an unknown person trying to enter the door. This system is mainly focused
to enhance the security and safety of the disabled people and provide them ease of
access to the door.
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Fig. 3 Confidence values

Table 1 Confidence values Confidence values Face recognized

<50 Known face

>=50 Unknown face

Fig. 4 Mail is sent to the registered mail ID
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Frequency Reconfigurable Circular
Patch Antenna

R. S. Janisha, D. Vishnu, and O. Sheeba

Abstract The design of a frequency reconfigurable antenna placing PIN diode at the
ground plane is proposed here. The geometry consists of a circular patch is mounted
on an FR4 substrate. The PIN diode is used to disturb the current flow by changing
the length of the conductor thereby changing the area. The biasing process will be
easier when the diode is placed at the ground plane. So the fabrication of the antenna
becomes also easy. The proposed antenna is useful in WLAN 2.45 GHz and UWB
applications.

Keywords Frequency reconfiguration · Micro-electro-mechanical switch · A
microstrip patch antenna · PIN diodes · Reconfiguration · Resonant frequency

1 Introduction

In a wireless communication system, an antenna is responsible for navigation,
communication and surveillance. The antenna is responsible for the generation and
degradation of electromagnetic signals. As the number of the antenna increases it will
increase the systemperformance in terms of better reception and transmission [1] The
different types of antennas include wire antenna, aperture antenna, reflector antenna,
lens antenna, etc. Proper calculation of antenna dimensions, selection of feeding
techniques and polarization are the important aspects in the patch antenna design.
Failure in one of the above will leads to performance degradation. In the early stages,
antennas are designed to meet a single application, so it is designed to resonate in a
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single operating frequency [2]. But due to increasing requirements in communica-
tion, more advancements and researches are done in antenna design and fabrication.
One of the major such advancement is the reconfigurable antenna. This allows us
to use a single antenna for multiple applications. Reconfiguration can be frequency
reconfiguration, radiation pattern reconfiguration, polarization reconfiguration, and
hybrid reconfiguration.

1. Radiation Pattern Reconfigurable Antenna: Using pattern reconfiguration the
signalwith the desired direction can be obtained. The radiation pattern is changed
in terms of shape, direction, gain [3]

2. Polarization Reconfigurable Antenna: Polarisation reconfigurable antenna is
used for switching different polarization modes. It helps avoid polarisation
mismatch in the portable device [4]

3. Frequency Reconfigurable Antenna: These antennas are capable of changing the
frequency of operation by using electronic switches (varactor, PIN diodes), RF
MEMS, tunable materials, etc. [5]

iv. Compound/hybrid Reconfiguration: They have the capability of tuning several
antenna parameters simultaneously [3, 6, 7].

2 Related Work in Frequency Reconfıgurable Antennas

Frequency Reconfiguration is achieved by either by Integrated active switches such
as varactor diodes [8, 9] or PIN diodes [10] or Using RF MEMS [11] or Tunable
materials or combination of lumped elements [12]. RF MEMS has gained signifi-
cant attention in reconfigurability than electronic switches due to its small size and
superior performances [13]. They provide good performance in high power appli-
cations and also provide high isolation. Reconfigurability can be achieved by the
use of tuning elements such as materials like liquid crystals and ferrites. Due to its
nonlinearity (that is its dielectric constant changes under different voltage levels)
it can be used as the substrate for reconfigurable antennas. Reconfigurable antenna
for compact wireless devices using PIN diode is designed in [14]. Leonardo Araque
Quijano et al. [15] proposed a compact frequency reconfigurable antenna by using
optimization. Reconfigurability is achieved byMEMS switches which are connected
at the edge sectors of the radiating element. With the help of varactor diodes, the
frequency range obtained is 2–4GHz.An optically pumped frequency reconfigurable
antenna [16], besides the conventional frequency reconfigurable switches here, used
photoconductive silicon elements as optical switches. High-performance PIN diode
[17] is responsible for microwave switching and is used in telemetry applications.
Using a cognitive radio approach an efficient device to device communication is
explained in [18].
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3 Proposed Antenna Desıgn

Here a frequency reconfigurable antenna placing PIN diodes at the ground plane
is proposed the results are simulated in HFSS. The number of switches needed
for pattern reconfiguration is more compared to frequency reconfiguration. Also,
the placement of switches in the pattern is quite complex compared to frequency
reconfiguration. The proposed antenna consists of a circular patch mounted above
an FR4 substrate of dielectric constant 4.4. By switching ON and OFF values of the
PIN diode, the resonating length and thereby excitation can be controlled. Hence
achieves two different operating frequency.

3.1 Design of Patch Antenna

Antenna design equations are the basic steps in the proposed one. A clear idea must
have about the values of dielectric constant, height of the substrate and resonating
frequency. That is, first have to set the εr, h, fr. Using these values the parameters like
patch width (1), effective dielectric constant (2), effective length (3), actual length
(4) can be calculated.

1. For calculation of width,

W = C

2 fr

√
2

εr + 1
(1)

where c—free space velocity of light
f r—operating frequency
εr—dielectric constant of the substrate

2. Effective dielectric constant,

εeff = εr + 1

2
+ εr − 1

2

(
1 + 12h

W

)−1/2

(2)

where h—antenna thickness
3. Calculation of length

�L = 0.412 h
(εeff + 0.3)

(
W
h + 0.264

)
(εeff − 0.258)

(
W
h + 0.8

) (3)

iv. Calculation of actual length,

L = C

2 fr
√

εeff
− 2�

1

2
L (4)
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Fig. 1 Circular patch with inset feed

Ground plane parameters such as its length and width are taken as, Lg = 2L; Wg

= 2 W
Figure 1. shows the proposed circular patch antenna geometry having inset feed.

The parameters of FR4 substrate include thickness = 1.6, relative permitivity = 4.4,
and loss tangent = 0.02. The patch radius is denoted as R. Radiating circular patch
and ground is present at either side of the substrate. Ground plane parameters are
denoted as length, L and width, W. The inset feed length (Lf) and width (Wf) are
designed with 50 O input impedance to provide a better impedance match

The radius of the patch can be determined by using inset feed design equation as
follows;

R = F√{
1 + 2h

πεr F

(
ln πF

2h + 1.7726
)} (5)

F = 8.791 ∗ 109

fr
√

εr
(6)

where f r is the operating frequency
Circular patch antenna using inset feed will help to increase the bandwidth and

return loss (S11). Here choosing FR4 epoxy as the antenna substrate with a dielectric
constant of 4.4. By choosing FR4 epoxy as the substrate the dielectric losses can be
minimized. Also, inset feed will provide better impedance matching and return loss
[20]. The proposed antenna is useful for 2.4 GHz applications which are come under
ISM frequency band (Table 1).
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Table 1 Circular patch
antenna design dimensions

Operating frequency 2.4 GHz

Dielectric constant 4.4

Radius of patch 17 mm

Thickness of substrate 1.6 mm

Feed type Inset feed

Feedline length 13.84 mm

Feedline width 3 mm

The gap in inset feed 0.3 mm

Substrate length 40 mm

Substrate width 30 mm

4 Placement of PIN Dıodes and Reconfıgurabılıty

To obtain frequency reconfigurability the PIN diode placement is done in the ground
plane. By changing ON/OFF values of PIN diode the antenna resonates at two
discrete frequencies. Placement of diode in ground plane needs simple biasing circuit
thereby connection of biasing circuit becomes easy. It gives the best simulation results
compared to the placement of diode on patch. Other advantages include it gives a
constant bandwidth for two switching frequencies, negligible decrease in gain value
and antenna efficiency, reduced size, and low diode loading effect (Fig. 2; Table 2).

Fig. 2 Lumped RLC equivalent model of pin diode in HFSS

Table 2 ON and OFF state
values of lumped RLC

Diode ON Diode OFF

Resistance Rs = 5 � Resistance Rp = 5 K�

Inductance L = 0.4 nH Inductance L = 0.4 nH

Capacitance Cp = 0.5 pF
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5 Effect of Dıodes in the Resonatıng Frequency

The concept of radiation can be easily analyzed the theory of accelerating charged
particles or by the time-varying current. The current distribution greatly depends
on the length and thereby the effective area. The current distribution is different for
physical and effective length. In physical length (conductor length) the current distri-
bution is asymptotic whereas in effective length the current distribution is uniform
that is average current is distributed all over the conductor.

The effective length;

Leff = 2Lphy

π
(7)

The effective area;

Ae = λ2G

4π
(8)

where G is gain
The equation for current distribution for an ideal case is,

Current, I = IOSin

(
2πx

λ

)
Sinωt (9)

I0 the maximum current and x/λ is the distance.
When slots are introduced in the antenna geometry either at the ground plane

or patch will disturb the flow of current. Switches can be easily placed in these
slots. Here using a PIN diode to disturb the current flow. When the diode is ON,
the resonating length of the antenna became larger and thereby resonates at a lower
frequency. On the other hand, when the diode is OFF, the length became shorter and
antenna resonate in high frequency.

6 Results and Discussion

6.1 Circular Patch Antenna Without Diodes

Figure 3 depicts the simulated return loss(S11) of the designed antenna. The antenna
operates at 2.4 GHz with reflection coefficient value −10 dB. This frequency can be
used in the variouswireless application, Bluetooth and radio frequency identification.
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Fig. 3 Simulated result of S11 parameter without diodes

6.2 Circular Patch with Diodes

6.2.1 When the Diode is ON

Figure 4 illustrates the simulated return loss of the designed antenna with a diode is
in ON state. The antenna resonating frequency obtained as 5.4 GHz with reflection
coefficient −25.52 dB. The frequency is used in ELAN and the range of frequencies
5.25–5.85 GHz is widely accepted for microwave access.

Fig. 4 Simulated S11 parameter of Antenna in ON State



116 R. S. Janisha et al.

Fig. 5 Simulated S11 parameter of Antenna in OFF State

6.2.2 When the Diode is OFF

Figure 5. depicts the simulated S11 parameter of the designed antenna with a diode
is OFF. The resonating frequency of the designed antenna is obtained as 5.5 GHz
with reflection coefficient −35.4091 dB. 5.5 GHz is used for Wi-Fi applications.

7 Conclusion and Future Scope

Frequency reconfigurable circular patch antenna for various wireless applications
is designed and simulated in HFSS. The antenna has an overall size of 30 × 40 ×
1.6. The antenna structure consists of a circular radiating patch with a diode in its
ground plane. Placement of PIN diode in ground plane needs simple biasing circuit
thereby connection of biasing circuit becomes easy when compared to PIN diode
on the patch. When the diode is ON the resonating frequency is 5.4 GHz with a
return loss of −25.52 dB and when the diode is OFF it resonates at 5.5 GHz with a
return loss of −35.40. The operating frequency depends on the current path length.
When diode ON, the path length increases and when the diode is OFF path length
decreases. The antenna is useful in Bluetooth, Wi-Fi applications, radio frequency
identification, etc. The range of frequencies 5.25–5.85 GHz is widely accepted for
microwave access. One of the limitations associated with the proposed antenna is the
implementation of the biasing circuit, it will increase the complexity of the structure.
If the number PIN diodes are increased antenna can be made to resonate at multiple
frequencies. Also, Diodes can be placed alternately on patch and substrate to get
better results.
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A New Avenue to the Reciprocity Axioms
of Multidimensional DHT Through
Those of the Multidimensional DFT

B. N. Madhukar and S. H. Bharathi

Abstract The main objective of this paper is to acquaint the reader with a trail-
blazing pike into the reciprocity axioms of the multidimensional discrete Hartley
transform (DHT) through the multidimensional discrete Fourier transform (DFT).
Spin-offs for the reciprocity axioms of multidimensional DHT are tendered through
the reciprocity axioms of the multidimensional DFT. This is due to the mathematical
hookup betwixt the DFT and DFT. DHT is a real transform, whilst the DFT is a
complex transform. Real transforms are posthaste in implementation in contrast to
the complex transforms. Ergo, the axioms deduced for the reciprocity of multidi-
mensional DHT in this paper, can be used in real time for the implementation of
reciprocity axioms of multidimensional DFT at a brisk pace, by half of the cent
percentage than their actual use. Thence, the axioms for multidimensional DHT can
be used in real-time applications that usemultidimensional DFT such as dıgıtal video
processing, colour image processing.

Keywords Reciprocity · Discrete · Temporal · Frequency · Signal processing

1 Introduction

DFT is one of the most rhapsodized discrete transforms in the bailiwick of digital
signal processing. But, it also has its fors and againsts, and due to this, many other
mathematical transforms have been new fangled in the belles-lettres [1]. One such
reason being is that its complex in nature and the mensuration time taken is humon-
gous howbeit FFT algorithms are on tap. DHT flowered by Ronald N. Bracewell in
1983 is one such transform. DHT is a real transform which has its seedbeds in the
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infinite Hartley transform flowered by R V L Hartley in 1942 [2–4]. DHT has also
Junoesque axioms that are as à la mode as that of the DFT. DHT is also rangy to
W-Dimensions (WD). This paper acquaints the spin-offs of the reciprocity axioms
of multidimensional DHT athwart the reciprocity axioms of the DFT.

The constitution of the paper is thence: Ghettos-II and III dish out the vignettes of
the multidimensional DFT and DHT, Ghetto-III acquaints the hookup betwixt DFT
and DHT, Ghetto-IV regales the interrelation betwixt DFT and DHT, and Ghetto-V
doles out the spin-offs of the reciprocity axioms for DHT by capitalizing on the
reciprocity axioms for DFT supplanted by Ghettos-VI and VII that acquaints the
discussion and conclusion reaped from this research work.

2 Multidimensional DFT

This section gives the delineations of the onward and backward transforms of DFT
in one, two, three, and W-dimensions.

2.1 1D-DFT

If c(�) is a unidimensional discrete-temporal signal, ∀0 ≤ η ≤ W − 1, then its
1D-DFT is delineated as [5–8]

C(γ ) = F[c(η)]

C(γ ) �
W−1∑

η=0

c(η).e− j2πγ η

W (1)

∀0 ≤ γ ≤ W − 1. Here, η and γ betoken discrete temporal-frequency and discrete-
frequency variables apiece. The constantW coheres to the number of samples in c(η)

and C(γ ) apiece. Additionally, c(η) can be contrived from C(γ ) by the exertion of
1D-inverse discrete Fourier transform (1D-IDFT) which is delineated as [1, 5, 7, 8],

c(η) = F−1
[
C(γ )

]

c(η) � 1

W

W−1∑

γ=0

C(γ ).e
j2πγ η

W (2)

∀0 ≤ η ≤ W − 1. If c(η) and C(γ ) perdure, they set up a DFT dyad.

c(η)
DFT⇔ C(γ ) (3)
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2.2 2D-DFT

If c(η1, η2) is a 2D discrete-temporal signal with 0 ≤ η1, η2 ≤ W − 1, then its
2D-DFT is delineated as [5–9],

C(γ1, γ2) = F[c(η1, η2)]

C(γ1, γ2) �
W−1∑

η1=0

W−1∑

η2=0

c(η1, η2).e
− j2π

W
(η1γ1+η2γ2) (4)

∀0 ≤ γ1, γ2 ≤ W−1.Here,η1, η2 and γ1, γ2 betoken discrete temporal-variables and
frequency-variables apiece. Additionally, c(η1, η2) can be contrived from C(γ1, γ2)

by the exertion of 2D-IDFT which is delineated as [3, 5, 7, 8],

c(η1, η2) = F−1
[
C(γ1, γ2)

]

c(η1, η2) � 1

W2

W−1∑

γ1=0

W−1∑

γ2=0

C(γ1, γ2).e
j2π
W

(η1γ1+η2γ2) (5)

∀0 ≤ η1, η2 ≤ W−1. If c(η1, η2) and C(γ1, γ2) perdure, they setup a 2D-DFT dyad
[9–11].

c(η1, η2)
DFT⇔ C(γ1, γ2) (6)

2.3 3D-DFT

If c(η1, η2, η3) is a 3D discrete-temporal signal with 0 ≤ η1, η2, η3 ≤ W − 1, then
its 3D-DFT is delineated as [5–8, 10, 12],

C(γ1, γ2, γ3) = F[c(η1, η2, η3)]

C(γ1, γ2, γ3) �
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

c(η1, η2, η3).e
− j2π

W
(η1γ1+η2γ2+η3γ3) (7)

∀0 ≤ γ1, γ2, γ3 ≤ W − 1. Here, η1, η2, η3 and γ1, γ2, γ3 betoken temporal-variables
and frequency-variables apiece. Additionally, c(η1, η2, η3) can be contrived from
C(γ1, γ2, γ3) by the exertion of 3D-IDFT which is delineated as [5, 7, 8, 13, 14],

c(η1, η2, η3) = F−1
[
C(γ1, γ2, γ3)

]
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c(η1, η2, η3) = 1

W3

W−1∑

γ1=0

W−1∑

γ2=0

W−1∑

γ3=0

C(γ1, γ2, γ3).e
j2π
W

(η1γ1+η2γ2+η3γ3) (8)

∀0 ≤ η1, η2, η3 ≤ W − 1. If c(η1, η2, η3) and C(γ1, γ2, γ3) perdure, they setup a
3D-DFT dyad [11].

c(η1, η2, η3)
DFT⇔ C(γ1, γ2, γ3) (9)

2.4 WD-DFT

If c(η1, η2, . . . , ηn) is an ND discrete-temporal signal with 0 ≤ η1, η2, . . . , ηn ≤
W − 1, then its WD-DFT is delineated as [5–8, 12, 15–17],

C(γ1, γ2, . . . , γn) = F[c(η1, η2, . . . , ηn)]

C(γ1, γ2, . . . , γn) =
W−1∑

�1=0

W−1∑

�2=0

. . .

W−1∑

�n=0

c(η1, η2, . . . , ηn)

.e− j2π
W

(η1γ1+η2γ2+...+ηnγn) (10)

∀0 ≤ γ1, γ2, . . . , γn ≤ W − 1. Here, η1, η2, . . . , ηn and γ1, γ2, . . . , γn
betoken discrete temporal-variables and frequency-variables apiece. Additionally,
c(η1, η2, . . . , ηn) can be contrived from C(γ1, γ2, . . . , γn) by the exertion of
WD-IDFT which is delineated as [5–8, 18].

c(η1, η2, . . . , ηn) = F−1
[
C(γ1, γ2, . . . , γn)

]

c(�1, �2, . . . , �n) = 1

WW

W−1∑

γ1=0

W−1∑

γ2=0

. . .

W−1∑

γn=0

C(γ1, γ2, . . . , γn)

.e
j2π
W

(η1γ1+η2γ2+...+ηnγn) (11)

0 ≤ η1, η2, . . . , ηn ≤ W − 1. If c(η1, η2, . . . , ηn) and C(γ1, γ2, . . . , γn) perdure,
they set up a WD-DFT dyad [16–18].

c(η1, η2, . . . , ηn)
DFT⇔ C(γ1, γ2, . . . , γn) (12)
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3 Multidimensional DHT

This section gives the delineations of the onward and backward transforms of DHT
in one dimensions, two dimensions, three dimensions, and W-dimensions.

3.1 1D-DHT

If c(η) is a unidimensional discrete-temporal signal with 0 ≤ η ≤ N − 1, then its
DHT is delineated as [5, 14, 19–22],

CH (γ ) = H[c(η)]

CH (γ ) �
W−1∑

η=0

c(η).cas

(
2πγη

W

)
(13)

∀0 ≤ γ ≤ W − 1. The cas(.) is vociferated the cosine and sine kernel. Also,
cas(μ) = cos(μ) + sinμ, where μ is any real number [6, 9]. Here, η and γ betoken
discrete temporal-variables and frequency-variables apiece. Additionally, c(η) can
be contrived from C(γ ) by the exertion of 1D-inverse discrete Hartley transform
(1D-IDHT) which is delineated as [3, 4, 23],

c(η) = H−1
[
CH (γ )

]

c(η) � 1

W

W−1∑

γ=0

CH (γ ).cas

(
2πγη

W

)
(14)

∀0 ≤ η ≤ W − 1. İt is tectonic to weigh in that the DHT harnesses the coequal
kernel in its delineations of the onward and rearward transforms. Ergo, DHT is an
involutionary discrete transform [18, 22, 24]. If c(η) and CH (γ ) perdure, they setup
a DHT dyad.

c(η)
DHT⇔ CH (γ ) (15)
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3.2 2D-DHT

If c(η1, η2) is a 2D discrete-temporal signal with 0 ≤ η1, η2 ≤ W − 1, then its
2D-DHT is delineated as [5, 14, 19–21, 25],

CH (γ1, γ2) = H[c(η1, η2)]

CH (γ1, γ2) �
W−1∑

η1=0

W−1∑

η2=0

c(η1, η2).cas

[
2π

W
(η1γ1 + η2γ2)

]
(16)

∀0 ≤ γ1, γ2 ≤ W−1.Here,η1, η2 and γ1, γ2 betoken discrete temporal-variables and
frequency-variables apiece. Additionally, c(η1, η2) can be contrived from C(γ1, γ2)

by the exertion of 2D-IDHT which is delineated as [3, 4, 23, 26],

c(η1, η2) = H−1
[
GH (γ1, γ2)

]

c(η1, η2) � 1

W2

W−1∑

γ1=0

W−1∑

γ2=0

C(γ1, γ2)

.cas

[
2π

W
(η1γ1 + η2γ2)

]
(17)

∀0 ≤ η1, η2 ≤ W − 1. If c(η1, η2) and CH (γ1, γ2) perdure, they setup a 2D-DHT
dyad.

c(η1, η2)
DHT⇔ CH (γ1, γ2) (18)

3.3 3D-DHT

If c(η1, η2, η3) is a 3D discrete-temporal signal with, 0 ≤ η1, η2, η3 ≤ W − 1, then
its 3D-DHT is delineated as [5, 14, 19–21, 26],

CH (γ1, γ2, γ3) = H[c(η1, η2, η3)]

CH (γ1, γ2, γ3) �
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

c(η1, η2, η3)

.cas

[
2π

W
(η1γ1 + η2γ2 + η3γ3)

]
(19)
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∀0 ≤ γ1, γ2, γ3 ≤ W − 1. Here, η1, η2, η3 and γ1, γ2, γ3 betoken discrete temporal-
variables and frequency-variables apiece.Additionally,c(η1, η2, η3) can be contrived
from C(γ1, γ2, γ3) by the exertion of 3D-IDHT which is delineated as [3, 4, 23, 27],

c(η1, η2, η3) = H−1[
CH (γ1, γ2, γ3)

]

c(η1, η2, η3) � 1

W3

W−1∑

γ1=0

W−1∑

γ2=0

W−1∑

γ3=0

CH (γ1, γ2, γ3)

.cas

[
2π

W
(η1γ1 + η2γ2 + η3γ3)

]
(20)

∀0 ≤ η1, η2, η3 ≤ W − 1. If c(η1, η2, η3) and CH (γ1, γ2, γ3) perdure, they setup a
3D-DHT dyad.

c(η1, η2, η3)
DHT⇔ CH (γ1, γ2, γ3) (21)

3.4 WD-DHT

If c(η1, η2, . . . , ηn) is a WD discrete-temporal signal with 0 ≤ η1, η2, . . . , ηn ≤
W − 1, then its WD-DHT is delineated as [5, 14, 19–21, 26],

CH (γ1, γ2, . . . , γn) = H[c(η1, η2, . . . , ηn)]

CH (γ1, γ2, . . . , γn) �
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

c(η1, η2, . . . , ηn)

.cas

[
2π

W
{η1γ1 + η2γ2 + . . . + ηnγn}

]
(22)

0 ≤ γ1, γ2, . . . , γn ≤ W−1.Here, η1, η2, . . . , ηn and γ1, γ2, . . . , γn betoken discrete
temporal-variables and frequency-variables apiece. Additionally, c(η1, η2, . . . , ηn)

can be contrived from C(γ1, γ2, . . . , γn) by the exertion of WD-IDHT which is
delineated as [3, 4, 23, 28],

c(η1, η2, . . . , ηn) = H−1
[
CH (γ1, γ2, . . . , γn)

]

c(η1, η2, . . . , ηn) � 1

WW

W−1∑

γ1=0

W−1∑

γ2=0

. . .

W−1∑

γn=0

CH (γ1, γ2, . . . , γn)

.cas

[
2π

W
{η1γ1 + η2γ2 + . . . + ηnγn}

]
(23)
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∀0 ≤ η1, η2, . . . , ηn ≤ W − 1. If c(η1, η2, . . . , ηn) and CH (γ1, γ2, . . . , γn) perdure,
they setup a W D-DHT dyad [27].

c(η1, η2, . . . , ηn)
DHT⇔ CH (γ1, γ2, . . . , γn) (24)

4 Interrelation Betwixt DFT and DHT

DFT and DHT are communed by flat-out guileless mathematical articulations.
Suppose CR(γ ) = Re

[
C(γ )

]
and CI (γ ) = Im

[
C(γ )

]
cohere to the real and imag-

inary parts of the DFT, C(γ ) = F[c(η)], then the DHT of c(η), viz. CH (γ ) is
habituated by the articulation [13, 20, 23, 29],

CH (γ ) = CR(γ ) − CI (γ ) = Re
[
C(γ )

] − Im
[
C(γ )

]
(25)

This bestows the DHT athwart the DFT. The DFT can be notched up from the
DHT by exploiting the kindred,

C(γ ) = 1

2

[
CH (γ ) + CH (W − γ )

] − j
1

2
[CH (γ ) − CH (W − γ )] (26)

Equations (25) and (26) can be long drawn-out to multidimensions
[14, 15, 23, 26–28].

5 Spin-Offs of the Reciprocity Axioms
for Multidimensional DHT from Those
of the Multidimensional DFT

5.1 Spin-off of the Reciprocity Axiom for 1D-DHT
from that of 1D-DFT

Axiom 1 If c(η) and CH (γ ) = C(γ ) setup a 1D-DHT dyad, then WcH (γ ) =
Wc(γ ) and C(η) setup a 1D-DHT dyad.

Proof This is proved in [29].
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5.2 Spin-off of the Reciprocity Axiom for 2D-DHT
from that of 2D-DFT

Axiom 2 If c(η1, η2) and CH (γ1, γ2) = C(γ1, γ2) setup a 2D-DHT dyad, then,
W

2cH (γ1, γ2) = W
2c(γ1, γ2) and C(η1, η2) setup a 2D-DHT dyad.

Proof The reciprocity axiom for 2D-DFT is habituated by

W
2c

[
((−γ1))W, ((−γ2))W

] = W
2c(W − γ1, W − γ2) = F[C(η1, η2)]

W
2c

[
((−γ1))W, ((−γ2))W

] = W
2c(W − γ1, W − γ2)

=
W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).e
− 2π

W
(η1γ1+η2γ2) (27)

Inasmuch as c(W − γ1, W − γ2) is complex, can be transcribed,

W
2cR(W − γ1, W − γ2) + jW2cI (W − γ1, W − γ2)

=
W−1∑

η1=0

W−1∑

η2=0

C(η1, η2). cos

{
2π

W
(η1γ1 + η2γ2)

}

− j
W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).sin

{
2π

W
(η1γ1 + η2γ2)

}
(28)

It acquiesces to

W
2cR(W − γ1, W − γ2) =

W−1∑

η1=0

W−1∑

η2=0

C(η1, η2). cos

{
2π

W
(η1γ1 + η2γ2)

}
(29)

and

W
2cI (W − γ1, W − γ2) = −

W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).sin

{
2π

W
(η1γ1 + η2γ2)

}
(30)

The hookup betwixt 2D-DHT and 2D-DFT is habituated by

CH (γ1, γ2) = CR(γ1, γ2) − CI (γ1, γ2) = Re
[
C(γ1, γ2)

] − Im
[
C(γ1, γ2)

]
(31)

where CR(γ1, γ2) = Re
[
C(γ1, γ2)

]
and CI (γ1, γ2) = Im

[
C(γ1, γ2)

]
apiece. Putting

out the barometers for reciprocity and chronicling that there is an about-face in the
sign of frequency solely for the real and imaginary parts of the 2D-DFT, we get
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W
2cH (γ1, γ2) = W

2cR(W − γ1, W − γ2) − W
2cI (W − γ1, W − γ2)

W
2cH (γ1, γ2) =

W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).

[
cos

{
2π

W
(η1γ1 + η2γ2)

}

+ sin

{
2π

W
(η1γ1 + η2γ2)

}]
(32)

⇒ W
2cH (γ1, γ2) =

W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).cas

{
2π

W
(η1γ1 + η2γ2)

}
(33)

Pencilling in cH (γ1, γ2) = c(γ1, γ2) in Eq. (33), got

⇒ W
2c(γ1, γ2) =

W−1∑

η1=0

W−1∑

η2=0

C(η1, η2).cas

{
2π

W
(η1γ1 + η2γ2)

}
= H[C(η1, η2)]

(34)

Thus, W
2cH (γ1, γ2) = W

2c(γ1, γ2) and C(η1, η2) setup a 2D-DHT dyad. The
interrelation between theDFTandDHT is the key point in establishing the reciprocity
axiom for 2D-DHT from 2D-DFT.

5.3 Spin-off of the Reciprocity Axiom for 3D-DHT
from that of 3D-DFT

Axiom 3 If c(η1, η2, η3) andCH (γ1, γ2, γ3) = C(γ1, γ2, γ3) setup a 3D-DHT dyad,
then W

3cH (γ1, γ2, γ3) = W
3c(γ1, γ2, γ3) and C(η1, η2, η3) setup a 3D-DHT dyad.

Proof The reciprocity axiom for 3D-DFT is habituated by

W
3c

[
((−γ1)W, ((−γ2))W, ((−γ3))W

] = W
3c(W − γ1, W − γ2, W − γ3)

= F[C(η1, η2, η3)] (35)

W
3c(W − γ1, W − γ2, W − γ3) =

W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).e
− j2π

W
{η1γ1+η2γ2+η3γ3}

(36)

Inasmuch as c(W − γ1, W − γ2, W − γ3) is complex, can be transcribed,

W
3cR(W − γ1, W − γ2, W − γ3) + jW3cI (W − γ1, W − γ2, W − γ3)
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=
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).cos

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]

−
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).sin

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]
(37)

Here,

W
3cR(W − γ1, W − γ2, W − γ3)

=
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).cos

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]
(38)

and

N 3cI (W − γ1, W − γ2, W − γ3) =

−
W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).sin

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]
(39)

The hookup betwixt 3D-DHT and 3D-DFT is habituated by

CH (γ1, γ2, γ3) = CR(γ1, γ2, γ3) − CI (γ1, γ2, γ3)

= Re
[
C(γ1, γ2, γ3)

] − Im
[
C(γ1, γ2, γ3)

]
(40)

whence, CR(γ1, γ2, γ3) = Re
[
C(γ1, γ2, γ3)

]
and CI (γ1, γ2, γ3) =

Im
[
C(γ1, γ2, γ3)

]
apiece. Putting out the barometers for reciprocity and chronicling

that there is an about-face in the sign of frequency solely for the real and imaginary
parts of the 3D-DFT, we get

W
3cH (γ1, γ2, γ3) = W

3cR(W − γ1, W − γ2, W − γ3)

− W
3cI (W − γ1, W − γ2, W − γ3) (41)

⇒ W
3cH (γ1, γ2, γ3) =

W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3). cos

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]

+ sin

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]

⇒ W
3cH (γ1, γ2, γ3) =

W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).cas

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]

(42)
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Pencilling in cH (γ1, γ2, γ3) = c(γ1, γ2, γ3) in Eq. (42), got

⇒ W
3g(γ1, γ2, γ3) =

W−1∑

η1=0

W−1∑

η2=0

W−1∑

η3=0

C(η1, η2, η3).cas

[
2π

W
{η1γ1 + η2γ2 + η3γ3}

]

= H[C(η1, η2, η3)] (43)

Thus, W
3cH (γ1, γ2, γ3) = W

3c(γ1, γ2, γ3) and C(η1, η2, η3) setup a 3D-DHT
dyad. The interrelation between the DFT and DHT is the key point in establishing
the reciprocity axiom for 3D-DHT from 3D-DFT.

5.4 Spin-off of the reciprocity axiom for WD-DHT
from that of WD-DFT

Axiom 4 If c(η1, η2, . . . , ηn) and CH (γ1, γ2, . . . , γn) = C(γ1, γ2, . . . , γn) setup
a WD-DHT dyad, then W

WcH (γ1, γ2, . . . , γn) = W
Wc(γ1, γ2, . . . , γn) and

C(η1, η2, . . . , ηn) setup a WD-DHT dyad.

Proof The reciprocity axiom for WD-DFT is habituated by

W
Wc

[
((−γ1)W, ((−γ2))W, . . . , ((−γn))W

] = W
Wc(W − γ1, W − γ2, . . . , W − γn)

= F[C(η1, η2, . . . , ηn)] (44)

⇒ W
Wc(W − γ1, W − γ2, . . . , W − γn)

=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn).e
− j 2π

W
(η1γ1+η2γ2+...+ηnγn) (45)

Inasmuch as c(W − γ1, W − γ2, . . . , W − γn) is complex, we have

W
WcR(W − γ1, W − γ2, . . . , W − γn) + jWWcI (W − γ1, W − γ2, . . . , W − γn)

=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn). cos

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

− j
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn). sin

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

(46)

Here,

W
WcR(W − γ1, W − γ2, . . . , W − γn)
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=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn). cos

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

(47)

and

W
WcI (W − γ1, W − γ2, . . . , W − γn)

= −
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn). sin

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

(48)

The hookup betwixt WD-DHT and WD-DFT is habituated by

CH (γ1, γ2, . . . , γn) = CR(γ1, γ2, . . . , γn) − CI (γ1, γ2, . . . , γn)

= Re
[
C(γ1, γ2, . . . , γn)

] − Im
[
C(γ1, γ2, . . . , γn)

]
(49)

where CR(γ1, γ2, . . . , γn) = Re
[
C(γ1, γ2, . . . , γn)

]
and CI (γ1, γ2, . . . , γn) =

Im
[
C(γ1, γ2, . . . , γn)

]
apiece. Putting out the barometers for reciprocity and chron-

icling that there is an about-face in the sign of frequency solely for the real and
imaginary parts of the W D-DFT, got

⇒ W
WcH (γ1, γ2, . . . , γn) = W

WcR(W − γ1, W − γ2, . . . , W − γn)

− W
WcI (W − γ1, W − γ2, . . . , W − γn) (50)

⇒ W
WcH (γ1, γ2, . . . , γn)

=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(�1, �2, . . . , �n).

{
cos

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

+ sin

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]}

⇒ W
WcH (γ1, γ2, . . . , γn)

=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn).cas

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

(51)

Pencilling in cH (γ1, γ2, . . . , γn) = c(γ1, γ2, . . . , γn) in Eq. (51), we get

⇒ W
Wc(γ1, γ2, . . . , γn)
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=
W−1∑

η1=0

W−1∑

η2=0

. . .

W−1∑

ηn=0

C(η1, η2, . . . , ηn).cas

[
2π

W
(η1γ1 + η2γ2 + . . . + ηnγn)

]

= H[C(η1, η2, . . . , ηn)] (52)

Thus, cH (γ1, γ2, . . . , γn) = c(γ1, γ2, . . . , γn) and C(η1, η2, . . . , ηn) setup a
WD-DHT dyad. The interrelation between the DFT and DHT is the key point in
establishing the reciprocity axiom for WD-DHT from WD-DFT.

6 Discussion

The ontogenesis of reciprocity axioms for multidimensional DHT from those of
the multidimensional DFT is conferred. Reckoning time is used in the technical
belles-lettres as one of the performance cadent in evaluating the fruition of these two
transforms, and the DHT takes less time than that of DFT. Besides, this is bonafide
in the multidimensional case. It is serendipitous to write the outright number of real
multiplications and real additions for the exertion of themultidimensional DHT. If an
an archetype is taken, the all-out number of real multiplications for reckoning the 3D-
DHT using the row-column approach is 3W

3 log2 W and the all-out number of real
additions is 3W3

[
1 + 3

2 log2 W
]
apiece. Multidimensional DHT is predominantly

serviceable in applications where the involution of the DHT comes into be dextrous,
specifically in cyclic convolution and memory critical fiefdoms and vector set up
times are crescentic. Ergo, the reciprocity axioms can be middingly used for such
purposes in conjunction with fast DHT algorithms as the FFT algorithms take a
great deal of time for pursuance in such applications. Thence, it is proposed in this
paper that these axioms developed for multidimensional DHT can be used for signal
processing applications for which the multidimensional DFT reciprocity axioms are
used as real transforms get executed swiftly than complex transforms and as such
DHT is a real transform. A typical illustration is the finding of the onward and
rearward transforms of multidimensional DFT in baronies such as 3D imaging using
multidimensional DHT reciprocity axioms instead of using the former’s delineations
of them. This is a clear advantage of the reciprocity axioms developed in this paper
over the existing ones and can be chronicled seriously while implementing signal
processing algorithms on prontoVLSI architectures where throughput with precision
is numero uno. As well, the algorithms developed in this paper can be utilitarian in
Power Spectrum Estimation and other application fiefdoms. The axioms can also
be used in the implementation of multidimensional signal processing algorithms on
FPGAs, ASICs, etc.
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7 Conclusions

This paper prorates the reciprocity axioms for multidimensional DHT by finagling
a distinctive pike, i.e., by drawing upon the reciprocity axioms for multidimen-
sional DFT. The reciprocity axioms abet in the mensuration of the onward and
the sternforemost transforms of signals bearing the suchlike envelope either in the
discrete-temporal or discrete-frequency domains. In discrete-time signal processing,
one bumps into signals bearing the suchlike envelope in the temporal and frequency
fiefs. The reciprocity axioms of DHT can be drawn upon for guesstimating the
onward and sternforemost transforms predicated on the extant DHT dyad. Inasmuch
as DHT is a real transformation, the mensuration deadweight is sunken by partway
of the cent per cent which soliloquizes of this probity in realistic pursuance. Also,
it has been mentioned in the literature that the computation time taken for finding
multidimensional DFT of signals is more if its delineation is used, but is less if the
multidimensional DHT is used for finding the same and computation time is used
as the performance metric. In consequence, whilst using the reciprocity axioms of
multidimensional DFT, we can use the reciprocity axioms of multidimensional DHT
developed in this research paper can be used as there are fast algorithms available
for the latter which can give accurate results than those of the former. These axioms
can be adroitly drawn upon in unriddling of random difference equations, differ-
ence equations, in the barony of multidimensional signal processing such as remote
sensing image processing, etc. Depending upon the architecture of the processor and
the compiler of the software used, the hustle of execution of themultidimensional fast
DHT algorithms can be jetted up in cartel with the axioms evolved in this research
paper.
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A Deep Learning Approach for Detecting
and Classifying Cancer Types

G. Murugesan, G. Preethi, and S. Yamini

Abstract Cancer is one of the deadly diseases worldwide. It takes a lot of time and
effort to detect it at the early stages. Various pathological and imaging techniques are
widely used by doctors/physicians to ensure the presence of cancerous cells in the
body. The techniques currently being used are highly time-consuming and lack accu-
racy. This paper deals with applying deep learning algorithm to detect the presence of
different types of cancer. Brain, lung, and skin cancer are determined using Convolu-
tion Neural Networks (CNN). By utilizing pre-trained weights of VGG16, the model
is trained and fine-tuned with cancerous and normal CT scan images. Experimental
evidence shows that the adopted transfer learning (such as using pre-trained weights
of VGG16) method provides better accuracy than traditional methods. The accuracy
obtained is greater than 95%.

Keywords Deep learning · Cancer detection · Types of cancer · Deep learning and
cancer · VGG16 · Detection with image · Skin cancer · Brain cancer · Lung cancer

1 Introduction

Cancer is a disease which includes uncontrolled growth of cells. They propagate to
different parts of the body and invade cells and tissues. They are classified based on
the cells in which they grow or originate. They acquire the size and shape of the body
cell in which they are impregnated. There are different types and stages of cancer.
Early detection always helps in curing the disease. According to the American cancer
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society, skin cancer accounts for more than 96,000 deaths, 142,670 deaths from lung
cancer, breast cancer for about 42,000, and about 17,800 deaths from brain tumor
in the year of 2019. Earlier, microwave scanning techniques and Computer Aided
Designs (CAD) were widely adopted for cancer diagnosis. Later, researchers started
using machine learning and deep learning approaches for diagnosis and prediction
of the disease.

Deep learning is a part of machine learning methodology that are based on
neural networks. There are different classes of neural networks like Artificial Neural
Network (ANN), Convolution Neural Network (CNN) [1], Deep belief Networks,
Recurrent Neural Network (RNN), etc. They are widely applied in different fields
of study. They are also used for automating several manual tasks. Cancer research
with deep learning [2] is bringing new discoveries every day. With the aid of trained
model, various predictions and detections are made.

This paper experiments the usage deep learningmodel for detecting three different
types of cancer. Convolution neural network is utilized for this purpose. The model
uses pre-trained weights used in VGG16 architecture (ImageNet) [3] and fine-tuned.
This model is then exploited for detecting the presence of cancer in brain, lungs, and
skin.

2 Literature Survey

A method based on segmentation of sputum cells for detecting lung cancer at the
earlier stage was proposed in [4]. It used Bayesian classification for detecting the
disease. This method utilized the threshold parameter for prediction. The accuracy
of this method was comparatively higher than the earlier rule-based segmentation
methods (above 85%). Still, this is not enough for early detection. The first clinical 3D
microwave tomography technique for cancer detection was demonstrated in [5]. The
result obtained by this microwave imaging system is fairly good. As the power used
is 1/1000th of that utilized by cellphones, it is safer; besides, it is also faster. It costs
less and is not penetrative, but it requires examination of the images by physicians.
A method to efficiently combine different neural network in one architecture was
explained in [6]. The accuracy of this method proved to be higher than the individual
deep learning models. Yet, it was based only on skin cancer and also took long hours
to train the model.

An automatedmelanoma detection device using image processing techniques was
proposed in [7]. The skin lesion images were studied, and during testing, various
image processing techniques were applied to classify if the lesions are of melanoma
type. Features such as color, shape, diameter are compared, and finally, the result
is obtained. This is comparatively faster than traditional methods which involved
biopsy and analysis of histopathological images in the laboratory. A deep learning
method in [8] uses thoracic MR images for cancer detection. A faster Region-based
Convolution Neural Network (R-CNN) was developed with spatial three channeled
input, optimized parameters, and transfer learning. This was developed for lung
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nodule detection. Experimental results showed that the above devised method could
detect most of the nodules. Perhaps, the false positive areas are greatly reduced by
this method. In [9], the authors studied how to utilize the deep learning models
and transfer learning for brain tumor detection. In this paper, two different methods
were estimated. Two pre-trained networks, namely Inception–v3 and Densnet 201
were taken into consideration. Features were extracted from inception modules and
densnet blocks, concatenated and then passed to softmax classifier for classification.
They are evaluated individually. Both these methods provided reasonable accuracy
in detecting brain tumors.

3 Materials and Methods

3.1 Dataset

In this work, images collected from Google are used. CT scan images and dermo-
scopic images in .jpg and .jpeg formats are collected. In total, 1595 images were
used; of which 260 brain tumor, 268 normal brain images, 276 lung cancer images,
263 normal lung images, 262 normal skin, and 266 skincancer images are collected
and organized in six separate folders. The folders are properly named such that they
act as labels during training. Of these images 75% are used for training and 25%
for testing and validation. Python libraries such as Tensorflow, keras are used for
training the model.

3.2 Pre-processing

In this stage, two important pre-processing steps are performed. Initially, all the
images collected are resized to standard size 224 * 224 px. Then, the pixels values
are transformed into numpy arrays, so that they could be processed in the neural
network.

3.3 Data Augmentation

Data augmentation [10] as shown in Fig. 1 is a strategy that enables practitioners
to significantly increase the data diversity. Augmentation is dynamically performed
while training the network. Despite the availability of large datasets, extracting the
proper data for the problem domain is highly important. Thus, by improving the
diversity, the performance of the resulting model will be improved. In addition,
augmentation also helps to avoid overfitting of the model to the collected datasets.
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Fig. 1 Data augmentation for deep learning

3.4 Deep Learning Model

Our proposed system is based on convolution neural networks. CNN is one of deep
neural networks utilized for image data analysis. They are composed of neurons,
each with various weighted inputs and biases. Every neuron gets various inputs.
They add their weights up, applied under activation function and provide the result
in the output nodes. A set of neurons make up a layer. The first layer, convolution
layer is the heart of all layers, where major computation occurs. Filters of various
dimensions are applied on images. After applying the activation function, it is fed
into pooling layer.

This system focuses on the technique called “Transfer Learning.” Transfer
learning [11] is the art of using pre-trained model on some other data to solve the
problems in hand. Our feature extractor uses pre-trained weights of VGG 16 [12]
architecture for the base layers. VGG 16 architecture composed of 16 layers, where
the convolution layers, pooling layers, fully connected layers are repeating over and
over again and finally provides the output. Experimental evidences show thatVGG16
has high accuracy in classifying different classes of images. As this system attempts
to detect three different types of cancer that are in different location of body, this
architecture provides satisfying results in detection and classification.

3.5 Training and Fine-Tuning

The neural network is trained by employing the pre-trained weights of VGG 16.
The images are sorted in different folders according to their classes. The folders
are named as brain_tumor, normal_brain, lung_cancer, normal_lung, skin_cancer,
normal_skin. The folder names are used as labels during training. These labels are
transformed into binary vector values for processing. Then, data augmentation is
applied dynamically alongside, helps narrowing overfitting of the model. The base
layers except the top fully connected layers are froze, and the head layers are built.
Nearly, 15 epoches are performed with over 48 iterations in one epoch and with a
batchsize of 32. An epoch refers to one cycle through the full training dataset. It is
equal to one forward pass and one backward pass over the entire network. Then, the
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Fig. 2 Flow diagram of the proposed methodology

results are observed. Later, the lower layers are unfroze, and once again 10 epochs
are performed. Unlike before, the entire network is trained now. This benefits in
increasing the accuracy. This method is called fine-tuning; once training is done, the
model is validated for results. While compiling the model, optimizers such as Adam,
SGD are used to reduce losses and to speed up the learning process. The model thus
developed is imported and applied for disease diagnosis.

3.6 Flow Diagram

Fig. 2 shows the pictorial representation of the entire process involved in the
development of a model for automatic diagnosis of cancer in brain, lungs, and skin.

4 Results and Discussion

4.1 Performance Metrics

Accuracyof themodel alone is not sufficient to evaluate its performance. Performance
of the developed system is also assessed using other metrics such as precision, recall,
fi score, and support. They are explained below:
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Table 1 Results at the end of fine-tuning

Classes Precision Recall f1-score Support

Brain tumor 1.00 1.00 1.00 27

Brain normal 1.00 1.00 1.00 122

Lung cancer 0.99 1.00 1.00 96

Lung normal 1.00 1.00 1.00 89

Skin cancer 0.99 1.00 0.98 28

Skin normal 1.00 0.96 0.99 32

Avg/Total 0.99 0.98 0.98 394

• ACCURACY = TP + TN/TP + TN + FP + FN
• PRECISION = TP/TP + FP
• RECALL = TP/TP + FN
• F1 SCORE = 2*(Recall * Precision) /(Recall + Precision)

where TP is true positive, TN is true negative, FP is false positive, and FN is false
negative. After fine-tuning the model, the results obtained are tabulated.

4.2 Training Results

The results of the proposed transfer learning method, using VGG 16 algorithm is
shown in Table 1. As mentioned before, 25% of the data are used for testing and vali-
dation. The accuracy obtained is about 0.981, which is approximately 98%.Accuracy
indicates how close the results are to the "true" values, whereas precision indicates
how they are close to each other. Precision of themodel built is also high. The support
value indicates the actual number of true positives in each class of testing data. The
trained model provides reliable results. Hence, it could be used for disease diagnosis.

5 Conclusion and Future Scope

Thus, the proposed methodology makes use of transfer learning in neural networks
and detects the presence of cancer in brain, skin, and lungs effectively, using the
scan images. When a scan image is passed as input to the system, the presence or
the absence of the disease is presented as result (output). Thus, this technique is
effective and helps in early detection of the disease. As transfer learning is adopted,
the time taken to train the model is comparatively less. Also, the accuracy of the
results obtained is highly dependable. In future, in addition to different types, a deep
learning model to identify different stages of cancer in particular region of the body
could possibly be developed, as an advancement to this proposed system.
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Automated Surveillance Security System
Using Facial Recognition for Homes
and Offices

Gunjan Bharadwaj, Shubham Saini, Anmol, Ajeet Chauhan,
and Puneet Kumar

Abstract Video cameras are the most popular way of security used by the majority
of people in homes and offices. These systems require a human being for video
surveillance so that if some unusual activity happens, appropriate action can be
taken. Usually, cameras are installed to monitor the unusual activities which may
be a threat to the workplace. In the case of home security, the major reason to
install video cameras is to monitor that no unknown person should enter the home
without permission. This demand for home security systems has been utilized to
provide automated surveillance security system which can specifically be used in
such places to monitor the presence of an unknown person in the premises so that the
people using this system are alerted using notification. For identification of unknown
face, our system has been trained on some known faces using LBPH face recognizer
and then the threshold is applied to decide whether the face is known or unknown,
finally an alarm is generated if the face is declared unknown. The above system
works well on good quality videos and images.

Keywords Home security · Video automated surveillance · Face recognition ·
Face detection

1 Introduction

The automatic security systems are in great demand in today’s era. Automated
surveillance security systems are added in places nowadays tomonitor unusual activ-
ities. Many techniques are being developed which can automatically detect such
unusual activities instead of manually monitoring the videos. Therefore, automatic
video surveillance systems have got major advantages of eliminating the need for
manual surveillance. CCTV is one of the most used hardware for security systems in
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homes, offices and public places. One obvious demand for CCTV in homes/offices is
that there is a known set of people who are going to enter the house. This demand has
been utilized for home security systems to provide automated surveillance security
system.

Face Recognition appears to have a lot of applications in computer science and
therefore, stays at the heart of today’s AI systems. Many researchers across the
world are focusing on applications of facial recognition in video surveillance [1, 2].
Various other approaches have used facial recognition and shown its importance in
video surveillance applications [3, 4]. There exist various face recognition methods
developed by various researchers. Face recognition algorithms are known to extract
the meaningful geometric features from an image, represent them and perform clas-
sification on them. Facial recognition algorithms use the most intuitive features and
process them for human identification.

An approach can be built which uses automatic detection of unknown faces
entering homes/offices. For the detection of unknown faces, LBPH facial recog-
nition is used [5]. The face of the known person will be able to match who is entering
the premises with an existing database of known faces whereas unknown faces will
not be able to find a match with the database.

Section 2 describes the proposed method, Sect. 3 describes the implementation
and includes the results generated by the proposed method followed by a conclusion
in Sect. 4.

2 Proposed Method

As stated earlier, an approach is intended to build which can be utilized for automated
security surveillance at places where there is a known set of people who can safely
enter the premises whereas an unknown person can be identified.

The whole process of the proposed system can be divided into three major steps;
the first step is to construct a database of known faces with multiple images for each
know face. The images are taken from different angles. The next step is to use face
detection on the images stored in the database and then use the LBPH face recognizer
for the training of the system. Next and final step is to test the built trained model to
recognize the faces whether known or unknown. The confidence of a face recognizer
is low in some images which are unknown to the trained model whereas high for
those faces which are known. A threshold is used to differentiate a known face from
an unknown face.

The block diagram of the proposed approach is as shown in Fig. 1. Each step is
explained in detail in the following subsections:
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Fig. 1 Block diagram of unknown face identification using facial recognition

2.1 Face Detection

This feature comes when a person will come in the range of the camera. His/Her face
will be detected by the system and this detection will be done based on a pattern of
the face. Haar Cascade classifier is used for this purpose [6]. The eyes, nose, mouth
and face pattern will help the system to detect the face. The output of face detection
will be the input for feature extraction.

2.2 Feature Extraction

After face detection, specific features will be extracted from the output of face detec-
tion. A specific analysis will be done to find a specific pattern of the face. This will
help the system to recognize the face whether it is known or unknown this will be
decided in further steps.
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2.3 Face Database and Template Matching

Feature extraction is followed by template matching. The detected face will be
matched with our Face Database. In this database, first of all, those faces will be
stored who will be having the permission of IN and OUT to the premises. Only the
administrator has the permission to add/edit/delete the faces from the database. The
system will be trained by using these faces from the database. The matching is done
based on the specific information of different parameters that includes eyes, nose,
mouth and face pattern. LBPH face recognizer will be used since it uses both texture
and shape information based on local binary patterns; histograms are extracted for
small regions and converted into a single feature vector.

2.4 Result

If the feature vector of the input face image is matched with the face database then
the detected face is known to the system. If the information is unmatched then the
system will trigger a notification to the owner of the premises.

3 Implementation and Result Analysis

The proposed model has been designed on the OpenCV framework using Python
3+. Scanning of faces is done through the in-built webcam. All information of the
detected face is transferred into binary format. The transformed representationmarks
for their respective categories and maximum marked category is responsible for the
detection of the identity of the face. The designedmodel works efficiently. Following
steps represent the working of the proposed model and finally the resulting output
by the system.

3.1 Input Acquisition

The first step starts with the image acquisition in which webcam is used to take the
image as an input. Thewebcam captures the entering entity in the premises. The faces
will be detected from the webcam video and then the information will be retrieved
from the cropped image that includes the face of the entity. The information extracted
in this step will be provided to the next step.
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Fig. 2 Training data

3.2 Training

Training of the faces is done by taking different angles and observations of the
cropped image provided by the image acquisition step. Every known member of
the premises sits in front of the camera at the time of training to add their faces in
the database. The camera observes different angles and observations of the sitting
member (Fig. 2). The algorithm of feature extraction is run on each of these faces
using LBPH face recognition as explained in Sect. 2.3. These feature vectors of each
known face are added to the system’s known faces database set and will further be
used to match the identity of the person entering the premises and can thus result in
efficient identification of the entrant.

3.3 Face Recognition

After completion of training, our system is tested with any of the faces trained in
the previous steps. Now a new face is streamed in the video. The face is detected
from the video by Haar Classifier (Fig. 3) [7]. Then, features for the input face are
constructedwhich called as face recognition. This face feature vector generated using
LBPH classifier will further be used to match with the existing feature vectors of
know faces in the database.
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Fig. 3 Detection and recognition of faces in a database

3.4 Results

As soon as the face of the entrant is detected, the facial feature vector is analyzed
and matched with the existing feature vectors of known faces in the database. If the
entrant’s face is matched with the existing person’s face, the system will take no
action. But if the entrant is unmatched, it will send a notification to the owner about
the suspicious entrant by triggering a notification. This notification will be sent to
one of the known users in the form of SMS or alarm based on the user’s choice.
The system is capable of finding known or unknown faces as shown in Figs. 3 and 4
respectively.

4 Conclusion

The proposed system requires only a webcam and database storage which makes it
financially effective in terms ofmanpower and time aswell as easing themaintenance.
The system is highly efficient in processing real-life videos. The system triggers the
owner if any unknown entrant is on the premises as suspicious. This method can
also be built to customize itself for a public place or in crime investigation or other
applications as a future scope. The proposed method can only be applied at places
where the place is known to have a common set of known people and an unknown
person can be a threat to the premises. Face occlusion is a common phenomenon
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Fig. 4 Non-trained faces identified as unknown

while using facial recognition with the video camera, so as part of improving the
quality of results, some robust methods of facial recognition can be used. Also, the
expressions and angles of the entity can be detected with more accuracy and more
observations.
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Strategies for Boosted Learning Using
VGG 3 and Deep Neural Network
as Baseline Models

K. S. Gautam, Vishnu Kumar Kaliappan, and M. Akila

Abstract Deep Convolutional Neural Network learns with various levels of abstrac-
tion and has made a revolution among learning algorithms. Deep Learning currently
plays a vital role in object classification, natural language processing, genetics, and
drug discovery. The deep learning unravels the patterns by computing gradients
to minimize the loss function and based on it the internal parameters are tuned to
compute the layer-wise representation. The Deep Convolutional Neural Network has
revolutionized computer vision and image processing. The work cross dissects the
deep convolutional neural network to light its learning mechanism and extensively
experiments parameter tuning to facilitate intelligent learning. The work comes up
with a roadmap to build and train a deep convolutional neural network after exten-
sive experimentation using CIFAR 10 dataset. The work also comes up with near-
optimal hyperparameters that effectively generalize the learning of Neural Network.
The performance of the Deep Neural Network is also evaluated with hypertension
dataset gathered from the health department. On experimentation, could be inferred
that the proposed approach gives comparatively higher precision. The accuracy of
the proposed approach is found to be 90.06%.

Keywords Deep convolutional neural network · Intelligent learning · Parameter
tuning · Dropout · Data augmentation · Batch normalization · Learning rate ·
Variance
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1 Introduction

The conventional machine learning approach works with feature engineering and
demands manual intervention and expert intelligence for model building. Whereas
the feature engineering is comparatively low in deep learning as the need for feature
descriptors are not required. The deep learning offers flexibility by representation
learning. Here the machine acquires the raw data and discovers multiple represen-
tations. The deep learning offers a generic general-purpose learning procedure to
learn representations. Initially, the machine identifies the light and dark pixels and
from the detected light and dark pixels, the system identifies the edges and possible
shapes. From simple shapes, the machine identifies many complex shapes and at last
the machine learns the region of interest. In other words, can say that the machine
identifies a shallow layer, middle layer, and deep layer that is a step by step improve-
ment from a low level to high-level structure. For a machine to learn layer-wise
representation effectively the internal parameters should be tuned. In other words,
fixing near-optimal parameters is dealt with that contribute tominimal loss and higher
classification accuracy. Additional focus is also given to the learning rate because
if it tunes smaller the network loses its learning ability. The work performs a series
of experimental analyses on CIFAR 10 [1] using various parameters and hyperpa-
rameters including learning rate scheduler and the parameters are evaluated and its
corresponding value that boosts performance. With the proven near-optimal param-
eters and hyperparameters of boosted VGG3, The work also attempts to model an
intelligent machine using a neural network that could detect hypertension. The data
have been gathered regarding hypertension directly from the hospitals and Primary
HealthCentres.As per the suggestion from the physicians, the features that contribute
to the hypertension are Age, Sex, Marital Status, District, Locality, Religion, Prior
hypertension occurrence of both the individual and family, Complication of hyper-
tension, Prior occurrence of diabetes Mellitus of both individual and family, Height,
Weight, BMI, Pregnant status, Waist Circumference, Systolic BP, Diastolic BP. The
reason for choosing Neural Network is that they don’t have restrictions towards any
input variables like other learning algorithms and they can model nonlinear and
complex relationships [2].

The following sections explore the approaches tailored (as shown in Fig. 1) to
bring new models that show significant improvement in performance. A baseline
model is built in Sect. 2. Section 3 discusses the baseline model built with increased
dropout. Section 4 extends the model built in Sect. 2 by adding data augmentation.
Section 5 extends the model built in Sect. 3 by adding a batch normalization tech-
nique. Section 6 extends the model built in Sect. 5 with a proposed strategy named
variance-based learning rate scheduling (VBLRS). Section 7 builds a neural network
and uses the parameters and hyperparameters used to build a boosted VGG3 model
and checks how the afore fixed parameters generalize the leaning.
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Fig. 1 Proposed roadmap
for boosted learning Model 1: DCNN 

Baseline (Baseline)

Model 2: Model 1 + 
Increased Dropout

Model 3: Model 2 + 
Data augmentation

Model 4: Model 3 + 
Batch Normalization

Model 5: Model 1 + 
VBLRS 

2 Baseline Model Investigation

CIFAR 10 dataset is widely used to evaluate computer vision algorithms. The dataset
has 10 classes as shown in Fig. 2. The dataset has sixty thousand colored images of
size 32 × 32.

The CIFAR 10 dataset has been loaded by Keras [2] and 50,000 images are used
for training and 10,000 images are used for testing. As shown in Fig. 3, a plot with
the first nine images have been created to check the resolution of the image and
could infer that all the images are in low resolution and some demand clarity in
representation.

As the images are pre-segmented, they are loaded directly and the ten classes in
the image are represented by integers from 1 to 10 by using one-hot encoding [3].
After one hot encoding, the class image appears to be a 10-dimensional binary vector.
The pixel values need to scaled for modeling and to accomplish this the pixel values
are scaled between 0 and 1. The pixels within the range 0–255 are converted to float
and then they are divided by its maximal value so that the training and test data are
normalized as shown in Eqs. 1 and 2.

g = f (x)

255
(1)

g′ = f (y)

255
(2)

The pixel value for both train (x) and test data (y) are converted into float f (x) and
f (y) respectively and they are scaled as down as shown in Eqs. 1 and 2.
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Fig. 2 Class labels in CIFAR 10 dataset

Fig. 3 Sample images IN CIFAR 10 dataset
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Model 1−VGG 3

The base model uses a triple block VGG architecture. The VGG [4] model has
been chosen as the premliminary model based on its modularity, extensibility, and
its performance in the ILSVRC 2014 competition. The architecture involves a three-
layer stack and each layer has 2 convolutional filters of size 3 × 3 followed by a
max-pooling layer as shown in Fig. 4.

Each layer in themodel uses Relu activation functionwith theweight initialization
[5]. The afore built model is considered to be a feature descriptor of the model and
this model ends with a classifier that predicts the class. The feature map at the last
layer is flattened and given as input to the fully connected layer the output layer
using the SoftMax activation function. The fully connected layer has 10 nodes as
had 10 different classes. Learning rate as 0.001, momentum as 0.9, and epochs as
100 is fixed which are proven to be better by practice [6]. As it is a multi-class

Fig. 4 Extensible VGG
architecture
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Fig. 5 Learning curves of VGG 1 (baseline attempt model)

classification problem the model uses categorical cross-entropy loss function. To
find the apt baseline model for investigation the experimental analysis is done with
a single, double, and triple VGG stack and the results are shown in Figs. 5, 6 and 7.
Table 1 shows the inferences made from the experimentation

3 Model 2—VGG 3 (Baseline and Dropout)

To address the issue of overfitting, regularization has been adopted in the upcoming
models. To slow down the convergence in the upcoming models the works use data
augmentation, learning rate schedulers, and change in batch size. The work uses
dropout as one of the regularization techniques as it takes control of the randomly
muted nodes. In ourwork, after eachmax pooling, dropout is added and retain 80%of
the nodes. In our work, the dropout value is 0.2 and the addition of dropout has given
us a significant raise in performance and has addressed overfitting. From Figs. 8 and
9 it is inferred that the model has convergence between 32 and 52 and after it there
is no learning.
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Fig. 6 Learning curves of VGG 2 (baseline attempt model)

Fig. 7 Learning curves of VGG 3 (baseline attempt model)
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Table 1 Inferences from experimentation (VGG1, 2 and 3)

S. No. Inferences

1 All the experimented VGG models start learning with accuracy more than 68%

2 From 14th to 22nd epochs the VGG models suffer from profuse overfitting

3 All the VGG models start learning after 35th epoch

4 On stacking more VGGs, the accuracy increases and this trend continues. In other
words, on increasing the depth of the VGG model the accuracy increases

5 The model demands techniques that could slow down the convergence to search
near-global minima (to minimize the cost function)

6 The VGG models stop learning after the 39th epoch

Fig. 8 The learning curve of VGG 3 with dropout
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Fig. 9 The learning curve of VGG 3 with Dropout, and Data augmentation

4 Model 2—VGG 3 (Baseline, Dropout, and Data
Augmentation)

Data augmentation techniques involve creating a replica with a minor modification,
for ensuring a generalized feature learning. As the images in the CIFAR 10 are small,
extreme augmentation techniques that intrude nearly new image shall be avoided.
Techniques such as minor zooming, minor shifts, minor flips shall be used. On
evaluating the performance of the system, could be inferred that performance of the
model is boosted (Fig. 10).

The number of epochs has been increased to 200 to check the possibilities of
boosting classification accuracy. On analyzing the learning curve, inferred that the
magnitude of the performance boost is similar to the addition of dropout to the
baseline model.
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Fig. 10 The learning curve of VGG 3 with dropout, data augmentation and batch normalization

5 Model 2—VGG 3 (Baseline, Dropout, Data
Augmentation, and Batch Normalization)

Further, another attempt has been taken to boost the classification accuracy. The
epochs have been increased from 200 to 400 and batch normalization is added. The
dropout is also increased by 0.2 across the layers. On analysing the learning curve,
could infer that the model has started learning from 10th epoch to 400th epoch and
the learning curve goes on increasing. Thus, the rate of leaning is made higher by
tuning the parameters.

In the second approach, a learning rate scheduler has been formulated, in such a
way that the amount of variance that the SGD is undergoing is inversely proportional
to the learning rate. The mathematical formulation for the variance-based learning
rate scheduler is given below in Eq. (2) and from the equation, could infer that the
learning rate is made dynamic based on the inputs from variance.

Learning rateα
1

Variance
(2)
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Table 2 Variance based
learning rate scheduling

Variance Learning rate

0.5112 0.15112

0.5103 0.15103

0.5099 0.15099

0.5097 0.15097

0.5096 0.15096

0.4918 0.14908

0.4693 0.14693

0.4128 0.14128

0.3279 0.13279

0.3391 0.13391

0.2921 0.12921

0.1872 0.11872

0.1567 0.11567

0.1455 0.11455

0.1248 0.11248

With Eq. (2) as a base, a refined version of the equation is constructed in such a
way thatwhen the variance increases the learning rate should lower down accordingly
and vice versa. In the proposed Variance based learning rate scheduler, the learning
rate is fixed based on the direction of the variance.

Learning Reate = 1

1 + Varience
(3)

The initial learning rate is set as 0.1, Table 2, shows the learning rate fixed for the
set of recorded variances. Equation 4 shows how the learning rate is being updated
based on variance.

Learning Reate = 1

1 + 0.5112
= 1.5112 (4)

The relationship between the learning rate and the variance is plotted in Fig. 3
and the X-axis in the graph is the set of variance and Y-axis is the learning rate that is
scheduled based on the variance. From the graph, could infer that when the variance
decreases the learning rate also decreases (Fig. 11).
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Fig. 11 Variance-based learning rate scheduling

The accuracy and the loss for the model that uses a variance-based learning rate
scheduler are shown in Figs. 12 and 13 respectively. The validation accuracy drifts
above 0.9 at the 51st epoch, which is considered to be one of the fast convergences
without compromising accuracy. The model accuracy of the proposed approach is
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Fig. 12 Model accuracy of the proposed approach (dropout, data augmentation and batch
normalization and variance based learning rate scheduler)

0.9376. The performance of the models built is shown in Fig. 14 and could infer that
the performance of the system increases when the parameters are tuned as per the
proposed roadmap. There has been a constant boost in accuracy from 69.011% to
91.031%.

6 Deep Neural Network

The deep neural network used has a single input layer, two hidden layers, and one
output layer. A sequential model is created and all the neurons are connected from
one layer to another. The feature vectors of dimension 18 are given as input to the
hidden layer 1 and the weights are randomly initialized for eight neurons. The hidden
layer 2 has six neurons and the output layer has one neuron that could reveal the status
of hypertension.

A sequential model is chosen to add layer one at a time and the first layer has
4 parameters such as many neurons, input dimension, the distribution of weights,
the activation function. The next layer has six neurons with uniform initialization
of weights and have chosen Relu [3] as the activation function to overcome the
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Fig. 13 Model loss of the proposed approach (dropout, data augmentation, and batch normalization
and variance-based learning rate scheduler)

vanishing gradient problem. Relu has been used in ourwork because it doesn’t trigger
the neurons at a time. Relu checks the output of the linear transformation and if it is
less than zero the neuron gets deactivated. The output layer has four neurons with a
sigmoidal activation function. As the aforementioned problem belongs to multi-class
classification, categorical cross-entropy has been chosen as a loss function and the
learning algorithm used is Stochastic Gradient Descent. In overall absolute mean
error is used as a loss function. The number of iterations involved during the training
process is 200.

Python is used as a programming platform with Keras [6] in the front end and
Tensor flow [7] in the back end. The computing device used for experimentation is
MacBook Air with 8 GB RAM. The system is developed using Spyder Integrated
Development Environment and the average running time for all the execution plat-
forms is shown in Table 4. The model summary of the network created that acquires
unoptimized feature vectors are input as shown in Table 2 and could infer that the
network has 229 parameters. Themodel summary of the network is shown in Table 3.

600-row vectors are used for experimentation and out of it 420 feature vectors
are used for training the network and rest 180 are used for testing. Out of 180
feature vectors, the proposed deep neural network detects 148-row vectors and fails
to classify 32-row vectors. After feature vector optimization, the proposed approach
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Fig. 14 Performance of the parameter and hyperparameter tuned model (comparative analysis)

Table 3 Network model summary after feature optimization

Model: “sequential_2”

Layer specifications Output shape Parameter

Dense layer 1 (Nil, 8) 48

Dense layer 2 (Nil, 6) 54

Dense layer 3 (Nil, 1) 7

Total number of parameters: 109, Trainable parameters: 109 Non-trainable parameters: 0

correctly classifies 174 features and fails to classify 2 feature vectors. Based on
the aforementioned results, the accuracy of the proposed approach is calculated in
Table 4.

Table 4 Performance evaluation of the existing and the enhanced approach

Algorithm True positive False positive Accuracy False discovery rate

Neural network (with
near-optimal parameters
and hyperparameters)

174 6 86.01 3.2

(Proposed)
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Fig. 15 Accuracy of the feature optimized deep neural network

The performance of the existing Neural Network is evaluated. While model
building both the networks took 200 epochs for convergence. From Fig. 4, could
infer that the accuracy of the existing approach is 0.55 and the model loss is calcu-
lated in categorical cross-entropy and it is 0.59 as shown in Fig. 5. From Fig. 5 could
infer that the difference between the expected and actual outcome is more than half.
Once the optimized features are given as input to the Deep Neural Network, could
infer that the network converges at the 151st epoch with an accuracy of 86.06%
and categorical cross-entropy 0.21 as shown in Figs. 15 and 16 respectively. In the
proposed approach the loss function or categorical cross-entropy is comparatively
lower than the existing architecture.

7 Conclusion

The performance of the baseline, parameter, and hyperparameter tuned models are
evaluated. From the experimental analysis could infer that there is a gradual growth
in learning when the parameters and hyperparameters are tuned as per the proposed
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Fig. 16 The loss function of the feature optimized deep neural network

strategy. In future, the dropout can be started exploring by random values and posi-
tioning, as don’t know where the assigned value and position of dropout is optima.
Thework also proves that the parameters and hyperparameters generalize the learning
of the mode with performance up to state of art.
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Integrating ICT in Communicative
Language Teaching in Bangladesh:
Implementation and Challenges

Nafis Mahmud Khan and Khushboo Kuddus

Abstract The methods and approaches to language teaching and learning have
always been changing with time from the Grammar Translation Method to the
Communicative Language Teaching in order to be compatible with the globalized
world. The governments across the world have realized the importance of imple-
mentation of ICT in education and especially in the Foreign Language Teaching
and Learning. Researchers and policy makers also emphasize on the importance of
integration of Information and Communication Technology in English Language
Teaching. The status of ICT in education in Bangladesh is at the emerging stage
where the adoption differs from the implementation and hence, it leads to a signifi-
cant gap between the adoption and the actual implementation and outcome of ICT in
education. Therefore, the present study aims to discuss the implementation of CLT
in Bangladesh and to explore the impact of ICT in CLT. Further, it also attempts to
highlight the challenges in the integration of CLT and in the incorporation of ICT in
CLT.
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1 Introduction

Information and Communication Technology (ICT) has changed the process of
teaching and learning and has brought a revolution in the education sector. Now
the methodology and procedures of teaching and learning are undergoing signifi-
cant changes concerning curriculum and pedagogy. Instead of traditional teaching
aids such as blackboard, chalk and duster, classroom teachers have started using
modern tools like smart boards, multimedia projectors, speakers, etc. Classrooms
have become more student-centric, unlike earlier times. Currently, ICT has become
the most useful tool in promoting and providing the quality of education in the
world. Innovation in themethodology of teaching through ICT can enhance students’
creativity, experience, students’ critical thinking capability, productivity, and make
a great impact on students’ future careers. Almost all the developing countries are
trying to adopt ICT into their education systems. The ministries of Education across
the world have already agreed to the point of integrating ICT in their education
systems. Bangladesh has also made a vision of “Vision 21” to improve the quality
of education and integrating ICT into its education system [1].

Initiatives of implementing ICT in education have been taken massively. Despite,
introducing a number of initiatives and programs for the implementation of Commu-
nication Language Teaching (CLT) in education, the current status of CLT in
Bangladesh is not satisfactory. The educators and the policymakers observe several
inhibitions in the implementation of ICT inEducation, particularly inCommunicative
Language Teaching. There have been several studies to identify the inhibiting factors
in implementing ICT in education but going through all the empirical researches
is quite a time-consuming for educators. Therefore, literature pertaining to ICT in
education inBangladesh and its implementation inCLTneed literature reviewswhich
would further analyse and integrate the results of the empirical research. In addition
to this, this study would provide educators and policymakers with the information
related to ICT in education in Bangladesh and challenges in implementing ICT in
CLT in Bangladesh without going for an extensive study on it. Therefore, the purpose
of the study is to inform educators and policymakers about the emergence of ICT
in education in Bangladesh and the challenges of implementing ICT in education,
especially in CLT.

2 Methodology

The rapid advancement of ICT and its implementation in education has distracted
the educators and the policymakers from focusing on identifying the challenges of its
implementation in education in general and inCLT in particular. Further, an extensive
study of the emergence of ICT, its implementation in education and the challenges
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in its implementation would be a time-consuming process for educators and poli-
cymakers. Therefore, the present study attempts to address the above-mentioned
problems in the form of the following research questions:

What is the present condition of ICT in education in Bangladesh?
What is the status of implementation of CLT in Bangladesh?
What are the challenges in implementing ICT in Education in Bangladesh?
What are the challenges in integrating ICT in CLT?
What are the measures taken to integrate ICT in CLT and education as a whole in
Bangladesh?

2.1 Data Collection

Data was collected from the empirical studies conducted on identifying the status
of ICT in education and the challenges of ICT in education and ICT in CLT
in Bangladesh, published in books, peer-reviewed journals and proceedings. The
keywords used for data collection were; ICT, CLT, language teaching and learning,
ICT in education and challenges, ICT in CLT and issues, teachers perception of ICT
in education, students perception of ICT in education. The databases that were used
for data collection include; Google Scholar, Research Gate, Educational Resources
Information Center (ERIC), JSTOR, Conference Proceedings and Book Chapters.

3 Findings

As a result of reviewing the studies, the following major themes related to; the
emergence of ICT in education, emergence and implementation of ICT in CLT,
challenges ofCLT in education and challenges in implementing ICT inCLT emerged.

3.1 Emergence of ICT in Bangladesh

Bangladesh has an agenda to become a “Digital Bangladesh” [1] and is determined
to ensure quality Education. In light of this, ICT division has announced its policy
‘National ICT Policy 2009’ and based on this policy ‘National Education Policy’ has
been rephrased in 2010. It is giving much emphasis on the use of ICT in improving
quality education. For this, UNESCO has been providing its maximum support to
the Government of Bangladesh (GoB) to adopt ICT in Education. After realizing
the potential of ICT in Education, different private organizations and NGOs are
extending their hands in integrating ICT as an innovative approach to Education.
BRAC (BangladeshRuralAdvancementCommittee) andGrameenBank particularly
have taken some initiatives in using ICT for education such as In-service secondary
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teachers’ ICT training program,Gonokendros (Union Library), andComputer-Aided
learning. In addition to this,National EducationPolicy (NEP) 2010, has beenworking
on; the promotion of ICT enabled teaching and learning, professional development of
teachers to enable them to use ICT in teaching, ICT literacy for students, introducing
ICTenabled education-related services and, also ICTuse in education administration.

3.2 ICT in Education: Bangladesh

The integration of ICT in Education has brought a significant change particularly, in
English Language Teaching (ELT) as discussed in [2–4]. To stimulate the changes,
the Bangladesh Government has taken several initiatives to implement the use of
ICT in classroom teaching. Especially, the Government has already focused on ICT
based ELT in Education rather than only ICT literacy. The National Education Policy
(NEP) 2010 emphasizes the use of ICT to improve the quality of education. At the
same time, NEP 2010 identifies some strategies for using ICT in all the level; primary,
secondary and higher secondary.

4 CLT at a Glance

Communicative language teaching was introduced in Europe in the 1970s to commu-
nicate with a large number of new migrants and workers from different countries.
According to Sandra, in the 1970s, the educators and practitioners of ELT took initia-
tives in Europe and North America to develop students’ communicative skills [5].
Hyme claims that CLT came to light in the 1970s and its entrance into the English
language curriculum started in the 1980s [6]. Another theorist argued with his view
regarding communicative activities and emphasizing the ability to use language for
different purposes. Thus, Widdowson, provided a pedagogical influential analysis of
communicative competence of language in which four dimensions are identified: (a)
discourse competence (b) grammatical competence, (c) sociolinguistic competence
and (d) strategic competence [7].

Now, CLT has been widely used as a method of language teaching throughout
the world since 1990. CLT has gone through numerous changes in the last 50 years.
According to Widdowson, the changes of ELT can be divided into three phases such
as traditional method (1960s), classical communicative language teaching (1970s–
1990s), and current communicative language teaching (1990s up-present) [7].
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4.1 Emergence and Implementation of CLT in Bangladesh

Followed by the independence of Bangladesh in 1971, through the amendment to the
constitution in 1972 Bangla became the ‘official language’, and national language
both for communication and educational intuitions. Soon after the act of ‘TheBengali
language Introduction act 1987’, all the spheres and all government offices started
using Bangla as an official and formal language [8]. Consequently, Bangla got new
status officially into society and school, college and other government intuitions.
Gradually, English started losing its demand as a second language and finally, was
placed as a foreign language.

Though inconsistency was the common feature in education particularly, in ELT
field in Bangladesh, after realizing the value and effectiveness of communication
in language teaching in 1996, the Ministry of Education (MoE) shifted to commu-
nicative language teaching approach, replacing the traditional Grammar Translation
Method (GTM) based language teaching [9, 10]. Thus, since 2001, NCTB has been
publishing textbooks with introducing the communicative approach in teaching and
learning for every level of various streams of education [11]. During 1990–1995
OSSTTEB, a UK-based donor-funded for the teacher training project but eventually,
they forced the British council to implement CLT in Bangladesh. However, it can be
claimed that OSSTTED failed to modify as OSSTTED’s teacher selection was very
slow and finally, the project remained incomplete and ended abruptly after three
years [12]. Later, in 1997–2008 another project named English Language Teaching
Improvement Project (ELTIP) was taken jointly funded by the UK government and
currently, a project named English in Action (EIA, 2010) is introduced funded by the
UKDepartment for International Development (DFDL) that aims to boost economic
development in Bangladesh through improving English Language Teaching [13].

So from the above discussion, it is clear that from the very beginning initia-
tives have been taken massively to introduce and to implement communicative
language teaching successfully in the secondary and higher secondary level. Though
the country has already experienced CLT more than a decade, the students of the
secondary schools are still lagging to achieve desired proficiency in English [14] and
the impact of the methodological change has been under research [15].

4.2 Implementing CLT in Education

According toHaider et al. Bangladesh is one of the biggest primary SecondLanguage
English learning country in the world [15]. But, during the British rule (1757–1947),
English did not get much priority in primary education. After the liberation war
of Bangladesh, in 1992 English was made a compulsory subject in the primary
curriculum [15]. The current status of English in the national curriculum is at stake.
Despite having inconsistency in education policy and planning particularly, in the
field of ELT in Bangladesh, realizing the value and effectiveness of communication
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in language teaching, in 1996 the Ministry of Education (MoE) shifted to commu-
nicative language teaching approach, replacing the traditional Grammar Translation
Method (GTM) [10]. In 1995NationalCurriculumandTextBook (NCTB) revised the
Secondary English curriculum and shifted to communicative language teaching CLT
[11]. Thus, since 2001 till now, the communicative approach has been implemented
in teaching and learning for every level of various streams of education.

The higher secondary education is considered a major tier of Education in
Bangladesh as it is the pathway to study abroad as well as working in different
foreign multinational and national companies [10]. So, to be proficient in communi-
cation for different purposes such as higher education and to communicate with the
native and non-native speakers, admittedly, learning English is an indispensable part
for the learners of 16–17 years age group. After realizing the value and effectiveness
of communication in language teaching in 1996, the Ministry of Education (MoE)
offered English as a compulsory subject in the curriculum between the years 1–12
[10], and finally, shifted to communicative language teaching approach replacing the
traditional Grammar Translation Method (GTM) based language teaching.

4.3 Challenges in Implementing CLT in Bangladesh

The CLT approach aims to develop learners’ communicative competence so that
learners can use the language in a meaningful communicative context. After real-
izing the importance of CLT, in 1996 the Ministry of Education (MoE) shifted to
the communicative language teaching approach. It not only started spending a lot of
money to implement and improve the CLT approach in Bangladesh but also aimed to
find incongruity between the expectation and the result [16]. Researchers, show the
problems in implementing CLT in the EFL context, especially Bangladesh. Islam
et al. also find hardly any research which confirms the success of CLT in Imple-
mentation. So it can be claimed that CLT has experienced various challenges in its
implementation in primary school, secondary school, and higher secondary level. The
literature shows that challenges faced by Primary, Secondary and Higher Secondary
level in the implementation of CLT are more or less the same.

4.3.1 Challenges in Primary School

Although Communicative language teaching has been practised in the primary
schools of Bangladesh for many years, still a wide range of gap is observed between
the policy of CLT and the execution. Haider et al. found the lack of learner-centered
approach, the limited students’ participation in the classroom learning, unavailability
of classroom materials [10]. Though CLT supports participatory engagements of the
students but insignificant participation is observed in the classroom settings. Lack of
teachers’ training facilities is another hindrance to implementing CLT in a classroom
setting [17]. Most of the time, teachers start their teaching career without having any
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previous formal training [18]. The absence of language proficiency and very poor
knowledge about language teaching among the teachers are also responsible for
the failure of CLT. Lack of sufficient teaching aids and classroom size also hinder
CLT implementation [18, 19]. Teacher-student ratio, unavailability of the teachers,
the overburden of the classes, lack of lab facilities for listening practice are the
challenges in implementing CLT at the primary school level.

4.3.2 Challenges in Secondary Level

To develop communicative competence, in 2001 the secondary English course
of Bangladesh was reformed [10]. Though CLT has already been introduced in
secondary schools, the flavor and the fragrance of the Grammar translation method
still exist. Students are forced to develop the reading and writing skills to do better
results in the examination where listening and speaking are neglected. Rehman et al.
also asserts that the GT method is a great constraint to implement CLT in class-
room teaching [18]. On the other hand, many rural teachers of secondary schools in
Bangladesh still believe and favor teaching students through the GT method instead
of CLT [19]. There is an acute deficiency in curriculum and syllabus designing
and testing systems. Trisha et al. reports that, though the present syllabus focuses
on language learning through interaction, reality works reverse [20]. They also
show the disharmony between the present syllabus and the testing system at the
secondary school level. Moreover, Sultana et al. asserts the dissimilarities between
the curriculum, syllabus designing and the validity of the testing systemof theEnglish
language in a public examination at the secondary level [21].

Another hindrance to implementing CLT at the Secondary level is the lack of
trained teachers [22]. In most cases, English teachers start their careers without any
ELT qualifications. Most of them have a post-graduate degree in English literature
which is not enough for language teaching. On the other hand, training facilities for
rural secondary school English teachers are not available [9]. Therefore, they are not
aware enough about the principles and techniques of CLT and as a result, they do
not apply and practice it within the classroom settings. Sometimes suitable English
teachers are not chosen for training rather fewer skills teachers get the opportunity
[19].

The low proficiency skills and knowledge of the teaching of the teachers is a
great hindrance in implementing CLT [16]. Most of the time teachers are not prac-
tising English in classroom teaching. Though technology is mostly recommended for
communicative language teaching, Chaudhury et al. pointed out that, in the secondary
schools both in rural and urban, students are deprived of using technology [23]. Only
the blackboard is being used for language teaching. Ahmed also considered insuf-
ficient teaching aids as the source of difficulty in implementing CLT in Classroom
settings [11]. Ansarey found a similar result in his study of rural secondary schools.
Apart from this, he asserts, lack of motivation and confidence of the teacher of the
rural secondary schools are the great problems in implementing CLT in secondary
schools [19].
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Table 1 Challenges of
implementation of CLT

Students Teachers

• Lack of cooperation
• Priority on accuracy more
than fluency

• Only focus on grade
• Different level of
proficiency, sometimes very
poor

• Lack of motivation
• Lack of confidence
• No interest in classroom
participation

• Fear of making mistakes

• Lack of quality and well
trained teacher

• Lack of subject-based
training

• Lack of clear understanding
of CLT

• Lack of motivation
• Teacher-centered classroom
• Teacher’s workload
• Using blackboard, chalk and
duster.

• Lack of professional degree
• Lack of confidence

4.3.3 Challenges of CLT in Higher Secondary School

The current status of CLT implementation in higher secondary level is still in the
doldrums. The principle of CLT always focuses on student-centered learning which
follows a process-oriented syllabus. However, instead of giving priority to learner-
centered learning, teachers are giving priority to rote memory to secure a good grade
in the exam. Islam pinpointed in his research that most of the time, teachers have to
remain under the pressure of completing the syllabus within the given time and that
leads them to turn from process-oriented syllabus to product-oriented syllabus which
plays a reverse role in the implementation of CLT in the college level [22]. Abedin
also noted the same problem as a factor in implementing CLT at the college level
[24]. The very common challenges in implementing CLT at the college level which
has been reported by the researchers are a lack of logistic support and inappropriate
class size [25].

Challenges faced by the teachers, students, and other obstacles in the CLT inte-
gration at primary, secondary, and higher secondary level schools are mentioned in
Tables 1, 2 and 3.

5 Challenges in Implementing ICT in CLT: Bangladesh
Context

Although the Bangladesh Government is still committed to implement ICT in educa-
tion, there are some challenges which are working as an impediment in its imple-
mentation in classroom settings. One of the major challenges faced by teachers
is the lack of knowledge about ICT tools. CLT always prefers technology-based
autonomous learning. So to make the English class successful, integrating ICT in
language teaching means to teach through ICT materials like using a computer,
whiteboard, audio devices, internet, television, etc. But unfortunately, in most cases,
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Table 2 Miscellaneous
challenges related to CLT

• Classroom management
difficulties

• Examination is not CLT
based

• Large classroom size
• Lack of subject-based
training

• Lack of teachers’ guide and
instruction

• Lack of CLT materials and
textbook

• Lack of pair work, group
work practice in classroom
sittings

• Exam-oriented assessment
system

• More achievement-oriented
rather than performance

• Little impact on
development problem

• Conflict within the
management

• Corruption in administration
• Time constraints to
complete the syllabus

Table 3 Challenges related to CLT itself
• Discrepancies between the curriculum and exam
• Gap between the principle of CLT and practices
• Inconsistency in ELT practice
• Cultural conflict between the nature of the student and nature of CLT
• Lack of Administrative support to CLT
• Priority on only reading and writing skills
• Methodological problem
• Priority on product-oriented syllabus rather process-oriented

it is found that teachers are unaware of ICT devices and have very little knowledge
about the usage of the ICT tools [26]. Lack of qualified subject-based teachers is also
another cause of not using ICT devices properly in the classroom. In most cases in
Bangladesh, most of the teachers do not require any degree in ELT except honors and
masters. Teachers from different disciplines come to teach the English language [11].
To develop learners’ language proficiency skills, it is obvious to have ICT equipment
like computer, audio aids, multimedia and Language Labs in the academic institu-
tions. But technological tools are scarce in the educational institutions and so they
are not being used in the classroom [27]. Therefore, to use technology efficiently, the
presence of hardware and software must be ensured. So, directly or indirectly, the
lack of sufficient funds is also a great hindrance in implementing ICT in language
teaching. Sometimes due to the lack of appropriate trainers, most of the training
programs fail to achieve their objectives.

In addition, Bangladesh has a shortage of teacher and they are overburdened with
their work. Apart from teaching, the teacher has to do many other administrative jobs
also. As a result, they do not get enough time to design, develop and integrate ICT
in the teaching-learning situation [28]. So lack of time is also a great constraint to
integrate ICT in the Communicative Language Teaching. Another great challenge
of integrating ICT in CLT classroom is teachers’ attitude and belief towards ICT.
Teachers with positive learning skills can learn the necessary skills in implementing
it in the classroom [29, 30]. So, to use technology successfully in the classroom



178 N. M. Khan and K. Kuddus

depends on the attitude of the teachers towards ICT. Based on the extensive study,
identified problems are categorized and depicted through Tables 4, 5 and 6.

Further, Fig. 1 explicitly explains the status of integration of ICT in education in
Bangladesh. The figure clearly explains the fact that only 38% of secondary level
schools use computer laboratories for teaching and learning.Thegivenfigure explains
that the country struggles with the infrastructure facilitating the implementation of
ICT.

Table 4 Challenges related to the teachers and students in implementing ICT in CLT

Students Teachers

• Lack of Proficiency
• Lack of motivation
• Technophobia
• Lack of confidence
• Poor attitude towards ICT based autonomous
learning

• Lack of ICT knowledge and training
• Paucity of ELT teacher
• Lack of motivation
• Less confidence to use ICT materials
• Technophobia
• Teachers workload
• Attitude towards ICT
• Knowledge gap between teaching pedagogy
and techno-oriented teaching pedagogy

Table 5 Miscellaneous challenges related to ICT
• Classroom management difficulties
• Lack of sufficient fund
• Lack of clear vision
• Poor socio-economic condition
• Lower status of women
• Lack of teachers’ guide and instruction
• Lack of ICT materials
• Conflict within the management
• Corruption in administration
• Lack of time

Table 6 Similar challenges in the implementation of ICT in CLT: Bangladesh
• Lack of ICT knowledge
• Paucity of ELT teachers
• Inadequate Classroom materials
• Lack of sufficient fund
• Lack of resource person
• Teachers and learners motivation
• Lack of proficiency of English in both students and teachers 
• Lack of clear vision
• Poor socio-economic condition
• Teachers’ workload
• Lack of time
• Poor infrastructure development
• Corruption in Administration
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Fig. 1 Computer-assisted instruction, computer laboratories, and ICT support services by level of
education, 2012. Notes m = missing data. Source UNESCO Institute for Statistics [31]

6 Discussion

From the above review, it canbe easily stated that likeCLT, ICTalso faces some severe
common problems from the very beginning of its implementation in Bangladesh in
all academic streams: primary, secondary and higher secondary schools. The most
common factors of integrating ICT in CLT are the lack of proper training facilities
for the language teachers and the unavailability of teaching and learning aids in the
institutions. Both factors demand huge funding which is difficult to manage by the
government solely. Though variousNGOs and other semi-government organizations,
private sectors are contributing by organizing seminars, workshops, and training for
the instructors and teachers but not proportionally adequate for such an overpopulated
and economically packed county like Bangladesh. Therefore, the lack of funding
is a great impediment in implementing ICT integrated Communicative language
teaching in Bangladesh. Apart from this, overloaded classes and the pressure of other
administrative works deter teachers to give enough time to prepare language class
materials. The overload of work also decreases the motivation level of the teachers
to work overtime to prepare ICT integrated CLT lesson plans. On the other hand, the
policy and the principles of technology-based teaching pedagogy to facilitate learning
and teaching are not much emphasized. Moreover, the lack of language-oriented
teachers is another important factor that inhibits implementing ICT in language
learning.

A sufficient amount of time is required to make a synergy between students and
teachers through technology and to get real-time effects of the classroom. Literature
invariably shows that the time allocated for each class is insufficient to integrate ICT
in language teaching. So lack of time is another major common factor found in ICT
based language teaching and learning. A few social factors like poor socio-economic
condition in such a developing country like Bangladesh is also a great hindrance
in ICT integrated CLT. Poor social status of women is one of the major challenges
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as women are deprived of getting proper training facilities. Teachers’ and learners’
attitude to technology-oriented pedagogy is another factor as teachers still prefer to
teach their students through traditional method rather than CLT. In addition to that,
techno-phobia is also common among the teachers in using technology in language
classrooms and is another important reason for not implementing ICT in language
classrooms.

There are several barriers to the successful implementation of ICT in education as
well as in English language teaching. However, Table 7, exhibits some of the impor-
tant initiatives undertaken by the government and the non-government organizations
of Bangladesh as a remarkable and progressive effort for the effective adaptation of
ICT in education as a whole. These government and non-government organisations
have implemented various innovative initiatives to address the challenges that inhibit
the integration of ICT in education. The initiatives mainly focus on the following
objectives:

• Improve the coordination and collaboration between ICT in education initiatives
and the education sector.

• Provide technical training to teachers to help them integrate ICT in the teaching
and learning process.

• Facilitate teachers with better pedagogical support for teachers to integrate ICT
in class,

• Provide electronic resources to teachers and learners in the formof video-recorded
lessons and ICT-mediated resources

• Monitor and investigate the incorporation of ICT in education.

7 Conclusion

This study has shown the current status of ICT in education in Bangladesh. It has
also delineated the history of the CLT approach, the current status of CLT and the
challenges in implementing CLT in Bangladesh. Further, it has exhibited the fact
that the integration of ICT in CLT is full of challenges and the implementation
observe challenges from both teachers’ and students’ end in the form of; lack of
motivation, lack of ICT literacy, lack of sufficient training, lack of time, poor infras-
tructural development, a paucity of ELT teachers, techno-phobia and many more. It
has also been seen that though teachers are one of the stakeholders of the education
system, their role is more important than the others in the integration of technology
in teaching and learning process. Further, the paper has also examined the challenges
faced by the teachers and learners in Bangladesh in both ICT implementation and
CLT. Therefore, their training needs proper planning and execution. Though many
obstacles are working against the implementation of ICT in CLT in Bangladesh, its
integration in English language teaching can play a significant role in keeping the
promise of making ‘Digital Bangladesh’. Hence, priority must be ensured equally
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Table 7 Initiatives undertaken by the Bangladesh Government and NGO’s to reduce the challenges
in implementing ICT in education and CLT

Initiatives adapted Full form Funding agencies Functions

(a2i) programme Access to Information Funded by United
Nation Development
Programme (UNDP)
and the United States
Agencies for
International
Development
(USAID) and run by
the PMO

Shikkhok Batayon: It
develops a huge
amount of e-content
with the help of
teachers and teacher
educators

Muktopaath: It
provides several
professional
development courses
for teachers

It has produced talking
books for students with
disabilities, specifically
for visually impaired
children

It also works on
infrastructure and
human resource
development

BANBEIS Bangladesh Bureau of
Educational
Information and
Statistics

Government of
Bangladesh

It produces training
modules and conducts
training programmes
on ICT

At the same time,
BANBEIS is also
working on the
development of the first
e-library in Bangladesh

BOU Bangladesh Open
University

It is a national resource
which produces text,
audio and video
programmes for the
learners

EIA programme English in Action
programme

UK government It focuses on the
professional
development of
teachers using
authentic audiovisual
resources

(continued)
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Table 7 (continued)

Initiatives adapted Full form Funding agencies Functions

ARBAN Activity of
Reformation of Basic
Needs

It is a non-government
development
organisation

ICT and English
Club (It is supported
by the British Council
and Dnet.)
The members of the
club learn English
through ICT

BNNRC Bangladesh NGOs
Network for Radio and
Communication

It is a national
networking body

It provides training in
basic English using
community radio

It produces episodes
for radio broadcasting
to engage both teachers
and students

It develops handbooks
on English language
learning for teachers

It also publishes
English language
learning materials
through local
newspapers so that the
common people can
get access to English
learning resources

Dnet: ICT-based
Education Initiatives

Dnet is a
non-profitable social
enterprise

It provides training in
ICT by effectively
deploying multimedia
content

Source [32, 33]

to the successful implementation of ICT integration in Communicative language
teaching.
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Emerging Role of Intelligent Techniques
for Effective Detection and Prediction
of Mental Disorders

Priti Rai Jain and S. M. K. Quadri

Abstract It has been established and accepted that mental disorders pose one of
the most prominent health challenges worldwide. Information retrieval from mental
health data which may be explicit in electronic health records and clinical notes or
may be implicit in social media postings has vast potential to detect, distinguish and
diagnose the status of mental health of individuals and aid in managing this problem.
This paper summarizes some recent studies that apply the state of art Artificial
Intelligence (AI) techniques to mental health data. The paper summarizes that newly
emerging AI technologies hold a decent promise and can be leveraged to predict,
assist in the diagnosis and management of mental disorders. The role of AI in this
area becomes particularly important in a scenario where there is a worldwide dearth
of qualified professionals who can deal with mental health disorders, where the cost
of these services is high and the people suffering from these problems often refrain
from availing these services due to social stigma associated with it.

Keywords Artificial intelligence · Deep learning ·Mental health · Depression ·
Social media · Twitter · EHR · NLP · CNN · DNN

1 Introduction

India, China, and USA are the countries by having the maximum number of people
affected by mental ailments like anxiety, bipolar disorder, and schizophrenia, etc. A
study by the World Health Organization (WHO) for the NCMH (National Care of
Medical Health), claims that 6.5% Indians suffer from some Serious Mental Illness
(SMI) or another in rural as well as in urban areas alike. Currently, over 300 million

P. R. Jain (B) · S. M. K. Quadri
Jamia Millia Islamia, New Delhi, India
e-mail: pritirai.jain@mirandahouse.ac.in

S. M. K. Quadri
e-mail: quadrismk@jmi.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Hemanth et al. (eds.), Intelligent Data Communication Technologies and Internet
of Things, Lecture Notes on Data Engineering and Communications Technologies 57,
https://doi.org/10.1007/978-981-15-9509-7_16

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9509-7_16&domain=pdf
mailto:pritirai.jain@mirandahouse.ac.in
mailto:quadrismk@jmi.ac.in
https://doi.org/10.1007/978-981-15-9509-7_16


186 P. R. Jain and S. M. K. Quadri

people across the world suffer from one particular mental disorder namely ‘depres-
sion’ [1]. As perWHO, India has themaximum number of individuals suffering from
a depressive disorder in the world, followed by China and the USA. Depression is
a psychiatric ailment whose symptoms include low mood and aversion to activity.
This ultimately affects the day-to-day functioning of a person in both professional
and personal spheres of life [2]. “India’s National Mental Health Survey, 2016 found
that close to 14% of India’s population requires active mental health intervention.
Although there exist efficient measures and therapies, there is a large scarcity of
experts in such as psychologists, psychiatrists, physicians, and nurses in the area of
mental health. India has 0.75 Psychiatrists per 100,000 people, while there are about
6 psychiatrists per 100,000 people in countries with higher per capita income [3]. AI
tools have the potential to find undiagnosed mental health issues and speed up the
required treatment. Thus, AI solutions are coming at the most opportune time. AI
can be used as a powerful diagnostic as well as a therapeutic tool for mental illness
[4]. Even though mental disorders are among the most enervating diseases, it is a
common notion that a mental ailment can only happen to a person who is mentally
weak or a person who has a lot of time and money. Seeking support from mental
health professionals is interpreted as a sign of weaknesses [5].

Several recent studies focus on enhancing the quality of medical services by
information retrieval from biomedical and healthcare data. This data is generated
from clinical reports, clinical decision support systems, doctor’s notes, laboratory
information systems, readings from monitoring devices, pathological reports, radio-
logical images—X-rays,MRI, fMRI, CTScans, PETScans, electronic health records
(EHR), data from hospital billing records, medical claims, wearable body sensors,
genomics, genetics, etc. [6]. Online social media platforms such as Instagram, Face-
book, WhatsApp, Twitter, WeChat, etc., have also become important sources of
information since people can quickly post information on such sites. The ubiquity
of smartphones and the Internet has exponentially increased information sharing on
these sites. The posts on such sites in the form of text, images, audios, and videos
are a valuable source of health information and can be used for better management
in mental healthcare [7].

Healthcare datasets are large and quite complex to deal with using the currently
available tools. Upcoming AI techniques can be used to gain insight and to solve
present health issues; information about which may be latent in the gigantic data
which is diverse and complex. Analyzing this data can help in predicting under-
diagnosed patients, grouping patients having similar health issues, developing accu-
rate health profiles of individuals, predicting personalized preventive therapies,
obtaining frequent patterns from healthcare databases to find relationships between
health-disease-drugs, etc. It may also aid in making efficient healthcare policies,
constructing better drug recommendation systems and predicting health insurance
frauds, etc. Beyond doubt the relevance of results so extracted would depend on the
effectiveness of methods used to organize, represent, process and interpret this data
[7].

Healthcare workflows involve several complex steps and sub-steps. The very first
being data acquisition or data collection since it involves privacy and anonymizing.
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Other major challenges are data transformation and pre-processing needs, specific
considerations like maintaining data quality that is necessary to ensure accuracy and
reliability of results [8]. Subsequent steps like data modeling, information retrieval
and visualization also have their specific considerations and complexities. Existing
solutions in this area have a close coupling to the specific problem that they are
designed to solve and have domain-specific adaptions. Thus, these solutions are not
generic. The primary reason behind such dependencies is the nature of healthcare
data.

“Predictive mental health analysis means moving from the patient description
(hindsight) and investigation of statistical group differences (insight) to models
capable of predicting current or future characteristics (foresight) for individual
patients” [9]. Predictive data analytics in mental health and psychiatry promises to
transform clinical practice in psychiatry. Personalized treatment optimization could
maximize adherence andminimize undesired side effects. The threemain application
areas of predictive analytics identified by [9] are: (i) improving the prevalent psychi-
atric ‘trial-and-error’ strategy; (ii) differential diagnoses that are an essential aid
whenever there is an ambiguous clinical scenario; (iii) models predicting individual
risks that can significantly improve patient management, e.g., in case of prodrome
detection of schizophrenia (Prodrome refers to early symptoms and signs of illness
preceding the disease’s characteristic manifestations. Prodrome detection is impor-
tant as it indicates the onset of disease much before diagnostically specific symptoms
take shape.). Thus, preventive measures can be effectively targeted in cases where
the mental disorder is still in its initial stages or the ailment is yet to begin setting in.

Though computerization of mental healthcare services is often quoted as imper-
sonal, nonetheless the innate anonymity of AI applications turns out to be a positive
thing in this respect. It helps suppress the pervasive stigma hindering people receiving
such treatment. Mental health patients often feel awkward to divulge their problems
to therapists but find themselves relatively at ease with impersonal and faceless AI
tools. The lower cost of AI treatments vis-à-vis the cost of seeing a psychiatrist or
psychologist is an added advantage, especially, in the scenario having a shortage of
such professionals. Effective models in the area of mental health could, therefore,
minimize patient suffering.

2 Objective

The objective of this work is to review the work done in the area of detecting,
diagnosis, prediction and prevention of mental disorders. The work explores the state
of art in AI in predicting a mental illness by way of information retrieval of mental
health data from varied sources with special attention towards data being generated
via socialmedia (SM)platforms.Thework is an effort to explore the existing tools and
techniques being used by researchers, the effectiveness of these tools and techniques
and their basic challenges. It is an effort to identify how this data has been dealt with
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using machine learning techniques, ensemble learning methods and deep learning
techniques and thus identify underlying opportunities and challenges.

3 Current State of Work

Abundantly increasing volume of data related to healthcare in general and mental
health is attracting researchers globally. Volumes and variety of user-generated data
on SM platforms are especially enticing researchers to find and interpret and use
information hidden in the same for the benefit of mankind. AI techniques are being
employed to estimate how this data could be used to perceive or predict mental health
issues of individuals posting it. Studies show that there are clear distinctions in posting
patterns of users suffering from mental illnesses and those without it. Using AI in
this manner, to identify people whomay be suffering frommental ailments by way of
content posted by them on public forums, can supplement the traditional diagnostic
methods which are based only on recollection data. The scheme has an advantage as
it offers deeper insights into user’s past activities, behaviors, and feelings [1].

3.1 Case Studies Based on Clinical NLP

Owing to the sensitive nature and privacy-related issues of narratives ofmental health
patients makes them difficult to access for research purposes. Natural Language
Processing (NLP) was therefore seldom applied to mental health notes till late. The
‘CEGS N-GRID 2016 Shared Task in Clinical Natural Language Processing’ made
available the first set of neuropsychiatric records for research purposes.

The study [10] explores the effectiveness and feasibility of predicting common
mental ailments based on brief text descriptions of the patient’s illness history
dataset from CEGS N-GRID 2016. Such a history usually occurs before the psychi-
atrist’s initial evaluation note. The study proposes two Deep Neural Network (DNN)
models—the first model is based on ‘Convolutional Neural Networks (CNN)’ while
the second model is based on ‘Recurrent Neural Networks with Hierarchical Atten-
tion (ReHAN)’. Experiments were carried out to compare these models with each
other and with other models. The outcomes showed that CNN based model with the
optimized threshold of probability achieved the best results. Both the models demon-
strated statistically significant improvement over other models based on support
vector machines (SVM) and named entities recognition (NER).

The study [11] investigates how subjective narratives of a patient’s experience is
of utmost importance to support the phenotypic classification in providing him/her
personalized prevention, diagnosis, and intervention for a mental ailment. The
researchers performed experiments using the ‘Psychiatric notes from the CEGS N-
GRID 2016 Challenge’. The goal was to explore methods for identifying psychiatric
symptoms in the clinical text using unlabeled data. Seed lists of symptoms were
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used to augment the unsupervised distributional representations. Paragraph2vec [12]
(an extension of word2vec [13]) was used to produce distributional representations.
Then, the semantic similarity between candidate symptoms and the distributional
representations was determined to evaluate the relevance of each phrase. Interesting
results shown by the experiment include: (a) distributional representations built from
SM data perform better than those built using clinical data; (b) distributional repre-
sentation model that was built from sentences resulted in better representations of
phrases when compared to the model built with phrases alone.

The study [14] admits that even though gathering information about psychiatric
symptoms is important for time appropriate diagnosis of mental ailments and person-
alized interventions but diversity, as well as the sparsity of these symptoms, makes
it difficult for existing Natural Language Processing (NLP) techniques to automate
the extraction of these symptoms from clinical texts. To explore a solution to this
problem, the study uses domain adaptation (DA) methods. It used four unlabeled
datasets as source domain: (i) MIMIC III which is a publicly available collection
of clinical notes in ICU that is often used to generate word embeddings for clinical
NLP; (ii) MEDLINE data of 2013-a corpus of article abstracts that relate to clin-
ical issues such as diseases, medication, and treatments; (iii) Psychiatric Forum—a
collection of posts on WebMD having expressions like those of patients, as recorded
in psychiatric notes and (iv) Wikipedia—a well-known online crowdsourced ency-
clopedia having extensive coverage of topics onmultiple domains. The target domain
dataset was the unlabeled corpus of psychiatric notes fromCEGSN-GRID 2016. The
experiment applied four different strategies on these datasets for identifying symp-
toms in psychiatric notes: (a) only using word embeddings from a source domain,
(b) directly combining data of source and target domain to produce word embed-
dings, (c) allocating variable weights to word embeddings, and (d) re-training the
word embedding model of the source domain using a corpus of the target domain. It
concluded that superior results were obtained in cases where weights were assigned
to word embeddings and where word embeddings of source domain were re-trained
using words from target domain when compared with the results obtained by the
other two approaches (i.e. the approach using word embeddings from source domain
only and the approach that combines data from the source and target domains to
directly generate word embeddings). The study concludes that DL-based methods
and Domain Adaptation (DA) strategies have promising potential to resolve the
challenges of clinical NLP tasks.

3.2 Case Studies Based on EHRs

Electronic mental health records are a detailed and comprehensive repository of
phenotypic features in SMIs. The study [15] used the pseudonymized and de-
identified data from South London and Maudsley NHS Foundation Trust (SLaM)’s
EHR system to represent relationships between the medical vocabulary of physical
symptoms for SMI and descriptions used by clinicians. It used semantic modeling
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and clustering techniques on this huge corpus of EHR data to explore if these models
could be used for determining new-fangled terminology appropriate for phenotyping
SMIs by using minimal prior knowledge. The experiment used a 2-stage method to
derive and curate 20,403 terms extracted from EHRs using ‘English Punkt tokeniser’
from Natural Language Toolkit (NLTK) 3.0. Thereafter, a Gensim implementation
of a continuous bag of words (CBOW) was used to identify the semantic resem-
blances of 1-word entities in bio-medical works and clinical texts with the help
of k-means ++ using Scikit-Learn framework for clustering. The list of 20,403
terms was condensed to 557 significant concepts by eliminating duplicate informa-
tion. These were then organized into nine categories according to different aspects
of psychiatric assessment. A subset of 235 expressions from 557 was found to be
expressions having clinical importance; 53 expressions out of 235 were identified
as new synonyms with the existing ‘SNOMED CT (Systematized Nomenclature of
Medicine—Clinical Terms)’.

The study [16] focuses on DA of sentiment analysis to mental health records
by assessing multiple sentence-level sentiments using three classification models.
The baseline model was a majority vote approach using the Pattern sentiment
lexicon employed by [17, 18]. The second model used a fully supervised multi-
layer perceptron (MLP) and the third model used semi-supervised MLP architec-
tures. The training and test data were vectorized at the sentence level using the
pre-trained Universal Sentence Encoder (USE) embedding module [19] that was
designed specifically for transfer learning (TL) tasks. The experiment tuned the
hyperparameters using grid search with fivefold cross-validation. It used two semi-
supervised learning configurations: (i) Self-Training and (ii) K-Nearest Neighbors
(KNN). The results of this study reveal that run-of-the-mill sentiment analysis tools
cannot identify clinically positive or negative split.

3.3 Case Studies Based on Images—Facial Appearance
and Expressions

The study [2] automates depression diagnosis using encoded facial appearance
and dynamics. It uses a DNN to predict the Beck Depression Inventory (BDI)-II
values from videos for this purpose. The framework uses two-streams, one aimed
at capturing the facial appearance and the other aimed at capturing facial dynamics.
Experiments were conducted on AVEC2013 and AVEC2014 depression databases.
Deep convolutional neural networks (DCNN) and Dynamics-DCNN were used for
simultaneous tuning of layers that could tacitly integrate the appearance and dynamic
information. The model was used to predict depression score which was then used
to diagnose depression.

The study [20] involves scrutiny of electroencephalogram (EEG) signals and
continuous emotion detection from facial expressions. Emotions may be defined as
a “stochastic affective phenomenon” that is produced by stimuli. It presumes videos
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can bring out emotions in their audiences. A study is an approach to instantaneously
detect these emotions elicited by viewers using their facial expressions and EEG
signals. The facial expressions and physiological responses of the participants were
noted while they were viewing a set of emotion-inducing videos. Five annotators
interpreted and explained the expressions of participants’ faces in the videos as
negative to positive emotions valence. Likewise, stimuli video clippings were anno-
tated on valence and arousal. “Continuous Conditional Random Fields (CCRF)” and
“Long-Short-Term-Memory Recurrent Neural Networks (LSTM-RNN)” were used
to detect emotions. The results conclude that facial expressions were more important
in detecting emotions than EEG signals and that most of the emotionally important
content in EEG features were due to the activity of face muscles [20].

3.4 Case Studies Based on Information Retrieval from Social
Media Posts

Due to the persistent availability of SM and microblogs, millions of people express
their thoughts, emotions andmood online. Some of these users willingly share online
their struggles with mental ailments. This makes SM a valuable resource for research
in mental health.

The experiment [21] studied whether day to day language contains enough indica-
tors for predicting the probability of occurrence of future mental illness or not. Data
posted by way of text messages was collated from a popular SM site Reddit. Posted
messages were retrieved from the discussion groups that were related to different
kinds of mental illnesses (clinical subreddits). Posts were also fetched from discus-
sion groups related to non-mental health issues (non-clinical subreddits). It was found
that words taken from an individual’s post on clinical subreddits could be used to
differentiate various common mental disorders (such as attention deficit hyperac-
tivity disorder (ADHD), bipolar disorder, anxiety and depression). The study also
found that words picked from posts on nonclinical subreddits such as cooking, travel,
cars, etc. could also be used to differentiate types of mental disorders that individuals
who posted them may be suffering from. An important implication of this was that
the effect of mental illness also influences topics that may be unrelated to mental
disorders. More enticingly the study found that words from nonclinical subreddits
were also able to predict what could be posted to clinical subreddits in future. It
thus has an important implication—that everyday language has enough indications
vis-a-vis the likelihood of a person developing a mental illness in future, perhaps
even before the person is aware of his/her mental health condition. The study uses
clustering via DBSCAN to demonstrate that there exist themes in textual descriptions
of peoples’ postings on mental health issues. Another cluster analysis for depression
showed that individuals subscribing to subreddit r/Depression were more inclined
to talk about sadness, harm, ugliness, fantasies, life problems and medicines used in
the treatment of treat depression.
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The study [22] proposes AI-based models to predict the development of depres-
sion and Post Traumatic Stress Disorder (PSTD) using Twitter data and depression
history for 204 users. Prognostic features determining the affect, linguistic style and
context were extracted from tweets. Several supervised learning classifiers were built
out of which a Random Forests classifier having 1200-trees demonstrated the best
results. Stratified cross-validation methods were used for optimizing random forest’s
hyperparameters. State-space models, with observable data, were used by the study
to estimate the status of hidden variable viz-a-viz time. A 2-state ‘Hidden Markov
Model (HMM)’ was built to find differential changes between affected and healthy
instances over time. Word shift graphs were used to compare the language adjusted
happiness scores of tweets by affected and healthy users. Resulting models could
successfully distinguish depressed and healthy users. A significant result of state-
space time series analysis suggested that the onset of depression is detectable much
before (several months) clinical diagnosis. Predictive results were replicated with a
separate set of users diagnosed with PTSD. The state-space temporal model, in this
case, revealed pointers to PTSD almost immediately after trauma, which could mean
many months before the actual clinical diagnosis. These results suggest that a data-
driven, predictive approach for early screening and detection of mental disorders
holds great promise.

The study [23] used ML to infer the mental well-being of students on campus
using their language in online communities in Reddit. The inferred expressions were
analyzed based on their linguistic and temporal characteristics for campuses of about
100 universities. Results were then used to develop a campus-specific Mental Well-
being Index (MWI) that relates to the collective mental well-being of students on
campus. The study builds and evaluates a transfer learning (TL) based classification
method that is claimed to detect mental health expressions with 97% accuracy.

The study [24] is aimed at detecting depression using CNNs and Recurrent Neural
Networks (RNNs) and NLP. It builds word embeddings to learn feature repre-
sentations for health-specific tasks. It uses embeddings average to find improved
feature representation. The study proposes four models for depression detection.
Three of these models use CNN (CNN WithMax, Multi-Channel CNN, Multi-
Channel Pooling CNN) and one model uses RNN-bidirectional LSTMwith context-
aware attention. Experiments were done using two publicly available datasets—
CLPsych2015 (having self-reported posts by Twitter users about PTSD and depres-
sion) and Bell Let’s Talk. Results show that CNN models perform better than the
RNN model.

The study [25] uses CLPsych2015 dataset to investigate whether learned user
representations could be correlated with mental health status. The experiment
induced embeddings for users known to be suffering from depression and PSTDwith
embeddings for a group of demographically matched control users. The induced user
representations were evaluated for: (i) their ability to capture homophilic relations
i.e. the tendency for people to maintain associations with people who are like them-
selves to mental health conditions; and (ii) their predictive performance in proposed
mental health models. The results of the study affirm that learned user embeddings
can capture relevant signals for mental health quantification.
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The study [26] extracts a new large dataset ‘SMHD (Self-reported Mental Health
Diagnoses)’ from publicly available Reddit corpus2 posts of users with one or
more mental ailments along with matched control users. The experiment measures
linguistic and psychological variables and uses text classification to provide insight
into the mental health conditions of users by spotting the language used in their
posts. The approach extends Reddit Self-reported Depression Diagnosis (RSDD)
dataset [27] by integrating synonyms in matching patterns. The work captures self-
reported diagnoses of nine different mental disorders. SMHD identifies users who
may suffer from multiple disorders, thus allowing a language study of interacting
mental conditions. The study trains both binary aswell asmulti-labelmulti-class clas-
sifiers using—logistic regression, XGBoost, an ensemble of decision trees, support
vector machine (SVM) with tf-idf bag-of-words, shallow neural net model using
supervised FastText, and CNN. It was observed that FastText performed best in
terms of F1 score across all conditions except in case of bipolar disorder where
SVM showed better results, and in case of eating disorder where CNN showed better
results.

The study [28] uses images to disclose predictivemarkers of depression. Instagram
photos (43,950) of 166 participants were used to extract statistical features using
metadata components, color analysis, and algorithmic face detection. A suite of
supervised ML algorithms was used to find the predictive capacity of models. It was
found that the 100-tree Random Forests classifier performed the best. The proposed
model performs better than the average success rate of a general practitioner for
identifying depression. These results were valid even when the analysis was confined
to messages posted on the SM platform before the depressed individuals were first
diagnosed.

The study by [29] combines textual, visual, and connectivity clues on Twitter
to identify the state of mental health. The experiment uses a multi-modal dataset
introduced in [30], about users who had self-reported depression. It finds the depres-
sive behavior using a lexicon of depression symptoms containing 1500 depression
revealing terms created in [30]. From this, a subset of 8770 users (24 million time-
stamped tweets) having 4789 control users (those who do not express depressive
behavior) and 3981 depressed users were verified by two human judges. It does a
detailed analysis of the visual and textual content of susceptible individuals by using
their facial presentation, emotions from facial expressions, and demographic features
fromprofile pictures.When analyzing text, the study considers an individual’s natural
way of analyzing and organizing complex events that may have a strong association
with the user’s analytical thinking, his/her authenticity as a measure of the degree of
honesty, clout, swearwords, self-references, sexual lexicon terms, etc. The study then
developed a multi-modal framework by combining heterogeneous sets of features by
processing textual, visual, and user interaction data. It conducted an extensive set of
experiments and employed statistical techniques for comparative assessment of the
predictive power of the proposed multimodal framework.

The study [31] predicts the tendency of depression by analyzing his/her post-
ings on Instagram. It used a DL classifier to combine and evaluate three features—
text, images, and behavior, to predict depression tendency. For collecting data, the
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researchers crawled Instagrampostingswith hashtags depression, suicide, depressed.
From this data pool, users who self-reported i.e. explicitly stated that they suffer from
mental illness were tagged as depressed users. For finding non-depressed users, post-
ings with hashtags relating to the word happy were crawled.Word2vec [13] was used
for representing text features. Useful features for identifying depressed individuals
and non-depressed individuals from imageswere extracted by the pre-trainedVGG16
[32] model on the ImageNet dataset [33] and then fine-tuning the obtained model
on the crawled dataset. The ImageNet [33] is a huge ontology of images organized
according to the millions of annotated images organized as per the semantic hier-
archy proposed in WordNet [34]. The work proposes that the behavior of SM users
can be categorized as two features (i) social behavior and (ii) writing behavior. The
social behavior includes—the time of post, frequency of posts, number of ‘likes’ that
the post gets, etc. whereas the writing behavior of a post comprises of how a user
writes posts for e.g. people who are depressed are inclined to use absolutist words
like “always,” “complete,” and “definitely” etc. [35]. The proposed model predicts
the tendency of depression of these users with an F-1 score of 82.3% using a five
layered CNN. The study claims that the combination of images and text make the
proposed model more rigorous than the models using only text or images.

4 Challenges

The challenges of mental health data are a superset of the challenges of healthcare
data in general.

The medical data is very high dimensional, heterogeneous, unstructured, and
multimodal [8, 36–39]. Healthcare research demands precision in the classification
of diseases and their subtypes. Methods that can integrate heterogeneous data such
as images, molecular data, electronic health records (EHRs), etc. with precision are
an impending challenge [39]. Due to the variety in biological measurements and the
imprecision in measurement by the equipment used, healthcare data may not consist
of impeccably accurate measurements. It rather has estimations and that too with
noise.

Lack of correctly labeled training data in adequate volumes has affected the
advancement of nearly allDL applications.Moreover, for accurate results, it is crucial
to look at the uncertainty in measurements that may capture noise and also keep in
mind how noise in input values propagates through DNN or other models [39]. There
exists a lack of appropriate documentation in locally developed tools that store this
data and so there is a lot of missing information and inaccurate entries [40]. It is
currently difficult to train models for rare diseases using DL due to the problem of
overfitting.

Lack of standards for format definition and naming conventions makes this data
prone to potential human errors when uploading it to databases. Privacy of data and
legal considerations thereof, make it difficult to access data for research purposes
[41].
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Deep Learning models are often not interpretable [42]. A model that has achieved
very high performance is sure to have recognized some important patterns in data.
Professionals in the fieldwould certainlywant to know those patterns. Understanding
these is not possible if the deep learning model is not interpretable and remains a
black box. Moreover, when a DNN model diagnoses some medical conditions, it
is important to make sure that the DNN is taking that decision based on reliable
reasons becauseDLmodels are prone to adversaries. Hence, it is extremely important
to understand the basis of the model’s output. This is critical because it has been
observed that at times these models may output confidence scores of the order of
99.99% for samples that are nothing but pure noise [39].

5 Opportunities

DL has extensive potential for approximating and reducing the large and complex
healthcare datasets to precisely transformed predictive output. ApplyingAI tomental
health data holds a big promise for personalizing treatment selection, foretelling,
monitoring to avoid/manage relapse, detecting and preventingmental ailments before
they develop into symptoms that can be clinically detected [38]. There is a need for
improving clinical operations. It involves learning from huge amounts of histor-
ical data that may be unstructured in nature. There exists a need to devise more
effective access to unstructured information by improving searches [6]. There is a
need to retrieve related data from different resources and consolidate it into a single
application that can provide auto-generated summaries to support clinical decisions.
Although NLP tools have been used to find important indicators of risks from EHRs,
there are not many studies that apply sentiment analysis tools to clinical data [16].

DL architectures can be applied to almost all types of data—numerical, text, audio,
video, and their combinations. Thus, DL can be used for exploratory investigation
and hypothesis-driven research in medicine and healthcare [8].

Apart from issues of computer security, data and information security, etc. data
privacy is a big challenge. While dealing with healthcare data research team needs
to ensure that the individual’s privacy preferences and their personally identifiable
information are protected [43].

It is increasingly important to make DL models more interpretable as they reach
the state of art in performance [42]. Interpretation is vital for building trust and
confidence. Currently, most DL approaches are a black box. Hyperparameters values
that control the DNN architecture such as size and number of filters in a CNN, its
depth, etc., are still guesswork. Trustworthy AI is the need of the hour.
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6 Conclusion

AI-based techniques have great potential to uncover a multitude of factors that are
responsible for relationships between mental health conditions, diseases, and drugs.
They can conceivably solve many problems in this area, which may not otherwise
be solved via traditional studies based on randomized trials alone. Analysis of the
aforesaid data can help healthcare researchers in improving services to a large extent.

The anonymity of AI is a boon in a society having a pervasive stigma in the way
of mental health patients and its treatment. Patients quite often feel embarrassed to
reveal problems to a therapist and find themselves more at ease with AI-powered
tools. The need for computational techniques in mental health is further armored by
the fact that there is a shortage of doctors and professionals while the mental stress
and problems are rapidly increasing.

DL models incite the interest of researchers in this domain for two reasons: (i)
they require less manual feature engineering and have shown better performance
than many traditional MLmethods; (ii) large and complex datasets present in mental
health enable training of complex DL models. Indisputably, the relevance of infor-
mation extracted from these models depends on the efficacy of technique employed
to represent, organize, access, and interpret the healthcare and biological datasets.

There are enormous needs and opportunity for future work in the area of detection
and prediction of mental illnesses. Trustworthy and verifiable techniques are needed
for handling, retrieving, consolidating and interpreting the multi-modal and multi-
structured mental health data that is present in various rapidly growing traditional
repositories such as clinical records and EHRs as well as contemporary platforms
such as social media. AI-based techniques need to be applied for personalizing treat-
ment, identifying risks, detecting and preventing mental ailments in pre-nascent and
nascent stages and to avoid cases of relapse. Innovative techniques are required to
ensure the privacy preferences of patients so that mental health data is easily sharable
for various research and decision-making purposes.
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Comparison Analysis of Extracting
Frequent Itemsets Algorithms Using
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Abstract Frequent itemset mining (FIM) is among widely known and essential data
analytics techniques, to discover and extract frequently co-occurring items. However,
due to the massive information available online, it is difficult to extract valuable data
with the help of FIM algorithms. Traditional FIM suffers from scalability, memory
and computation issues. Onto this context,MapReduce framework can be usedwhich
can handle those issues along with algorithmic parallelization. In this paper, algo-
rithms have been explored and comparedmajorly on two approaches for the reduction
of the computation cost. The first approach for mining frequent itemset is candidate
generation and data pruning; it is adopted by Apriori, equivalence class transforma-
tion and Sequence-Growth algorithm. The second approach for mining is through
pattern growth, and the algorithm under this is FP growth. The parameters taken into
comparative analysis are search strategy and load balancing.
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1 Introduction

The increasing usage of recent applications such as social networking, Internet of
things (IoT) and Internet to produce humongous amounts of data has drastically
emphasized the need for data mining on a large scale. The piquing interest in data
analytics andminingwhich focuses on extractingmeaningful and efficient knowledge
from such enormous data has increasingly risen. The data mining provides various
techniques for knowledge extraction anddata analysis like clustering, outlier analysis,
frequent pattern mining, classification and many others.

Frequent mining is one of the essential and famous techniques for extracting
frequently co-occurrence patterns in a given data source. It has various applications
ranging from weblog analysis, market basket analysis, credit card fraud detection,
intrusion detection, DNA sequence and drug discovery to more recent like finding
a defect-free ratio in the semiconductor industry [5]. The patterns can be itemsets,
subsequences, graphs or substructures [6]. Frequent mining plays an important role
in mining association, relationships or correlations among data [7].

The wide applicability of frequent pattern mining algorithms has increased its
usage in current high data-intensive environments. However, the traditional algo-
rithms suffer from scalability, memory and computations limitations. There is a need
for improvement in such algorithms that can cope with the big data scenario using
environments such as parallel one. Computational parallelism is a natural approach
but comes along with challenges of the partitioning of work and memory scalability,
load balancing and job scheduling.

Parallel programming is divided into two subcategories based onmemory storage:
1. shared memory and 2. distributed [6]. Onto this context of distributed processing,
Google has developed a MapReduce framework [8]. It provides the distributed
processing of such large datasets on a big cluster. Apart from distribution, it also
gives robustness and fault tolerance.

This paper encompasses a comparison of variousMapReduce-based algorithms in
the context of their usage in frequent itemset mining (FIM) on big data. Various algo-
rithms have been explored like Apriori, FP growth, equivalence class transformation
(ECLAT) and new ones like Sequence-Growth on MapReduce.

The remaining paper is organized as follows. Section 2 gives a brief background
about the frequent itemset mining model and MapReduce framework. Section 3
covers the different frequent itemset mining algorithms using MapReduce, followed
by a comparative analysis. Section 4 concludes the work and provides up with future
extensions.



Comparison Analysis of Extracting Frequent Itemsets … 201

2 Background

2.1 Frequent Itemset Mining

The frequent itemset mining is frequent pattern mining algorithms for extracting
frequently co-occurrence items from a given transactional data. Two core method-
ologies for FIM have emerged on the line of computation cost reduction. In the first
step, it aims to prune the candidate frequent itemset search space, while in the second
step, it focuses on reducing the number of comparisons which are required to deter-
mine itemset supported by pattern growth. Apriori algorithm [9] that sets the base of
frequent itemset mining problem is based on candidate generation and pruning. FP
growth [11] is based on pattern growth. Equivalence class transformation (ECLAT)
[10] algorithm is like a scalable version of the Apriori algorithm.

Frequent itemset mining problem can be formally defined as follows [5].
Let “T = {t1, t2, …, tn}” be a set of items. TR = (trid, X) is a transaction where

“trid” is a transaction identifier and “X” is a set of items under the domain of T. A
transaction database D = {tr1, tr2, …, trm} is a set of transactions. The support for a
given itemsetM is defined by the number of transactions which contains the itemset
M in it. Equation [5] for the same can be defined as:

support(M) = |{trid|M ⊆ X, (trid, X) ∈ D} (1)

An itemset is termed as frequently occurring if the support is more than the
threshold. Here, threshold, δ, orminsup is a user-specified value also calledminimum
support value.

It can also be carried in the vertical database format. Here, each itemset is stored
along with its cover (trid−list). The vertical database (D′) is defined as follow:

D′ = {(t j ,Ci j = {trid|t j ∈ X, (trid, X) ∈ D})} (2)

where Cij is the trid-list of tj. The support of an itemset N can be calculated by the
intersection of a trid-list of any two subsets. It can be defined as follow:

support(N ) = ∣
∣∩Ci j

∣
∣ (3)

where the intersection is over the ij ∈ N.
Apriori algorithm and FP-growth algorithm work on the horizontal data format,

while ECLAT algorithm works on the vertical data format. These algorithms being
efficient adapt well to single machines with limited memory but need to be paral-
lelized when working with a big data environment. Even some articles aim to
provide a comprehensive review of recent research efforts on deep learning-based
recommender systems [14].
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2.2 MapReduce Framework

MapReduce is a programming model that provides a linked implementation to
generate and process large data sources [8]. It is developed byGoogle in order to solve
distributed memory systems problems. It has become known in the community for a
heavy data-intensive computation. It provides methods to create parallel programs.
Hadoop [12, 13], provides an open-source implementation for MapReduce.

In MapReduce, first of all, it will partition the data into equal size blocks. Along
with the partitioning, the duplication of blocks will also be created and evenly
distributed to the file systems automatically. The user does not need to worry about
the distribution of data. The file systems can be of Hadoop or Google. In the next
phase, MapReduce will try to re-execute the crashed task. During this re-execution,
the tasks which were completed will not be executed again, eventually achieving
good fault tolerance. In the later phase, the throughputs are increased through the re-
assignment of incomplete tasks of slow or busy nodes to idle nodes in heterogeneous
clusters. The idle nodes are those who have completed their part of work.

The MapReduce follows the below-mentioned task hierarchy:

• Data partitioning, with the help of Hadoop Distributed File System (HDFS).
• Allocation of partitioned nodes to worker nodes to carry out computations.
• Task scheduling of worker nodes by the master node.
• Two major task execution: Map and Reduce.
• The problem here will be specified in a key-value pair format.
• Individual keys will be processed by map phase, giving a new and different key-

value as output.
• Each of the output key-value pair’s value will be grouped by key, and then the

value list will be processed by reducing phase.
• In the reduce phase, the final program output will be generated or the new key-

value.
• The new key-value will serve as an input to the next map iteration.

MapReduce-based algorithms can go through several iterations. The map and
reduce are independent of one another and hence they can run in parallel. The master
node collects the results of a map and reduce phase in a file like HDFS or GFS,
then schedules its workers for the next MapReduce phase. Hadoop framework is
responsible for all communication tasks. Hadoop provides distributed cache, a file
cachingmechanism for global data access such as when the complete content of a file
is to be read by the entire map or reduce workers. As the intermediate stage, outputs
are stored in the file system, failure of a map or reduce phase can be recovered from
checkpoints. This avoids re-execution of the entire job when an error or exceptions
occurs.
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3 Frequent Itemset Mining Algorithms

In this section, various frequent itemset mining algorithms that use MapReduce
implementation are discussed.

3.1 Parallel FP-growth Algorithm [1]

Parallel FP growth (PFP) is the parallel modification to the classic FP-growth algo-
rithm implemented using MapReduce [11]. The FP growth suffers from several
resource challenges such as storage limitation of huge FP tree, computation distribu-
tion, costly communication between inter-dependent FP tree and application-specific
support value [1].

Parallel FP growth overcomes the storage, computation distribution and commu-
nication cost using the MapReduce framework. FP growth involves two phases: 1.
construction of FP tree and 2. mining frequent patterns. These two phases involve
two scans of the database. The first scan is used for frequency counting and storing it
into F-list. In the next scan, FP tree is generated to represent the compressed version
of the database. PFPworks in a 5-step process with 3MapReduce phases. The 5 steps
are sharding, parallel counting, Item grouping, parallel FP growth and aggregating.
The advantages of this algorithm are high linear speedup and achieve higher paral-
lelization than traditional FP-growth algorithm and less computational dependencies
between parallel tasks. It also has some drawbacks such as lacking an efficient load
balancing mechanism for MapReduce worker nodes.

3.2 Balanced Parallel FP-growth Algorithm [2]

The parallel FP-growth (PFP) [1] algorithm does not take into consideration load
balancing strategies that are highly needed when a dataset is extremely large. To
overcome this limitation of the PFP algorithm, a balanced parallel FP-growth (BPFP)
algorithm is developed. BPFP estimates the workload of each mining unit first and
then divides these units into several groups to balance the load.

BPFP algorithm provides a transaction database and minimum support count that
uses two rounds of MapReduce. Two major differences, when compared with PFP,
are as follows: First, the grouping strategy is balanced, and second, the aggregating
step has been eliminated to discover all frequent items rather than top-K.

BPFP algorithm is a four-step procedure with 2 MapReduce jobs given below:

• Sharding: It partitions the database into smaller partitions and then stores those
onto P different computers (worker nodes).
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• ParallelCounting: Parallel counting uses aMapReduce job to count the occurrence
of all items. This step in BPFP is similar to one in the PFP algorithm. The output
is a sorted frequency list, F-list.

• Balanced Grouping: In this step, items present in the F-list get divided into
Q number of groups. Load on FP growth is the summation of all the load of
sub-FP growths. The sub-FP growth is growth on the conditional patterns. The
balanced grouping is further divided into two steps: mining load estimation step
and balanced partition step.

• Parallel FP growth:Mapper performs group dependent transactions, while reducer
forms an FP tree recursively and outputs frequent occurring patterns.

The advantages of this algorithm are effective load balancing strategy, BPFP
provides good speedup compared to PFP and low standard deviation of time
consumed by each local FP growth. A drawback is that searching for a space partition
using a single item is not efficient.

3.3 Apriori-Based Algorithms

Apriori algorithm is one of the well-known and simple methods for frequent itemset
mining on transactional databases. The fundamental of parallelizing apriori lies in
designing appropriate maps and reduce function for support counting and candidate
generation. The three different approaches to Apriori algorithms are given below.

3.3.1 Single Pass Counting Algorithm [3]

Single pass counting (SPC) algorithm is the simplest apriori implementation into
MapReduce. It searches out the frequent k itemsets at the kth pass of database scan-
ning in a map-reduce stage. The map task will generate the candidates and outputs
<x, 1> in every pass of database scanning, for each candidate x confined in a transac-
tion. The reduce assignment will collect the candidate support counts and resultant
candidates having sufficient counts as frequent itemsets for the map tasks of the next
pass. The result is stored as L1 in distributed cache, where L1 is a collection of all
frequent 1-itemsets. This completes the support counting procedure of phase-1 of
SPC.

In phase-2, a MapReduce job is carried out, where mapper reads a frequent L1

generated candidate set, C2, in a hash tree using the apriori-gen function [9] of
traditional Apriori algorithms. The mapper then reads a transaction ti to form all
candidates using subset function [9] and outputs result <x, 1> for each candidate x
in a transaction. The reduce function performs the same procedure as phase-1, to
perform support counting of all candidates and outputs <itemset, count> for the one
above the minimum threshold to the file L2.
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The later phases of SPC are all the same as phase-2, wherein each phase-k, mapper
reads Lk−1 from distributed cache to generate Ck in a hash tree. It then performs
the support counting and outputs <itemset, count> to file Lk if the count is above
the minimum threshold. The advantage of this algorithm is that it achieves better
parallelization than the Apriori algorithm. Drawbacks are low worker utilization in
the last phases of MapReduce due to a small number of candidates. Scheduling of
maps and reducing phase is overhead compared to workload, and database loading
cost is high.

3.3.2 Fixed Passes Combined-Counting Algorithm [3]

SPC algorithm being level-wise iterates n times of the map-reduce phase when the
length of frequent itemsets is n. This incurs low worker node utilization, database
loading and schedule. To overcome this, fixed passes combined-counting (FPC) algo-
rithmcombines candidates from several fixed phases in SPCand performs the support
counting and candidate generation in a single phase.

The phase-1 and phase-2 of FPC are similar to the SPC algorithm. Phase-3
onwards, it combines candidates from a fixed number of database passes for support
counting. For a particular example of 3 fixed passes, candidates of three consecu-
tive lengths are counted in a single phase until no more frequent itemsets can be
generated. Thus, FPC counts C3, C4 and C5 in single phase and so on using prefix
trees. The map phase of the FPC algorithm here includes candidate generation for
3 consecutive steps. The apriori-gen and subset function are the same as that of the
Apriori algorithm [9]. Advantages of this algorithm are less number of map-reduce
phases than SPC, better utilization of worker nodes in the last phases and less number
of database scans. Disadvantages are worker overloads due to the large number of
candidates generated, may run out of memory when a large number of candidates
are generated and increase in the number of false-positive candidates. Inability to
prune candidates at intermediate passes and execution time may exceed SPC for a
large number of candidates.

3.3.3 Dynamic Passes Combined-Counting Algorithm [3]

FPC algorithm though lessens the number of map-reduce phases and database
scans, suffers from candidate overload, large false-positive candidates, resulting
in degraded performance than simple SPC algorithm. To overcome the limitations
of FPC, dynamic passes combined-counting (DPC) algorithm is developed. DPC
performs the same functioning as FPC, except that it dynamically combines candi-
dates of subsequent passes by considering the workload of the worker nodes. DPC
also balances the reduction in map-reduce phases and an increase in the number of
pruned candidates.

The phase-1 and phase-2 of the DPC algorithm are similar to the FPC and SPC
algorithm. Starting from phase-3, DPC dynamically combines candidates in several
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passes. DPC first calculates the candidate threshold ct , which indicates the number
of candidates that a mapper can count in a given phase. The mapper generates and
aggregates the candidates level by level until they remain below the threshold value.
Once the candidates are generated, support counting is carried out using a prefix tree.

DPC uses the execution time (α) of the previous phase to adjust the candidate
threshold at each map-reduce phase. The candidate threshold also depends on the
longest frequent itemset generated in the last phase. Its candidate threshold can be
given as below.

ct = α ∗ |Lk−1| (4)

DPC thus takes advantage of SPC and FPC, works well by reducing map-reduce
phases and dynamically adjusting workload by combining passes of light workload.
Advantages of this algorithm are dynamic workload balancing, fewer database scans,
less number ofMapReduce phases than FPC and SPC, efficient pruning of infrequent
candidates and less execution time than SPC and FPC. It also has some drawbacks
such as workload calculation can be made efficient by utilizing worker configuration
and partial removal of false-positive candidates.

3.4 ECLAT-Based Algorithms

Apriori-like algorithms are simple and efficient for mining frequent itemsets;
however, they suffer from the high overhead of communication cost and initiation
cost of MapReduce jobs, and also the generation of candidate itemset and scanning
of databases is expensive [4, 5]. Equivalence class transformation (ECLAT) is a
frequent itemset mining algorithm that uses vertical dataset format for the reduction
in map-reduce iterations and fast support computation. ECLAT passes through the
prefix tree using a depth-first manner. ECLAT prunes the complete subtree if an
itemset is found to be infrequent. The prefix tree generated is sorted according to the
individual frequency of item in ascending order, as this helps easily prune prefix trees
at lower depths. The two variants of the ECLAT algorithm that work in a parallel
environment are given below.

3.4.1 Dist-ECLAT Algorithm [4]

Dist-ECLAT is a parallel version of the traditional ECLAT algorithm using the
MapReduce framework [11]. It allocates the search space appropriately among the
worker nodes. The search space distribution here is efficient as compared to data
distribution, as data distribution needs combining and counting of local frequent
itemsets to prune globally infrequent itemsets, which is an expensive task.

Dist-ECLAT works in a depth-first manner; hence in memory, it keeps a limited
number of candidates, even when discovering large itemsets. Also, the diffset
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approach of ECLAT alleviates the memory overhead problems. The Dist-ECLAT
algorithm works as follow on the vertical database format as follows:

1. Searching frequent items: The vertical database is partitioned into shards and
disseminated to mappers. From the provided shard, each mapper discovers the
frequent singletons. The reducer job is to collect every frequent item which does
not need any additional processing.

2. k-FIs Generation: Here, the set of frequent itemset notation as Pk , for which
size k are produced. It distributed frequent singletons across the mapper, every
mapper searched frequent supersets of items which are of k-sized by executing
ECLAT for a level of k. At last, Pk is assigned by reducer to a fresh batch of m
mapper, Using Round-Robin algorithm the distribution is completed.

3. Subtree Mining: Using ECLAT, this step consists of mining of the prefix tree
initializing at a prefix as of the batch which is assigned to it. Every mapper does
this job without any intervention, as subtree does not require any mutual infor-
mation. The advantages of this algorithm are efficient search space distribution,
no need for extra communication among mappers, and there is no verification
for the results of overlapping mining and provides good speedup in a distributed
environment. Drawbacks are it would not fit the tid-list of the item into main
memory, complete dataset needed for generating low-level frequent itemsets,
complete dataset needed to mine subtrees and do not adapt well to huge data,
lacks scalability.

3.4.2 BigFIM Algorithm [4]

The Dist-ECLAT though being the distributed version of the ECLAT algorithm does
not adapt well to the big data environment and has several memory and scalability
issues. To overcome the limitations of Dist-ECLAT, BigFIM was proposed. BigFIM
is a hybrid of ECLAT and Apriori algorithm that works effectively in a large scale
environment.

The BigFIM algorithm can be given below.

1. Generating k-FIs: To cover the issue for large tid-lists needed to be loaded in
main memory, BigFIM carries out a breadth-first search in this step using Apriori
algorithm. The mapper task is to output the item with a value 1 if it is contained
in that transaction. A reducer will combine entirely indigenous frequencies and
outputs as a global frequent itemset. The resultant frequent itemsets may be
redistributed for wholemappers for the further stage of breadth-first searchwhich
acts as candidates. The same thing is repetitive for k times, to acquire the k-FIs
sets.

2. To search potential extensions: Here, it generates (k + 1)—FIs using global tid-
list. Local tid-list is searched by mapper for k-FIs which provides for reducing
function.All local tid-lists are combined by reducer and prepare one global tid-list
which gives the whole prefix set to various mappers.
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3. Subtree Mining: In this stage, the mappers work on separate prefix sets. A prefix
set describes a conditional database which will be fitting into memory. To mine
conditional databases, themining part employs diffsets aimed at frequent itemsets
with the help of a depth-first manner. The advantages of this method are efficient
load balancing strategy,workwellwithmassive data and provide good scalability.
Disadvantages are high execution time compared toDist-ECLAT and complexity
increases in data switching from one format to another.

3.5 Sequence-Growth Algorithm [5]

Sequence-Growth (SG) is a novel mining algorithm of frequent itemset, which works
on the concept of lexicographical order to generate candidate subsets to avoid expen-
sive database scanning frequent itemsets produced by Sequence-Growth in a breadth
wide support-based method (“lazymining”). For everyMapReduce repetition, it will
prune away the infrequent itemsets. Due to itsmemory consumption and starting time
of every MapReduce task deducts significantly.

3.5.1 Lexicographical Sequence Tree

The functionality of lexicographical sequence trees is the construction of candidate
generation space. Lexicographical sequence tree signifies every node as a subse-
quence, and the height of it resembles the length of the subsequences at that level.
Concatenating every node to its suffix repeatedly in a manner of Sequence-Growth
extends the lexicographical sequence tree. A (k + 1) length sequence is a merging of
its (length-k) base nodes and parent’s suffix item. The advantages of this approach are
efficient pruning strategy, less waiting time for a process once a job is completed, less
number of database scans are required and better execution time than parallel versions
of traditional algorithms. A disadvantage is item suffix generation and large-1 is
time-consuming.

3.6 Comparative Analysis of Frequent Itemset Mining
Algorithms

The comparative analysis of the frequent itemset mining techniques is explored in
this section.

Table 1 shows FIM algorithms comparison based on three parameters such as
search strategy breadth-first search (BFS) or depth-first search (DFS), communica-
tion cost handling and load balancing features.

The parallel FP growth achieves parallelization as compared to its traditional
counterpart. However, parallel FP-growth algorithm lacks load balancing capacity;
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Table 1 Comparative analysis of FIM algorithms

Technique Underlying
algorithm

Search strategy Communication
cost handling

Load balance
handling

PFP [1] FP-Growth DFS Yes No

BPFP [2] FP-Growth DFS Yes Yes

SPC [3] Apriori BFS Yes No

FPC [3] Apriori BFS Yes No

DPC [3] Apriori BFS Yes Yes

Dist-Eclat [4] Eclat DFS Yes Yes

BigFIM [4] Apriori and Eclat BFS and DFS Yes Yes

Sequence-growth
[5]

Sequence-growth BFS Yes Yes

for the same balanced parallel FP growth can be used. BPFP is not efficient in search
space partitioning. The next discussion involves widely used Apriori algorithms;
they are good when it comes to finding a frequent pattern through candidate itemset
generation and pruning approach. But, they suffer from initiation and communication
cost of MapReduce. In ECLAT-based algorithm, Dist-ECLAT uses vertical dataset
in the reducer phase and achieves good communication cost handling and efficient
search space distribution. Further BigFIM helps to achieve a scalability issue of
Dist-ECLAT. At last, the Sequence-Growth algorithm is discussed, which helps to
achieve better initiation time and memory consumption of MapReduce as compared
to other algorithms. Sequence-Growth also shows better execution time as compared
to parallel counterparts of traditional algorithms.

4 Conclusion

Frequent pattern mining algorithms have wide applicability in various areas from
industry, academic, scientific research to the medical field. However, with the advent
of Internet technology, the volume of data being generated and processed has
increased to meet the analysis need of such massive data, traditional frequent itemset
mining algorithms fall short.

This paper has explored and compared various frequent itemsetmining algorithms
like FP growth, Apriori, ECLAT and Sequence-Growth based on the MapReduce
framework. Among which, Sequence-Growth has shown good scalability and effi-
cient processing in distributed environments. It also has a good possible extension
in incremental behavior pattern mining.
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Customer Lookalike Modeling: A Study
of Machine Learning Techniques
for Customer Lookalike Modeling

Anna Mariam Chacko, Bhuvanapalli Aditya Pranav,
Bommanapalli Vijaya Madhvesh, and A. S. Poornima

Abstract In the current online advertising scenario, lookalike methods of audi-
ence expansion are highly valued to enhance the existing advertising campaigns.
Machine learning approaches are highly favored, and the typically used models
involve distance-based, keyword-based and classification techniques. In this perspec-
tive, the proposed research work has incorporated a comparative study of the basic
distance-based clustering model for lookalike classification against a positive unla-
beled classification model. The results demonstrate a greater accuracy of the positive
unlabeled classification method.

Keywords Online advertising · Lookalike modeling · Audience expansion

1 Introduction

Targeted advertising is an advertising approach that seeks to present online advertise-
ments to the most receptive target audience by identifying the common traits based
on product or service requirements as stated by the advertiser and utilizing sophisti-
catedmodels built on data science andmachine learning concepts. It is a fast-growing
sub-domain of the IT industry that holds great significance in the world of business.
Evolved from more traditional advertising methods such as television, newspaper,
hoardings and so on, targeted online advertising presents businesses with the oppor-
tunity to expand into the online space and come ever closer to their target audience.
This online space provides a huge platform where products can be promoted and
which generates vast amounts of data that can be analyzed to understand user trends
and behaviors and so provide a more personalized experience. Advertising platforms
such as Google, Facebook and Yahoo undertake extensive research into discovering
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new techniques of targeting users and improving existing techniques in order to
improve the overall process of an ad campaign for all the stakeholders involved: the
advertising company, the platform and the end user.

The common approach to lookalike targeting is to study a seed set of users already
known to be interested in the product in terms of various features such as their
personal details (age, gender, location, etc) as well as their interactions and interests.
Then, based on the formed understanding of customer behavior, a wider segment of
users can be studied in order to identify users within this segment that conform to
behavioral patterns exhibited by the seed set of users. These identified users will then
be the target audience desired. Such intensive study of user data can be accomplished
effectively by making use of machine learning techniques. The task is then to create
a technique that can handle variable seed set sizes and variable user set sizes, i.e.,
fully scalable lookalike modeling techniques.

Current work that has been carried out in this field involves the use of distance-
based models that determine the distance between the seed set and every user.
Classification is the most commonly used machine learning method used to iden-
tify lookalikes. Another frequently used approach is building keyword and topic
distributions.

In this study, we attempt to identify a method of customer lookalike modeling that
is simple to understand while providing results that are an improvement over tradi-
tional out-of-box machine learning algorithms. We have utilized a publicly available
dataset [9] containing 1,997,410 records of user’s click data, i.e., each record contains
details of a display ad like its advertiser as well as details of the user and the user’s
interaction with the ad. The dataset is described by 12 attributes: ad impression; the
hashcode of the ad url; ad and advertiser identifiers; depth and position of the ad;
query, keyword, title, description and user identifiers; and the target class click which
classifies whether the user clicked the ad or not.

The seed user set (P) contains users that have clicked on the ad and the universal
set (U) contains users for whom it must be determined whether they would poten-
tially click on a similar ad or not. For this, our study began with a simple k-NN
implementation that classified users using feature vectors of features selected using
a random forest algorithm. A positive unlabeled (PU) classification model was then
developed to improve the observed performance metrics. The recall, R, which repre-
sented the ability of the model to correctly classify lookalikes and C, the percentage
size of U that is selected as the lookalike set, are used to measure performance.

2 Literature Survey

Currently, lookalikemodeling is a field that is still undergoing research and has begun
to be implemented in certain platforms. Lookalike modeling is based on the idea that
similarities between users can be related to their probability of providing the same
feedback on advertisements. Traditionally, the task of searching for a target audience
is guided by a set of advertiser defined settings which are simple assumptions about
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user demographics, communities or interests. Below some of the existing schemes
are summarized.

The paper [1] proposes an adaptive model that utilizes information learned during
current advertising efforts to explore and select relevant user features for effective
categorization. The model is a reinforcement model where actions consist of adding
users to the universal set U and makes use of Bernoulli Naive Bayes to classify
individual users. Here, Thompson sampling is used to select a random sample of
features at every iteration instead of using every feature, in an attempt to mitigate
negative influence of bias factors that may not be filtered out if iterative modeling
taking feedback from earlier derived models is not performed.

Paper [2] proposes a two-stage audience expansion model comprising a combi-
nation of a classifier model trained for a single user set of data with a model based
on users modeled as an embedding of features. It makes use of transfer learning to
utilize historical logs and lightweight feature selection to enable faster on-boarding
of new user into the system. The model described uses two components: The global
user embedding model and the embedding-based user-advertiser scoring model.

Paper [3] approaches feature selection using a variety of sampling methods to
train an initial linear classifier and logistic regression is then used to converge to
the required user set. This paper treats the problem as a prediction problem which,
upon receiving a seed user set and universal user set, is transformed into a positive
unlabeled learning problem. The major goal of sampling is to pick out a reliable
set of negative instances. The model used in the proposed model is a factorization
machine which is used in order to extract feature crosses and reduce the influence of
high-dimensional sparse features.

Paper [4] is a study of an implicit lookalikemodelingmethodwhich learns a user’s
profile based on their online behavior and uses this knowledge to predict their ad
response. This relies upon two tasks: web browsing prediction, which determines a
user’s tendency to visit a givenWeb site based on theirwebbrowsing history, followed
by ad response prediction, which estimates the probability of a user responding to
a given ad based on the ads that user has responded to in the past. The prediction
models for both tasks are learned using a joint data discrimination framework.

Paper [5] uses cookie and mobile ad identifier information along with relevant
metadata to construct user identities rather than relying directly on identifiers. Off-
policy evaluation techniques are used to evaluate the potential of identity powered
lookalikes models while also taking into account previously studied biases.

Paper [6] provides three scoring models that attempt to score users in a way which
relates directly to the business metrics that are most relevant to the advertiser in an
attempt to measure the potential value of the users.

Paper [7], in an attempt to overcome constraints induced during modeling of the
expanded audience, explores binary mapping from sparse, high-dimensional data to
a binary address space through the use of an adversarial training procedure.

Paper [8] presents an associative classification (AC) approach for campaigns with
low number of positive examples. Pairs of features are used to derive rules to build a
rule-based associative classifier, with the rules being sorted by frequency-weighted
log-likelihood ratio (F-LLR). The top k rules, sorted by F-LLR, are then applied to
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any test record to score it. Individual features can also form rules by themselves,
though the number of such rules in the top k rules and the whole rule set is very
small.

3 Architecture and Implementation

Figure 1 describes how the selected dataset is loaded into Spark and split into test
and training set of appropriate sizes. Various machine learning algorithms are used
to develop suitable lookalike learning models on the training data which are then
tested for accuracy. Then the developed models are then evaluated on the identified
metrics, and finally, a list of lookalikes is produced.

The basic architecture used in this project is displayed in Fig. 2. A binary dataset
of click-prediction data was used which was divided into three segments—positive
examples (P), unlabeled examples (U) and a set of known positive test examples
(PT). The positive examples were those users who had clicked upon the display
ad. Unlabeled examples represented the set of users among which lookalikes of the
users in set P were to be found. Positive test examples were the users upon which
the trained model was tested for efficiency.

First, a naive, out-of-box 5-NN model was used as shown in Fig. 3. The training
data was fed into a 5-NN classifier. Next, the trained 5-NN classifier was applied on
the unlabeled data which classified them as having clicked or not clicked on the ad.
The model proved unsuitable to be carried further based on the results observed, so
a positive unlabeled classification model was then developed.

The classification model was implemented in the following way according to the
architecture given in Fig. 4. The model requires both positive and negative examples
in order to be trained accurately, so in order to obtain a set of users to use as negative
examples, some of the members of U are randomly assumed to be negative to form
a set N.

The selected set of negative examples N was then combined with P to give the
training set PN. The unlabeled set U was updated as in (1) below.

U = U − N (1)

The classifier, which forms the core of the model, was then trained on PN. In our
study, we have implemented the model using two different classifiers: one versus rest
(OVR) classifier and Naive Bayes (NB) classifier. PT was used to test the classifier
and determine its R-value. R is computed by running the model with a set of known
positives and determining how many it correctly classifies. When a satisfactory R-
value was obtained, the classifier was then applied to the updatedU in order to obtain
those users that appeared similar to the users in P. This set of users was the required
set of lookalikes. This model followed the algorithm seen in Fig. 5. The size of the
output set as a percentage of U is calculated to give the value C.
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Fig. 1 Implementation architecture: acquire dataset and prepare, evaluate developed model and
produce lookalike list

3.1 Tools and Technology

Git: Git is a distributed version control system for tracking changes and coordinating
work during software development. Git supports nonlinear, distributed development
and is compatible with many protocols and existing systems.
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Fig. 2 General data flow in
lookalike modeling

Fig. 3 Data Flow in 5-NN
model of lookalike modeling
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Fig. 4 Data flow in PU classification model of lookalike modeling

Fig. 5 Algorithm of PU classification
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Some characteristics of Git support nonlinear development, Distributed devel-
opment, Compatibility, Efficient handling of large projects, Toolkit-based design,
Pluggable merge strategies, Periodic explicit object packaging.

The extremely flexible versioning system provided by Git enhanced team collab-
oration and eased the process of developing and combining various parts of the
solution.

Anaconda: Anaconda is a free and open-source distribution of the Python program-
ming language for scientific computing. It is used in the fields of data science,
machine learning, predictive analytics and so on in order to simplify packagemanage-
ment. It is suitable for Windows, Linux and MacOS. Anaconda includes the conda
package manager and 1500 packages, as well as a desktop graphical user interface
called Anaconda Navigator, which serves as an alternative to using command-line
commands. Anaconda comes with a number of applications, some of which are
Jupyter Notebook, JupyterLab, Spyder, Glue, Orane, R Studio and Visual Studio
Code. All versions of Anaconda also include the conda package and environment
manager which is open-source, language agnostic and cross-platform. Conda was
created to help handle conflicts during installation of packages that were not being
handled by the pip package management system. Conda scans the environment to
ensure that any package you are trying to install will not create conflicts with other
previously installed packages and installs a compatible set of dependencies or raises
a warning if this is not possible. Packages can be installed from Anaconda’s central
repository, from Anaconda Cloud or from a local repository. Custom packages can
also be made and shared on Anaconda Cloud.

Anaconda was used as a suitable Python distribution that came with the packages
necessary for implementing ourmachine learning solution. It is ready integrationwith
Jupyter Notebook also proved highly conducive to the development of the solution.

Jupyter Notebook: Jupyter Notebook is an interactive computational environment
that is web-based and used to create Jupyter Notebook documents which are JSON
documents following a versioned schema. Each notebook consists of an ordered list
of cells containing lines of code and the output of executing that code. Jupyter Note-
book is built upon several open-source libraries like IPython, JQuery, Bootstrap and
Tornado. Jupyter connects to different kernels to allow programming with different
languages but connects to IPython kernel by default. Jupyter supports 49 types of
kernel for languages like Python, R and so on. Kernels communicate with other
Jupyter components using ZeroMQ over a network and thus they can be on the same
or different machines. Kernels are not attached to specific documents and can be
connected to by several clients at the same time. Kernels usually allow only one
language to execute however there are some exceptions.

Jupyter Notebook, with its interactive interface and compartmentalized code orga-
nization, allowed us to develop our solution in an easy to understand and structured
way.

ApacheSpark:ApacheSpark is an open-source cluster computing framework. Spark
provides data parallelism and fault tolerance. Spark was developed to overcome the
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limitation of MapReduce which imposed a linear data flow on distributed programs.
Spark allows both iterative algorithms as well as data querying similar to databases.
The iterative algorithms are typically machine learning algorithms, which was the
original reason for developing Spark. For storage, Spark interfaces with a large
number of existing distributed storage systems but also allows implementation of
custom solutions.

As our problem statement called for the use of substantially large datasets, in
order to store and utilize these datasets efficiently Spark proved very useful.

4 Results

Two evaluation metrics were used to determine the efficiency of the models. The
first was the recall, R, which represented the ability of the model to correctly classify
lookalikes. Ideal recall of a model is 100%. R is calculated as in (2) below,

R = APT = Nc PT/ Nt PT (2)

where APT represents the accuracy of the model over set PT, Nc is the number of
correctly classified instances in set PT and Nt is the total number of classifications
made for set PT (i.e., the number of instances in set PT).

The second metric is C, the percentage size of U that is selected as the lookalike
set. Ideal value of C for a model is between 5 and 30%. A C-value of 100% would
mean the entire unlabeled set are lookalikes of set P which suggests that the model
is underfitting or that data is insufficient. A C-value below 5% percent suggests that
the model is overfitting. C is calculated as in (3) below,

C = (1− AU )/100 = (1−NcU/NtU )/100 (3)

where AU is the accuracy of the model over U, NcU is the number of correctly
classified instances in set U and NtU is the total number of classifications made for
set U (i.e., the number of instances in set U).

The 5-NN model was extremely naive and produced a recall of 100% and also
the percentage of unlabeled examples classified as positive examples was 100%.

The PU classification model implemented with OVR classifier is seen to have
a recall of 61.84% and C-value of 43.15%, which is a huge improvement over the
naive k-NN model. The classification model implemented with NB classifier is seen
to have a recall of 72.43% and C-value 55.99%.

The PU classification model described above was successively applied to larger
and larger segments of the dataset to observe performance in terms of R and C and
the results are summarized in Table 1. While the C-value of the classification model
usingNBclassifier is consistently seen to be better than theC-value ofOVRclassifier,
R-values in both classifiers are seen to vary across the different segment sizes. R of



220 A. M. Chacko et al.

Table 1 Recall (R) and % of unlabeled examples correctly classified as positive (C) values for
different segment sizes of data

% of dataset considered OVR R NB R OVR C NB C

10 0.602169 0.707742 0.406896 0.555207

20 0.657416 0.761710 0.463689 0.610922

30 0.674496 0.732478 0.478837 0.610506

40 0.640104 0.655945 0.453408 0.509401

50 0.623426 0.738126 0.432613 0.575457

60 0.627965 0.726259 0.433837 0.568972

70 0.624314 0.744718 0.439017 0.584074

80 0.630106 0.614932 0.436006 0.466803

90 0.622983 0.619882 0.435566 0.470502

100 0.618465 0.724263 0.431536 0.559973

NB classifier can be observed to be better than that of OVR classifier in 8 instances.
Figures 6 and 7 show a graphical comparison of these values.

Fig. 6 Comparison of R-values of one versus rest and Naive Bayes approaches
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Fig. 7 Comparison of C% values of one versus rest and Naive Bayes approaches

5 Future Scope

The PU classification model can be observed randomly by selecting instances from
U, which is to be assumed as negative examples. This creates a problem, where if
certain instances that have been assumed as negative are actually positives, these do
not get reflected in the final list of lookalikes. To overcome this problem, we can
explore some sampling techniques like spy sampling or bootstrap sampling in order
to select these instances from U that are more likely to be negative. We also see that
theC-values of both PU classification variations, while good, are not within the ideal
range of 5–32%. Thus, efforts can also be made by providing more training data to
bring the C-values into the ideal range.
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Cold Start in Recommender
Systems—A Survey from Domain
Perspective

Rachna Sethi and Monica Mehrotra

Abstract In recent years, the growth of the Internet has led to the emergence of
recommender systems, as embedded engines, in various domains. These engines
are in a way helping tools for users, as they suggest items and services according to
users’ tastes and preferences. But these recommendations depend upon past user/item
liking history. Non-availability of past user/item history leads to the situation of cold
start. The cold-start problem is one of the major factors affecting the efficiency of
recommender systems. This survey explores the cold-start problem from a domain
perspective. The scenarios of cold start in different domains and techniques used to
find solutions have been explored. Most of the researches have proposed solutions
for e-commerce/e-business sites as they have more economic value. In recent years,
deep learning techniques have gained momentum and are being used for solving cold
start. Solutions for this problem in domains other than e-commerce/e-business need
to be explored using deep learning methods.

Keywords Recommender system · Cold start · Product recommendations ·
Machine learning · Deep learning

1 Introduction

Recommender systems can be considered as intelligent systems providing sugges-
tions for items as per the likings of the user [1]. The suggestions may be a list of
items for shopping, a list of songs, or selective online news to read. So, they can be
considered helping tools for the users that help in better decision making. In recent
years, recommender engines have become an integral part of several application
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domains like news, movies, books, music, articles, queries, social tags, jokes, restau-
rants, garments, financial services, life insurance, dating sites, and twitter pages.
Most e-commerce applications have built-in recommender engines to boost sales.

The fundamental techniques used to generate recommendations in recommender
systems are collaborative and content-based filtering [2]. The collaborative tech-
niques generate recommendations for an active user using preferences of other users
having very similar likings. Collaborative-filtering (CF) techniques are either model-
based or memory-based. These techniques are based on data mining and machine-
learning algorithms like the k-nearest neighbor (KNN) and other clustering algo-
rithms, artificial neural networks, and Bayesian classifiers. The latent factor model or
matrix factorization is one of the most popular techniques. In content-based filtering
techniques, the building of a user profile is done by extracting features from the
description of items that have already been seen or liked by the user. So, other users’
profiles are not needed as they do not influence the resulting recommendation.

Knowledge-basedfiltering is another technique that uses explicit knowledge about
users, items, and user preferences and recommends items to users by applying recom-
mendation criteria [3]. It applies reasoning to recommend which items to which
users in which context. This technique is useful in circumstances in which the two
traditional recommendation (content-based and collaborative-filtering) approaches
cannot be applied.

2 Cold Start

The efficiency of recommender systems is majorly affected by cold start. Cold start
is a situation when a recommender system does not have sufficient history or infor-
mation about a user or an item to make relevant suggestions [2]. There are three
scenarios which may give rise to cold start [3].

2.1 System Cold Start

A system cold-start situation occurs when a new system is introduced to the user
community. In this scenario, there is no interaction history for items as well as users.
Thus, this cold-start problem hinders the recommender system to make relevant
predictions thereby affecting the efficiency of the recommender engine.

In the case of a system cold start, using knowledge-based recommender engines
might be helpful to recommend products to the users by inferring the preferences
of the users. Knowledge-based recommender systems depend on the features of the
items and the knowledge about how users’ interests or preferences are met by these
features.
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2.2 User Cold Start

User cold-start scenario occurs when a new user enters the system. As no
previous interactions of this user with the system (likes/dislikes) are available, the
recommender system faces problems in generating predictions for this new user.

The common strategy used to overcome the user cold-start problem is recom-
mending popular items to the users and further reducing the results with the help of
the user’s contextual information. The most popular items/products may be recog-
nized by analyzing current trends and occasions. By collecting auxiliary information
about the user such as the device used to access the system or the geographical loca-
tion of the user, the recommender engine may be able to personalize the product/item
to the user.

2.3 Item/Product Cold Start

Item or product cold-start problem occurs when a new item is introduced in the
system. When a new item is introduced in the system, there are no previous ratings
for this item, so it becomes difficult for the recommender engine to predict a target
user for the item [4].

The item cold-start problem can also be solved using knowledge-based recom-
mender engines that extract features from item descriptions. Item-item similarity can
also be calculated and users that have liked similar items will be targeted.

3 Domain-Specific Cold-Start Scenarios

Recently, recommender systems have become the building blocks for various appli-
cations as they help in identifying user needs, improve users’ satisfaction, and build
user trust. So, more and more organizations are looking for efficient recommender
systems. Though recommender systems are being used in a large number of domains,
cold-start scenarios and solutions have been proposed for specific domains only. This
section attempts to explore some of those domains.

3.1 e-Commerce/e-Business

Recommender systems have become an integral part of many business applications
with high economical values [5]. These applications are pioneers in bringing the
concept of generating recommendations for the users, for example, Netflix’s movie
recommendations, Amazon’s shopping items recommendations, and Pandora’s
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music recommendations. A famous example is Netflix, in which a user is asked
to rate a set of movies upon signing on the platform to indicate their preferences
and the system then recommends movies to them based on rating patterns. But a
large portion of users and items are “cold” in many applications. Lack of interaction
history for new users and new items leads to cold start.

3.2 Crowdsourcing

Crowdsourcing is a platform for job providers and job seekers. Job providers can
search for workers with specific skills to process a specific task [6]. Similarly, job
seekers can find tasks on these platforms that match their interests and skills [7]. The
quality of deliverables depends on the worker-task matching. So, a recommender
system is a must for a crowdsourcing platform. These recommender systems suffer
the problem of cold-start workers (i.e., new developers/workers) whose task inter-
action data is not available. Specifically, in software crowdsourcing platforms, tasks
have a short lifetime so they are generally insufficient in their data accumulations.
This missing developer behavior history makes the cold-start developer problem
severe.

3.3 Food Journaling

In recent years, with people becoming more health-conscious, websites recom-
mending healthy meals are getting more and more attention. For recommending
healthy meals, learning users’ preferences is a pre-requisite. On-boarding surveys
and food journaling are the two main approaches used in food journaling. But they
suffer from cold-start problems as they are dependent on data entered by the user.
An active food journaling user makes about 3.5 entries per day [4, 8]. So, sufficient
data for making recommendations will be available only after a long time [8].

3.4 Location-Based Social Networks

A social network is an abstract structure having individuals connected by different
kinds of relations, such as friendship and mutual interests [9]. Location-based social
networks (LBSNs) are social networks that are strengthened by localization tech-
niques that allow users to share location-based content such as geo-tagged photos
and check-ins [9]. Using LBSN, a user can “check-in” at a physical place such as a
restaurant, and it would optionally include its location into their posts. As check-in is
optional, data of each and every visit of all usersmay not be availablewith the system.
A user might visit a few places many times and many places a few times [10] and
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may not check-in every time. So, there will not be enough data for recommendations,
resulting in the cold-start check-in problem.

3.5 News Recommendation

In the last few years, the popularity of online news has increased rapidly. News
providers are now attracting more online readers than their core of regular offline
readers through globally connected systems. To increase their base of readers, news
websites are continuously looking for ways to provide news as per the liking of
users. In general, a recommender system relies on interaction information of logged-
in users collected over time. But for news recommender systems, it is very difficult
to create a reliable user profile as the users are most often not logged-in. This leads to
a cold-start scenario where predicting a news item for a user becomes difficult [11].

4 Techniques for Solving Cold Start

The research in recommender systems started in the mid-1990s [4]. This research
area is comparatively new as compared to researches in other traditional information
systems (e.g., databases or search engines). In recent years, the research in this
area gained momentum as recommender systems provide an added advantage to
customers as well as to service providers. As the cold start is a major factor affecting
the efficiency of recommender systems, numerous approaches have been proposed
for solving this problem. This section attempts to classify those techniques.

The cold start arises when the information required for making suggestions is not
available in the system.All the solutions proposed so far for this problemhave defined
methods that collect the missing information. These solutions can be broadly divided
into two categories [4]: Explicit and implicit. In explicit solutions, information is
collected by directly interacting with the user and the user profile is built. Users
may be asked to fill up a questionnaire or give a rating [12]. Implicit solutions try
to have minimal interaction for understanding new user’s preferences. They try to
fill the missing information in different ways. The implicit techniques can be further
broadly classified into the following categories:

• Adaptive Traditional Techniques

The earlier recommender systemswere based on pure traditional techniques. To solve
the cold-start problem, adaptive strategies like combining association rules and clus-
tering techniques, ontological matrix factorization, have been successfully attempted
since 1998. And still, researchers are working in this direction. The adaptive strategy
proposed in [13, 14] achieved an improvement of 36%by combining association rules
and clustering techniques over the association rule technique. An adaptive genetic
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algorithm using aggregate function has been used to improve prediction accuracy in
[15]. Overlapping co-cluster recommendation algorithm based on the overlapping
of co-clusters of clients and products enables the discovery of interesting and useful
buying patterns [16].

• Social Network-Based Techniques

Building user profiles through social media has become a major area of research
for the last few years. Many social networks like Twitter, Facebook have become
highly popular in recent years. The social profile of a user tells about likes, opinions,
interests, dislikes, friends, and demographics of that user. People are also influenced
by their friends. Hence, social profiles and social networks of users can be utilized
to build their profile for solving cold-start problem. Work in this area started around
2004–05. Based on this concept, a solution that generates social interaction-based
recommendations between the users on Facebook has been proposed in [17] and
through opinion leaders in [18]. In [19], genetic algorithm is used to optimize social
trust parameters.

• Deep Learning-based Techniques

Around 2013–14, researchers started exploring deep learning architectures to solve
the cold-start problem. Deep learning methods are being used over the core tradi-
tional CF techniques without making any changes in the core model [20–22]. It
has been observed that the accuracy of recommendations has increased with deep
learning-based techniques. Deep learning-based recommender engines are capable
of providing high-quality recommendations overcoming challenges of traditional
models [23]. Multi-modality and cross-domain deep networks have been proposed
in [5, 24] for cold-start recommendations. Deep learning has the advantage ofmaking
recommendations explainable [25].

Table 1 lists the different techniques proposed in surveyed papers, categorized
under the above-mentioned categories. The domains and datasets used for proposed
solutions have also been listed. Domain-specific distribution of solutions for cold-
start problem is given in Fig. 1.

5 Conclusion

Recommender systems are web-based tools that generate recommendations as per
the likings of the user. The advantage of these systems to service providers is that
they help in identifying user needs, improve users’ satisfaction, and build user trust.
They are being used in various domains like News, e-Shopping, crowdsourcing,
food journaling, e-tourism, and e-learning. The basis of recommendation genera-
tion is the history of user/item interaction. But the performance of the recommender
system degrades in cold-start scenarios where there is insufficient user/item inter-
action history. Various solutions have been proposed so far for solving cold-start
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Table 1 Classification of implicit techniques

Category features Datasets (Domains) Reference

Adaptive traditional techniques

Combining association rules and
clustering technique over the
association rule technique

Movielens, Jester, Netflix
(e-Commerce)

[13, 14]

Implicit behavior-based solution Books (e-Commerce) [17]

Adaptive genetic algorithms Yahoo!Movies (e-Commerce) [15]

Overlapping co-clusters of clients
and products

B2B-DB, CiteULike, Movielens,
Netflix (e-commerce)

[16]

An ontological sub-matrix
factorization-based approach,
adapting matrix factorization

Groceries (e-commerce) [1]

Topic sampling using a hybrid of
clustering and classification

Zhubajie, Oschina, and Witkey
(CrowdSourcing)

[7]

adaptive clustering MovieLens (e-commerce) [26]

Social network-based techniques

Based on social interactions,
opinion leaders

Books (e-commerce)
Epinions.com (e-commerce)

[17, 18]

Based on directed and transitive
trust with timestamps and profile
similarity from the social network

MovieLens (e-commerce) [27]

Genetic algorithm-based
optimization of social trust
parameters

Twitter (e-commerce) [19, 28, 29]

Deep learning-based techniques

Deep learning architectures over the
core traditional CF techniques

Careerbuilder (Crowdsourcing)
Amazon books, Amazon movies
Douban Movies
Netflix
Programmable Web
(e-commerce)

[20, 22, 23, 30–34]

Multi-modality and cross-domain
deep network

MovieLens (e-commerce) [5, 24]

Explainable recommendations Amazon
e-Commerce dataset

[25]

Deep learning for youtube
recommendations

Youtube videos (Videos) [35]

Deep learning and social networks Epinions, Flixster (e-commerce) [36]

DropoutNet CiteULike, ACM RecSys 2017
(e-commerce)

[37]
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Fig. 1 Domain-specific
distribution of solutions of
cold-start problem
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problem but it is still an open problem. The proposed techniques work efficiently but
independently.

From a domain perspective, the e-commerce sites have more economic values;
therefore,most of the researches for cold-start problemhavebeendone in this domain.
It was observed that more than 50% of proposed solutions, collected for the survey,
belonged to the e-commerce/e-business domain. But the cold-start scenario is more
severe in other domains, for example, in the news recommender system, the user is
most often not logged-in, so the creation of a reliable user profile is really difficult.
Every time a user visiting the news site is treated as a cold user, irrespective of how
many times he/she has visited the site before. Also, datasets for these domains are
very limited. Most of the work has been done on movie recommender systems using
the movie lens dataset.

The techniques proposed in various researches can be broadly classified into
three categories: Adaptive traditional techniques, social network-based techniques,
and deep learning techniques. Deep neural networks for recommendation are in the
early stages. Deep learning techniques have shown the capability of overcoming
challenges of traditional models. Multi-modality, cross-domain recommendations,
and explainable recommendations seem to be possible with these techniques.

So future work may include

(1) finding solutions for cold-start problems in other domains (News/Food Jour-
naling/LSBN) using deep learning techniques,

(2) creating more datasets for other domains, and
(3) making recommendations explainable.
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Image Classification Using Machine
Learning Techniques for Traffic Signal

Satthi Reddy, Nishanth, Praharsha, Dattatreya Dash, and N. Rakesh

Abstract This paper discusses the application of image classification that can be
used in controlling a car, unmanned automatically, to pause, move, take deviation
as and when any obstacles come on its way, also follow traffic signals. Our work
will focus on making cars to avoid accidents, unlike the manual ones that are prone
to accidents. The reasons may be many lapses on the part of the driver physically,
mentally or sudden medical emergencies, etc. As part of this work, CNN classifiers
have been used to perform image classification. Using CNN there was accuracy of
90%. Further, this accuracy may be increased to over 95%. This work involves the
use of OpenCV that controls the hardware such as Raspberry Pi, four DC motors,
Raspberry Pi cam, Arduino Uno.
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1 Introduction

The basic building blocks of an image are pixels. Every image consists of a set
of pixels. There is no finer granularity than the pixel [1, 2]. Normally, a pixel has
information about the “color” or the “intensity” of light in an image. If an image is
represented as a collection of grids, then every unit of a grid is itself a pixel.

For example, in Fig. 1, the image has a resolution of 1000 × 750, meaning it has
1000 pixels horizontally and 750 pixels vertically. An image can be conceptualized
as a (multidimensional) matrix. In this case, our matrix has 1000 columns (the width)
with 750 rows (the height). Overall, there is 1000× 750= 750,000 number of pixels
in the image. Usually, images are represented in two ways:

1. Grayscale/single channel
2. Color

In Fig. 2, it can be seen that a grayscale image/single channel has pixels with
scalar values ranging from 0 to 255, where zero corresponds to “black” and 255
being “white.” The gray color has some scale from 0 to 255. So if 0 is chosen then it
means it is going to the darker side and if 255 is chosen then it is going to a lighter
side. As shown in the above gradient, it can be seen that there are 0 and 255. The
value 0 shows a darker side and value 255 shows the lighter value of the color.

Fig. 1 Example image

Fig. 2 Grayscale image
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Fig. 3 RGB color model

In the color pixel, the images are in the form of RGB color space. Pixels in the
RGB color space are no longer a scalar value like in a grayscale/single channel
image—instead, the pixels are represented by a list of three values: one value for the
red component, one for green and another for blue. To define a color in the RGB
color model, values for each of the pixel component R, G, B are defined. The amount
of value determines the color.

There are three color channels in the RGB, and each color channel has ranged
from 0 to 255 means a total of 256 colors shades, in which the value of pixel 0 shows
there no color and values of 255 shows full pixel values (Fig. 3).

The values of the pixel must be in between [0, 255] range andmust be an unsigned
8-bit integer value.

As the neural network is built, the preprocessing of the image is done by
performing mean subtraction or scaling, that require converting the image to a
floating-point data type. Keep this point in mind as the data types used by libraries
loading images from disk (such as OpenCV) will often need to be converted before
the application of learning algorithms to the images.

2 Methodology

In the first part of the project, traffic sign classification is being explained and
described how it will recognize the signal. Also, the datasets that are going to be
used for the custom traffic sign classification are explained.

The different code structure and models are explained which are created for
the classification. The model class, TrafficSignNet, which is a convolution neural
network (CNN) [3–7], is used for the training time. This method will give us the
best classification with high accuracy along with how it can be used for more custom
data [8] for better results in future.

What is the traffic sign classification?

Traffic sign classification teaches the machine about the meaning of the road
signboard along with the speed limit as shown in Fig. 4 automatically.

This technology of classification [9–11] is used to teach automatic cars because
as there are no drivers the machine has to know what is the meaning of coming
signboard on the roadside and at which speed the car has to move. As shown in
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Fig. 4 Traffic sign classification

Fig. 5 of dataset images, there are different kinds of traffic signs available and will be
trying to classify the similar type of dataset which is available on the Kaggle group
site.

The dataset GERMAN TRAFFIC SIGN RECOGNITION BENCHMARK
containsGerman traffic signals, having nearly forty classes andfifty thousand images.
The number of images is increased to one lac so that more accurate results are got.

In the project classification of an image, twomajor steps involved are given below:

Localization The localization means [12, 13] wherein the whole image of our object
is placed. In the whole part of an image, our required object can be in any place.

Recognition After localization [14] which place our object is in the image is known
and can be found out our object for classification.

Facing challenges with the GTSRB (dataset) The difficulties in this dataset of
German traffic signs are explained below:

Poor image quality The quality of the dataset image is very poor, as even human
not able to see exactly what this image.

Also, viewpoint variation [15] also affects the dataset image, as a similar image
is small and sometimes the same is very large to easily recognize as shown in Fig. 6.

Figure 6 displays a visualization of a number of these factors of variation. The
variation can be, t in an image how different images were captured. Sometimes
images are captured closely and far by the camera. But both image objects are same.
This also affects the image classification. For example, no matter the angle in which
the Raspberry Pi is captured, but still it is Raspberry Pi.

Scale variation has to account as well, have you ever ordered a tall, grande, or
venti cup of coffee from Starbucks? Technically they are all the same—a cup of
coffee, but different sizes.
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Fig. 5 Traffic sign dataset

Furthermore, that same venti coffee will look dramatically different when it
is photographed up close and when it is captured from farther away. Our image
classification methods must be tolerable to these types of scale variations.

One of the hardest variations to account for is deformation. The character of televi-
sion series Gumby is elastic, stretchable, and capable of contorting his body in many
different poses and can look at these images of Gumby as a type of object deforma-
tion—all images contain the Gumby character; however, they are all dramatically
different from each other.

The image classification should also be able to handle occlusions, where large
parts of the object that should be classified are hidden from view in the image. On
the left, we have a picture of a dog. And on the right, we have a photograph of the
same dog, but notice how the dog is resting underneath the covers, occluded from
our view. The dog is still clearly in both images—just more visible in one image than
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Fig. 6 Viewpoint variation during classification
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Fig. 7 Normal distribution

Fig. 8 Transfer learning
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the other. Image classification algorithms should still be able to detect and label the
presence of the dog in both images.

Apart from the challenges of deformations and occlusions mentioned above, there
is a need to handle the changes in illumination. Take a look at the coffee cup captured
in standard and low lighting. The image on the left was photographed with standard
overhead lighting while the image on the right was captured with very little lighting
and is still able to examine the same cup—but based on the lighting conditions, the
cup looks dramatically different (nice how the vertical cardboard seam of the cup is
visible in the low lighting conditions, but not the standard lighting).

Continuing down the line there should be an account for background clutter.
Finally, there is intra-class variation. The canonical example of intra-class varia-

tion in computer vision is displaying the diversification of chairs. From comfy chairs
that are used to curl up and read a book, to chairs that line the kitchen table for family
gatherings, to ultra-modern art deco chairs found in prestigious homes, a chair is still
a chair—and our image classification algorithms must be able to categorize all these
variations correctly.

3 Data Augmentation

Data augmentation is the technique which helps to create more datasets from the
original datasets without affecting the original datasets by applying random jitters,
and the main reason to apply the data augmentation is to increase the generalizability
of the model and then it will be able to learn more robust features. This technology
did not apply to the testing side. The left image is without the augmentation and right
side image with augmentation which proofs the generalizability of our networks
(Fig. 7).

4 Transfer Learning and Fine Tuning

Transfer learning is an art of tune model which is pre-trained on images. The fine-
tune method that already trained on the given dataset is applied. Typically, these
networks are state-of-the-art architectures such asVGG,ResNet and Inceptionwhich
are trained on imagenet dataset. In the left is the original VGG16 architecture and
in the middle is the final FC layer of the VGG16 which is removed and treated as
feature extraction. Right-side image removed the FC layer and added a new FC head
(Fig. 8).
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Fig. 9 Training result

5 Result

After the training, 95% accuracy is being got. Training results are shown in Fig. 9. In
Fig. 10, showing all prediction results which took 25 random images from test data,
25 images have an accurate label with actual sign images (Figs. 11 and 12).

6 Conclusion

With the use of the image classification, a vehicle can easily detect the image and
automatically takes appropriate action either stopping and turn to a safer side. Further,
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Fig. 10 Prediction result

Fig. 11 Training and loss graph
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Fig. 12 Our model of CNN

it collects traffic light information and either halts or starts, to move on automati-
cally. Once the destination information is conveyed, the car halts once it reaches the
specified destination point. Hence, this way of automated controlling accidents may
be avoided.
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Deep Domain Adaptation Approach
for Classification of Disaster Images

Anuradha Khattar and S. M. K. Quadri

Abstract In the last decade, emergency responders, government organizations and
disaster response agencies have certainly acknowledged that microblogging plat-
forms such as Twitter and Instagram can be an important source of actionable infor-
mation at the time of disaster. However, researchers feel that analyzing social media
data for disasters using supervised machine learning algorithms is still a challenge.
During the first few hours of any disaster when labeled data is not available, the
learning process gets much delayed. The first objective of this study is to explore
the domain adaptation techniques by making use of labeled data of some previous
disaster along with the abundance of unlabeled data that is available for the current
disaster. The second objective is to apply these domain adaptation techniques on
disaster-related imagery data from the microblogging platforms since imagery data
has largely been unexplored as compared to textual content. To achieve these objec-
tives, domain adaptation methods would be applied to classify the images of an
ongoing disaster as informative versus non-informative. This study, for the first
time, proposes a semi-supervised domain adaptation technique where the classi-
fier is trained on three types of data, labeled data of the previous disaster, unlabeled
data of current disaster and a small batch of labeled data of current disaster. Our
experiments have been performed on Twitter images corresponding to three disas-
ters. The experimental results show that there is an improvement in the accuracy of
the classification model if a small batch of labeled target images is also added along
with the unlabeled target images and labeled source images at the time of training.
The experiment aims to make the best use of the labeled data of a previous disaster
to analyze the current disaster without any delay for better response and recovery.
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1 Introduction

The possibility of exploiting social media data for managing disasters was first envi-
sioned when an earthquake of 7.0 magnitudes struck Haiti in 2010. Haitians took to
social media platforms (Twitter, Facebook, Blogs, etc.), and text messages were used
to share critical situational information. Haiti earthquake could be thought of as the
path-breaking event which led to the realization that data generated by microblogged
communication could alter the way disaster information has so far been accessed and
analyzed. It is observed that itwas only after the 2010 earthquake atHaiti and the 2011
earthquake at Tohuku that the researchers started developing and handling systems
for disaster data posted on social media platforms which can play an important role
in managing disasters [1]. Vieweg et al. [1] were among the first few researchers who
studied the communication on Twitter that took place during the Grassfires at Okla-
homa in 2009 and the floods at Red River in 2009. Imran et al. [2] discussed methods
for automatic extraction of valuable “Information Nuggets” from the tweets posted
on Twitter. Saptarshi Ghosh et al. [3] did a study for extracting syntactic low-level
features from tweets based on natural language processing, such as parts-of-speech
and presence of explicit types of words. Neha Pandey and Natarajan [4] proposed a
technique using the semi-supervised concept of machine learning to extract situation
awareness information and also created an interactive map that was used to locate
the affected areas during a disaster. Nguyen et al. [5] proposed a neural network-
based method that uses the data of some previous event when no labeled data for
the current event is available and achieves good results. Moumita Basu et al. [6]
introduced the concept of automatically matching tweets that are need-based with
appropriate availability-based tweets. This may play an important role in the coordi-
nation of post-disaster relief operations. Hemant Purohit et al. [7] were the first ones
to work on the problem of identifying serviceable social media requests and priori-
tizing them. They applied logistic regression for developing the automatic classifier
and used the Word2Vec toolkit of Google for training the model. Canon et al. [8]
took the public opinion from the e-participatory toolkit, Google forms and related
articles on the web to study the preparedness of the communities that are prone to
disasters. They used bidirectional recurrent neural network (BRNN) to automatically
assign the qualitative responses collected into their appropriate categories for better
pre-disaster management.

All of the abovementioned research work was mainly based on the text data that is
available on socialmedia sites at the time of any crisis. Recently, it is realized thatwith
the advances in the use of smartphones, a lot of imagery content is also available at
social media along with the plain text messages [9]. Even within minutes of the onset
of a disaster huge amount of multimodal content is posted on various microblogs
which if handled immediately can be very helpful for emergency responders. With
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the advances in the field of computer vision, processing of the social media imagery
data of disasters has taken a new direction.

Researchers Firoj Alam et al. [10] attempted to filter useful actionable informa-
tion from the images of an ongoing disaster posted on social media by combining
human intelligence with the machine. Ferda Ofli et al. [11] fine-tuned the convolu-
tion neural network to perform the experiments on four disaster images for damage
assessment under event-specific and cross-event-specific settings. Brett Robertson
et al. [12] stated that the scale of social media data relevant to studying disasters is
only likely to grow. Their study was focused on filtering the noise on social media
images and identification of urgent messages and authentic calls for help based on
imagery data during a disaster. Xukun Li et al. [13] proposed an approach based
on class activation map (CAM) and convolution neural network (CNN) and located
damaged buildings in the image of a disaster and also estimated the degree of damage.
Firoj Alam et al. [14] showed that textual and imagery content on social media
provides complementary information that can be very useful to improve situational
awareness. They proposed a methodological approach that combines several natural
language processing and computer vision techniques in a unified framework to help
humanitarian organizations in their relief operations.

The above studies done on disaster imagery data suggest that convolution neural
network (CNN) has brought significant advances to the deep learning techniques
applied to images. At the same time, there is no doubt that the availability of labeled
data is very crucial for the success of CNN models. However, in critical situations
like disasters, it is quite challenging to get the labeling of social media data done
as it involves human intervention. For emergency responders, getting the situational
information during the early hours of a disaster is very critical, and it has been
experienced in the past that the information does not reach them in time to take
necessary action. In such situations, it is suggested that a CNN model can leverage
labeled data from a previous disaster and unlabeled data from the ongoing disaster,
even though the two disasters are quite different in nature and belong to different
domains by applying much existing domain adaptation (DA) techniques.

Till now, the application of domain adaptation techniques on image classification
is very limited as compared to its application on natural language processing. The
objective of this study is to fill this gap and propose a semi-supervised domain adap-
tation technique for images that are based on themost popular DAmethod introduced
by Ganin et al. [15] called unsupervised deep adversarial neural network (DANN).
Three models are built: Model 1-simple transfer learning, Model 2-unsupervised
domain adaptation and Model 3-semi-supervised domain adaptation. These models
are based on source labeled, target unlabeled and a small batch of target labeled
datasets of three disasters. A total of six classification networks are built to answer
the following research questions:

RQ1: Performance of domain adaptation framework versus simple transfer
learning,
RQ2: Performance of domain adaptation on similar disasters versus different
disasters,
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RQ3: Performance of unsupervised versus semi-supervised domain adaptation.

To the best of our knowledge, semi-supervised domain adaptation based onDANN
is used for the first time to classify the disaster images.

The rest of the paper is structured as follows: In Sect. 2, work done in the field
of domain adaptation particularly for disaster management is discussed which has
motivated us to dig deeper into this area. Section 3 covers the details of transfer
learning, domain adaptation and deep adversarial neural network. In Sect. 4, the data
source is given and the experimental setup for developing the proposed models. The
results and analysis are presented in Sect. 5. Finally, the conclusion and future work
are there in Sect. 6.

2 Background and Motivation

Domain adaptation is a desirable approach in disaster response as it enables us to
take quick action when a disaster occurs. In the past few years, many studies have
applied this approach to disaster data.

Li et al. [16] performed experiments to use the data from a prior disaster that has
already been labeled and called it “source disaster”. The ongoing disaster was named
as “target disaster”. They built a classifier for the target disaster whose data is not
labeled as yet by using the data of the source disaster. They developed two models,
the first was based on labeled text data from the source disaster using Naive Bayes
classifier and the second was based on domain adaptation Naive Bayes classifier that
used labeled source data togetherwith unlabeled target data. Their results showed that
the first model performed better if the tasks are similar across the source and target
disasters and the second model can be preferred for the tasks that are more related
to the target disaster. They collected the data from Twitter API for two disasters:
Hurricane Sandy and Boston Marathon bombings.

Caragea et al. [17] proposed a different version of the weighted Naive Bayes
DA algorithm introduced by Li et al. [16]. They introduced hard labels with self-
training, instead of soft labels to identify disaster-related tweets. They used the
dataset CrisisLexT6, consisting of labeled tweets of six disasters. These disasters
had occurred in Canada, the USA and Australia between Oct 2012 and July 2013.
They then compared their classifier with both the supervised Naive Bayes clas-
sifiers learned from source only and EM-based classifiers learned using the orig-
inal approach proposed by Li [16]. Their results confirmed that domain adaptation
approaches are always better than supervised learning with source data only.

Firoj Alam et al. [18] developed a method that can use the labeled and unlabeled
data of any past event. The main aim was that there should not be any need for
the data of the new event. Their framework consisted of three networks—basic task
solving network (a CNN), domain adaptation network based on DANN and a semi-
supervised network based on graph embedding. Theyworked on the datasets ofNepal
Earthquake which was held in 2015 and Queensland floods held in 2013. The tweets
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were collected from Twitter API, and annotations were done by CrowdFlower. The
experiments were performed under three scenarios: only with the semi-supervised
component, only with a domain adaptation framework and then as a combination of
all the components together. Their results demonstrated significant improvement by
combining a semi-supervised approach along with domain adversarial training over
their respective baselines.

Firoj Alam et al. [19] observed that the researchers have been focusing mainly on
text data from social media to extract useful information from it. They handled this
limitation and released a large multimodal dataset of seven different disasters that
occurred in 2017. The data was collected from Twitter API.

Xukun Li et al. [20] worked on an image dataset of four disasters published by
Nguyen et al. [11] and classified the images as damaged or not damaged. This was
the first study in which the technique of domain adaptation was applied to the images
from an emergent disaster. Since no labeled data for the current disaster is available,
the classifier is trained on the labeled data of a disaster that has already happened in
the past.

3 Transfer Learning, Domain Adaptation and DANN

Although deep learning models can solve many complex problems, they need a lot
of labeled data for the learning process. To label, a whole lot of data for supervised
learning requires time as well as effort. ImageNet is a dataset that has more than 15
million high-resolution labeled images classified into 22,000 classes. Many state-
of-the-art models are trained on this dataset which has very high accuracy and is
publicly available. But when these models are used for different domains or tasks,
they do not perform well. In these situations, transfer learning plays an important
role and helps us to use these pre-trained models as the starting point to solve new
tasks on different domains.

3.1 Transfer Learning

“Neural Information Processing Systems (NIPS) 1995” conducted a workshop
“Learning to Learn: Knowledge Consolidation and Transfer in Inductive Systems”
which initiated the interest of researchers in the field of “transfer learning” [21].
Situations where enough data is not available for a model to learn from scratch,
transfer learning can play an important role. It allows us to transfer the knowledge in
the form of features and weights learned from some previous model (source) to the
newer model (target) having insufficient data related to the task. Source and target
may belong to different domains having different distributions or are trying to solve
different tasks. Transfer learning has a major impact in the field of deep learning
especially in image classification as the low-level features of the images can easily
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be shared across various tasks [22]. The formal definition of transfer learning as
given by Pan et al. [21] is: “transfer learning aims to extract the knowledge from one
or more source tasks and applies the knowledge to a target task.” Another reason
for the popularity of transfer learning in the area of deep learning is that training a
model from scratch in deep learning requires huge resources for large and challenging
datasets.

There are different transfer learning strategies and techniques, which can be
applied based on the domain, task and availability of data (Fig. 1).

• Inductive Transfer Learning: This type of transfer learning deals with the same
source and target domain, but the different source and target tasks.

• Transductive Transfer Learning: Arnold et al. [23] first used the term transduc-
tive transfer learning where the source and target domains are different, but the
source and target tasks are the same. Further, there may be two ways in which the
domains are different: (a) The feature space of source domain and target domain
is different, and (b) the feature space between the domains is the same, but the
probability distributions of the input data of two domains are different. In the
transductive transfer learning, a lot of labeled data is available for the source
domain, but the same is not true for the target domain.

• Unsupervised Transfer Learning: Source and target domains, as well as tasks,
are different. No labeled data is available for either of the domains.

Fig. 1 Different types of transfer learning based on whether the source and target domains are the
same or not and whether the source and target tasks are the same or not (Adapted from [21])
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3.2 Domain Adaptation

Transfer learning is a general concept where the target task is tried to solve using
the knowledge of source task and source domain. As mentioned above in case (b) of
transductive transfer learning when the marginal probability distributions between
the source and target domains are different, there is an inherent shift in the data
distribution of source and target domains that requires tweaks to transfer the learning.
This typeof transfer learning is called domain adaptation.Thus, in domain adaptation,
themodel is trained on the source distribution having labeled data and is used to solve
the task for a related but different target distribution after bringing the source and
target distributions closer. Domain adaptation technique can be further categorized
into three cases:

(1) Supervised DA: Labeled data for the target domain is present, but its size is
small which is not sufficient for the learning task.

(2) Semi-supervisedDA:Abundant of unlabeled data and a small amount of labeled
data in the target domain is available for the training.Manymethods are available
which can make use of this data for learning.

(3) Unsupervised DA: Only sufficient unlabeled data of the target domain is
available.

Wang et al. [24] did a survey and presented various domain adaptation techniques
to handle the shifts between source and target distributions.

3.3 DANN

Ganin et al. [15] proposed an unsupervised method for domain adaptation that uses
the labeled data of source domain and unlabeled data of target domain to learn a
classificationmodel on the source domain and apply this model on the target domain.
This method is based on the fact that the probability distributions of the source
domain and target domain are not the same and apply some domain transformations
to bring them closer. The model is trained on the transformed source domain, which
certainly gives good results on the target domain as both the domains are now closer
to each other. The classifier predictions are based on the features that are not able to
discriminate between the source domain and the target domain. The two jobs, feature
extraction and domain adaptation, are combined in a single training process.

The DANN architecture includes:

(a) Feature Extractor: Transformations are performed on the source and target
domains to bring them closer, and simultaneously, features are learned on these
transformed domains.
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(b) Label Classifier: A neural network to learn the classification on the labeled
transformed source domain.

(c) DomainClassifier: Train a network that can predict if the output from (a) belongs
to the source domain or the target domain.

4 Experimental Setup

Our experiments have been performed on the disaster images of Hurricane Harvey
(August 2017) as the source disaster. Images ofHurricane Irma (September 2017) and
California wildfires (October 2017) are used as the target images. Table 1 shows the
total number of images for each disaster with the number of images in each category,
informative versus non-informative. The objective of choosing these datasets is as
follows:

(a) Due to the chronological order of the occurrence of these three disasters.
(b) To see the performance of proposed models on similar (Hurricane Harvey

and Hurricane Irma) and different (Hurricane Harvey and California wildfires)
disasters.

The datasets of these disasters are downloaded from publicly available “Artificial
Intelligence for Disaster Response” (AIDR) system [25]. AIDR is an open-source
platform that collects messages fromTwitter at the onset of any disaster and classifies
them. It is designed anddeveloped at theQatarComputingResearch Institute (QCRI).
Many emergency response departments including United Nations use the resources
that are available at AIDR. A large number of resources can directly be downloaded
from (http://aidr.qcri.org) [25].

The following three classification models are proposed to build:

Table 1 The total number of images in three disaster datasets with the number of images in each
category: informative versus non-informative

Class Hurricane Harvey Hurricane Irma California wildfires

Informative 2449 2203 399

Non-informative 1947 2262 193

Total 4396 4465 592

http://aidr.qcri.org
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Model 1: A network that is trained on the: 
Labeled data of a previous disaster (Source) Simple Transfer 

                                                                                                  Learning 
Model 2: A network that is trained on the: 

Labeled data of previous disaster (Source)              Domain Adaptation  
Unlabeled data of the current disaster (Target)        (Unsupervised). 

Model 3: A network that is trained on the: 
Labeled data of some previous disaster (Source)      Domain Adaptation 
Unlabeled data of the current disaster (Target) (Semi-supervised) 
A small batch of labeled data of the current  
disaster (Target)  

The experiments are performed according to the following steps:

STEP-0: Off-the-shelf pre-trained model VGG-19 as a feature extractor
for Model 1, Model 2 and Model 3
Pre-trainedVGG-19 is used to initialize the parameters of the three proposed network
models for all the layers except the last fully connected layer which has a different
dimension.

VGG-19 is based on the database ImageNet consisting of around more than
a million images which are categorized into 1000 different categories [26]. The
model has 16 convolution layers followed by ReLU nonlinear activation and five
Maxpooling layers. Out of the last three layers, two are fully connected layers with
dimension 4096. The last layer is the softmax layer having a dimension of 1000
units. The model is being used quite frequently as a feature extractor for some other
network for new images. In the last fully connected layer of this pre-trained network,
we changed 1000 to 2, since we had only two classes namely ‘informative’ versus
‘non-informative’ (Fig. 2).

STEP-1: Simple transfer learning to build Model 1
Fine-tune the parameters of VGG-19 of Step-0 based on the source dataset of Hurri-
cane Harvey. Source labeled images (Hurricane Harvey) are used as the training set
to learn a supervised classifier. The resultant classifier is tested on two target disasters
(Hurricane Irma and California wildfires). Model 1 classifier serves as the baseline or
lower bound for the other twomodels that are based on adversarial domain adaptation
(Fig. 3).

STEP-2: DANN (Unsupervised) to build Model 2
Fine-tune all the parameters of VGG-19 of Step-0 based on the source labeled images
(Hurricane Harvey) and on target unlabeled images (Hurricane Irma/California wild-
fires) together to train a deep domain adaptation classifier for the target The tech-
nique used for domain adaptation is DANN, which is already explained in Sect. 3.3.
The resultant classifier is used to test the target images (Hurricane Irma/California
wildfires) and the accuracy is noted (Fig. 4).
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Fig. 2 VGG-19 architecture [26]

Fig. 3 Model 1-simple transfer learning-source: Hurricane Harvey (labeled dataset), target:
Hurricane Irma/California wildfires (unlabeled dataset)
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Fig. 4 Model 2-unsupervised domain adaptation source: Hurricane Harvey (labeled dataset) +
Hurricane Irma/California wildfires (unlabeled dataset), target: Hurricane Irma/California wildfires
(unlabeled dataset)

STEP-3: DANN (Semi-supervised) to build Model 3
Fine-tune all the parameters of VGG-19 of Step-0 based on the source labeled images
(Hurricane Harvey), target unlabeled images (Hurricane Irma/California wildfires)
and a small batch of target labeled images (Hurricane Irma/California wildfires)
together to train a deep domain adaptation classifier for the target by using DANN.
The resultant classifier is used to test the target images (Hurricane Irma/California
wildfires) and the accuracy is noted (Fig. 5).

This work has used PyTorch (https://pytorch.org/) as a deep learning framework
run on Google Colab (https://colab.research.google.com/) that provides a single
12 GB NVIDIA Tesla K80 GPU. Optimizer used in stochastic gradient descent
(SGD), learning rate= 1.0e−3, momentum= 0.9 and weight decay= 1.0e−3. The
decay learning rate also a factor of 0.1 after 50 and 75 epochs is also used.

Fig. 5 Model 3-semi-supervised domain adaptation source: Hurricane Harvey (labeled dataset)+
Hurricane Irma/California wildfires (unlabeled dataset) + Hurricane Irma/California wildfires (a
small batch of the labeled dataset), target: Hurricane Irma/California wildfires (unlabeled dataset)

https://pytorch.org/
https://colab.research.google.com/
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5 Results and Discussion

Threemodels have been built based on simple transfer learning, unsupervised domain
adaptation and semi-supervised domain adaptation. Each model uses Hurricane
Harvey as the labeled source dataset. Within each model, two networks are built for
two target datasets: Hurricane Irma and California wildfires. The accuracy, precision,
recall and F1-score of all six networks are tabulated in Table 2.

Based on the quantitative results, the research questions raised in Sect. 1 are
re-stated and answer each of them in turn:

RQ1: Performance of domain adaptation framework versus simple transfer
learning.

• There is up to 9.5% absolute improvement in F1-score when the domain
adaptation framework is applied instead of simple transfer learning.

RQ2: Performance of domain adaptation on similar disasters versus different
disasters.

Table 2 Experiment results: Model-1 uses source labeled data, Model-2 uses source labeled and
target unlabeled data and Model-3 uses source labeled, target unlabeled and a small batch of target
labeled data

Method
applied

Source disaster Target
disaster

Accuracy Percision Recall F1-score

Model-1 Simple transfer
learning
Source: Labled
Target: Unlabled

Hurricane
harvey

Hurricane
Irma

76.11 76.23 76.07 76.06

California
wildfires

68.55 70.1 71.14 68.4

Model-2 Domain
adaptation
(Unsupervised
DANN)
Source: Labled
Target: Unlabled

Hurricane
harvey

Hurricane
Irma

76.78 76.86 76.82 76.78

California
wildfires

79.24 77.9 78.1 77.98

Model-3 Domain
adaptation
(Semi-supervised
DANN)
Source: Labled
Target: Unlabled
+ Labeled

Hurricane
harvey

Hurricane
Irma

77.901 77.88 77.97 77.9

California
wildfires

79.87 79.11 77.27 77.9

For eachmodel, source dataset: HurricaneHarvey and target datasets: Hurricane Irma andCalifornia
wildfires, this results in a total of six networks. Quantitative results show that Model-3 performs
better than Model-1 and Model-2
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• There is up to 1.84% absolute improvement in F1-score when the domain
adaptation framework is applied to similar disasters (Hurricane–Hurricane)
instead of simple transfer learning.

• There is up to 9.5% absolute improvement in F1-scorewhen domain adaptation
framework is applied to different disasters (Hurricane–wildfires) instead of
simple transfer learning.

RQ3: Performance of unsupervised versus semi-supervised domain adaptation.

• There is up to 1.12% absolute improvement in F1-score when the proposed
semi-supervised domain adaptation framework is applied instead of unsuper-
vised domain adaptation.

6 Conclusion

Research studies have shown the significance of the social media data generated at
the time of the disaster and its contribution in situation awareness and other relief
activities conducted by emergency responders. At the same time, researchers have
also realized the challenges in handling this high-velocity data stream due to the
lack of availability of tools for efficient analysis. Most of the existing methods used
for classification need a large amount of annotated data specific to the particular
event for training the model to achieve good results. In this study, the possibility
of overcoming this limitation is tried to explore by presenting three models: simple
transfer learning from the source domain to target domain (Model 1), unsupervised
DA approach (Model 2) and semi-supervised DA approach (Model 3). The results
obtained from these models indicate that the performance of domain adaptation
models (Model 2, Model 3) is better than the simple transfer learning model (Model
1) and also that the performance of the domain adaptation model improves if the two
disasters are different. Among the unsupervised and semi-supervised DA models,
semi-supervised models (Model 3) perform better than unsupervised DA (Model 2).
Thus, if a small batch of labeled target data is added to the labeled source data and
unlabeled target data at the time of learning, the accuracy of the classification model
can be definitely improved.

Overall, our experiments suggest that source data from a prior disaster can be used
to build classification models for the ongoing target disaster, especially if the tasks
to be performed are the same across the two disasters. Furthermore, using source
labeled data together with target unlabeled and a small batch of target labeled data in
a semi-supervised domain adaptation framework has the potential to produce better
classifiers.

As part of future work, other domain adaptation approaches are planned to study
that may be applied to images of various disasters for efficient disaster response.
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Automated Intelligent IoT-Based Traffic
Lights in Transport Management System

Akhilesh Kumar Singh and Manish Raj

Abstract Transport plays a crucial and vital role in the living standard of a nation.
The transportation regulatory authorities across the world are continuously facing
issues in traffic congestion, severe increase in pollution level and rise in the impurity
level of air quality index. To overcome these problems, there is always a demand
of intelligent strategies in transport management through automated software and
IoT-enabled mechanisms. Due to cost-effective ration and lack of awareness, these
technologies are not fully adopted in transportation industries. The primary aim
of this research is to highlight prior researches in transport management and iden-
tify the issues. Further, the issues are reduced through the proposed model which
improves the performance and reduces congestion so that environmental impact and
productivity could be increased.

Keywords Automated intelligent transport systems (AITS) · IoT · Roadside unit
(RSU) · Route guidance system

1 Introduction

Throughout the world, transportation industries are suffering from strategic issues
likeworst traffic congestion, improper infrastructures, increased pollution, air quality
index and increased emissions. Out of these issues, traffic congestion is one of the
basic problems in traffic management. Congestion is directly related to the socioe-
conomic and financial growth in transport industries. One of the major reasons for
traffic congestion is vast increase in volume of vehicles on the road, lack of updated
andmodern road infrastructure and tradition non-automated non-smart traffic signals.
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Tons of fuel arewastedon rushhour traffic inmajormetro cities due to this congestion.
Hence, an efficient solution for traffic congestion is required using automated, and
intelligence IoT is essential at present for transportation systems. These mechanisms
may include real-time traffic info systems, in-car navigation routing, integration of
vehicle and infrastructure, integration of vehicle to vehicle, adaptive dynamic traffic
signal control, automated meter service, online toll and tax submission, congestion
pricing, automated fee-based express lanes, vehicle usage-based mileage fees and
vehicle accident and breakdown avoidance technologies.

Major classification of automated intelligent IoT-based transport management
system includes as follows:

• Smart geographic information system-based traffic congestion system,
• Smart traffic modeling and traffic light control system,
• Density-based traffic movement system,
• Route guidance system,
• Safety, planning, simulation and management of traffic,
• Social economy and optimization for transport management system,
• IoT-based intelligent transport management system,
• Traveler and passenger information system.

The performance and efficiency of automated intelligent IoT-based transport
management system are of vital importance for commercial growth. Hence, the
fundamental objectives of automated intelligent IoT [7, 8] based transport manage-
ment system may include enhanced and improved traffic safety, efficient utilization
of transportation services, reducing air pollution level and air quality index thereby
increasing energy efficiency and improving and adding smart services to get rid of
traffic congestion. This research work analyzes the issues for promotion and devel-
opment of transport management system by acquiring automated and intelligent
IoT-based services.

2 Literature Review

Recent innovations in traffic control system have its own advantages as well as
shortcomings. Some of themethodologies proposed by different authors are analyzed
in this section to obtain the issues as a summary. A framework to deal on vehicle rush
on road and minimizing vehicular interference and hurdles is reported in literature
[1] to obtain a non-congested travel path for service required conveyance such as
emergency vehicles and priority vehicles. The framework proposed by the author
includes monitoring of traffic control signals with the help of Raspberry Pi, Node
MCU, RFIDTag and Reader for efficient transportation system. Similarly, intelligent
transport system is reported in literature [3] which used graph theory to obtain safe
and less congested route to the drivers. Vienna development method specification
language is used in the proposed design to obtain efficient route description process.
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In [4], a model for automated intelligent trafficmanagement system using Internet
of Things is proposed with the help of roadside unit (RSU), and friction monitoring
environmental sensors, database andmobile interface are used in the proposed design
to achieve better performance. Proposed design provides near future traffic signal
conditions on traveling route, and the acceleration speed of the motor is monitored
and maintained for bypassing signal lights on junction without waiting for the reply.
The proposed design has better performance in terms of reduced fuel consumption
and improved efficiency.

Real-time vehicular rush query for intelligent transport system was proposed in
literature [5] using Internet of Things. The proposed design uses IoT, TOPSIS and
PEPA to analyze the congestion and provides better solution to the user to reduce
the fuel consumption and increased efficiency.

Internet of Things and image processing-based smart parking system was
proposed in literature [6] with the help of roadside unit (RSU), thereby reducing
the chances of vehicle theft.

Intelligent motor monitoring framework is discussed in literature [9] by imple-
menting IoT with RFID, GPS and cloud computing to control fatalities to obtain a
better solution for traffic congestion and fuel performance in traffic management.
In [10], secured traffic management system for emergency vehicle using IoT is
proposed and implemented for analyzing the necessity of smart systems in traffic
management. In [12, 13], author presented a strategic mechanism for dynamic route
determination with the help of geographic information system which is proposed
and implemented for finding shortest route, alternate route and facility-based route
using various heuristic approaches.

Routing is foremost important component of an automated intelligent IoT-based
transport management system. It provides infrastructure condition such as current
road congestion, current traffic statistics and trip suggestion and recommendation
to the driver in order to provide optimal traveling decisions. It can be used as an
automated system through centralized traffic control center as centralized approach
to evaluate the vehicle performance. The route guidance is mainly categorized into
bifurcation, descriptive or prescriptive, static or dynamic, reactive or predictive and
system optimal or user optimal [15].

3 Proposed Methodology

Out of the several transportation issuesmentioned above, the architecture of proposed
model for congestion-free transit of traffic is shown in Fig. 1. The model consists
of Roadside Module, RFID (RFID Tag used here is highly integrated RFID card
reader, and it works on non-contact communication. RFID Reader scans the RFID
tag attached to vehicle), Camera, Mobile Unit, Global Positioning System (GPS),
Database and Image Processing concepts. The roadside unit is equipped to ease the
exchange of information and conversation within the vehicles, transportation servers
and other vehicle equipped devices by transiting data over roadside unit according
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Fig. 1 Proposed methodology

to the standards of industries. The roadside unit is fitted in every signal light of all
four-way junctions that are equipped with microcontroller and camera installed on
it. It also does the quick scan with respect to the transportation particular algorithm
of the microcontroller and revert the scanned and asked data to the database server.
More scanning of RFID indicates the increasing graph of traffic congestion on the
road.

An image processing technique which mainly focuses on the four-way junction
captures a reference frame [10], and based on some algorithmic concept, it calculates
density of road and traffic junction, thereby signaling traffic lights and mobile unit
of in-car automated device to whether pass from signal or had to take an alternate
route also based on the percentage of density, the passing light, i.e., green light is
signaled and controlled.

The actual traffic will also be monitored by the help of Global Positioning System
(GPS). With the help of GPS, real-time information can be calculated, and drivers
can be informed whether to take acceleration to jump the traffic signal or to slow
down to prevent signals from overwhelming due to congestion.

So the proposed framework not only provides the detailed info about traffic rush
to traffic signals, but also informs the drivers with the help of mobile unit installed
within car towhether or not cross traffic junction by accelerating or to take an alternate
route.
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4 Conclusion

Throughout theworld, transportation industries are facing various issueswhile imple-
menting traffic management systems. Thus, it is an era for the nation to seriously
look toward an automated intelligent IoT-based transport management systemwhich
will help to minimize the traffic congestion and other issues.

A new framework for minimizing traffic congestion is proposed and discussed
in this paper. The effective and proper implementation of the proposed framework
allows congestion-free transit of traffic that can bring a drastic change in the field of
transport management system. In this paper, recent technologies of IoT and image
processing are integrated so that fuel consumption and pollution can be minimized.
The proposed framework furthermore informs the drivers to cross a particular traffic
junction and its details. Further, this research could be improved by considering fuel
management through hybrid systems.
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A Document Clustering Approach Using
Shared Nearest Neighbour Affinity,
TF-IDF and Angular Similarity

Mausumi Goswami

Abstract Quantum of data is increasing in an exponential order. Clustering is a
major task in many text mining applications. Organizing text documents automat-
ically, extracting topics from documents, retrieval of information and information
filtering are considered as the applications of clustering. This task reveals identical
patterns from a collection of documents. Understanding of the documents, repre-
sentation of them and categorization of documents require various techniques. Text
clustering process requires both natural language processing and machine learning
techniques. An unsupervised spatial pattern identification approach is proposed for
text data. A new algorithm for finding coherent patterns from a huge collection of
text data is proposed, which is based on the shared nearest neighbour. The implemen-
tation followed by validation confirms that the proposed algorithm can cluster the
text data for the identification of coherent patterns. The results are visualized using
a graph. The results show the methodology works well for different text datasets.

Keywords Document classification · Density-based · Clustering · Unstructured
data email documents · Similarity · DBSCAN · SNN

1 Introduction

Clustering is a major task in many text mining applications. A new algorithm is
proposed which is based on a shared nearest neighbour, and this approach of clus-
tering does not require the awareness of the number of clusters in advance. It is
capable to find the natural number of clusters. The space complexity and computa-
tional complexity are improved by using sparse algorithm. In the literature, many
density-based clustering techniques [1– 9] are applied in document categorization
to find coherent document. There are many clustering algorithms which identify
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coherent documents based on density-based approach. This work is focused on inves-
tigating the limitations of the existing algorithm. This work emphasizes a density-
based (DB) technique to cluster documents. The comparison of the technique with
other clustering technique has shown satisfactory results.

In straightforward terms, clustering [10–15] implies gathering a set of similar [16]
items or objects in a cluster or group with the end goal that the items in a cluster are
more similar to each other than the items in some other cluster. It is also called unsu-
pervised learning [16–30]. The main applications are in search engines, medicine,
biology and marketing. One among the various approaches of clustering is K-means
algorithmwhich falls under partition category. Another approach is hierarchical. This
algorithm gathers similar items into groups or clusters. The nonlinear complexity is
given as O(n)2. Finally, there is a set of clusters in which each cluster is distinct
from the other cluster, but the items in a cluster are similar to each other.

The mathematical definition for the representation of clustering algorithms
is: Given a set of parameters Y = {Y1,Y2,Y3, . . . ,Yi , . . . ,Ym}, where Y j =
{yi1, yi2, . . . yid}PεRT where ymn is a characteristic feature. A crisp or non-
soft attempt of grouping objects attempts to discover m-partitions of Y, A =
{A1, A2, . . . , Am} ∀m ≤ k such that A j �= ∅, where j = 1, 2, … n; Üm

j=1 A j = Y ;
Ai ∩ A j = φ; i, j = 1, . . . ,mand i �= j .

One more approach to grouping is oriented on density or spread of objects and
interrelation among them. Density is measured as a function. DBSCAN is considered
as one of the most significant algorithms in this area. The paper follows the flow as
mentioned below: Sect. 2 emphasizes on the related work done. Section 3 explores a
comparative analysis of nonlinear data clustering algorithm. Section 4 puts emphasis
on the steps of the algorithm. Section 5 discusses experiments and results.

2 Related Work

In this section, an attempt towards the study of different density-based clustering
algorithms and its variations is done. This work is also extended to propose a new
technique for clustering. E. Bicici proposed a method to collect and link regions
based on their spread. An upper limit is set by the cluster centre. Birant proposed
ST-DBSCAN which is based on DBSCAN and uses two input parameters Eps1
and Eps2. In this work, both temporal and spatial domains are considered. Density-
differentiated spatial clustering (DDSC) proposed by Borah and Bhattacharya is an
algorithm that is an extension of DBSCAN.DBSCAN cannot find coherent groups of
different density in the database containing noise.DDSCcandetect clusters that differ
in densities. O (n ∗ logn) is the computational complexity. Grid-based DBSCAN
(GRPDBSCAN) proposed by Darong and Peng is an algorithm mainly used for
gigantic data. Various density-based clustering algorithms over nonlinear dataset are
as follows:
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• DBSCAN: It is considered good for the arbitrary shape of group identification.
Two parameters eps andMinPoints are essential. eps stand for the minimum inter-
object distance. The neighbourhood is defined using eps. If the value of the eps
is small, then many points would not be clustered. On the contrary, if the value is
large, then a large number of points will be clustered into the same cluster. The
value of eps should be chosen based on the distance in the dataset. Here, MinPoint
defines a dense region of interest. If the parameter is set to 4, then at least 4 points
are required for the formation of the dense region. At the beginning, an arbitrary
point is selected as a beginning point. Next, it identifies its eps neighbourhood. If
Minpoints is greater than the count of points in the eps neighbourhood, then the
point is considered as noise point; otherwise, the pointwould have been considered
as a dense point. Repeat the step till no more expansion possible. If it is stabilized,
then the partition with that cluster is concluded and no new points are added in
successive iterations. The clustering process ends when each and every point is
assigned to either of the two categories. The first category is called a cluster, and
the second category is called noise.

• DENCLUE: It is based on the calculation of density defined by using kernels.
The algorithm has two operating stages. Pre-clustering step emphasizes the map
construction.

• DBCLASD: Even in the absence of input argument on the number of clusters,
arbitrary shaped clusters can be identified.

• OPTICS: It is an indirect method that does not produce any conventional dataset.
• BRIDGE: It is a hybrid method. It is faster and cost-effective compared to many

other methods.
• CUBIN: This clustering technique is used to discover flexible extent (size is

varying) and “non-spherical” clusters. It has linear complexity. Erosion technique
is applied first, and next nearest neighbouring strategy is applied. Lastly, clusters
are formed.

• ST-DBSCAN: It is suitable for applications involving spatial and temporal dataset
such as weather forecasting and medical imaging.

• VDBSCAN: It stands for “varied density-based spatial clustering of application
with noise”.

• DVBSCAN: Few parameters used in this algorithm are threshold values, radius
andminimum objects. The algorithm calculates growing cluster density mean and
variance for any object.

3 Comparative Analysis of Nonlinear Data Clustering
Algorithm

In this section, a comparative analysis of different nonlinear clustering approaches
is demonstrated along with their pros and cons.
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Algorithm Time complexity Pros and cons

DBSCAN O (n2), O (n log n) for spatial indexed
data

• Any shape of a coherent group can
be identified

• Natural number of clusters may be
computed

• To determine the parameter values is
difficult

• In the case of a variation in density,
noise points can be detected

DVBSCAN O (n2) • Handles local density within the
cluster

• Outperforms DBSCAN in case of
local density

OPTICS O (n2), O (n log n) for spatial indexed
data

• Density threshold value can be
determined without user’s
intervention

• Less sensitivity to data with error

ST-DBSCAN O (n2) • Clustering of temporal-spatial data
can be done on the basis of all the
attributes

• Parameters are not generated
automatically

DBCLASD O (n2) • Does not require input parameter
• Time complexity is too high or a set
of objects

DENCLUE O (n2) • Exclusion of density sensitivity
• Possibility to have arbitrary cluster
shape

• Less sensitivity to outliers

VDBSCAN O (n2) • Clusters of varying densities can be
detected

• Slow due to nonlinear complexity of
time

CUDA-DClust O (n * log n) • Outperforms DBSCAN
• Computation of extent of remoteness
may be ignored

FDBSCAN O (n + nd) • Better performance than DBSCAN
• Better runtime complexity and
computational time than DBSCAN

• Higher object loss than DBSCAN

LSDBC O (n log n) • Identifies cluster of arbitrary shape
on noisy background

• Can summarize and segment images
into meaningful regions

• Time complexity is high
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4 Algorithm Sparse and Proposed Methodology
of Density-Based Clustering for Documents

Algorithm: Sparsification

1. Read the text documents.
2. Represent the text using term frequency and inverse document frequency

after performing preprocessing techniques like lemmatization, stop word
processing, etc.

3. Compute similarity using angular distance between each pair of document
vectors.

4. Focus on the upper triangular matrix and retain the similarity values.
5. Use a threshold value (user-defined threshold α) on extent of similarity and

store the results in a sparse matrix form.
6. This result is used as input for the density-based clustering algorithm.

The steps followed to identify similar patterns on real-life dataset are described
below:

Step 1: Read the unstructured data from input files to conduct preprocessing
activities.

Step 2: Use TF-IDF to construct the term document matrix.
Step 3: Apply the concept of angular similarity (31) to find the coherence of each

document with all other documents. Apply sparsification algorithm.
Step 4: Find the list of first-level neighbours for each document based on user-

defined threshold α.
Step 5: The list of neighbours exhibits similar traits. The first level of neighbours

which come in direct contact of the seed document forms the initial cluster.
For each starting document (seed document), the direct contact documents
will form initial clusters.

Step 6: Compute shared neighbours for each pair of documents based on a user-
defined threshold called crisp link threshold. This is the second level
of neighbourhood to compute affinity groups. Identify the initial cluster
and leader/representative or core document. The crisp link threshold
determines affinity groups. Computation of the link is defined below:
link(di, dj) = {|affinity(di, dj)| ≥ β}, where β is a user-defined parameter,
i.e., two documents will be connected by a link if they have affinity or
number of shared neighbours more than user-defined parameter β. β is
called crisp link threshold.

Step 7: Refine the groups based on common members. This step adds members
to the cluster in an iterative fashion.

Step 8: Collection of linked interconnected documents in the initial cluster with
the linked neighbours based on affinity gives clusters.
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Step 9: Compute candidate documents. These are the documents which are shared
neighbours to di and dj but got cut off because of high. (Candidate docu-
ments are potential candidates to create an overlapping or intersecting
cluster.)

Step 10: Visualization of results using a graph. A graph may be constructed to
visualize the clusters.

Step 11: Comparison of the results with other existing algorithms of clustering.

5 Empirical Results

Python 2.7 is used for tokenizing, stemming and stop word processing of text data.
The computation of the tasks which deals natural language processing is performed
on various datasets. MATLAB is used for generation of the graphs from the output
obtained after identification of the clusters. To visualize the construction of clusters,
a graph is drawn (depicted below). Reuters dataset is used as an input document. The
graph is shown in the figure below. This indicates Cluster#1.

Figure 1 shows a closer look at the document IDs present in the cluster identified.
Figure 1 also shows the outliers present in the 1000 documents clustered using this
algorithm. Documents with IDs 6, 7, 8, 9 are the outliers. The nearest neighbour
relation obtained with NN affinity threshold value “0.2” is shown below. The first
two columns reflect the nearest neighbour documents. The third column reflects the
affinity value. The nearest neighbours are shown in Table 1. The extent of similarity
is also shown.

If link threshold is considered as 1, then the list of neighbours generated using
DocSNN algorithm is shown below. This threshold value is also called DocSNN
threshold. The list of neighbours are shown in the sample neighbour list (Fig. 2).

Fig. 1 A cluster graph with
all 1000 documents from
Reuters dataset
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Table 1 Nearest neighbour
relation

1.0000 1.0000 1.0000

1.0000 2.0000 0.9269

1.0000 4.0000 0.9269

2.0000 2.0000 1.0000

2.0000 4.0000 0.9975

3.0000 3.0000 1.0000

3.0000 5.0000 0.9985

3.0000 6.0000 0.9985

4.0000 4.0000 1.0000

5.0000 5.0000 1.0000

5.0000 6.0000 0.9996

Fig. 2 Neighbours list 1     0     2     4

2     1     0     4

3     0     0     0

4     1     2     0

5     0     0     0

6     0     0     0

Above relation or matrix indicates that document IDs 1, 2 and 4 are in the same
cluster, and cluster ID is 1. Document 3, Documents 5 and Document 6 are outliers.
The graph generated using affinity can be visualized using NN affinity graph (Fig. 3).
This is an intermediate graph generated before the compuation of the final clusters.
This graph will be further refined.

Fig. 3 NN affinity graph
generated with documents
with ID 1, 2, 3, 4, 5, 6
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In Figs. 4 and 5, details of the pattern identified are shown. The experiments have
confirmed the correct identifications of patterns using the proposed methodology.

Fig. 4 Documents belonging to the same cluster are plotted

Fig. 5 Identified coherent pattern
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The cluster is formed using three different nodes is shown in Fig. 4. Node 1, 2 and
4 are the members of the cluster. Node 3, 5 and 6 are outliers.

6 Conclusion

The methodology of clustering documents proposed in this paper is independent
of the prerequisite of the number of clusters. This is an advantage to identify the
natural number of clusters. This approach also can identify embedded cluster since
it finds the commonality between different initial clusters. This approach does not
take an additional parameter of a radius to define density. Here, the neighbourhood
is defined by angular similarity. Later, the neighbourhood is refined based on a
user-defined parameter. This algorithm is implemented on real-life datasets, and
the results are found satisfactory. The selection of user-defined parameter may be
done empirically. Datasets used are Reuters 21,578 dataset and spam base dataset
from UCI machine learning repository. Comparative analysis with other document
clustering has shown better space complexity and computational complexity due to
the sparsification algorithm. The proposed shared nearest neighbour-based algorithm
is able to identify patterns which are coherent in nature. The density-based approach
of document clustering emphasized in this paper is able to detect similar clusters as
detected by K-means and fuzzy C-means. This algorithm is being tested on different
datasets. Next, work will be focused on detailed methodology on different datasets,
related definitions and lemmas. More investigations are being performed to evaluate
effectiveness.
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A Privacy Preserving Hybrid
Neural-Crypto Computing-Based Image
Steganography for Medical Images

Tejas Jambhale and M. Sudha

Abstract With advancements inX-ray technology, there is an increase in the number
of digital images used in the diagnosis of a patient. Whether it be a simple X-
ray, MRI, CT scan or even a photo taken from a camera, the rise in the use of
digital images has increased sharply. Though this has eased the entire process, it has
brought the threat of cyber-attacks and breaches. The proposed method bridges this
existing gap by incorporating suitable security mechanisms to preserve the privacy
and confidentiality of medical diagnostic information of an individual. The approach
utilizes neural networks to perform image steganography and combines it with a
cryptographic algorithm (RSA) to secure medical images. The proposed method
uses a two-level security providing a lower loss of 0.002188 on medical images
improving upon existing image steganography techniques.

Keywords Image steganography · Neural networks · Deep learning ·
Cryptography · Security · Encryption · Medical images

1 Introduction

Whenever the security of images is concerned, steganography has always been in
the conversation as it has multiple benefits and if combined with cryptographic
techniques it can be used as a technique to secure medical data against security
breaches. With an increase in datasets, neural network models have increasingly
become better. Models currently are being used to solve problems in medical image
analysis like detection of tumours in X-rays scans and segmentation of tissues in
magnetic resonance imaging (MRI).
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These neural networks can also be modified and applied for image steganography.
This area is still largely research-based. In medical images, image steganography can
be used to maintain integrity, security and confidentiality. The images happen to have
special requirements regarding medical images. Perceptual differences can lead to
wrong analysis leading to an incorrect diagnosis. With the rise of CT scan and MRI
[1], there is a rise in the importance of securing these images from breaches. Only
the doctor, patient or any other authorized person should be able to access this data.
Thus, in such a way, steganography has become an urgent requirement in the medical
field.

Abnormalities inmedical images likeMRI have to be preserved during any type of
manipulation. These images have important quantitative informationwith no specific
canonical orientation.Algorithmsmust take such differences into account before they
begin any manipulation steps.

Medical data contains quantitative information that must be preserved including
intensity of neighbourhood pixel, the scale of abnormalities and their location in a
scan. Change in any of these values can lead to wrong diagnosis leading to failure of
the complete system. Contrary to other natural images, the orientation can often be
ignored but not always the case. In such away changing architectures that were devel-
oped for other natural images and taking these changes into account, the performance
of the algorithm can greatly be improved and released to market-wide use.

1.1 Protection Methods

To protect patient identity, patient details should be protected by either encrypting
them with cryptography or steganography or removed altogether. Even if the patient
ID is protected, it is often desirable to encrypt other data like test details, scans and
patient reports. This again can be completed using steganography, cryptography or
a union of both. Security relies on either algorithm used for encryption and/or key
management between concerned people.

Hence, the second method too must be incorporated by encrypting the report with
embedded data for stronger security. The decryption of this encrypted data by the
attacker is the only way security may be breached. A mixture of both cryptographic
and steganographymethods togethermay lead to the best results in protectingmedical
information in digital form. Cryptography used to encrypt the reports and which is
then embedded through steganography.

Cryptography concentrates on encrypting the message and keeping its content
secured while steganography is used for keeping the existence of a message a
secret alongwith encrypting themessage itself [2].Once the presence of an embedded
message is disclosed then the strength of steganography reduces, therefore combining
steganography with cryptography is the best option.

Steganography is used for securing communication alongwith information hiding
[3–5]. Only the concerned parties can detect the message sent through the channel.
Since the message sent is invisible (embedded with cover image), the secret message
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remains undetected. After the receiver extracts the secret image, the remaining cover
image is considered irrelevant.

1.2 Why Medical Data Needs to Be Secured

Security is an issue that affects not only patients but also doctors, hospitals and
concerned parties [6]. The medical industry like other industries is now especially
required to protect patients against cyber-attacks providingdifferent security features.
An ongoing occurrence is a rise in the number of attacks at hospitals and medical
research centres mainly due to their lack of security measures [7].

Patients are slowly becoming aware of the importance of privacy and have started
worrying about their health information being accessed by unauthorized people.
Historically, protection of medical data was never considered vital, but the increasing
use of digital images in all tests and procedures means the requirement of some form
of security has risen. A healthcare environment built on privacy, authenticity and
security is a must.

1.3 Problems with Existing Methods

Currently, there exist multiple techniques to perform image steganography [6, 8–11]
each with varying results and interpretations. Though these techniques are successful
in completing the task, each technique faces some challenges making them a poor
choice for real-life applications.

First is the most common and simple least significant bit (LSB) technique [6].
Since an image consists of 8 bits, LSB takes advantage of the fact that relevant data is
stored in the first 4 MSB, and as moved towards the LSB, the percentage of relevant
data decreases. The image to embed can then be encoded in these redundant bits.
This method was considered one of the easiest methods for steganography but was
found to have low imperceptibility. Another significant drawback was that it was not
robust and was susceptible to image modification techniques [12, 13].

Edge-based image steganography [14] is an extension of the LSB techniquewhere
the secret image again is stored in the LSB of the cover images but only in the 3-bit
LSB of the edges detected using edge detection. This algorithm faces similar issues
as the original LSB technique.

Another existing method for image steganography specifically is discrete cosine
transform [15] based which takes advantage of the frequency domain of images.
This technique is more robust than spatial domain techniques such as LSB and used
in many different applications like image compression. This technique involves the
frequency transformations on the image [16].

Finally, it comes deep steganographywhich uses neural networks in the process of
image steganography. Convolutional neural networks learn structures corresponding
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to the logical features rather than spatial or frequency domains. CNNs can solve prob-
lems that come with other methods. CNNs can understand patterns, mark redundant
areas in the cover image and take advantage of these areas, thus increasing both
capacity and accuracy. This is done dynamically and hence is difficult for attackers
to understand how encryption has been done, and only a person with access to the
structure of the neural network would be able to decrypt. The proposed algorithm
utilizes deep steganography to secure images and solve the problems faced by other
techniques.

Some of the above methods have been tried in the medical industry with varying
degrees of success, but a suitable solution is yet to be implemented, and so there is
still a need for some form of security in the industry.

2 Parameters

The balance between distortion and the amount of encoded information in the image
must be maintained.

L
(
c, c′, s, s ′) = ∣∣∣∣c − c′∣∣|+β|∣∣s − s ′∣∣∣∣ (1)

where c is the input cover, and c′ is a container image. s and s′ are the secret image
and secret cover image. This is the loss function given in [17] and has been widely
accepted as a good metric in deciding a suitable model. This essentially gives the
loss L with β parameter providing a method to decide the weightage given to the
reconstruction of the secret image. Reducing this loss is considered the primary aim
of any steganography model. The differentiation of this function helps in training the
model in the neural network.

“The covered image should look very close to the cover image, andwhen revealed,
the revealed image should look very close to the secret image” [17].

The following parameters must be taken into consideration while choosing an
image steganography technique

• Capacity-Quality of the data should be preserved in the cover image. U-net gives
higher payload capacity as compared to other techniques. In the medical field, this
has high importance as image size varies from different use cases, and the quality
has to be maintained without much distortion. Many techniques have been tried
to maximize this parameter [18].

• Imperceptibility-Information hidden is undetected and undistinguishable by the
human eye.

• Speed-Speed is also another factor as a slow system will be of no use in many
high-frequency environments. Encryption time should be as less as possible.

• Security-It is the resistance of the algorithm to attacks even after the existence of
secret has been revealed. Knowledge of the algorithm should not be enough to
decrypt the image [13, 19]. It is the resistance to steganalysis attacks.
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• Robustness-Should be resistant to image manipulation activities like cropping,
compression, rotation and filtering in the encrypted image.

• Complexity-Complexity of the embedding algorithm should be as less as possible
but not at the expense of other metrics.

3 Deep Steganography Approaches

The first type is the network specified by [17]. It consists of three stages: a preparation
step, a hiding network and revealing network. The preparation step is important to
prepare the data to be fed into the subsequent stages. The Hiding Net then concate-
nates the input image data with a cover image to get a container image. Lastly, the
revealing network extracts the embedded data from the container image. The paper
suggests noise should be added before the revealing network to improve stability.

Another model is two-part U-net similar to the one mentioned in [20, 21] which
does not require a preparation phase and is seen to give more accurate results
as compared to the previous network. This paper proposes using this architecture
for implementation. The U-net takes its structure from fully convolutional network
(FCN) and built such that it gives better segmentation results in multiple applica-
tions including medical imaging. U-net has symmetric structure, and concatenation
is applied on skip connections of down-sampling and up-sampling path. Skip connec-
tions help extract local data for the global data during up-sampling.As it is symmetric,
more feature maps in the up-sampling part allow the transfer of information. The
symmetric shapemakesU-net unique, differentiating it from other FCNvariants. The
input to the hiding network is 256 * 256 images and has seven down-sampling layers
with a filter size of 4 and stride equal to 2, each having LeakyReLU activation func-
tion and batch normalization. The up-sampling phase is similar, thus maintaining
symmetry. In the down-sampling, the feature channels are doubled in each stage
whereas in up-sampling they are halved. Finally, the container image is given by a
sigmoid function. The Reveal Net consists of six convolutional layers with a filter
size of 3 again having ReLU activation functions and batch normalization. Here, the
sigmoid function gives us the extracted secret image.

In medical imaging, the biggest advantage of using U-net is that it consists of no
preparation phase. Therefore, it leads to multiple advantages and becomes suitable
to handle medical images [22]. One being is that large computation time is saved
by skipping the preparation phase required to process the image and speed being of
utmost importance is improved upon by usingU-net. Secondly andmore importantly,
since medical images are taken from different devices like x-ray, scanner, MRI or
even a normal camera image size varies drastically, therefore, using conventional
neural networks would require different cover images corresponding to the input
secret image. By using U-net, the same cover image may be used as U-net handle
different image sizes automatically, thus improving the process drastically. Hence,
our algorithm uses U-net to implement image steganography.
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4 Proposed Algorithm

See Fig. 1.

4.1 Proposed Steps for the System

1. Encrypt the secret image using a standard cryptographic algorithm (here, RSA
has been used).

2. Then using the U-net architecture embed this encrypted in a cover image to get
the container image.

Fig. 1 Hybrid neuro-crypto computing-based image steganography model
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Fig. 2 Data hiding

Fig. 3 Data reveal

3. Send this container image through the transmission channel.
4. Reveal the embedded image from container to reveal the secret image usingU-net

neural network at the receiver end.
5. Decrypt this extracted image for the cryptographic algorithm used initially using

a key known only to this receiver.

In other data hiding methods, during the embedding of secret data, the cover
image witnesses some distortion. There exist some irreversible disturbances caused
to the cover media after extraction of the hidden message [23]. In scenarios like
medical images, military, images used as evidence in judiciary and law enforcement,
along with imperceptibility, the reversibility of the cover media without distortion is
desirable.

A method is proposed to improve the method of steganography used in medical
images. Current techniques as seen in [24–26] include other types of image steganog-
raphy rather than neural networks, commonly referred to as deep steganography.
But rather than directly implementing deep steganography on medical images using
cover images, encrypting the image is proposed initially using a suitable cryptog-
raphy algorithm (RSA,AES) depending upon the application. Here, RSA is proposed
as public-key cryptography which is better suited to the medical industry where each
patient will have his own private key as compared to symmetric techniques like AES.
These asymmetric properties provided by the RSA algorithm will improve security
by providing a double layer of protection by providing a fall-back option in case one
technique fails.

The secret image is initially encrypted using a suitable cryptography algorithm.
This image is then embedded into a cover image using steganography through use
of hiding network neural networks. This ‘container’ image is sent through a channel
to the designated receiver. This embedded data can then be extracted by passing this
container through a reveal neural network (Figs. 2 and 3). Finally, the extracted data
can be decrypted using a key known only to receiver depending upon the algorithm
initially used. The networks are trained on ImageNet datasetwhich is a vast collection
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of images on a range of domains. 60,000 images of the dataset were utilized for
training this implementation.

4.2 Pseudo Code for Encrypting Secret Image Using RSA

1. Read image and store as stream of pixels
2. Select 2 primes p and q randomly
3. Calculate n = p * q and phi(n)
4. Select e
5. mod2 = phi(n)
6. Define function pow(a, b, m)

a. Set ans = 1
b. While(b > 0)

i. If b is odd: ans = ans * x mod m
ii. y = y//2
iii. x = xˆ2 mod m

c. return ans

7. Calculate d = pow(e, phi(phi(n))-1, mod2)
8. For all r, g, b pixels of image calculate

a. R = pow(r + 10, e, n)
b. G = pow(g + 10, e, n)
c. B = pow(b + 10, e, n)

9. Set these R, G, B values as new pixels of image
10. Save the encrypted image

4.3 Pseudo Code Decrypted Image Using RSA–

1. Read the encrypted image and convert into stream of pixels
2. For all R, G, B values

a. r = pow(R, d, n)-10
b. g = pow(G, d, n)-10
c. b = pow(B, d, n)-10

3. Set these r,g,b values as new pixels
4. Save the decrypted image
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4.4 Pseudo Code for Steganography Using U-Net

1. Read input secret and cover image
2. Resize image to 256 * 256
3. Create hiding U-net model with suitable parameters
4. Create reveal network model
5. Set suitable optimiser and scheduler
6. Train model on dataset (ImageNet)
7. Test on input image minimizing MSE

a. Insert input images into Hiding Net to get container
b. Record loss B between cover and container
c. Save the container image
d. To extract insert container image into Reveal Net to get revealed secret and

cover image
e. Record loss A between secret and revealed secret image
f. Calculate loss using above loss = A + β * B
g. Save the revealed secret and cover image

5 Implementation

See Fig. 4.
Here, the secret image which is a scan is embedded in a picture which is the cover

image to give container image. There is minimal loss as seen in Table 1 during the
entire process and loss is as low as 0.000484. This loss is lower than a simple CNN
implementation.

As seen above (Figs. 5 and 6), though the loss is very low, a simple difference
between the images can slowly reveal the presence of a secret image. If an attacker

Fig. 4 Secret image, extracted image, cover image and container image. Source [27]

Table 1 Loss value (mean squared error) of brain radiology medical image without applying RSA

A = Loss for cover image B = Loss for secret image β Loss = A + β * B Time

0.000203 0.000375 0.75 0.000484 14.4 s



286 T. Jambhale and M. Sudha

Fig. 5 A difference of
original cover and container
after extraction for low and
high threshold

Fig. 6 A difference of secret
and extracted secret image
for low and high threshold

manages to somehow get hold of the original cover image, then the security of the
entire system is compromised. This is not desired and lessens the security of the
system. Therefore, to mitigate the consequences of this, RSA encryption is also
incorporated. This helps with the fact that now even if the presence of stego image
is leaked, RSA encryption ensures that the data is still secure and the only receiver
with a secret key can retrieve this data (Table 2).

Here, secret image ‘a’ is first taken then encrypted with the RSA algorithm.
This encrypted algorithm is then embedded in cover image ‘c’, and this container
when arrives at the receiver is used for extraction of the embedded image. After
extracting, the image needs to decrypted. Only then will actual data be revealed.
Figure 7 represents the cycle of the entire process.

The advantage of doing the extra step of encrypting is that even if the presence of
stego image is revealed, actual patient data remains secure, and as seen above after
finding the difference of two images, the attacker is able to only get an idea of general
shape, rather than the actual content. From Table 2, the loss is also similar. Therefore,
encrypting before embedding strengthens the security of the process. As seen, even
if the attacker somehow manages to extract the encrypted image, the secret image

Table 2 Loss value (mean squared error) of brain radiology medical image applying RSA

A = Loss for cover image B = Loss for secret image β Loss = A + β * B Time

0.000297 0.00172 0.75 0.001587 17 s
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Fig. 7 Entire procedure of steganography

will remain protected as the actual relevant data of the image stays hidden under
RSA encryption.

Without initially doing RSA encryption, the overall loss is comparatively less
as seen in Table 3, and if the secret image is first encrypted using RSA algorithm,
then loss is minutely more Table 4. But the advantage of encrypting is that even

Fig. 8 Without use RSA encryption. Source [28]

Fig. 9 Same image using RSA encryption before steganography
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Table 3 Loss (mean squared error) of corneal scan image using deep steganography

A = Loss for cover image B = Loss for secret image β Loss = A + β * B Time

0.000229 0.000679 0.75 0.000738 30 s

Table 4 Loss (mean squared error) of corneal scan image using deep steganography and RSA

A = Loss for cover image B = Loss for secret image β Loss = A + β * B Time

0.000329 0.002479 0.75 0.002188 19 s

if the presence of stego image is revealed by subtracting the cover and container
images (may not always work), the RSA makes sure that without access to the
patients’ private key, no attacker will get access to the embedded actual image, thus
making the secret image imperceptible and secure (Figs. 8 and 9). Although loss is
comparatively more, it still is low enough to provide desirable results without any
loss in accuracy or imperceptibility.

When tested on images with high resolution, the images were standardized to the
baseline 256 * 256. Loss obtained was still found to be low (<0.0025), and time taken
was below 45 s. Though this is ideal, there was one limitation. Converting an image
to a baseline of 256 * 256 can lead to some loss of important features. Hence, testing
directly may be done without conversion. To do this, the model must be retrained for
the new parameters. The new, higher resolution input meansmodel takes a drastically
longer time to train, and a smaller batch size must be taken while training. Though
this is not ideal, the proposed algorithm still manages to give adequate results with
increased execution time.

As discussed previously, the standard parameters for evaluation in image
steganography are security, capacity and imperceptibility along with complexity.
But these parameters often conflict with one another, and it remains important to
strike a balance between these parameters. Often imperceptibility and capacity are
given high value, but other factors like complexity and robustness play their part.
The proposed model takes more time for encryption due to the time required to take
the input image, encrypt using RSA and embed it into cover image and extraction
at the user end. For an image of dimensions, 256 * 256 time taken may range from
12 to 45 s for the entire process. Different image resolutions are all transformed into
the above dimensions. Currently, systems used in the medical field do not incorpo-
rate the required security and are unable to handle the complexity and variety of
images available. Different types and sizes of images are often encountered, and the
technique should not only be able to incorporate them but also make them resistant
against foreign attack.
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6 Conclusion

The proposed algorithm performs better than existing techniques giving lower loss
andhigher PSNRwith the addedbenefit of decryption only beingdoneby the receiver.
This algorithm also uses RSA to surmount the drawbacks of image steganography
used on its own. Therefore, this union of deep steganography alongwithRSA encryp-
tion provides an efficientmechanism to securemedical images. Image steganography
using deep networks is yet a growing field with ongoing research. Currently, it can be
seen that the proposed algorithmgivesmuchbetter results than established techniques
like LSB or DCT but at the cost of complexity and execution time. Medical images
are often of varying sizes, colour depths and taken from different sources; hence,
the proposed systems higher payload makes it a suitable technique. All attempts to
attack deep steganography images have proved to be difficult. This combinedwith the
strength of RSA makes the proposed system harder to crack and resistant to even the
strongest attacks. Also, as seen above, the secret image extracted is hardly different
from the original, and the same can be said of the cover image after embedding.
In general, the improvement in payload capacity, resistance and imperceptibility
makes it a suitable technique for medical applications. The union of cryptography
and steganography makes it even more secure and maintains authenticity, integrity
and makes it resistant against security breaches.

References

1. PrabakaranG, Bhavani R, Rajeswari PS (2013,March)Multi secure and robustness for medical
image-based steganography scheme. In: 2013 international conference on circuits, power and
computing technologies (ICCPCT), pp 1188–1193. IEEE

2. JainM, Choudhary RC, Kumar A (2016) Secure medical image steganography with RSA cryp-
tography using decision tree. In: 2016 2nd international conference on contemporary computing
and informatics (IC3I). https://doi.org/10.1109/ic3i.2016.7917977

3. Morkel T, Eloff JH, Olivier M (2005, June) An overview of image steganography. In: ISSA,
pp 1–11

4. Santhi G, Adithya B (2017) A survey onmedical image protection using various steganography
techniques. Adv Nat Appl Sci 11(12):89–95

5. JohnsonNF, Jajodia S (1998) Exploring steganography: seeing the unseen. Computer 31(2):26–
34

6. Neeta D, Snehal K, Jacobs D (2006, December) Implementation of LSB steganography and
its evaluation for various bits. In: 2006 1st international conference on digital information
management, pp 173–178. IEEE

7. Mahmood A, Hamed T, Obimbo C, Dony R (2013) Improving the security of the medical
images. Int J Adv Comput Sci Appl 4(9)

8. Hayes J, Danezis G (2017) Generating steganographic images via adversarial training. In:
Advances in neural information processing systems, pp 1954–1963

9. Volkhonskiy D, Borisenko B, Burnaev E (2016) Generative adversarial networks for image
steganography. In ICLR 2016 Open Review

10. Al-Hazaimeh OMA (2012) Hiding data in images using new random technique. Int J Comput
Sci Issues (IJCSI) 9(4):49

https://doi.org/10.1109/ic3i.2016.7917977


290 T. Jambhale and M. Sudha

11. Nissar A, Mir AH (2010) Classification of steganalysis techniques: a study. Digit Signal Proc
20(6):1758–1770. https://doi.org/10.1016/j.dsp.2010.02.003

12. Boehm B (2014) Stegexpose-a tool for detecting LSB steganography. arXiv preprint arXiv:
1410.6656

13. Olson E, Carter L, Liu Q (2017) A Comparison study using stegexpose for steganalysis. Int J
Knowl Eng 3(1)

14. Islam S, Modi MR, Gupta P (2014) Edge-based image steganography. EURASIP J Inf Secur
1:8

15. Walia E, Jain P, Navdeep N (2010) An analysis of LSB & DCT based steganography. Global
J Comput Sci Technol

16. Khalil MI (2017) Medical image steganography: study of medical image quality degradation
when embedding data in the frequency domain. Int J Comput Netw Inf Secur 9(2):22

17. Baluja S (2017) Hiding images in plain sight: deep steganography. Adv Neural Inf Proc Syst
18. Wu P, YangY, Li X (2018) Image-into-image steganography using deep convolutional network.

In: Pacific Rim conference on multimedia. Springer, Cham, pp 792–802
19. Pibre L, Pasquet J, Ienco D, Chaumont M (2016) Deep learning is a good steganalysis tool

when embedding key is reused for different images, even if there is a cover sourcemismatch.
Electron Imaging 8:1–11

20. Duan X, Jia K, Li B, Guo D, Zhang E, Qin C(2019) Reversible image steganography scheme
based on a U-Net structure. IEEE Access. 10.1109/access.2019.2891247

21. Ronneberger O, Fischer P, Brox T (2015, October) U-net: Convolutional networks for biomed-
ical image segmentation. In: International conference on medical image computing and
computer-assisted intervention. Springer, Cham, pp 234–241

22. Li X, Chen H, Qi X, Dou Q, Fu CW, Heng PA (2018) H-DenseUNet: hybrid densely
connected UNet for liver and tumor segmentation from CT volumes. IEEE Trans Med Imaging
37(12):2663–2674

23. Zhu J, Kaplan R, Johnson J, Fei-Fei L (2018) Hidden: hiding data with deep networks. In:
Proceedings of the European conference on computer vision (ECCV), pp 657–672

24. Elmasry W (2018) New LSB-based colour image steganography method to enhance the
efficiency in payload capacity, security and integrity check. Sādhanā 43(5):68
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Low-Power Reconfigurable FFT/IFFT
Processor

V. Sarada and E. Chitra

Abstract Fast Fourier transform (FFT) and inverse fast Fourier transform (IFFT)
are being applied in various fields of digital signal processing (DSP) applications
because of the advanced technology of VLSI. In recent communication system,
orthogonal frequency division multiplexing (OFDM) is the most important FFT and
IFFT application. FFT/IFFT processors in these communication systems consume
high power, rendering the system inefficient. OFDM-based UWB systems IEEE
802.15.4a employ 64 point and IEEE 802.11a-based systems employ 128/64 point
and, therefore, we designed 128/64 point FFT/IFFT processor. The radix-25 algo-
rithm that we used reduces the number of non-trivial multiplications. By imple-
menting clock gating technique and a low-power multiplier, we propose to design a
low power, reconfigurable, variable-length FFT/IFFT processor. The simulation of
the designwas done usingModelSim and power consumption has been analyzedwith
180 nm CMOS technology using Cadence Encounter tool. The power consumed by
the processor without clock gating is 58.27 mW and with clock gating is 2.13 mW.

Keywords Radix-25 FFT algorithm · Reconfigurable · Fast Fourier transform
(FFT)/Inverse fast Fourier transform (IFFT)
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Table 1 FFT size for OFDM
applications

System FFT size

WLAN (IEEE.802.11a) 64 point

UWB System (802.15.4a) 128/64 point

1 Introduction

In the area of signal analysis, frequency spectrumestimate andOFDM-based commu-
nication systems [1], FFT have already been applied widely. Based on the standards
and system parameters of OFDM, various length or size of FFT is needed. In Table 1,
FFT size required in various communication standards is shown. Nowadays, low-
power consumption is more important in portable application devices. Hence, it is
desirable to design a power scalable, domain specific, area efficient, and high speed
variable-length FFT/IFFT processor.

The three kinds of variable-length FFT architecture are general-purpose DSP,
memory-based [2], and pipeline based. The most flexible one is general-purpose
DSP, but it is neither area nor power efficient architecture. Memory-based is most
area efficient but need many computation cycles. In pipelined architecture, every
stage is processed once the data is available. It is suitable for real-time application
of FFT processor because of simplicity, modularity, and high-throughput. The major
classification of pipeline-based FFT processor is based on the process and themethod
of data storage. It is mostly used in real-time-based design.

In this paper, FFT/IFFT processor design is proposed by using single-path delay
feedback pipelined-based architecture and Radix-25 algorithm. This algorithm is
used because of its less hardware cost, area efficient, and low power in higher size
FFT [3]. Earlier different variable-length design was proposed [4]. Variable-length
FFT/IFFT is achieved [5] by bypassing higher stage in signal flow graph. Clock
gating technique is also applied in digit slicing multiplier design for twiddle factor
multiplication to reduce power.

The next section explains the algorithm employed in this paper. Section 3 gives
an insight to the proposed processor design and sub-sections elucidate the approach
to achieve low power and reconfiguration. Section 4 lists the parameters analyzed
along with the results. Section 5 concludes the paper and gives the scope for future
work.

2 FFT Algorithm

The DFT with N point for x (n) is formulated [6] as

X(k) =
N−1∑

n=0

x(n)Wnk
N , K = 0, 1, . . . N − 1 (1)
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where the twiddle factor is defined as

wnK
N = e− j2πnk/N = cos

(
2πnk

N

)
− j sin

(
2πnk

N

)

The inverse discrete Fourier transform (IDFT) with N point is given by below
expression

X(n) = 1

N

N−1∑

n=0

x(k)W−nk
N , n = 0, 1, . . . N − 1 (2)

Here, the time index is denoted by n and frequency index denoted by k, X(k)
is frequency domain signal X(n) is time domain signal, N is Length of FFT/IFFT
signal.

In Radix-25 [7] algorithm a 6-dimentional linear index map is applied in Eq. 1 as
shown below.

n =
〈
N

2
n1 + N

4
n2 + N

8
n3 + N

16
n4 + N

32
n5 + n6

〉
N

where n1, n2, n3, n4, n5 = 0, 1n6 = 0
N

32
− 1

k = 〈k1 + 2k2 + 4k3 + 8k4 + 16k5 + 32k6〉N

where k1, k2, k3, k4, and k5 = 0, 1k6 = 0

(
N

32
− 1

)

X(k1 + 2k2 + 4k3 + 8k4 + 16k5 + 32k6)

=
N
32 −1∑

n6=0

1∑

n5=0

1∑

n4=0

1∑

n3=0

1∑

n2=0

1∑

n1=0

x

(
N

2
n1 + N

4
n2 + N

8
n3 + N

16
n4 + N

32
n5 + n6

)
Wnk

N

N
32 −1∑

n6=0

J N
32

(n6, k1, k2, k3, k4, k5).W
n6(k1+2k2+4k3+8k4+16k5)
N .Wn6k6

N/32 (3)

Using the above indexing, we calculated the twiddle factors for every stage for
128 point and 64 point input. The signal flow graph for 128 point FFT is as shown in
Fig. 1. As the power of the radix increases the multiplication complexity decreases
due to the elimination of non-trivial multiplications which we studied in [3].
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Fig. 1 Signal flow graph for 128 point FFT along with twiddle factors for each stage

3 Proposed Processor Design

The most popular FFT processor architecture is pipeline based because it is designed
by emphasizing the regularity of data path and improved speed performance factor.
The types of pipeline architecture are classified [1] as given below

• Single-path delay feedback (SDF) architecture
• Multiple-path delay commutator (MDC) architecture
• Single-path delay commutator (SDC) architecture.

In the last decades, many FFT algorithms and architecture were proposed to
reduce the complexity in computation. MDC [8, 9] architecture will require much
more memory, number of adders and multipliers than other architecture though it
provides highest throughput.

Our proposed processor is of SDF architecture because of its high regularity and
high utilization of components. The proposed architecture will be able to perform
both FFT and IFFT for 64 as well as 128 point with the help of two external signals
‘a’ and ‘b’. Where ‘a’ differentiates between FFT and IFFT and ‘b’ differentiates
between 64 and 128 point. The combinations are as shown in Table 2.

As seen in Table 2, when ‘a’ is logical 0, then FFT operation is performed and
when it is logical 1, IFFT operation is done. When ‘b’ is logical 0, then 128 point
is considered and when it is logical 1, then 64 point is taken. The below diagram in
Fig. 2 is a schematic of the design we propose using SDF architecture.

Table 2 Operation modes in
the proposed design

Operation mode selection (ab) Operation performed

00 128 point FFT

01 64 point FFT

10 128 point IFFT

11 64 point IFFT
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Fig. 2 128/64 point FFT/IFFT processor block diagram

As shown in Fig. 2, the length is selected using the selection line ‘b’. Programming
element (PE) consists of butterfly unit and switch to redirect the date into next stage
for processing. PE switch performs two types of operation. One of the operation
input data is pushed into last location of the buffer and the data is popped from the
first location to output port. In the second operation, one of the outputs from butterfly
unit is passed directly to the next stage and the other part of butterfly unit is returned
back to the buffer.

The buffer in the first stage has a stack height of N/2 and in our case sine N =
128, the buffer has a height starting from 64. After the last butterfly stage, the output
is selected accordingly based on ‘a’ and ‘b’.

The next sub-sections discuss the approach to proposed reconfiguration and low-
power consumption design.

3.1 FFT and IFFT

Most of the communication systems require performing IFFT along with the FFT
operation. In order to use the same architecture for IFFT, we first conjugate the input,
then perform the usual operations in each stage, divide the last stage output by N,
and then conjugate the output [10]. Another method to find IFFT is to conjugate the
twiddle factors in each stage. As shown in the block diagram, the selection line ‘a’ is
used to choose between FFT and IFFT. If ‘a’ is logical zero, then the processor will
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Fig. 3 64 point signal flow graph (Highlighted)

perform FFT operation for the serial input; otherwise, the processor will perform
IFFT.

3.1.1 128 Point and 64 Point FFT/IFFT

By extending the processor to variable length, processor generic design is made to
certain extent for systems employing these lengths. The radix 25 algorithm evinces
the advantage of having the same set of twiddle factors within the stages for any
given length of the input. In the signal flow graph, if we eliminate the first stage and
consider it from the second stage [11, 12] alone with 64 inputs, then it resembles
exactly to the 64 point signal flow graph. We exploit this to extend our processor to
lower lengths. The belowgraph in Fig. 3 elucidates the graph in a simplermanner. The
highlighted portion is the 64 point FFT signal flow graph using radix 25 algorithms.
This is exploited to integrate variable length in our processor.

3.1.2 Low-Power Consumption

The two main techniques that led to the low-power consumption of the proposed
FFT processor are digit dlicingmultiplier [13] and clock gating technique. The power
consumption and computation complexity are reduced in digit slicingmultiplier. The
concept used in digit slice multiplier is one of the multiplication parameter in binary
number which is divided into block of short binary number with short word length
and perform multiplication in parallel. Based on the word length, the fundamental
sliced algorithm is applied to the binary number.

Clock gating [14] is a method used to reduce power dissipation by blocking
unwanted clock signal in register and associated logic. The clock is responsible for
the power dissipation significantly in synchronous digital circuit. By disabling the
unwanted switching on the parts of clock signals, the dynamic power dissipation is
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reduced. Clock gating logic can be added into a design in many ways coded into the
RTL code at system level and gate level.

1. By adding enable condition in RTL code, the synthesize tools automatically
generates clock gating logic

2. Clock gating technique ismanually added by adding gates to the specificmodules
or register.

The clock gating logic used in the proposed architecture is known to be low-power
clock-gated RTL code which belongs to the first method stated above. In this type,
an enable pin is given to the components to which clock gating has to be applied.
A new clock is defined to these components such that it is the result of AND logic
between original clock and the enable signal. Thus, whenever the enable signal is
logic zero, the component will not consume power and whenever it is logic one, the
components works according to its logic.

4 Simulation Results and Analysis

We have simulated the design using ModelSim 10.4 with Verilog and analyzed the
power using Cadence Encounter v.11.20. The simulations for each sub-module are
given below. Figure 4, 5, 6, 7 and Fig. 7 show the outputs for 128/64 point FFT/IFFT.

The above figure shows the serial output when a serial input is given for 128 point
FFT, i.e., when a = 0 and b = 0.

Fig. 4 128 point FFT output

Fig. 5 128 point IFFT output



298 V. Sarada and E. Chitra

Fig. 6 64 point FFT output

Fig. 7 64 point IFFT output

The above simulation result shows the output of 128 point IFFT operation, i.e.,
when a = 1 and b = 0.

The above screenshot shows the serial, 64 point, FFT output, i.e., when a = 0 and
b = 1.

The above simulation result shows the output of 64 point IFFT operation, i.e.,
when a = 1 and b = 1.

The FFT/IFFT processor design without clock gating andwith clock gating power
reports are as shown in Figs. 8 and 9, respectively. It is synthesized using 180 nm
technology standard cell library with 1.8 supply voltage, cadence encounter tool, and
the results have been tabulated in Table 3.

5 Conclusion and Future Scope

The proposed processor performs FFT and IFFT for variable lengths with low
complexity due to the implementation of radix-25 algorithm. Implementation of digit
slicing multiplier and clock gating technique makes the processor to consume less
power than the existing design. The power consumed by the processor without clock
gating is 58.27 mW and with clock gating is 2.13 mW. This FFT/IFFT processor
design can be extended to generic size of N point.
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Fig. 8 Power report without clock gating

Fig. 9 Power report with clock gating

Table 3 FFT/IFFT processor
power report

Data word length Power

64 point FFT/IFFT
[15]

16 9.79 mW at 20 MHz

64 point FFT/IFFT
[10]

16 6.45 mW at 20 MHz

64/128 FFT/IFFT
proposed design

16 2.13 mW at 20 MHz
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Color Image Watermarking in DCT
Domain Using SVR

Shabnam Thakur, Rajesh Mehta, and Geeta Kasana

Abstract A robust digital image watermarking scheme in the DCT domain for
color images using support vector regression is presented in this paper. This scheme
attempts to achieve a fair balance between imperceptibility and robustness using an
array of techniques including machine learning. The host image is transformed from
RGB to YCbCr color space which gives a luma component used for embedding the
watermark. This scheme utilizes Lagrangian Support Vector Regression (LSVR) for
learning image features; entropy for selecting the image blocks in which watermark
bits are embedded; discrete cosine transform to de-correlate the luminance compo-
nent pixels. The low-frequency coefficients scanned in a zigzag manner are used for
training and testing of LSVR model, and the output acquired from LSVR is used
for embedding the watermark. The proposed method is applied to general image
processing dataset images and found to yield fairly good results as shown by the
comparison with existing methods.

Keywords YCbCr · Lagrangian support vector regression · Entropy · Discrete
cosine transform

1 Introduction

The advent of the Internet has heralded in a new era in the domain of data sharing.
Innovators can share their creations and ideaswith the rest of theworld faster thanwas
ever possible before.While largely advantageous, thismethod of information sharing
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has its drawbacks. With the right knowledge and skills, all of the information on the
WorldWideWeb can be accessed and distributed freely without the owner’s consent.
This has led to a surge in the number of copyright infringement, piracy, and plagiarism
cases. Digital watermarking has emerged as a promising field to ensure intellectual
content protection. The owner can embed their watermark in the product and claim
rights over it, if and when required. Watermarking can be done on images, audio [1],
video [2], and documents [3]. Watermarking is essentially the embedding of specific
data or information into a carrier (or host) in a robust manner. Our concern, in this
work, is digital image watermarking which is inserting information into a host image
[4]. Imagewatermarking ismostly performed in twodomains [5]—the spatial domain
and the transform domain. Spatial domain watermarking requires no pre-processing
of the host image as the bits of the watermark are directly embedded into the host.
Methods like least significant bit substitution and additive watermarking fall under
this category. Su et al. [6] proposed a sturdy method in the spatial domain using the
features of the Direct Current (DC) and generation principle. The watermark is then
subdivided into four which are embedded four times into the host image. Although
computationally less complex and easy to perform, the techniques in this domain
show little to no resistance to geometric attacks. The transform domain, on the other
hand, converts the host image from spatial to frequency domain after which it embeds
thewatermark bits into the coefficients obtained. This process,while computationally
intricate, shows more robustness in the face of attacks. Discrete Fourier Transform
(DFT) [7], Discrete Cosine Transform (DCT), IntegerWavelet Transform (IWT) [8],
Discrete Wavelet Transform (DWT) [9], and Singular Value Decomposition (SVD)
[8] belong to this domain of watermarking.

While the watermarked image is being transferred over the Internet, it can be
attacked by persons with malicious intent. To measure the efficacy of any water-
marking technique, the criteria of robustness and imperceptibility are used as param-
eters. However, there is a trade-off between the two with one likely to decrease as
the other increases. This makes obtaining equilibrium between imperceptibility and
robustness an optimization problem. Optimization problems are best solved using
machine learning algorithms as has been seen in the recent literature of diverse
fields ranging from finance and medicine to digital watermarking. Machine learning
algorithms like support vectormachines and deep learning networks have been exten-
sively used in digital watermarking. In our study, Lagrangian Support Vector Regres-
sion (LSVR) and entropy [10] are employed to achieve better results. LSVR has fast
learning speed and good generalization property. It is used to find the relationship
between the middle pixel and its eight neighbors to estimate an appropriate loca-
tion for watermark embedding. On the other hand, entropy yields the most favorable
features for embedding the watermark.

Although recent color image watermarking the literature has shown promising
results, it is still widely under-explored area as compared to gray image water-
marking. Wang et al. [11] present a method wherein the watermark, and host images
are transformed from RGB space to YIQ using the Haar wavelet. After applying
one-level DWT and three-level DWT on the watermark and the host, respectively,
four coefficient matrices are procured. Watermark embedding into the carrier image
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is done via a predetermined algorithm, and on the resulting image, three-level DWT
is applied to finally obtain a watermarked image. Ko et al. [12] present a transparent
watermarking method which uses the difference between the DCT coefficients of
two blocks and depending on the watermark bit modifies it. A zigzag sequence is
employed to determine the extent of modification based on the median of AC coef-
ficients and the DC coefficient. Yuan et al. [13], in original research, selected some
fixed blocks from the middle frequency band after applying DCT on them. Water-
mark embedding and extracting are done by changing the size association between
the chosen middle frequency coefficients according to a predefined set of rules.
Patvardhan et al. [14] transformed the image from RGB to YCbCr applied wavelet
domain transformation and used SVD to select the bits to be embedded. For enhanced
security, Quick Response (QR) code has been used as the watermark. Giri et al. [15]
apply level-1 DWT on the carrier image, thereby dividing it into four sub-bands-LL,
HL, LH, and HH. HL is considered to be less sensitive to HVS; therefore, it is an
ideal location for embedding. The modulus operator is applied on the watermark
which results in three different digit streams. These are then embedded into three
coefficient streams of the host. Inverse DWT is performed to get the watermarked
image.

Our objectives in this study are:

(a) To present an innovative and robust image watermarking technique suitable for
color images.

(b) To achieve an equilibrium between robustness and imperceptibility as their
values vary inversely to each other.

This paper is organized as the prerequisites are described inSect. 2; Sect. 3 presents
the proposed scheme; the experimental results are presented in Sects. 4 and 5 bring
a conclusion to the paper.

2 Preliminaries

2.1 YCbCr

Human Vision System (HVS) is much more sensitive to grayscale (or black and
white) images than it is to color images. YCbCr is a family of color spaces which
take advantage of this fact by essentially separating the grayscale and color compo-
nents into a Luminance (or Luma) component, Y, and two chrominance (or chroma)
components, Cb, and Cr. Cb represents the color of chrominance to blueness, and
Cr represents the color of chrominance to redness. This color space is more advan-
tageous for embedding because errors can be introduced in perceptually meaningful
ways in YCbCr space via subsequent operations. As compared to RGB, YCbCr can
also achieve better robustness against a large number of attacks and does not store
too much redundant information.
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2.2 Arnold’s Transform

It [16] is a chaotic transformation after whose application the pixels of the image
appear to be randomly rearranged. It is used on the watermark in the algorithm to
provide an additional layer of security. For an image of N × N dimensions, Arnold’s
transform is defined as:

[
x ′
y′

]
=

[
1 1
1 2

][
x
y

]
mod N (1)

wherex, y, x ′, y′ ∈ {0, 1, 2, . . . , N − 1}, x ′ and y′ are the coordinate of a position
in the scrambled image, x and y are the coordinates of a position in the original
image, and N is the size of the watermark image. The watermark is scrambled, and
an unrecognizable watermark is obtained.

2.3 Discrete Cosine Transform

DCT is a linear transform which is popularly utilized as compression and signal
decomposition technique. It transforms an image from the spatial domain to the
frequency domain by converting the host image into its cosine coefficients. This
conversion results in three frequency bands-high, middle, and low. The amount of
image information contained in each band decreases from lower to higher bands.
The most significant image information is stored in the low-frequency band, and as a
result, this band ismost robust against potential attacks. Operations performed on this
band might affect the image quality. The high-frequency band contains redundant
or non-important data which can potentially be compressed but watermarking here
is not as robust. DCT has been employed in the low-frequency band; due to the
robustness, it provides against common attacks such as JPEG compression [17].

2.4 Lagrangian Support Vector Regression

Machine learning is very effective in tackling problems on forecasting. SVM has
the advantage of better generalization performance in comparison to other methods
and provides a unique solution. Regression aims to predict the correlation between
given input variables and their output values. SVM methods have been effectively
applied to regression by the usage of 1-insensitive error loss function proposed by
Vapnik [18]. This led to the formulation of LSVR. The training for learning the image
features and testing for embedding the watermark using LSVR model [19, 20] used
in color image watermarking in this paper reveals the efficacy of LSVR.
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3 Proposed Scheme

The experiments in this paper are performed using a cover (or host) image, I, of
dimensions 512 × 512 and a grayscale watermark, W, of dimensions 32 × 32. The
embedding process has been presented in Fig. 1.

3.1 Embedding Procedure

(i) Convert I into YCbCr color space. This gives us three components-Y,Cb and
Cr. Y Component is selected for embedding.

(ii) Arnold’s chaotic map is applied on W to offer an additional layer of secu-
rity by scrambling the image. After applying Arnold transform, a scrambled
watermark-Wm is obtained.

(iii) The Y component is separated into sub-blocks of size 8× 8. Fuzzy entropy of
each block is calculated, and the blocks are arranged in descending order in
the spatial domain.

(iv) DCT is applied to every selected sub-block, and then, features (low-frequency
DCT coefficients) are selected. Zigzag traversal is made on each of the sub-
blocks till the tenth index position. From these ten DCT coefficients, nine
coefficients are selected except for the first DC coefficient to form a size 3× 3

Apply Arnold’s 
chaotic map

Scaling factor, α Watermark 
embedding

Feature selection from 
each block to train the 

LSVR

Apply DCT on 
selected sub-blocks

Calculate Fuzzy 
entropy of each blockDivide Y 

component into 
8×8 sub-blocks

Host image

Watermark

Apply Inverse DCT 
and convert to RGB 

Watermarked Image

Conversion from 
RGB to YCbCr 

Fig. 1 Block diagram of the embedding process
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window. This yields a vector which is to be used as the dataset to train the
LSVR model.

(v) The centrally located coefficient, i.e., the fifth coefficient is the anticipated
output of the model, and its neighbors act as input. From the dataset, odd
indexed values are used for training and even for testing. The predicted output
is obtained corresponding to the required output, and in this watermark is
embedded according to:

i f wmBitV alue == 1

mod Value = max(trgCmp, lsvrOut + α)

else

mod Value = max(trgCmp, lsvrOut − α)

where wmBitValue is the pixel value at the (i, j)th location of the
watermark;modValue is the modified central value; trgCmp is the antici-
pated output; lsvrOut represents the output of the trained LSVR; and∝ is the
scaling factor whose value is considered to be 15 in the proposed work.

(vi) Original blocks of the host image are now replaced with the modified blocks
which have the embedded watermark. Inverse DCT is used to produce the
watermarked luminance component.

(vii) The watermarked Y component is now merged with the two chroma compo-
nents, i.e., Cb and Cr, to obtain YCbCr image which is then transformed into
an RGB to yield a last RGB watermarked image. Then, the value of RGB
watermarked image is tested by the Peak-Signal-to-Noise Ratio (PSNR).

3.2 Extraction Procedure

The extraction process has been presented in Fig. 2.

Inverse Arnold 
transformation

Watermarked 
image

Convert from RGB to 
YCbCr color space

Choose sub-blocks 
based on entropy 

index and apply DCT

Form dataset 
for LSVR 

Extract 
scrambled 
watermark 

Watermark

Fig. 2 Block diagram of the extraction process
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(i) A transformation is applied on the watermarked image, WI, to YCbCr color
space to obtain Y,Cb andCr components. Since the legitimate user knows
which component to use for extraction, Y component is used.

(ii) Sub-blocks of Y component are made according to indEntropy used in the
embedding process. To each of these blocks, DCT is applied.

(iii) Zigzag traversal is made to obtain a dataset for the LSVR model similar to the
one used for embedding. Odd indexes are used for training and even for testing.
The even indexed predicted values are compared with the expected values, and
watermark bits are obtained using:

i f exOut > preOut

wmBitV alue = 1

else

wmBitV alue = 0

where exOut is the expected output; preOut is the output predicted by LSVR; and
wmBitValue is the watermark bit value.

(iv) Arnold’s chaotic map is applied to Wm, resulting in the original watermark,
W .

4 Experimental Results

The experiments in this paper are performed on MATLAB 2019a using Intel(R)
Core(TM) i5-2450 M CPU @ 2.50 GHz 2.50 GHz system. The scheme was tested
on several images including Lena, Airplane, and House from USC-SIPI image
dataset as shown in Fig. 3 along with the binary watermark. The effectiveness of
the scheme is figured out based on imperceptibility and robustness. Figure 4 presents
the watermarked images along with the extracted watermarks.

Fig. 3 Host images: Lena, airplane, and house with the watermark
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Fig. 4 Watermarked images corresponding to Fig. 3 along with recovered watermarks

4.1 Imperceptibility

Imperceptibility is an important factor in analyzing the strength of a technique. It
can be ascertained using the PSNR value.

PSNR is obtained between the watermarked image and original image using:

PSNR = 10 log10

(
2552

AMSE

)
(2)

where average mean square error (AMSE) is expressed as:

AMSE = MSE(RC) + MSE(GC) + MSE(BC)

3
(3)

where MSE(RC) is the mean square error of the red channel and is calculated by,

MSE(RC) =
∑

M,NM,NM,NM,N [I1(m, n) − I2(m, n)]2
M ∗ N

(4)

where I1 represents the original image, I2 is a watermarked image, M, and N are
image dimensions; (m, n) are the coordinates of a pixel in the image. The values
of MSE(GC), for the green channel, and MSE(BC), for blue channel, are found
similarly. PSNR values are measured in decibels (dB). Values greater than 40 dB are
considered good. High PSNRvalue shows thewatermarked image is notmuch distin-
guishable from the original to the human eye. The resultant PSNR values calculated
for the test images are shown in Table 1. The values obtained are all greater than 50
which demonstrates that our scheme can hold up the requirement of imperceptibility
quite well.
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Table 1 PSNR values of the
watermarked images

Host image PSNR

Lena 53.5952

Airplane 53.7048

House 53.7048

4.2 Robustness

Robustness is the effectiveness of the scheme against potential attacks. It is evaluated
by subjecting the watermarked image to many attacks and then extracting the water-
mark. The quality of the watermark is tested using the Normalized Cross-Correlation
(NCC).

NCC: It is obtained between the extracted watermark and the original watermark.

NCC =
∑

x

∑
y OW(x, y) × EW(x, y)∑
x

∑
y [OW (x, y)]2

(5)

where OW is the original watermark; EW is the extracted watermark; (x, y) is the
location of a pixel. The closer the NCC value is to 1 the more similar the extracted
watermark is to the original watermark. Values above 0.85 can be considered effec-
tual. As can be seen from Table 2, the NCC values of the extracted watermarks
obtained via the proposed scheme came out to be greater than 0.85 even after
performing some attacks which prove this scheme to be quite resilient.

Table 2 Extracted watermarks with corresponding NCC values
Attacks NCC

Lena Airplane House 
Median filtering (3×3)

(1) (1) (0.98)
Average filtering(3×3)

(0.93) (0.97) (0.97)
JPEG compression(QF=20)

(0.98) (1) (1)
Sharpening

(0.97) (1) (0.99)
Histogram equalization

(0.99) (1) (0.98)
Gaussian blurring

(0.93) (0.97) (0.97)
Resizing

(0.98) (1) (0.93)
Cropping from center

(0.99) (1) (0.98)
Cropping from top left

(0.99) (1) (0.99)
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Table 3 Comparison between the NCC values obtained from the suggested method and [15]

Attack type Parameter NCC

Airplane Pepper

Proposed [15] Proposed [15]

No attack 1 1 1 1

Median filter (window size) 3 × 3 1 0.8675 0.9957 0.7893

Gaussian noise (variance) 0.001 0.9828 0.8207 0.9485 0.8063

0.002 0.9056 0.8124 0.9099 0.8041

0.003 0.8841 0.8085 0.8884 0.8797

JPEG compression (quality factor) 90 1 0.7902 0.9871 0.7923

80 1 0.7933 0.9614 0.8772

70 1 0.7902 0.9871 0.7880

Salt and pepper (density) 0.001 0.9957 0.9754 0.9914 0.9760

0.002 0.9871 0.9743 0.9828 0.9732

0.003 0.9785 0.9715 0.9700 0.9695

4.3 Comparative Analysis

The success of the scheme is measured by comparing it with [15]. Robustness is
taken as the criteria for measurement which is estimated by the values of NCC of the
extracted watermark after attacks such as Gaussian noise, salt and pepper, and more.
The corresponding NCC values have been presented in Table 3 with images airplane
and peppers taken as hosts for a fair comparison. The proposed method and [15]
both give NCC as 1 when no attack is performed. Median filtering with a window
size of 3 is performed which results in the proposed method giving better results
as NCC values are closer to 1. Gaussian noise with different values of variance,
JPEG compression with varying quality factor values and salt and pepper attack with
diverse densities—all see the proposedmethod yield higher NCC values whichmean
that this method is more robust to attacks as compared to [15].

5 Conclusion

In this work, an original digital image watermarking scheme for color images in
transform domain has been proposed. Low-frequency DCT coefficients have been
used as features for training the LSVR and then embedding the binary watermark
in the selected image regions based on the randomness measure of each region.
LSVR for watermark embedding is employed and extraction in varied textured and
colored images. LSVR has significant learning capability of image features, and its
effective generalization ability reveals the successful extraction of watermark even
after performing a sequence of attacks. Various images are used in experimental



Color Image Watermarking in DCT Domain Using SVR 311

work to verify the efficacy of the suggested approach and the results obtained clearly
signify the strength of the proposed method as compared to existing work. Further
improvement can bemade upon this scheme to enhance its strength against geometric
attacks and find multiple scaling factors for watermark embedding in each selected
region using metaheuristic approaches.
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Leaf Detection Using Histogram
of Oriented Gradients (HOG), Local
Binary Patterns (LBP), and Classifying
with SVM Utilizing Claim Dataset
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Abstract In the field of science, the area of leaf in progressed pictures plays an
exceedingly significant portion inside the field of science. The distinguishing proof
of leaf may be an uncommonly basic key to maintain a strategic distance from an
overpowering hardship of resign and the sum of rustic things. Our paper broadens
the organization approach to arranging and testing images by local binary pattern
descriptor on the image and store Histogram of Oriented Gradients is related to the
expelled LBP features, then divided into two specific classes: organized images and
oriented images, tolerating the support vector machine. The organized illustration on
the databases implies rate of revelation generally 95.25% on our very own dataset.
The time complexity to boot essentially diminished and the methodology is found
to be working well underneath diverse lighting up assortment conditions. Every so
often plants and leaves are used to prepare drugs for the resolution of numerous
human diseases, and the selection of the accurate leaf and plant is compulsory in the
search for precise medication. So the advantage of our project comes here that will
help producers of such medicines to locate the specific leaf and plant for the precise
preparation of medicines and thereby avoid errors.
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1 Introduction

An unused concept of quick developing has been displayedwhere the field conditions
are controlled and checked utilizing the self-operating systems. The self-recognition
of leaf is based on the recognizable verification of the characteristics of leaf, so that
information of the leaf occasions may well be quickly and absolutely given to the
agriculturists, pros, and examiners. Concurring to the leaf the features may alter.
The features that are removed from the picture are color, shape, texture, etc. In few
cases for displayed patterns, more features are removed and these removed features
would increase the overall toll. This helps manipulating the inside complexity and
the computation of time. Hence, it is fundamental to diminish the incorporate data.
Computational models of leaf recognizing confirmation must address some complex
issues. This inconvenience develops from the truth that clears out leaf informa-
tion to recognize a must specific leaf from all other features to be appeared in a
way that best utilizes the available leaf information to recognize classification with
various other techniques based on leaf picture which is utilized for this kind of clas-
sification comparison, such as cell and molecule techniques [1]. It is conceivable
once the effortless exchange of the leaf picture takes place with a computer and a
computer can evacuate features from that picture ordinarily by utilizing the picture
taking care of procedures [2]. It is not basic to remove and trade those features
from the picture to a computer actually. By utilizing a single reasonable calcula-
tion alone for recognizing the leaf sample and telling the result to be the finest and
productive at recognizing for any and all assortment of the same leaf is a trouble-
some job. And to legitimize the same calculation is more difficult to differ between
diverse leafs [3]. There are numerous investigations that have been done for the leaf
acknowledgment with distinctive surface including extraction strategies [4].We have
connected different calculations to the dataset we are working on. Main objective of
our proposed method is to develop an identification system of various kinds of leafs
using different algorithms in image processing approaches and to design a model
that can detect exact plant or leaf to use without any expert’s knowledge.

2 Literature Review

Different strategies of picture preparing have been created for discovering leafs
happening on plants that clears out, stems, injury, etc., by the analysts. The sooner
characteristics shows up on the leaf it ought to be identified, recognized and
comparing measures ought to be taken to maintain a strategic distance from misfor-
tune. Subsequently a speedy, exact, and less expensive system needs to be made. The
analysts have embraced different strategies for location and recognizable proof of
leaf character precisely. Utilizing SVM clustering sectioned leaf parcel is obtained.
Nearby twofold design (LBP) [5] is fundamentally a surface degree administrator
which is grayscale invariant. At to begin with it was found to be capable of including
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surface classification, but its application ought to be distant coming as well as inside
the ranges of facial expression affirmation, go up against affirmation, etc. In LBP-
based portrayals, features can be effectively chosen, combines the shape, the surfaces,
and all the stream in consolidate vector. Over the picture to the grayscale the essential
step of local binary pattern is changing. In 2005, Triggs and Dalal presented “His-
togram of Oriented Gradients” (Hoard) [6]. HOG [6] is broadly utilized in different
question discovery areas, overwhelmingly in discovery errand of pedestrian. HOG
computes in a picture the rise of the slant presentation in an adjacent fix. The thought
is to assess the neighborhood concentration and introduction conveyance that may
delineate the neighborhood protest shape and appearance [6].

3 Methodology

3.1 Feature Extraction

To make a definitive decision and detection of a leaf, extraction of the feature must
be performed on both train data and test data. This is the most essential part of our
current interpretation and we have used LBP and HOG on our own dataset according
to that extraction method.

The framework we have proposed includes three utilitarian squares. The basic
work is to choose the input outline from the dataset which is considered. The work-
piece is to obtain the features using LBP descriptor and after that applying HOG
on the LBP extricated features. The endmost work step is to prepare and constitute
classification by the SVM classifier.

3.2 Features

Differing features are chosen to portray particular properties of the clears out.
Some clears out are with outstandingly specific shape, and some have especially
unmistakable surface plans.

3.3 Texture Analysis

Surface examination basically focuses on the computational talk to a normal insight
of the surface and to empower modified planning of the surface. The strategy of
surface examination as a run the show produces kind of numeric portrayals. The
strategy of computing the surface incorporate is known as incorporate fetching. There
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are colossal number of surface examination techniques underneath this category in
showing disdain toward the truth that none wins.

Procedures that we have utilized for classification is portrayed here.

3.4 Feature Descriptor

An include descriptor may be a representation of a picture or a picture fix that
streamlines the picture by extricating valuable data and tossing absent unessential
information. Typically, a highlight descriptor changes over a picture of measure.

3.5 Histogram of Oriented Gradient (HOG)

The descriptor HOG concentrates on an object’s structure or design. In the context
of surface functions, we determine if the pixel is an edge or otherwise. HOG will
include the path of the tip, too. This is achieved by eliminating the edges’ gradient
and orientation. These orientations are measured in segments’ localized. It means the
entire picture is divided into smaller domains, and the gradients and orientation are
determined for each domain. The HOG will eventually produce a unique histogram
for each of these domains. The histograms are generated using the gradients and
pixel values orientations, hence the term “Oriented Gradient Histogram”.

Hog could be a thick included extraction strategy for pictures. Thick implies that
it extricates features for all areas within the picture or a locale of intrigued within
the picture.

The shape of the structures in the locale is tried to capture by it.

• Let us compute HOG descriptor for the following 256 × 256 image.
• We start with computing X-gradient and Y-gradient of the image.
• For each pixel (i, j).
• And another matrix with the gradient orientations.

For each pixel (i, j).

3.6 HOG Vector

Now as we start computing the HOG vector, let us start with the first block sized 16
× 16 pixels and we divide this block into 2 × 2 cells sized, 8 × 8 pixels each.

Let us start with first cell sized 2 × 2 pixels (Figs. 1, 2, 3).
In the above graph, the x-axis represents different cell angles and the y-axis

represents changes in magnitude for different cell angles. From the graph above, it
can said that when the cell angle is in between 0 and 19, the magnitude is around 40



Leaf Detection Using Histogram of Oriented Gradients (HOG) … 317

Fig. 1 Block cell

Fig. 2 Cell’s HOG
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Fig. 3 Magnitude versus angle

and the magnitude keeps increasing with the increasing value of cell angles but the
magnitude decreases after it hits to 140. The magnitude is highest when the angle
is between 100 and 119 but after that the magnitude falls and for the cell angles
between 120 and 139 it is 80 (Figs. 4 and 5).

Fig. 4 Concatenations of 9 cell’s histogram and 36 sized vector
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Fig. 5 Normalize the concatenated block’s vector

3.7 Local Binary Pattern

The actual LBP operator which is named LBP codes substitutes the pixel value of an
image with decimal numbers which encrypts the local structure around each pixel.
Every central pixel is contrasted to its eight peers; peers with a lower value than the
central pixel will have a bit 0, and other peers with a value significantly higher than
the central pixel will have bit 1. Of each provided central pixel, a binary number can
be obtained, which is generated by concatenating all such binary bits in a clockwise
fashion, beginning from one of its top-left peers. The subsequent decimal value of
the derived binary number substitutes the central pixel value. The histogram of LBP
labels determined over a region or image is often used as a structure representation
of that image. Local binary pattern is an important texture descriptor for images that
benchmarks the adjacent pixels based on the existing pixel value.

The LBP descriptor is given for every pixel as

LBP(X,Y ) =
∑

x = 0X − 1e(hx − hd)2x

where hd and hx denote the intensity of the neighboring and current pixel,
respectively. X is the number of neighboring pixels chosen at a radius (Fig. 6).

3.8 Support Vector Machine

In the domain of pattern recognitions, extensive applications have been discovered by
the support vector machine [7]. SVMmay be a directed machine learning calculation
that can be utilized for classifying a strategy called the kernel trick which is used by
SVM to convert information and it finds an ideal boundary between the conceivable
yield based on these changes. Basically, it does a few amazingly complex information
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Fig. 6 Working process of local binary pattern

Fig. 7 Proposed method

changes, at that point figures out how to separate information based on the outputs
[8].

4 Applications of SVM

• SVMs are supportive in content and categorization as their application can basi-
cally diminish the requirement for the labeled planning events in both the standard
settings.

• Classification of pictures can in addition be performed utilizing SVMs.
Exploratory comes around to show up that SVMs finish basically higher to see
precision than ordinary request refinement plans after reasonable three to four
rounds of congruity input. In general, the originality of the picture division systems
checks those by utilizing a modified shape of SVM.

• Hand-written characters can be recognized utilizing SVM (Fig. 7).

5 Result

Different algorithms have provided different accuracies and their performances were
measured.We have calculated the accuracy of each of the algorithms. Nowwewill be
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Fig. 8 Classification steps in SVM method

representing all the algorithms below that we were interested in. Then we would be
able to calculate the accuracy level for each algorithm and put them in comparison.
For the aggregate view, we have put all the values in one table. The algorithms
we have applied show different performance measures. Support vector machine has
provided the highest accuracy (95.25%) with our proposed dataset.

The try is planned to demonstrate the execution of two included extraction strate-
gies, LBP and HOG calculations, for taking off classification reason. The steps of
classification are outlined in Fig. 8. With the utilization of the HOG surface high-
light fetching, the test starts after changing the colored picture to a gray-level picture.
We took 63 images in the training dataset and then categorized those images into 7
distinct groups. Thenwe arbitrarily took a total of 37 images from each group (Fig. 8;
Table 1).

To measure the performance metrics, the use of confusion matrix is useful and
convenient. A confusion matrix is introduced to represent the relation between the
actual and predicted class (Fig. 9; Table 2).

It can be said from the graph above, that the level of accuracy for each group varies
from one another. In the very first group, the accuracy level is the lowest which is
93.5. There can be evident a slight fluctuation between grades 2, 6, and 7. Group 5
holds the highest level of accuracy that is approximately 98.23.

Table 1 Confusion matrix Actual Prediction

Total = TP + TN + FP + FN Positive Negative

Positive TP FN

Negative FP TN
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Fig. 9 Accuracy
measurement on various
categories
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Table 2 Measurement of
accuracy

Categories Accuracy (%)

1 93.50

2 94.67

3 97.38

4 92.15

5 98.23

6 95.57

7 95.23

6 Conclusion

The classification that has done recognizing based on the clear out pictures with
cleared surface features was proffered and actualized. The LBP and the HOG calcu-
lations removed the surface features from the 50 pictures in dataset andwithmutilated
or advanced leaf pictures for testing. In development, the LBP and HOG technique
were utilized and it was found out to be 95.25% exactness. Considering the time
of recognizing a picture as one of the foremost classification criteria, it can be said
that the HOG is removed prevalently than LBP methodology for making the dataset
of image vectors for one time and it will not be the tremendous point to be identi-
fied. Our extreme objective is to assist the common community with respect to the
clears out discovery. To ensure better commitment in cultivation, we have involved
ourselves in this execution to create our nation distant better; a much better; a higher;
a stronger; an improved “a much better put for planting.”
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Prediction of Congestive Heart Failure
(CHF) ECG Data Using Machine
Learning

Manthan S. Naik, Tirth K. Pancholi, and Rathnakar Achary

Abstract Machine learning can learn a complex system using a large amount of data
and has the potential in predicting critical medical emergencies like congestive heart
failure (CHF). In this paper, a machine learning algorithm is proposed for predicting
CHF using convolutional neural network (CNN). The system uses a VGG16 model,
which is dependent on ImageNet and utilizes ECG signal. The CHF information is
obtained from the Beth Israel Deaconess Medical Centre (BIDMC) CHF dataset and
also the typical dataset from the FANTASIA database. Various models of CNNwere
prepared and tested on the dataset to obtain the information about CHF or normal for
a patient until the required accuracy is achieved. The performance is assessed based
on the accuracy of the code and precision. The ECG signal of a patient recorded for
24 hours is utilized in this research. The experimental result obtained by this research
has given accuracy of 100% on applying the VGG16 Model to the dataset.

Keywords Congestive heart failure (CHF) · ECG · CHF prediction · VGG16 ·
Convolutional neural network (CNN) · Deep learning

1 Introduction

Among themany heart diseases, CHF is one of the chronic diseases, which affects the
normal function of the heart. Generally, this is referred to as heart failure. The CHF
specifically referred to a stage inwhich there is a change around the heart and causes it
to pump the blood inadequately. CHF cannot be cured, as a result, there is an adverse
effect on the quality of life of the peoples suffering from it. Since there is no definitive
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diagnostic test for CHF, in most of the cases, the patients are advised based on the
observation and results of physical examination, radiograph, echocardiography, and
electrocardiogram. Out of these multiple techniques, the electrocardiogram (ECG)
is considered as the best methods to detect the heart-related problem in a patient.

The ECG waveform obtained from a patient suffering from CHF is divided into
multiple complex waves as in Fig. 1. It is a combination of four different waves
represented as P, Q, R, S, and T. The complete ECG signal is divided into three
sections as P wave, QRS complex, and T wave. To analyze the heart function of an
individual, the ECG signal is examined. The parameters considered for the verifica-
tion are shape, the duration, and the relationship with each other between the Pwave,
QRS complex, and T wave components and R-R interval. P wave is the first wave
that indicates the excitation of the heart, which is due to the atrial depolarization. It
is originated in the sinus mode and then propagated to the atrium. The depolarization
of the right atrium is indicated by the first left half and for the left atrium by the other
half. QRS is a combination of three waves, in which Q is a down-word wave and the
high tip vertical wave is R. It is triangular in shape and is about 2.5 mV amplitude and
continued for a period of 40 mS. The down-word wave immediately after R wave
is known as S wave. The combination of these three waves is responsible for the
excitation of the ventricular electrical process. The left and right ventricular depolar-
ization processes are due to the QRS complex section. T wave section of the ECG is
of much lower amplitude and longer period generated by ventricular repolarization.
Let us consider the dynamic model of the ECG to obtain its quasi-periodic property.

The P, Q, R, S, and T points on the ECG are considered by a set of exponen-
tial functions. These points are denoted by five angles as θP , θQ, θR, θS, θT . The
dynamic equation of motion and the movement of the trajectory around an attracting
limit cycle is represented by a set of three differential equations as;

x = ax − wy, y = ay + wx

Fig. 1 Components of ECG
signal
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∑
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Are the arctangents with −π ≤ a tan 2(y, x) ≤ π and w = 2π f denotes the
angular frequency of the signal. The magnitude of the peaks and the width of each
peak are controlled by the parameters αi and bi , respectively. The introduction of
baseline phenomenon by coupling a baseline value z0 to f2(respiratory frequency)
using zo(t) = A sin(2π f 2t)where A= 0.15 mV. Solving this numerically yields the
output for an ECG signal s(t) as s(t) = z(t), which represents the vertical component
of the 3D ordinary differential equation.

For analyzing the ECG of a patient suffering from CHF, its noise must be filtered.
The inherent noise in a raw ECG signal is filtered by using any suitable filters such
as extended Kalman filter. In this paper, a failure detection model is developed using
ECG signals to indicate the criticality of the issue to an individual. This predictive
model advices the individuals to know about the criticality of their heart functions.
The given ECG dataset of the patients is analyzed and given to an algorithm for
classifying the data to represent the patient suffering from CHF or normal, by using
machine learning techniques [1, 2].

The other section of this research paper is structured as follows: In Sect. 2, the
research work on CHF is analyzed and related work of other authors about the
CHF detection techniques and their performance. The proposed technique of CHF
detection and its implementation methodology is in Sect. 3. The result analysis of the
proposed algorithm and its performance is in Sect. 4 and the conclusion in Sect. 5.

2 Related Works

Many researchers have published their works on CHF detection, using different
machine learning algorithms and observed the best accuracy by using an SVM with
an accuracy of 97%. In [3], the authors performed the detection of CHF by using an
artificial neural network with an accuracy of 92% [4]. The authors in [5] proposed
the detection methodology by power spectral densities analysis for the detection of
CHF in patients, with an accuracy of around 90%. This was not very successful as
there was already a system with 92% accuracy.

The authors in [6] propose the use of SVM algorithm with only 15 features
provided an accuracy of 97% for classifying the patient with CHF. The main
constraint of this method is its complexity in handling a large amount of minor
data. Hence, there is a challenge in handling a large volume of data that may be
needed for an improvement in the system and to study the various changes in the
ECG signal of a person suffering from CHF. This disadvantage can have a major
issue while handling large quantities of data. Large amounts of data might have, but
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the system may not work properly. Also, another issue is that the accuracy achieved
was only 97%. So, with the increase in data, it might not work with the same amount
of accuracy.

Different models are considered for analysis, among these the support vector
machine and random forest are the nonparametric models. The complexity of these
models increases as the number of training samples increases. Training a nonpara-
metric model consumes more processing resources, hence using them becomes more
expensive than any generalized linear model, because a random forest becomes more
expensive as the number of trees increases. In case of support vector machines also,
there are as many numbers of support vectors in the training set. An alternative for
this is a multiple class support vector machine, its implementation for multiple class-
classification is one-vs-all [7]. This represents that each class is trained by a support
vector machine, whereas the random forest and decision tree can handle multiple
classes out of the box [8]. Using k-nearest classifier, the accuracy is 96.39%, using
a value of k as 5 or 7 with 8–10 features [9].

3 Methodology

In this paper, a framework has been developed to analyze whether a patient is expe-
riencing congestive heart failure or not by utilizing a basic ECG signal and VGG16
CNN model [10]. The dataset of the ECG signal is obtained from 60 different
samples, which is preprocessed by wavelet analysis to obtain the .csv files [11].
The sample ECG data for a patient in .csv form is shown in Fig. 2. The dataset

Fig. 2 Sample ECG in
.csv form
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obtained for our analysis is from FANTASIA database and BIDMC CHF database
of archive.physionet.org. which provide the data samples of 40 normal
peoples of different age groups and also data of the patients suffering from CHF in
.csv file.

3.1 Data Preprocessing

This is a major step in any machine learning algorithm. A .dat file was obtained
which was then converted to .csv by using the physionet convertor. Generally,
a file contains a lot of noise and they must be removed in this stage. There are 60 such
files considered for this procedure. The reduction of the features was done and only
the ECG value was maintained and the rest of them are omitted. After filtering all
these unnecessary data, a proper file containing only the ECG values was obtained.
Each file generates one ECG signal which was converted to an image in .png form
as shown in Fig. 3. This file is generated by plotting the ECG using a python code
to get a .png picture of the same data. This is then used for prediction.

Fig. 3 .csv file after
conversion to .png

a. .csv file after conversion to .png for a normal person

b. .csv file after conversion to .png for patient with CHF



330 M. S. Naik et al.

3.2 Training and Testing

The training process is also known as fitting the model. It is carried out on the
labeled data to make the machine to learn the algorithm for classification by itself
[7]. Generally, a very large amount of data is feed to the model during the training
process. For the best result, the ratio between the train data to test data is about 60:40
or 80:20. In this research, this ratio has been considered as 60:40. There are two
methods for training the model in Keras:

• Using fit(): This function is used when there is less amount of data to be
trained, and the data are categorized in x and y labels.

• Using fit_generator(): This is used when a large amount of randomly
generated data is used. Generally, developers prefer fit_generator()
method because it is a very practical approach for implementation.

The training was done using the fit_generator() function. After training
the model on the labeled data, the model has to be tested to assess the data, predicts
well on the test cases. Predict_generator() function was used to test the
model on several test images or test data.

3.3 Training of VGG16 Model

VGG16 is the model for image classification. This pre-trained model consists of 16-
layer architecture as in Fig. 4, which is perfectly suitable for the classification of over
1000 categories of images [12]. Last layer (dense) of this architecture is modified to
give only two outputs (as “CHF” or “NORMAL”) instead of inbuilt 1000 outputs. A
random image was chosen with target size (224, 224) because VGG16 gives output
in this size only. Then the image was converted to an array of pixels which can then
be predicted using the trained model. The relu() and softMax convert the image
into fractions. Because of thesoftmax in the final classification layer,predict()
function is used to give the probabilistic value of the classification [7].

In the test set as in Fig. 5, the value 1.0 represents the patient is suffering from
CHF and 0.1 for normal.

Finally, an if-else logic is applied in such a way that if the prediction value
is more than or equal to 0.5 then it will display “CHF” as output along with the
probabilistic value, and “NORMAL” if another way around. As there were only two
categories to be classified, the value of the results was kept as 0.5, and the results
were appealing good. The prediction value was 98% (almost perfect prediction), and
it shows CHF. VGG16 found to be the best model to fit the dataset for classification
among all five models considered for comparison which were implemented because
of the LOS(CATEGORICAL_CROSSENTROPY) and almost near to zero (0.1646),
along with an accuracy of 100% [13].
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Fig. 4 VGG16 architecture

Fig. 5 Test set to represent CHF or normal

3.4 Testing

The algorithm is tested by using a combination of BIDMC CHF dataset and
FANTASIA normal database. The data has been split into train, test, and valid direc-
tory. All of them having CHF as well as normal data. Upon entering an image,
our model predicts if the person has CHF or not with an accuracy of 100%. Some
ECG signals of normal and CHF patients have been set aside that were used in the
prediction model [1]. The prediction model gave a correct output with an accuracy
of 100%. Using the trained model for prediction, 100% accuracy is obtained on
the training data. Testing sample data is also classified with 100% accuracy and
Validation accuracy was 93%.
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Table 1 Accuracy of different models tested

Model k-nearest
neighbour

SVM 11-layer CNN
model

AlexNet CNN
model

VGG 16 CNN
model

Accuracy 96.39% 97.59% 60.00% 56.67% 100.00%

4 Results Analysis

The 16 layers of the VGG16 models help us to classify the images with the best
possible result. An accuracy of 100% is attained on the test data and a validation
accuracy of 93%. The trained model is then tested with the test set. After the comple-
tion of this procedure, there is another model. This model is the prediction model.
An ECG signal is added to the model after converting to an image. The results are
generated by feeding one random image file to predict() method, which gives
the classified output based on the processed image’s probabilistic value, i.e., if there
are two categories of classification such as “a” and “b” and its probabilistic value is
more than 0.5 then it will display as “a” else “b”. The softmax function was used
to convert the data to images and probabilistic values in the VGG16 model. Table 1
listed the accuracy obtained from each algorithm.

5 Conclusion

The proposed model consists of VGG16 architecture which fits both training and
testing data well. Over-fitting is not shown when 16 layers architecture is used for
20 epochs over the training data. The accuracy over training data is 100% and the
validation accuracy is 93%, which can be improved by providing more data to the
algorithm and validation accuracy can be increased further by using the system with
higher graphics processing unit (GPUs), with better benchmarking. Most of any
machine learning implementation is about the data preprocessing. A large amount of
data is required to make the system to perform even better. For future enhancement,
a system can be built to predict, if a person will suffer from CHF in the future by
learning the pattern of his ECG signal over a period of time.
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Aspect-Based Unsupervised Negative
Sentiment Analysis

Mainak Ghosh, Kirtika Gupta, and Seba Susan

Abstract Twitter is a social media platform where users post their opinions on
various events, products, services and celebrities. Automated analysis of these public
posts is useful for tapping into public opinion and sentiment. Identifying negative
public sentiment assumes importance when national security issues are at stake or
when critical analysis of a product or policy is required. In this paper, a method is
introduced that classifies tweets based on their negative content, without any prior
training. Specifically, an unsupervised negative sentiment analysis is presented using
an aspect-based approach. Phrase and keyword selection criteria are devised after
identifying fourteen valid combinations of part-of-speech tags listed in a prioritized
order, that are defined as phrase patterns.A sliding textwindow is passed through each
sentence of the tweet to detect the longest valid phrase pattern. The keyword indi-
cating the aspect information is detected using a dependency parser. SentiWordNet
lexicon is used for scoring the terms in the detected keyword and phrase combi-
nation. The scores are summed up for each sentence of the tweet and transformed
nonlinearly by a modified sigmoid function whose output is in the range [−2, 2];
this value comes out to be negative for negative tweets. The utility of our method
is proved by superior results as compared to the state of the art on the benchmark
SemEval 2013 twitter dataset.

Keywords Sentiment analysis · Negative sentiment · Aspect-based sentiment
analysis · Unsupervised method · Dependency parser

1 Introduction

There is a continuous growth of textual content in social media platforms which has
led to research on finding automatic ways for processing this information. Analysing
the sentiments of social media posts allows us to understand public opinion behind
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crucial topics [1]. Sentiment analysis involves the classification of tweets as negative,
positive andneutral. In this paper, exclusively focusing onnegative sentiment analysis
because, in recent times, an increase in the number of online posts that promote hatred
and discord in society is observed.

There are two types of learning methodologies employed for sentiment anal-
ysis, namely supervised and unsupervised. Examples of supervisedmachine learning
tools are naïve Bayes, logistic regression, support vector machines (SVM) and long
short-term memory (LSTM) [2–5]. Examples of unsupervised methods are fuzzy
logic-based approaches that interpret the SentiWordNet scores of tweets to make a
decision [6, 7], and aspect-based analysis [8–11] which is the approach undertaken
in this paper. A brief discussion on aspect-based works in the literature is included
in Sect. 2 prior to introducing the proposed model that is based on deriving phrase
patterns and keywords from tweets and scoring them with the help of the Senti-
WordNet lexicon. This approach generally involves determining the head aspect or
issue subject of opinion phrases in a sentence. The organization of this paper is as
follows. The proposed work is introduced in Sect. 2, the experimentation and the
results are discussed in Sect. 3, and the conclusions are given in Sect. 4.

2 Proposed Work

The aspect-based analysis aims to determine the subject issue or head aspect in the
given text to understand the topic of discussion. One of the significant works in
this regard is that of Canonical Conditional Random Fields (CRF) [12] that locates
an opinion phrase in every sentence where the head aspect occurs. However, it is
not necessary that all opinion phrases, detected in this manner, would contribute to
useful information. Some other related works are: [13] that extracts subjective verb
expressions, and [14] that extracts keyphrases in a supervised manner. Mukherjee
[11] tried to work around the shortcomings by adopting a feature-based approach
for representing the head aspect. The semantic features derived in the generative
phase are fed into the discriminative phase for issue-based sentence classification. A
labelled dataset of aspect-based opinion phraseswas generated for the purpose. In [8],
the sentiment score of a sentence was obtained by averaging the individual sentiment
scores of each aspect at the clause level. This was done under the assumption that
a single sentence may express different sentiments towards different aspects of the
movie. The focus in [9] was to determine user sentiments of different aspects of
a product from tweets. A method that finds special mention is the unsupervised
aspect analysis for sentiment detection in [10] since the theme is closely related to
our method. They used a specially labelled dataset with annotations of both aspect
and sentiment. The top-ranked words for each aspect were shortlisted based on the
probabilities generated by a latent Dirichlet allocation (LDA) model. A polarity
score was assigned to each noun–adjective pair to compute the overall sentiment. In
our aspect-based approach, a sentiment-scoring function for tweets is used that is
explained in more detail below.
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2.1 Process Flow for the Negative Sentiment Analysis Task

The block diagram in Fig. 1 shows an overview of the generic negative sentiment
analysis task for the SemEval 2013 twitter dataset. Text preprocessing, feature extrac-
tion and sentiment computing are the major chunks of the generic negative sentiment
analysis task as noted from Fig. 1. The text preprocessing shown, prior to the feature
extraction, is common to our task. Synsets from the SentiWordNet lexicon [15]
provide positive, negative and neutral scores for each word in a tweet. The maximum
of these three scores has been taken for each word assuming that the maximum
score reflects the real nature and context of a word. The labels of tweets have been
considered as ‘negative’ and non-negative’ with the ‘neutral’ category considered as
‘negative’. The first phase is the preprocessing phase, and the first step is slang and
abbreviation removal from each sentence. A list of abbreviations along with their
full forms is maintained. This list was taken from the slangs and abbreviation list of
webopedia and can be accessed online at [16].

Each tweet is scanned for words in the abbreviation list that are replaced by its full
form. Once all the abbreviations are replaced, each word is converted to lower-case
followed by tokenizing the text. The next step is spelling correction. The symspell
checker using the symspell inbuilt dictionary [17] with a maximum distance of 2

Fig. 1 Process flow of the negative sentiment analysis task
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Table 1 Our fourteen POS
tag categories for detecting
sentiment phrases

1 VERB

2 NOUN

3 ADJECTIVE

4 ADVERB + NOUN

5 ADVERB + ADJECTIVE

6 ADVERB + VERB

7 MODAL + ADJECTIVE

8 MODAL + VERB

9 ADJECTIVE + NOUN

10 ADJECTIVE + ADJECTIVE

11 ADVERB + ADVERB + ADJECTIVE

12 ADVERB + ADVERB + VERB

13 VERB + ADVERB + ADVERB

14 COORDINATING CONJUNCTION

is used, to edit changes in the spelling. The words are then tagged along with their
part-of-speech (POS) tags using the NLTK library [18]. POS tags that do not give any
sentiment information are identified and remove them from our text corpus. These
tags are identified as [‘EX’, ‘FW’, ‘LS’, ‘NNP’, ‘WP’, ‘WP$’, ‘NNPS’, ‘POS’,
‘PRP’, ‘PRP$’, ‘TO’, ‘WDT’, ‘WRB’] according to [19]. The remaining POS tags
are the ones that are based onwhich the sentences can be scored.An aspect is a subject
that is spoken about in the sentence. For example, the sentence ‘The food was very
good but the ambience was not very nice’, here the aspect is ‘food’ and ‘ambience’
and the words describing them are ‘very good’ and ‘not very nice’, respectively.
Since a single sentence contains both positive and negative sentiments, a prioritized
scoring system is devised by identifying 14 types of phrases containing combinations
of POS tags ADJECTIVES, VERBS, NOUNS,MODALS andADVERBS, as shown
in Table 1.

The idea is to capture the above phrases in a sentence and then score it. A sliding
text window is iterated over the tokenized sentence until the variable token reaches
the last token in the sentence. There is a possibility that multiple tag patterns may be
associated with the same keyphrase in the given sentence. If more than one pattern
in Table 1 exists in a sentence then the longest one is chosen, as the phrase ‘not very
nice’ in the context of ‘ambience’ keyword, in the example cited above. Preference
is given in the order from bottom to top in Table 1. In case, the length and preference
order of two patterns is the same, and the first pattern is chosen.

For example, consider the sentence She was not very good at basketball. The
phrase patterns derived are—(i) very good → ADVERB+ADJECTIVE (ii) not very
good → ADVERB + ADVERB + ADJECTIVE. Since both (i) and (ii) are valid
tag patterns present in Table 1, our system selects the longest possible tag pattern
in the sentence, i.e. ADVERB + ADVERB + ADJECTIVE (not very good) as the
phrase pattern to be scored. The SentiWordNet scores of the terms (not, very, good)
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are multiplied to get a sentiment score for the phrase pattern which comes out to be
a negative value due to the presence of not.

A corpus of verbs, adverbs, modal, conjunctions, noun and adjectives were
compiled using wordnet [20]. An ordered dictionary was kept for each category
of verbs, adverbs, modal, conjunctions, noun and adjectives so that the searching can
be performed faster. The category of a word is identified by examining the allowed
POS tags in that category. For POS tags have been referred to the English Penn
Treebank [21]. The allowed POS tags for each category are compiled in Table 2 for
verbs and Table 3 for adjectives and adverbs, respectively.

The dependencyparser [22] has beenused to get the syntactic dependencybetween
the tokens in each statement. The resulting aspects need to belong to this class
of dependency parsing tags shown in Table 4. For more reading, the readers are
referred to [23] that enlists examples for these dependency parsing tags. Finding
links between tokens and relationship-tagging gives more meaningful classification
than single keyword-based classification systems [24] or bag-of-word features where
the order in which words occur is not known [25]. A sentence when processed by
the dependency parser may detect zero or more of these dependency tags.

The preference of selection of these tags, as the keyword, is from top to bottom in
Table 4. Further sub-categories or extendedPOS tagging for eachof these dependency
tags are kept in our accept states as shown in Table 5. The keyword that matches a
category in both Tables 4 and 5 qualifies as the aspect information and is included
for sentiment-scoring along with the detected phrase.

Table 2 Acceptable POS
tags for the verb category

VB BASE FORM OF A VERB

VBD PAST TENSE OF BASE FORM OF VERB

VBG PRESENT PARTICIPLE OF BASE FORM OF VERB

VBN PAST PARTICIPLE VERB

VBP VERB, NON-3RD PERSON SINGULAR PRESENT

VBZ VERB, 3RD PERSON SINGULAR PRESENT

MD MODAL AUXILIARY (could, cannot etc.)

Table 3 Acceptable POS
tags for the adverb and
adjective categories

JJ ADJECTIVE

RB ADVERB

RBR COMPARATIVE ADVERB

RBS SUPERLATIVE ADVERB
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Table 4 Acceptable syntactic dependency tags

nsubj NOMINAL SUBJECT

dobj DIRECT OBJECT

iobj INDIRECT OBJECT

pobj PREPOSITION OBJECT

Table 5 Results on the SemEval 2013 dataset

Model Accuracy (%) Precision Recall F-score

Logistic regression + bag of words [28] 52 0.29 0.65 0.4066

SVM-+ bag of words [29] 49.6 0.51 0.49 0.487

SVM-NGRAM (mix of uni- and bi-gram) [30] 57.5 0.58 0.49 0.51

LSTM with embedding, convolution layer and max
pooling [31]

77.5 0.5 0.5 0.5

Aspect-based method (unsupervised) [ours] 80.0 0.67 0.535 0.52

2.2 Sentiment-Scoring of Tweets

Once our phrase pattern from Table 1 and the keyword from Table 5 have been
selected, the phrase + keyword combination for sentiment-scoring and classifica-
tion is used. Synsets from the SentiWordNet lexicon provide us with the positive,
negative and neutral scores for each word in the phrase + keyword combination.
The maximum of these three scores has been taken for each word assuming that
maximum score reflects the real nature and context of a word. The polarity is (+)
for positive scores and (−) for negative scores. The labels have been considered as
‘negative’ and non-negative’ with all non-positive labels including ‘neutral’ labelled
as ‘negative’. The procedure of sentiment-scoring for keywords is the same as for the
phrases. The software implementation of our code is available for reference at https://
github.com/mkaii/bug-/tree/gh-pages. All valid scores derived from sentences in the
twitter post are added up to form the variable x that is nonlinearly transformed into
a decision variable f (x) as explained below.

The polarized SentiWordNet score is used to replace each word of our phrase +
keyword combination. The summation of all these scores, denoted by x, is fed as
input into our modified sigmoid function shown in Eq. (1).

f (x) = 4

1 + e−x
− 2 (1)

The sigmoid function in Eq. (1) is plotted in Fig. 2. The range of the sigmoid
function in (1) is from −2 to 2. When the sentiment score x is 0, f (x) = 0. If the
score x is greater than 0, then f (x) > 0 and the overall sentiment is determined to
be positive. Likewise, if the score x is less than or equal to 0, then f (x) ≤ 0 and the
overall sentiment is determined to be negative. So the final sentiment score of any

https://github.com/mkaii/bug-/tree/gh-pages
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Fig. 2 Sigmoid function
f (x) versus x

phrase + keyword combination would be between −2 (for negative sentiment) and
2 (for non-negative sentiment).

3 Experimentation and Results

The dataset that has been used in this project is SemEval 2013 [26]. It is a twitter-
based dataset having 1650 samples. It contains 3 labels, positive, negative and neutral.
‘0’ is for neutral, ‘−1’ is for negative and ‘1’ is for positive sentiment. As the dataset
consists of three labels (‘1’ for positive, ‘0’ for neutral and ‘−1’ for negative), for our
application of negative sentiment analysis, two labels have been used (converted from
three labels by considering neutral tweets as negative). In the two-label approach,
label ‘1’ represents non-negative or positive sentiment and label ‘-1’ represents nega-
tive sentiment. The experiments were performed in Python 3 software on an Intel i-5
processor with a 2.6 GHz clock. Our code took less than one minute to execute. The
software implementation of our code is available online at [27].

Our method is the aspect-based method for negative sentiment analysis which
is unsupervised, and in this approach, there is no need for training the model. In
the preprocessing step, spelling correction was done, slangs and abbreviations are
removed. Preprocessing includes text normalization, stemming, removal of stop-
words, spelling correction. After the preprocessing step, the words are tagged along
with their correct POS tags using the NLTK library. POS tags that do not give any
sentiment information are identified and removed them from our text corpus. The
remaining tags are the ones based on which the sentences can be scored. Since a
single sentence contains both positive and negative sentiments, a prioritized scoring
system has been made by identifying the aspect as well as the phrases containing
the acceptable POS tags, in a priority order selected by us. k-fold cross-validation
has also been performed for all our experiments, where k = 10. In this process, the
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input is divided into k subsets. The model is trained on k-1 subsets and evaluated
on the remaining 1 subset. This experiment is repeated k times, each time choosing
different k − 1 subsets, and the final results are averaged. Apart from accuracy (in
%), the precision, recall and F-score metrics are also computed. Table 5 shows the
comparison between accuracy, precision, recall and F-score values of different clas-
sification models for the SemEval 2013 dataset. The highest accuracy and F-score
values are got by using this method, as observed from the results summarized in
Table 5.

For comparison, several baseline approaches are also implemented for sentiment
analysis and detection that are supervised approaches. The least mean square (LMS)
loss function is used for the training phase of all the supervised techniques. The grid
search was used for determining support vector machine (SVM) parameter settings.
Using n-gram, as a feature extraction method, delivered better results as compared
to using the bag-of-word (BOW) features. Long short-term memory (LSTM) model
also performed well. The Adam optimizer, with a batch size of 50 and 100 epochs,
is the hyperparameter settings for LSTM. The GLOVE word embedding was used.
The best result, however, was delivered by our unsupervised aspect-based method
for detecting negative sentiment tweets.

4 Conclusions

Hatred in society has spread, in recent times, to social media platforms that are
now required to be monitored continuously to detect negative online posts that may
trigger mishappenings like riots. In this work, twitter posts have been classified
based on their negative content, using an aspect-based approach based on the senti-
ment scoring of a phrase and keyword combination, detected separately. Various text
preprocessing techniques are initially used such as normalization, stemming, removal
of stop words, spelling correction and replacing abbreviations with their full forms.
Phrases and keywords are selected from a prioritized list involving POS tags, from
each sentence. The SentiWordNet lexicon provides us with the sentiment scores of
phrases and keywords that are summed up for each sentence of the tweet and nonlin-
early transformed into a decision score for detecting the sentiment of the tweet. A
negative decision score indicates a negative tweet. Higher classification accuracies
on the benchmark SemEval 2013 dataset prove the superiority of our approach as
compared to the state of the art. Inclusion of multilingual slang to detect negative
content of tweets is the future scope of our work.
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A System for Anxiety Prediction
and Treatment Using Indian Classical
Music Therapy with the Application
of Machine Learning
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Abstract Anxiety and stress are the problems of all times. Extensively, technology
and art go hand in hand.Music therapy has been a sought-after technique for restoring
one’s mental health problems including anxiety, stress and blood pressure. The body
symptoms such as palpitations, age, sex, sweat, EEG signals, blood pressure and
heartbeat rate help in easy investigation of stress.Manual analysis of these parameters
can be cumbersome and time-consuming. Hence, a more contemporary approach to
aid the health specialists in the treatment of the patients is by using efficient music
along with computing technology of machine learning algorithms. This work is a
new product used to help health specialist treat patients with mental disorder using
Indian classicalmusic andmachine learning. In thiswork, a dataset ofmental disorder
parameters and music datasets are mapped together as inputs. Music datasets include
Indian classical ragas suggested by renowned health specialists. Machine learning
algorithms, namely logistic regression, SVM, K-nearest neighbor (KNN), random
forest (RF classifier) and decision tree classifiers, are used to train themodels, and the
accuracy performance of each model is compared. From the various testing datasets,
the efficiency seen by our experiments that support vector machine (SVM) is best
suited for our work which has an accuracy of 87.23%. To make it simple for health
specialist and caretaker to handle this with ease, a web application using Flask, a
python framework has been designed. The application enables the user to listen to
the audio files and keep a track of one’s stress status.
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1 Introduction

“Fear is inevitable, but it cannot paralyze you”. So is anxiety. Spielberger defined
that ‘anxiety is an emotional state involving subjective feelings of tension, apprehen-
sion, nervousness and worry experienced by a person’ [1]. He defines anxiety as an
unenthusiastic state which includes abstract sentiments of dread. Anxiety can come
in various forms. But there is a lot of difference between being anxious and being
emotional. A study from Concordia University shows that for millions of suffers
from generalized anxiety disorder, anger is more than an emotion, it is analogous to
a conduit that intensifies anxiety. Anxiety can either be psychosocial or be physio-
logical. But it is assured that physiological stress is a result of psychosocial stress.
Anxiety can affect our lives in one way or the other. The root cause of all mental
ailments is stress. If mental health is not taken into consideration, stress backbones
depression and anxiety. However, it is the psychological parameters that determine
stress and anxiety. Stress kills the human brain unknowingly [2]. It can arouse due
to work pressure, peer pressure, money crisis, family problems, etc. Anxiety disor-
ders come in various forms. A few of them include generalized anxiety disorder,
agoraphobia, panic disorder, social anxiety disorder (also known as SAD) and post-
traumatic stress disorder (known as PTSD) [3]. Diagnosis of stress, anxiety and
other mental health-related disorders is very challenging and a tedious process since
it can vary from an individual to individual. One of the best parameters to measure
anxiety in a person is hypertension. It is a common disease and leads to cardio-
vascular diseases which are a great concern of risk for human health. Few of the
physiological parameters determining stress include heart rate variability (HRV),
pupil dilation, hypertension and skin conductance. To obtain the neural response
to anxiety/stress, non-invasive electrophysiological technique, known as electroen-
cephalography (EEG), is used. It is one of the most efficient ways to measure the
oscillations of brain waves [4].

India is a country with a very high prevalence of anxiety, depression and other
mental health disorders. There are a lot of conventional approaches and methods to
tame down anxiety. The most expected, antibiotic medicines are the conventional
approaches to maintain the anxiety level in a person. The medicines have a lot of
side effects. Another approach to reducing anxiety with zero side effects is music
therapy. ‘Deep within us is the silent sound of our vibrations, which may be ignored
but which is the musical core within us all’.—Yehudi Menuhin. A study found that
people exposed to Indian classical music felt more relaxed, experiencing a reduction
in stress oscillations in the brain and decreased heart rate which in turn reduces
anxiety and cortisol levels. Music therapy practiced in ancient India called nada
yoga had its effect on the mind, and its feelings estimate its conceivable clinical
applications in the advanced time. Even though the foundation of music is based on
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the cadenced (rhythmic) and recurrent developments of music, it is eventually the
combination of the different sound examples that impact all our physiological and
psychological actions [5]. Darbari kaanada has also helped a young girl in a coma
to regain her consciousness back after listening to it for two weeks. Indian classical
music is a great source for music therapy. Ragas resonate the human body. Raga in
Sanskrit means ‘color’ or ‘mood’. A raga is presented at a particular time in a day
to bring out explicit mind-sets within the audience [6]. The use of music therapy
is an evolving, acceptable practice for healing of psychological and psychosomatic
ailments [7–11]. The rhythm called taala in Indian classical music also has an impact
on emotions [12]. Nada anusandana is the practice of employing swaras and ragas
to evoke a resonant response from targeted body chakras. Chakras are the energy
centers in the human body. Music also has the power to create a state of ecstasy,
distress and also pain. Carnatic classical music is replete with the effect of music in
sometimes miraculous anecdotes [13]. Music therapy is not a cure to anxiety but an
adjuvant measure to prevent anxiety.

Diagnosis of stress and its treatment through the sensor data is a tedious job
and not efficient method [14]. Therefore, the development of computing systems
(machine intelligence) to support the medicinal field in making accurate decisions
is very important. Machine learning (ML) minimizes the task that requires human
labor by providing tools and frameworks, enhancing accuracy. ML can detect and
analyze depression.Machine learning is that field of computing that helps a machine
to gain the capacity to learn without being programmed explicitly. ML is a data
analytic technique in which the machines learn and produce accurate results. ML
algorithms can be combined to identify patterns in data in the model. The advantage
of such algorithms from the identified data provides a more robust and efficient
diagnosis. ML is classified into supervised techniques, unsupervised algorithms and
reinforcement learning methods. In this work, a supervised learning technique is
used. A larger number of supervised ML algorithms are used for classification as
well as regression. Most common algorithms are SVM, RF classifier, decision tree
classifier, KNN and logistic regression [11]. The better way to have solutions for our
problems specialized for us, effectively and instantly without human intervention, is
by using machine learning techniques. Undoubtedly, now is the era of big data, and
with such humungous set of anxiety parameters along with the corresponding set
of ragas, ML proves to be the best approach to this ever-longing problem of mental
health. For all the processing of the data, Jupyter notebook is used as an IDE. It
is a web-based IDE. It is adaptable and enables the UI to support a wide scope of
work processes on data analytics, computing and ML applications. In this project,
the main parameters used for prediction of anxiety are the blood pressure, age and
sex of the subject. Blood pressure, as well as heartbeat rate, gets affected by music
waves. Hence, music therapy is proved as a significant part of hypertensive recovery.
A simple front-end application is created to access the audio tracks (with reference
to the raga therapy). Flask, a python framework is used for creating the front end.
The subject can log in and choose any track he/she wants to listen to.
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2 Related Work

The author [14] compares the performance of three ML methods: case-based
reasoning, artificial neural networks and support vector machine. A supervised algo-
rithm is used which with the parameters being finger temperature and heart rate vari-
ability (HRV) [15]. Two datasets, training datasets and testing datasets, are consid-
ered. ECG signals are also used tomeasure the datasets. In [4], electroencephalogram
(EEG) signals determine the blink rate, facial gestures, dilation, skin conductance
and heart rate which are the parameters to determine anxiety. There are certainmental
arithmetic tasks (MAT) to which the subject is subjected. Certain parameters of the
EEG signal determine anxiety. Ragas influence the emotions of an individual by
altering and affecting the resonance and reverberation of the body. For healing with
music, the cells of the body have to vibrate, and a resonant response is evoked.
The three parameters to measure music are pitch, loudness and quality. Amygdala
is the region of the brain that evokes emotions. Stress parameters are affected when
subjected to pleasantmusic. Few ragas used inmusic therapy include darbari kaanada,
miyan ki todi and hindola [6]. In [16], the author mainly emphasizes on a few body
parameters to determine stress. All the ragas are stored onto a database. The therapy
is then examined in the subjects’ blood pressure. Clustering techniques are used
to cluster patients based on age and BP. Later patterns are derived from clusters to
analyze the behavior of blood pressure.Music therapy ismoving from social to neuro-
science perspective [17]. Appropriate scale, note, pitch and beat form the component
ingredients of music as a therapeutic tool [13]. In [12], the author examines heart-
beat rate, in which the spectral analysis of the RR tachogram is made. It was proven
that tuning to Indian classical music (Hindustani or Carnatic) induces the impacts of
excitement and sedation, hence making a person stress-free. The author [2, 18] uses
EEG signals to examine stress. EEG signals are exact, precise and accurate and hence
can be dependable for examination. A case of the different classification algorithm is
used out of which SVM obtained the highest accuracy. In [19], the audio features are
obtained from the audio signal and EEG datasets are used. Then some other existing
features, such as absolute power is used for EEG signal analysis, are also analyzed.
At last, these features are consolidated, and these two datasets are combined and RF
classifier is used for classification. The proposed methodology has a front-end web
application, where the subject registers himself with his login credentials. After the
login, the subject can access the audio tracks required for the taming of anxiety or
stress. Sensors are used to quantify the stress parameters. To confirm the effect of
music therapy, IOT [20] is used. A predictive model is developed to diagnose anxiety
and depression among older patients. Random forest showed the highest accuracy
rate of 89%.When testedwith another dataset, the RFmodel showed an accuracy rate
of 91%. Patients were made to listen to music for 9 min. Decision tree classifier was
implemented to anticipate the effect of music on stress-free conditions. An accuracy
of 79% was obtained. The resulting tree enables it to find the prescient predictive
variables that affect remedial music listening results [21]. In [22, 18, 23] EEG signals
were used for stress detection. Many classifier algorithms were used for prediction.
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They were SVM, RF, decision tree, ANN and hybrid methods. Hybrid methods and
SVM obtained the highest accuracy. The related work uses two different methods for
determining the applied models’ prediction performance. They are accuracy score
and the area under the curve (AUC) score [22]. Blood pressure (hypertension) [24]
is one of the main indicators of stress. The effect of raga malkauns (hindola) on the
blood pressure parameters is summarized, and it shows that different tempos of the
raga affect high blood pressure and low blood pressure readings [25].

In [13], the author describes Raga Arabhi to enhance the alertness of the brain by
reducing negative emotions like jealousy, ego and toxic feelings. It is also helpful
for overcoming depression or violent urges in children. Bhairavi is known as Sarva
Swara Roga Nivarani Ragam. When a person is not able to identify what is wrong
with oneself, however, feels unwell, or unhappy, and just knows that something is
wrong, then Bhairavi is the ragam that works on any problem. This ragam enhances
the ‘feel good’ factor. Darbari kaanada, an anti-stress ragamgives stability to the heart
chakra. This raga helps in bringing out inner strength. The inner strength that exists
in rudimentary form in oneself is strengthened by singing the notes of this ragam.
Raga Mayamalavagowla releases tension and gives a feeling of peace which is very
effective when the mind is agitated, and the person is unable to concentrate. It is also
effective for people suffering from stammering due to anxiety, especially when they
face crowds, or interviews [13]. The further sections of the paper include proposed
work, methodology, scheme of work and implementation, results and discussion,
conclusion and references.

3 Proposed Work

Music tames anxiety without causing any side effects on the subjects. Table 1 shows
the seven swaras on classical music is associated with seven different emotions [13].
The first step of the project includes mapping the stress elements with the raga
(chosen ragas are described in Sect. 4 of the paper). Exploratory data analysis and
the data visuals are obtained, and the algorithms are applied to the model after a

Table 1 Stress parameters Attributes Description

Age Age in years

Gender Male represent by 1
Female represented by 0

Blood pressure Resting blood pressure
Normal conditions: 120–140 mm
Minimum: 90
Maximum: 200

Goal Value 1: absence of anxiety/stress
Value 2: presence of anxiety/stress
Also includes a raga along with the values
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sufficient amount of data cleaning. Five different algorithms are applied, logistic
regression, KNN, random forest, SVM and decision tree algorithm. The accuracy of
each model is obtained and compared with the highest accuracy obtained. A front-
end web application is created. The application consists of the few Indian classical
ragas which are used for music therapy. The user can register onto the page and log
in. It consists of a prediction dashboard, where the user should be able to fill in the
stress parameters and the dashboard would suggest the raga based on the patients’
stress status. The patient can keep a track of the ragas.

4 Methodology

AnML program learns from experience, with reference to a set of tasks andmeasures
the performance which improves through experience.

• EXPERIMENT—Collecting all the datasets (anxiety and music parameters). This
collection will describe all the possibilities of whether the subject is under anxiety
or not.

• TASKS—Clustering and segregating the collected data into different visualiza-
tions to understand the effect of whether the ‘X’, ‘Y ’, ‘Z’ or ‘XY’, ‘YZ’, ‘XZ’ or
‘XYZ’ parameters help in predicting the detection of anxiety.

• PERFORMANCE—Different ML algorithms should be applied to the cleaned
and the visualized data to measure the accuracy, confusion matrix, sensitivity and
specificity. The algorithm which provided the highest accuracy is considered.

Figures 1 and 2 depict a general workflow of an ML model.

(1) Data block represents the dataset used for the prediction.

Dataset includes music elements and stress parameters in this methodology. The
datasets of both music and stress elements are mapped into one CSV file

(2) Data pre-processing: A procedure which is used to convert the given raw data
into an understandable format.

Fig. 1 Workflow of the proposed model
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Fig. 2 Procedure of an ML
project

DATA CLEANING

• The data pre-processed can have many redundant and empty rows. To get rid of
this, data cleaning is performed.

DATA TRANSFORMATION

• This process is done in order to normalize and scale the data in the dataset.

DATA REDUCTION

• Data analysis is a tedious process while working with a large number of datasets.
To prevent this, this method is applied. It increases the storage capacity.

• The entire dataset is classified into training and testing dataset. Any algorithm
applied to the dataset is on these training datasets only. Testing datasets as the
name says are used only for testing purposes.

• Exploratory data analysis is done on the training datasets (Sect. 4 of the paper).

EDA is tied in with comprehending information close by, before getting messy
with it. It involves analyzing the dependent variables. It helps in identification of
categorical data andNumericalData. Itmainly portrays theflowof initial examination
on data to identify patterns, detect anomalies and detect outliers, through statistics.
A visual EDA is called ‘data visualization’.

(5) A suitable algorithm is applied to the data and training accuracy is evaluated.
(6) The same algorithm is applied to the testing dataset, and the testing accuracy is

evaluated.
(7) Accuracy, precision scores and sensitivity are calculated using the confusion

matrix.

Software Requirement: Anaconda, Jupyter notebook IDE, Language: Python 3.7,
Framework used for front end: Flask.
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Table 2 Music parameters

Raga Benefit

1. Amruthavarshini Dilutes the negative emotion

2. Arabhi Eliminating depression and violent urges

3. Darbaari kaanada Anti-stress raga

4. Hanumat Todi Reduces fear

5. Mayamalavagoula Releases tension

6. Neelambari Reduces blood pressure

5 Scheme of Work and Implementation

5.1 Dataset Description

The parameters listed in Table 1 are the main parameters responsible for anxiety and
are taken into consideration for prediction.

Table 2 depicts the ragas used for the front end and the dataset.

5.2 Feature Selection Flowchart

Tables 1 and 2 show the music and the stress parameters in the dataset. The source of
stress datasets is the Kaggle repository, and the music datasets are manually added to
the same file after discussion with a health specialist. After data cleaning, the dataset
was found to have 298 rows and 15 columns. Figures 3 and 4 represent the flow of
the proposed project.

There are five different algorithms applied.

LOGISTIC REGRESSION: It a supervised classification technique. The yield
variable ‘Y ’ can take just a discrete arrangement of estimation of the informa-
tion which is the input ‘X’. This algorithm is used to depict data information
and to describe and clarify the connection between one binary variable which is
dependent and ratio-level variables which are independent.
KNN: K-nearest neighbor (KNN) is a very simple and easy to use algorithm
used in the machine learning domain for either regression or classification. This
algorithm uses the given data and classifies new information points in comparison
with the similarity measures of the given data.
SUPPORT VECTOR MACHINE: A support vector machine (SVM) belongs to
a set of deep learning algorithms which perform supervised learning method for
both classification and regression of the given datasets. In artificial intelligence and
ML techniques, supervised learning techniques give both input and the expected
output information or data, which are used mainly for classification.
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Fig. 3 Flowchart describing
feature selection

Fig. 4 Basic flow

DECISION TREE CLASSIFIER: Decision trees are also supervised machine
learning techniques where the input data is indefinitely split based on certain
parameters in the dataset.
RANDOM FOREST: Random forest which is also known as random decision
forests is a learning method used for either classification or regression and several
other processes that are performed by constructing a large number of decision
making trees during the process of training and providing the output as the class.
The output can be the prediction means all the individual trees or the mode of the
output class.
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Fig. 5 Description of people under anxiety

Fig. 6 Types of variables

5.3 Exploratory Data Analysis

Figure 5 shows that 55% of the people in the dataset are under anxiety and the rest of
them not under anxiety. Figure 6 shows the three different types of variables present
in the dataset. There are six numerical variables, four Boolean variables and four
categorical variables (obtained through pandas profiling).

Analysis of the correlation matrix: A correlationmatrix shows relationship (corre-
lation) coefficients between the set of factors. This enables us to see which sets have
the highest relation which is the correlation. From the analysis of the correlation
matrix, it was found that:

Positive correlation (as D increases, E also increases)
>> As the age increases, blood pressure (Trestbps) also increases.
>> As the age and heart rate variability (HRV) of a person increases, there is a
high chance of the subject suffering from anxiety (goal in the dataset)
Negative correlation (as D increases, E decreases or vice versa)
>> As the age increases, the heart rate decreases.
Normalization test, central limit theorem, t-tests.
Null hypothesis for the project: There is no mean difference between mean of the
subjects subjected to stress or anxiety and subjects under stress-free status.
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Alternate hypothesis for the project: There is a difference between the mean of
the subjects subjected to stress or anxiety and subjects under stress-free status.

Normality test is used to identify if the collected blood pressure, age and other
data are well demonstrated by a normal distribution and to find out how it is for an
arbitrary factor to be normal in the given dataset. The central limit theorem is used,
when independent arbitrary factors are added, and their sum which is normalized
goes to a normal distribution under the circumstances in which the arbitrary random
variables do not have a normal distribution. A t-test is used when the probability
statistics of the test follows a normal distribution if the value of the scaled variables
in the probability statistics of the test was known (described in Sect. 6).

6 Results and Discussion

Central limit theorem is applied to eliminate the overlapping of the people affected
with anxiety and people not under anxiety.

For example, considering age, in Fig. 7, the elimination of the overlapped cohorts
can be easily visualized.

AGE: After the application of central limit theorem, mean and median of the
people not under anxiety is 56 and 58 whereas the mean and median of people under
anxiety is 52.4 and 52. Mean of people not under anxiety is less than the mean of the
people under anxiety; hence, null hypothesis can be rejected. From Fig. 8, p < 0.05,
and hence, aged people have higher chances of having an anxiety disorder.

BLOODPRESSURE:Mean andmedian of the people not under anxiety are 133.2
and 133 whereas the mean and median of people under anxiety are 129.2 and 130.
Mean of people not under anxiety is less than the mean of the people under anxiety;
hence, null hypothesis can be rejected. From Fig. 9, p < 0.05, and hence, people with
high blood pressure have higher chances of having an anxiety disorder. Similarly,

Fig. 7 Central limit theorem applied to age
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Fig. 8 t-test for age

Fig. 9 t-test for blood
pressure

the same observation can be concluded for heart rate and gender as well. Hence, it
can be concluded that blood pressure, age and gender are good predictive features.

Table 3 gives a comparison between the accuracies of the training and the testing
dataset, specificity and sensitivity of the testing dataset.

SVM was found to give the highest accuracy of 87.91%.

Front end
Flask was used to create the front end. Flask is a web structure framed with Python.
It is named a microframework because it need not have or require any particular
libraries to be installed externally. It does not contain any data deliberation layer,
form validation or other segments where already existing libraries provide a few
similar functionalities (Figs. 10 and 11).

The proposed system consists of a web-page application named Kill Anxiety.
The subject can register, login and fill in the stress details required. The application
suggests the raga based on the input data. The user can also choose the other ragas in

Table 3 Accuracy comparison of all the models

Model Training
accuracy (%)

Testing accuracy
(%)

Sensitivity
(testing set) (%)

Specificity
(testing set) (%)

Logistic
regression

86.79 86.81 87.91 86.53

K-nearest
neighbors

86.79 86.81 88.00 88.00

Support vector
machine

93.39 87.91 88.00 89.79

Decision tree
classifier

98.59 78.02 74.00 84.09

Random forest
classifier

98.98 82.41 84.00 84.00
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Fig. 10 Home page

Fig. 11 Register page

the application. The audio track consists of both instrumental and non-instrumental
audio. The subject can keep a record of one’s favorite tracks.

The application consists of the audio files of the ragas described in Sect. 4.
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7 Conclusion

This proposed methodology helps in detecting anxiety in humans. Anxiety can be
tamed through raga therapy. The applied algorithms are logistic regression, KNN,
support vector machine, random forest and decision tree classifier.

>> Out of the applied algorithms, support vector machine provided the highest
accuracy of 93.39%. Accuracy can be increased by further data cleaning. Accuracy
can be tested by the application of convolutional neural networks or other networks.
Audio feature extraction can be done to understand the biological aspect of music on
the human nervous system. Music therapy can have application either with medicine
or as medicine. A person with limited musical knowledge may listen to any music
of their choice for their wellness or mood management. This is an individual choice.
It is important to distinguish the role of music for one’s satisfaction and the role of
a music therapist, who employs music for the wellness of the subject.
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Design of a Water and Oxygen Generator
from Atmospheric Pollutant Air Using
Internet of Things

D. K. Niranjan and N. Rakesh

Abstract Reducing the contaminatedwater and obtaining fresh oxygen is difficult in
these environmental conditions. Water is in the form of vapour and moisture mixture
in the air. It is generally noted that 30% of water is almost wasted. The moisture in air
is used in the proposed system. This system considers moisture air from atmosphere
and converts it directly into drinking water. Condense process is used in the proposed
system to convert moisture into water droplets. This device also generates oxygen
(O2) from water through electrolysis process. This system consumes less power. The
system sends the status of the system to the mobile application.

Keywords Water pollution · Oxygen generation

1 Introduction

Nowadays, the environment is affected in several ways, and the major reason for the
effect is the pollution. The pollution impacted all the living lives, where it increases
the health risk. The health risk has affected the whole world, and to reduce the
life risk, the environmental conditions should be changed, but practically, it is not
possible to change or control the environment. The reason why the environment
is remaining unaltered is because the humans cannot stop their daily needs. The
two major areas where the pollution adversely affected are air and water. Due to
pollution and increased number of industries, the water is polluted and caused the
health risk. So, the water scarcity has also been increased. The reason for water
scarcity can be lack of rain or droughts and pollution. As there are a lot of industries
in the world, where their wastages are dropped into freshwater, the natural water
resources are contaminated. The water scarcity can be reduced by recycling it, but
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Fig. 1 Usage of water and raising water scarcity

the water quality will be reduced drastically. Even from the recycled water, the health
risk will be initiated and many people will be facing the issue. On an average 1.2
billion, which is approximately one-fifth of the population in the world, are affected
by water scarcity. One more reason for water scarcity is agriculture. In the process
like irrigation, the water consumption is more, and this has started depletion of water
from the sources. The whole world is left with only 3% of the earth’s freshwater,
which is not sufficient for the present population [1–3].

Figure 1 describes the reason for water scarcity, where it shows 70% of water is
used for agriculture purpose and remaining 30% is used for municipal and industrial
purposes.

In the metropolitan cities, the fresh air is also less, and proportionally, the health
risk is increasing day by day. So, people have started changing their lifestyle such
that they can reduce the pollution and also increase the life span. The drinking water
in many areas is contaminated by chemical pollutants and the bio-waste. As the
water contamination is increasing, the health-related infection and diseases are also
increasing at an unprecedented rate. The most common diseases generated from
the water contamination are skin infection, transferrable-fever, dengue, diarrhoea,
etc. Nearly 21% of infection is generated from the contaminated water. The water
pollution is increasing every day, so to reduce the health risk and increase the life
span, freshwater and fresh oxygen are required. This work is mainly motivated to
eradicate the health risk and water crisis across the globe with a minimal cost [4–7].

The air is also contaminated, and oxygen concentration level is also remaining
less in the atmosphere. So, the system is designed, where the water is generated from
the moisture of atmospheric air by filtering the fine dust from the air. The system
is built to store the filtered water. The system also generates the oxygen from the
generated water. The generated oxygen will be stored in the tank so that it can be
used whenever required.

This paper is organized in the following order. In Sect. 2, the background work is
explained. In Sect. 3, the proposed system is explained. In Sect. 4, hardware descrip-
tion is deployed. Section 5 describes the set-up and the result of practical experiments.
Finally, in Sect. 6, conclusion and future work of the paper are explained.
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2 Background Work

In [8], the researchers explain that the freshwater is generated for irrigation, through
desalination process. The system is designed to use thin air for generating water for
harvesting, whereas the device is very expensive. The system generates freshwater
and store for agricultural use. The device where the water is stored is less and also the
cost of generating water is too expensive where the cost of water generated by this
system is of two dollars per m3 of land to be watered. For harvesting we need more
water for irrigation so, the water generator device not much effective, and also cost of
the device is more. In [9], this paper explains that they have integrated atmospheric
water generator with distributed clean energy sources so that it can change the way
to develop a new path to net zero. The energy consumed by the system is less, and
also the device will reduce the carbon emission. The carbon emission is reduced to
achieve net-zero water from the buildings and industries. In [10], authors explain
that the desalination is the process used to clean a water. It is the global challenge for
cleaning the contaminated water, especially in the industrial areas natural freshwater
is contaminated. So, the communities rely on the desalination processes. The water
is generated by atmospheric air, in the winter season only. In this season, the air
moisture is more, so they can collect more water. The cost of water generation is
same as the cost of bottled water. So, this device is more economical, but it works
only in the winter season only. In [11], this paper explains that the atmospheric water
generator units aremore efficient only at coastal regions. The relative humidity is high
in the coastal regions. They have obtained that specific temperature to condensewater
with the help of Peltier devices. The system works efficiently, where the humidity
percentage is low. The cost of the device is more. In [12], this paper explains that it
is a portable water generator system, where the water generator device is generated
from the atmospheric air. They also used as a system to increase the temperature for
evaporating technology. It is low productivity and also consumes more power and
also consumes more time to fill water.

3 Proposed System

The system is designed to reduce the water crisis by generating water from the
atmospheric air. The atmospheric air consists of moisture droplets in air; by these air
droplets, we are generating freshwater. The freshwater is generated, where it depends
on the air value data. If the air quality is worst or not the best quality, then the water
will not be generated. If the air quality is fine or best in quality, it starts the generating
of freshwater. Before starting the water generation, the air is filtered by the filters so
that it filters all the dust particles and the particulate matters in the air. The quality of
air is measured and analysed by our previous air purifier system. The air is purified
based on the database stored in the system model so that the system purifies air and
generates the water. Generation of water is done by the condense process. The cold
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water is circulated continuously depending on air quality, for collecting the moisture
in the air to generate fresh water. The stored water will be passed into the copper
tube by that the fan will start by collecting the moistures from air and start generating
water. The water is stored in a container, for future use of water. The water can be
used for drinking purpose. In our proposed system, the oxygen is generated by the
electrolysis process. The electrolysis process is done by the generated water. In our
system, both hydrogen and oxygen are generated separately. The oxygen generated
will help sick person as well as old age people. Both water and oxygen are generated
by the atmospheric air.

Figure 2 shows the block diagram of the water generator system from atmospheric
air. In our system, the air purification is done by the Raspberry Pi model, the data of
air is sent to the water generator device so that it can decide and generate the water
automatically, and the device also can be operated by the mobile application such
that we will get notification and also we can ON and OFF the device automatically
as well as manually. The device can be turned off instantly in case of emergency, and
the device process will help all the old person so that we can control the water crisis
in and around the world.

The generated water is filtered by the water purifying filters, and these filters are
of three stages, where all the particles from the generated water will be filtered. The
filters used in this device are of three stages. These are reverse osmosis membrane,
sediment filter cartridge and mineraliser. This device is the less power consumption;
in the winter and rainy seasons, this device works more accurately and generating
more water than the summer time.

In Fig. 3, it explains the process of generating oxygen, where the device generates
oxygen from the generated water by the process called electrolysis. Until the water
storage tank, all the process is same. After that, the system consumes small amount
of water from the generated water. The process is where the electrolysis process
for generating the oxygen. The system will add little amount of sodium oxide. By
electrolysis process, the solutionwill split the oxygen and hydrogen. The split oxygen
and hydrogen are stored in the tank such that we can use whenever we want.

2NaCl + 2H2O → 2NaOH + H2 + Cl2

Fig. 2 Block diagram of water generator system
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Fig. 3 Oxygen generator block diagram

NaOH + H2O → 2O + 2H2

In our device, the two stages of electrolysis process are done wherein first process
iswhere sodiumchloride is addedwithwater and gives the sodiumhydroxide solution
is generated, and the second process of electrolysis is where sodium oxide and adding
the generated water to it. It generates the solution where it splits the solution of the
oxygen and hydrogen.

Figure 4 shows the flow chart of the proposed system.
In Fig. 4, the process of generating water and oxygen is started by collecting air

quality data. The collected air data is stored in the device and to the server. Based
on measured air data, the system sends data to the generator device by the decision
taken the water generator device. If the air quality is less (less polluted air), then the
system starts purifying. If the air quality is high (high polluted air), then the system
will not start the water generator. When the generator starts, the condense process
for generating the water is started and purifying the water through the water filters.
Some amount of water from the water generator is taken and sent for generating
oxygen through electrolysis process.

The system ismost cost-effective than the existingmodels, and the existingmodels
are designed only for generating water, but the proposed system is designed for puri-
fying air and generating water as well as oxygen. The system is detachable and
carryable with us, and the air purifier is the system operated by the battery (recharge-
able). The operation of device is done by purifying the polluted air. Purifying the
air is done by the five-stage air purifier and purification of air done based on the air
quality (controlling the fan speed, three fans are used to purify the air).
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Fig. 4 Flow chart of the proposed system



Design of a Water and Oxygen Generator … 367

4 Hardware Description

In our system, we have used Raspberry Pi 3B+ for doing all the process we want
at less power so that we can configure the system perfectly where the Raspberry Pi
has the built-in Wi-Fi so that we can directly upload the data values to the database.
Raspberry Pi is of 1.4 GHz speed which is quad-core processor of 64-bit, it is of
dual-band Wireless Local Area Network, in-built Bluetooth is of 4.2/BLE, it has
Ethernet where it is fast, and it has Power-over-Ethernet support (with separate PoE
HAT), so we have used this device for our work (Fig. 5).

A gas sensor is used to detect the polluted air and purify the air, and sensors are
used for detecting MQ-135 and MQ-02 sensors. Figure 6 shows the MQ135 sensor
and its pin details.MQ-135 detects or measures NH3, NOx, alcohol, benzene, smoke,
CO2, etc. It has a wide detecting scope, stable, fast response and high sensitivity. It
is of longer durability and consumes only 5 V. It can be used for both analog and
digital depending on the work, and the digital output consists of TTL logic.

The proposed system has employed the most commonly used gas sensor MQ-
02. The sensor works based on the variable resistance, as the chemiresistor as it

Fig. 5 Raspberry Pi 3B+

Fig. 6 MQ-135 sensor and
pin details
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Fig. 7 MQ-02 sensor and
pin details

Fig. 8 Node MCU

detecting the gas, it varies resistance. When the gas is detected with the metal oxide
semiconductor. The value of the analog signal output varies as the gas concentration
varies. The sensor consists of two-layer steel mesh, where this mesh is called an
‘anti-explosion network’. This steel mesh is used to protect from explosion from the
flammable gases. This sensor is used to detect the LPG, butane, propane, methane,
alcohol, hydrogen and smoke concentration from 200 to 10,000 ppm (Fig. 7).

NodeMCU is a low-cost device where it is of open source for IoT platform.
Firmware for the system is already initialized to run the ESP8266 Wi-Fi SoC from
Espressif Systems. The module is of ESP-12 (Fig. 8).

The module is equipped with the ESP-12E module, and Tensilica Xtensa 32-bit
LX106RISCmicroprocessor is the system in theESP8266 chip. Themodule operates
from 80 to 160 MHz. The microprocessor supports real-time operating system. The
frequency is an adjustable clock frequency.

It consists of 128 KB RAM and 4 MB of the flash memory to store programs
and the data. It consists of high power processing with built-in Wi-Fi, Bluetooth and
has a special operating feature of deep sleep to make it ideal for Internet of things
projects. The module is powered using Micro-USB. It supports UART, SPI and I2C
interface.

The proposed system has used ultrasonic sensor, where it measures the distance
or level of the water. The sensor converts the sound into electric signal. The sensor
transmits and receives the sound waves and later converts it into electric signal. This
sensor transmits and receives the signal, which is faster than the speed of the sound
that is audible to humans. This sensor has two components: transmitter and receiver.
The distance between the sensor and the object is detected.

D = 0.5 ∗ T ∗ C
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Fig. 9 HC-SR04 sensor

Fig. 10 ADC1015

D—distance
T—time
C—speed of the sound (Fig. 9).

The ADS1015 is used in our project for converting analog to digital data. Texas
Instruments manufactured the ADS1015. It is the 12-bit precision at up to 3300
readings per second. The readings can be programmed. The board can be configured
to accept four sensors of the type we will be using single-ended, or two differential
channels, where two varying signals instead of a single signal and a ground. In ADS
1015, it consists of programmable gain amplifier. The programmable gain amplifier
is built in and with up to ×16 gain. The gain amplifier will help to amplify smaller
signals to the full range. This module will operate in a voltage range from 2 to 5 V.
This voltage will be applied to the VDD pin (Fig. 10).

5 Results

The system consists of Raspberry Pi GPIO pins which are collected to the I2C, for
converting the analog signals to the digital signal. The gas sensor is interfaced with
GPIO of the Pi board. The python coding is done for simulation of the value and
storing the record the value. The air quality values are recorded based on the 24-hour
format, and every minute it updates the air quality data to the system, and also it
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Fig. 11 Circuit deployment

updates the voltage which is consumed by the system. Based on these values, an
analog waveform is generated by the digital values in the offline mode web server.
Thewater generator system starts working based on the air quality data. The designed
systemwill generate thewater if the air quality is less and the fresh for filtering the air.
The system works based on the principle of the condense process. If the air quality
is fresh, then the system will filter and start generating the atmospheric air into the
fresh consumable water. The water can be used for drinking purpose. The generated
water will be stored in a small container (Fig. 11).

The stored water in the small container will be pumped automatically and start
filtering process of the water. The filtered water will be stored in a storage container
for usage of drinking water. The generated water from the system will be pumped
for generating oxygen. The oxygen is generated from the electrolysis process so that
we can use for our future use, whenever we want.

The generated water is converted into oxygen using the electrolysis process by
further adding the sodium hydroxide solution to the generated water. The process is
done with 12 V DC supply so that the solution will split and generate the required
amount of oxygen and hydrogen. This system will help to reduce the water scarcity
in the metro cities. Proposed system has the capability to generate one litre of water
in less than 30 min. The drinking water is stored in the tank for later use. The firebase
data is used for generating the system application. Figure 12 depicts the air quality
of the system, and if the air quality is less than the 50%, then the system will start
generating water. As shown in Fig. 12, the air quality remains as 22%. The water is
then generated and stored in a storage tank. It also shows whether the air quality is
safe or not safe or it is required to check and operate the system manually (Fig. 13).

The air quality of the environment has been recorded throughSQLite, and for every
1 min, from the collected data of air quality, the water generator system generates
the water accordingly.

Figure 14 shows the MIT app inventor, where some basic information as well as
the turningONandOFF switchmanually is designed. Figure 15 shows the screenshot
of the designed application. Figure 15a shows the first page of the system. It displays
“Water and Oxygen Generator”, start button are used to proceed for the next page.
Figure 15b shows the second page, after proceeding the first page. The second page
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Fig. 12 Air quality data and checking is it safe or not safe

DATE AND TIME

(For Every One 
Minute It Records the 
Value)

Air Quality Value 
and Consumed 

Value

Fig. 13 Air quality database

Fig. 14 MIT app inventor, designing the application

of the application shows the status of the motor, where it automatically performs
ON or OFF operations. The water level from the generated water system can also
be viewed by using a graphical representation. The red scroll bar shows the level of
water in the system. It also has a control where the motor can be manually controlled
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Fig. 15 Screenshots of the
designed application. a First
page; b second page

by turning ON and OFF in the case of emergency, and if the system does not turn,
the system turns OFF automatically [13, 14].

In the system process model, the process of water generation and filtration is
shown in Fig. 16. The process of the filtration is of three stages: reverse osmosis
membrane, sediment filter cartridge and mineraliser.

In reverse osmosis membrane, it removes the bacteria and viruses and reduces the
dissolved salts. In sediment filter cartridge, it removes the fine impurities from the
generated water. In mineraliser, it consists of minerals for adding to the generated
water (Fig. 17).

The system generates the water based on the air pollutant data, and the generated
water is from the atmospheric air. The collection of data is done by the air purifier
part and sends the data value to the Arduino by the serial communication and updates
the status of the system in the mobile application.

Fig. 16 System process model
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Fig. 17 System model (front view and top view)

Fig. 18 Electrolysis process
of the oxygen generator (red
colour specifies oxygen and
black colour specifies
hydrogen)

The oxygen is generated by the process of the two-stage electrolysis process,
where the red colour specifies the oxygen generated and stored. The black colour
specifies the hydrogen generated and stored, as shown in Fig. 18.

6 Conclusion and Future Scope

6.1 Conclusion

The real-time analysis of the air purification, water and oxygen generation is done on
the basis of the at-present air quality and the dataset stored in the system. Depending
on the variation of the quality of air, the system generates purified air, and the data
recorded will help for monitoring the environmental conditions. Python language
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is used for processing the system, and SQLite is employed for recording data from
the air. Air is purified on the basis of the region, previous air data and the present
air quality. The system generates freshwater and oxygen from the atmospheric air
and generates oxygen by utilizing the electrolysis process. The proposed system
will generate one litre of water in around 30 min and stored for drinking purpose.
The system can be operated through mobile application so that it can be utilized
globally. The details of the system will be updated in mobile application and can be
controlled even by using the manual option. This device is low powered device and
can be detachable for the air purifier and portable in nature. This device is mostly
cost-effective compared to existing models, where the air filter and the copper tube
(2-metre) are only the cost. With this system, the water crisis will be reduced, and
also the health risk will be reduced by employing the fresh air and oxygen. The
major disadvantage of this proposed model is the limited storage of water, and the
time taken to generate oxygen is also increased (approx. 2-hour for small tank).

6.2 Future Scope

The system will be upgraded so that its storage capacity will be increased. The
number of connections of connectors will be reduced so that the weight remains very
less. Solar power will also be integrated with this system.
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to Analyze Impact of Sentiment Analysis
in Stock Market Prediction
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Abstract The stock markets are considered to be the most sensitive and volatile
financial institutions. Investment-related decisions are made by looking at historical
data and observing the patterns, and sometimes these turn out to be profitable and
sometimes not. Investment involves making predictions based on various factors and
later combining all of these to conclude. The market as a whole is vulnerable to news
and leaks which in turn decide the sentiment of buyers and hence directly affect
the price of a given stock. Nowadays, machine learning techniques are being used
to forecast the trend of a given stock. This paper presents a relative analysis of the
prediction of the stock price using algorithms long short-term memory (LSTM) and
auto-regressive integrated moving average exogenous (ARIMAX), without and with
sentiment analysis. It has been observed from results that both algorithms attain a
considerable improvement in the forecasting when sentiment analysis is applied.
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1 Introduction

A financial market is a place where people trade financial securities and derivatives,
like stocks, bonds, commodities and options features respectively. It is known that
financial markets are very uncertain and volatile. Investors remain more and more
concerned with their investment decisions as they want to get maximum returns on
their investments. Financial markets give higher returns, but there is an equal amount
of risk involved. Investors have to think very carefully regarding their decisions as
their one mistake can lose their money. This is where forecasting comes as an aid,
giving investors an edge in their decision-making process.

When the stock prices are talked about, lots of factors like the past performance
of the company, news related to it, the sentiment of the people toward the company,
etc., come into play. It is the aggregate of all these factors which in turn affect the
prices of a given stock, which is like considering some variables and looking at their
dominance over each other, and later some operations are performed at them to find a
result. It is the diversity of these various parameters which make accurate forecasting
of the stock prices difficult.

Many algorithms are being used nowadays to build a prediction model, and each
of these has its pros and cons. Some of these are better than the others, and some have
their limitations. The usage of artificial neural networks (ANN) has made the job
muchmore efficient and accurate.Neural networks tend to provide better resultswhen
compared to traditional machine learning models, but in the case of the stock market,
the dependency on sentiment analysis and other underlying factors like closing price,
opening price, volume, etc., is high which is highlighted and demonstrated in this
paper.

The graph in Fig. 1 presents a trend line for the stock prices of a company (Reliance
Industries Limited) in a given trading year. Over a period of time, various spikes and
dips can be observed in this figure. The motivation of this paper is to study the impact
of the news in the market and the sentiments revolving around it, in context to these
high and lows and their impact on the forecasting of the stock prices. The paper
analyzes how the stock prices are influenced by the buyer’s sentiment in a market
place and how can then further use this to improve our forecasting.

Fig. 1 Trend line for stock
prices of RIL
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In this paper, the possibilities and effectiveness of sentiment analysis in stock price
prediction have been explored. The paper presents a parallel study of the two algo-
rithms, ARIMAX and LSTM type of recurrent neural network (RNN). The perfor-
mance of both the models is evaluated before and after the sentiment analysis was
added to each model. Traditionally, the algorithms like auto-regressive (AR), auto-
regressive integrated moving average (ARIMA), support vector machines (SVMs),
etc., have been used from time to time in financial institutes. The algorithmARIMAX
can be described in simple words as ARIMA model with one or more exogenous
variables, i.e., independent variables which are directly affecting the forecasting.
LSTM which is an RNN can simply be defined as a feedback connection which
learns from its recent past to avoid long-term dependency problems and predict the
value of a given variable or feature.

The remainder of the paper is organized as follows. Literature survey is discussed
in Sect. 2. The methodology is presented in Sect. 3 in which the approach used
in the paper is discussed along with the detailed description of the dataset, LSTM
algorithm, ARIMAX algorithm, sentiment analysis and performance metrics used in
the paper. Results obtained are discussed in Sect. 4. And the conclusion of the paper
is discussed in Sect. 5.

2 Literature Survey

Anita Yadav, C. K. Jha andAditi Sharan in [1] used long short-termmemory (LSTM)
for time series prediction in Indian stock market. The data was collected from the
Indian stock market, and then the model was evolved over it; after that, it was
revamped by contrasting the stateless and stateful models and tuning for hidden
layers. They used historical data for companies—TCS, Reliance, ICICI and Maruti.
The model was tested using standard deviation values, spread in the box and whisker
plot diagram which suggested that stateless LSTM was more stable as compared to
stateful LSTM because of more stability.

Suhartono in [2] used the feedforward neural network (FFNN) model to forecast
Indonesian inflation and then differentiated the result with ARIMA and ARIMAX
models. The author showed that FFNN gives outstanding results in forecasting infla-
tion in Indonesia. The best FFNNmodel in training data tends to yield overfitting on
testing. Also, they suggested that the forecasting accuracy of ARIMAX was similar
to FFNN with input based on ARIMAX.

Dev Shah, Wesley Campbell and Farhana Zulkernine in [3] selected two models,
namely LSTM and deep neural network (DNN) for forecasting daily and weekly
movements of Indian BSE Sensex for the company Tech Mahindra (NSE-TECHM).
In the initial phase, both LSTM and DNN performed well in daily predictions after
comparing the results trained for accuracy and error. Finally, LSTM outperformed
DNN inweekly analysis predictions after the inclusion ofmore attributes. LSTMwas
more accurate in finding primary trends and making future forecasting on volatile
stock datasets.



380 A. Sharma et al.

In [4], the authors have applied a sliding window approach to predict future values
on a short-term basis using the daily closing price. For this approach, the authors
had selected two different sectors, IT and Pharma. Companies were selected with the
help of NIFTY-IT index and NIFTY-Pharma index. Training data consists of stock
prices of Infosys over a period of time, and the test data had stock prices for Infosys,
TCS and CIPLA. Three different deep learning models, namely RNN, LSTM and
convolutional neural network (CNN), were used, and the performance of each model
was quantified using percentage error. The authors proposed CNN methodology as
the best due to sudden changes occurring in the stock market.

Kirti Pawar, Raj Srujan Jalem andVivek Tiwari in [5] proposed implementation of
RNN along with LSTM in comparison with traditional machine learning algorithms
for stock market prediction. The historical data of Apple, Google and Tesla was
considered from Yahoo Finance. The result shows that RNN-LSTM gives more
accurate results than traditional machine learning algorithms, such as regression,
SVM, random forest, FFNN and backpropagation.

In [6], Ghosh, Neufeld and Sahoo employed random forest and LSTM models
as training methodologies to analyze forecasting of stocks of S&P 500 for intraday
trading. They observed that LSTMoutperforms random forests with higher accuracy.
Social network media analytics is showcasing the promise for the prediction of
financial markets [7]. Measurements of collective emotional states derived from
large network scale are correlated to stock transaction data over a time period.

Forecasting on time series data for stock prices is now a trending research area.
In previous years, many neural network models had been suggested to clarify the
problemof economic data and to achieve precise forecasting results. Themodels inte-
gratedwithANNprovide better results rather than using a singlemodel. This has been
concluded in [8] by analyzing the performance between BSE100 stock market index
and NIFTYMIDCAP50 stock market index by different neural network models, and
forecasting accuracy is analyzed and measured using performance metrics like mean
absolute error (MAE), mean absolute percentage error (MAPE), percentage mean
absolute deviation (PMAD), mean squared error (MSE) and root mean squared error
(RMSE).

In [9], the authors have compared single-layer perceptron (SLP), multi-layer
perceptron (MLP), radial basis function (RBF) and SVM and old statistical tech-
niques including statistical methods and applications (SMA) and ARIMA to forecast
the performance of market of Karachi Stock Exchange (KSE) at the end of the day
using different attributes as input including oil rates, gold and silver rates, Foreign
Exchange (FEX), news and social media feed and predicting the market as positive
or negative. MLP performs better in comparison to other techniques.

Ping-Feng and Chih-Sheng in [10] proposed a combination approach that uses
the distinctive strength of ARIMA which is one of the broadly used models in time
series forecasting and SVM used in successfully solving the nonlinear regression in
forecasting stock prices. The presented hybrid model greatly improves the prediction
performance of a single ARIMA or single SVM model in predicting stock prices.
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3 Methodology

The block diagram of our approach is shown in Fig. 2.
The steps of the approach used are discussed as follows.
The approach starts from the data collection point where the stock data has been

collected for the given company from the open sources like Yahoo Finance. The
collected data has been then cleaned for null values and checked for abnormalities
like negative prices, etc.which accounts for the cleaning part. The next data collection
has been made from the various stock news Web sites to scrap the news headlines
for a particular company using Python tools. And then the LSTM and ARIMAX
algorithms are applied to forecast the prices for a given stock on both sentiment
analyzed data and non-sentiment analyzed data.

The existing statistical forecasting models are not able to maintain a constant
efficiency in forecasting the stock market prices largely because these do not account
for ever-changing news and leaks in the market place which affects how the prices
go up and down. This paper deals with the stock prices of an individual company
and impact of news around it instead of an index because particular news might be
beneficial to one company while may have a negative impact on the other’s stock
price and hence not truly reflecting the purpose of this paper. Moreover, the investors

Fig. 2 Block diagram of our
approach
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invest in a particular stock instead of an index, and hence, it is advantageous to
analyze a single company.

The time series data is used to predict the closing price of the stock. The LSTM
[1, 5] and ARIMAX [2] algorithms used in this paper first determine the stock price
based on the features like open, high, low, volume using a dataset of a calendar fiscal
year.

In the next step, the sentiment analysis is embedded in both models. The news for
the particular company isWeb scrape usingScrapy andBeautifulsoup from theopenly
available news platforms for a year. The text data then collected is passed through
neuro-linguistic programming (NLP) techniques mainly Valence Aware Dictionary
Sentiment Reasoning (VADER) for sentiment analysis of the news data collected.
The detailed description of our approach is discussed in the next section.

3.1 Dataset

The dataset used in this paper is that of Reliance Industry Limited (RIL) scrapped
from the Yahoo Finance Web site [11–13]. The reason for choosing this dataset is
that Reliance Industries (RIL) play a major role in the Indian financial markets. The
reason being it is a part of both the Nifty50 and Sensex, the flagship indices of
Bombay Stock Exchange (BSE) and National Stock Exchange (NSE), respectively.
So when there is a change in the trend of it, the rest constituents of both the indices
have a tendency to follow it and hence driving the financial markets along with these
showing either an uptrend or a downtrend. The effect sometimes can be observed on
other industries too because if suddenly RIL has undergone a downtrend meaning
the investors are not interested in buying and selling its shares which they already
have, its price falls leading to declining in the points of indices. Once the points of an
index start to decline, all the constituents of that particular index face the outcomes
whether it is positive or negative. Therefore, it can be said that sentiments play an
important role and especially in the case of RIL as it is considered to be a blue-chip
stock and is considered to be a benchmark for many. So what happens with RIL
can sometimes happen with stocks of other companies also even if these are from a
different industry.

The data size used has been kept comparatively low to get a corresponding correct
and more detailed per day news headlines data for the given company. The dataset
considered is for a trading year which is around 253 trading days [14, 15]. The dataset
originally had six features, namely Open, High, Low, Close, Adj Close, Volume, the
sentiment feature has been added later. The training to testing data ratio has been
kept as 75 to 25% in this paper.

The sample of the dataset used before the sentiment analysis was incorporated is
shown in Table 1.

The text data (news) for sentiment analysis has been scrapped from the financial
news Web site portal using BeautifulSoup and Scrappy. The sample of the financial
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Table 1 Sample of the dataset used

Date Open High Low Close Adj. close Volume

2019-03-07 0.2080 0.215 0.1682 0.2150 0.2150 308,690

2019-03-08 0.1801 0.200 0.1800 0.1860 0.1980 81,169

2019-03-11 0.1900 0.210 0.1700 0.1950 0.1950 112,475

2019-03-12 0.1955 0.210 0.1943 0.1943 0.1943 80,953

2019-03-13 0.1800 0.199 0.1800 0.1990 0.1990 28,003

Date = the date of the day on which the following trades were done
Open = the price of a single stock at the opening of the market
High = the highest price traded for the day
Low = the lowest price traded for the day
Close = the price of the single stock at the closing of the market
Adj Close = the adjusted closed price reflects the closing price of a given stock with reflection of
other attributes like corporate actions etc.
Volume = it refers to the amount of shares traded on that particular day

Fig. 3 Sample of the financial news scrapped

news scrapped using these techniques in order of date-wise trading days is shown in
Fig. 3.

3.2 LSTM (Long Short-Term Memory)

The simple FFNN is the simplest form of an artificial neural network. The data in
FFNN flows only in the forward direction from ‘X’ (input layer), though ‘H’ (hidden
layer—σ activation function) to the ‘Y’ (output layer—softmax activation function).
The FFNN with a single neuron in the hidden layer is depicted in Fig. 4.

The following equations explain how the value of the hidden layer is obtained
and the output layer using a softmax activation function [16].

H = σ(x0 ∗ wh0 + x1 ∗ wh1 + x2 ∗ wh2 + x3 ∗ wh3) (1)
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Fig. 4 Feedforward neural
network with a single neuron
in a hidden layer

Y = SoftMax
(
H ∗ wy

)
(2)

where

σ = activation function,
(x0, x1, x2, x3) = input layer
and (wh0, wh1, wh2, wh3, wy) = weights of input and hidden layers.

Activation function Rectified Linear Unit (ReLu) performs the job of converting
the sum of the weighted inputs from the node to the activation of that node. ReLu
activation function returns 0 if it receives negative input, and for the positive value,
it returns that value.

F (x) = max(0, x) (3)

where x is the positive value and F(x) is the activation function ReLu.
The problem with FFNN is that it is not efficient with the time series data. Time

series predictions are made based on past trends and learning, and FFNN does not
consider that. This problem is addressedwith theRNN.RNNhas loops in its network,
thus allowing the information to remain in the network.

An RNN network is shown in Fig. 5, where X is the input, A is RNN and H is the
output value.

The RNN is an FFNN, where the nodes/layers are arranged sequentially due to
the nature of the dataset (time series). Unlike FFNN the value of a hidden layer is
not only calculated from the input layer but also using the previous time step value
and weights (w). The expanded form of RNN is presented in Fig. 6.

RNN is capable of learning from the previous information, but its shortcoming is
highlighted when a little more context than the recent past is required to solve the
problem, i.e., the amount of data required to predict the next step is more. The LSTM
was designed for solving these issues of long-term reliance.

LSTM [1, 5] is an RNN network with an added feature of ‘Memory’ cell. These
are capable of learning long-term reliance. The LSTM cell has a different design,
and update is maintained by the gates.
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Fig. 5 An RNN network

Fig. 6 Expanded form of RNN

The LSTM cell is shown in Fig. 7, where Xt is the input and Ht is the output
value.

The following mathematical equations describe the implementation of LSTM
gates.

Ct = Ct + (
It ∗ C ′

t

)
(4)

where Ct = (current memory state at time step ‘t’ and gets passed to next time step)
and I t: input gate.

So to get Ht , Tan h can be applied:
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Fig. 7 LSTM cell with gates

Ht = Tanh(Ct) (5)

The LSTM used in this paper has four layers with the following parameters.
Layer 1 units = 60, activation function = relu, dropout = 0.2
Layer 2 units = 60, activation function = relu, dropout = 0.2
Layer 3 units = 80, activation function = relu, dropout = 0.2
Layer 4 units = 120, activation function = relu, dropout = 0.2.

3.3 ARIMAX (Autoregressive Integrated Moving Average
Exogenous Variable)

ARIMA [2] is amethod that combines terms ofAR (autoregressive) andMA (moving
average). ARIMA requires the time series data to be static; hence, it is differentiated
at least once. The following equations depict ARIMA modeling.

Yt = β1Yt−1 + β2Yt−2 + β3Yt−3 + · · · + β0Y0 + εt (6)

Yt−1 = β1Yt−2 + β2Yt−3 + · · · + β0Y0 + εt−1 (7)

where

Yt = function of lags of Yt

β t = coefficient of the lag t that model estimates
εt = the errors from the equation.

In this paper, the impact of the variables like sentiment analysis, closing price,
etc., is addressed on the prediction. ARIMAX provides us with the options to add
variables whose value is identified by the factors outside the model of the study. The
following equation describes ARIMAX modeling [17].
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(

1 −
p∑

i=1

φi L
i

)

(1 − L)d(Xt − mt ) =
(

1 +
q∑

i=1

φi L
i

)

εt (8)

where,

Xt = data time series
φi = autoregressive parameter
θ i = moving average parameter
εt = normally distributed error term (mean = 0)
L = lag of operators.

3.4 Sentiment Analysis

The stock prices are highly volatile because of the involvement of a massive pool of
small and big traders. These investors most of the times rely on news and leaks about
a company to predict whether it will do good or not. The news about a company’s
involvement in a scandalous deal, new conflicting tariffs or government policies or
top management malpractices on one hand can cause a stock price to fall while news
like new big investments, good public image or strong cash flow attracts more people
to invest and hence yielding higher stock prices.

The data for this sentiment analysis has been scrapped from a financial newsWeb
site using BeautifulSoup and Scrapy in the form of news headlines of text data. In this
paper, Natural Language Toolkit (NLTK) has been used to process this text data to get
meaningful analytical figures. NLTK uses Valence Aware Dictionary and Sentiment
Reasoner (VADER) for sentiment analysis which uses a dictionary and rule-based
model sentiment analysis tool. VADER uses a dictionary of words; these words are
mapped onto their categorical negative, positive, neutral, compound values. VADER
also describes the score of a given text whether it will be positive or negative.

To avoid this issue of the score for a text where positive score describes good
news while a negative score describes negative news and 0 is neutral, the news has
been divided into the following three categories.

• 0: Negative scores (less than zero).
• 1: Zero score (equal to zero).
• 2: Positive scores (more than zero).

The sample of the dataset when sentiment analysis feature was incorporated to
the dataset is depicted in Table 2.
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Table 2 Sample dataset with sentiment analysis features incorporated

Date Open High Low Close Adj. close Volume Sentiment

2020-03-02 0.6550 0.7000 0.5450 0.6800 0.6800 135,539 0

2020-03-03 0.7000 0.7000 0.6000 0.6500 0.6500 58,679 1

2020-03-04 0.6999 0.6999 0.6350 0.6675 0.6675 5050 2

2020-03-05 0.6300 0.6300 0.5001 0.6050 0.6050 127,909 1

2020-03-06 0.6100 0.6100 0.4401 0.4900 0.4900 312,306 2

3.5 Evaluation Parameters

3.5.1 Root Mean Square Error (RMSE)

This paper uses RMSE as the metric to assess the effectiveness of the given model in
forecasting the price. It is the square root of the variance of the difference between
the observed value and the predicted value. It is an absolute fit of a model. The value
of RMSE should be as lower as possible for a model to be considered better. The
mathematical formula [2] to find the value of RMSE is described in Eq. (9), where
y is the value of the feature to be predicted.

RMSE =
√∑n

i=1

(
ypred, i − yi

)2

n
(9)

The evaluation parameter RMSE is based on mean squared error (MSE) which
is used by many ML algorithms for computing error, but the problem with this
performancemetric is that it is not scaled to the original error since errors are squared;
hence, RMSE has been used in this paper as an evaluation parameter to match the
original scale.

3.5.2 Mean Absolute Deviation (MAD)

MAD is the metric to assess the performance of the given model in forecasting the
price. MAD is an error statistic. It can be described as the mean difference between
the actual and predicted value at each data point. The lower is the value of the MAD,
lower the data is spread out and hence the prediction is better.

MAD = 1

n

n∑

i=1

|xi − x̄ | (10)

MAD has been used alongside the RMSE as RMSE value is driven by ‘one big
error.’ It means that one big error in the forecast would affect the RMSE value to
a greater extent; MAD, on the other hand, shows the deviation between actual and
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predicted prices per period in absolute terms resulting in a much lesser change in the
evaluation parameter if a big difference occurs for a particular forecast.

4 Result and Discussion

The initial LSTM model worked with given data yielded the avg. RMSE of about
0.48 and avg. MAD of about 0.33. The features like opening price, volume, high,
low were included for the prediction model. The epoch (number of times the model
was trained) showed a truly random behavior. The result obtained using the LSTM
model regarding the behavior of actual price and predicted price is depicted in Fig. 8,
where the X-axis represents the time while the Y-axis represents the stock prices.

The tabular comparison of the plotted graph for LSTM model which shows the
difference in the actual price and the predicted price is depicted in Table 3.

After the feature of the sentiment analysis was added to themodel/dataset, approx-
imately 30% improvement has been observed in the prediction of the stock prices
in case of RMSE. The average RMSE has been noted as around 0.34 for this case.
Approximately 18% improvement has been observed in the prediction of the stock
prices in case of MAD. The average MAD has been noted as around 0.27 for this
case.

Fig. 8 Result of LSTM
model

Table 3 Actual and predicted
price values using LSTM

Actual Predicted

0.17320 0.181097

0.15200 0.184764

0.15870 0.180734

0.22515 0.174252

0.18200 0.168685
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The actual values of RMSE and MAD obtained without and with sentiment
analysis using the LSTM model are presented in Table 4.

The result obtained using the LSTMmodel after incorporation of sentiment anal-
ysis regarding the behavior of actual price and predicted price is shown in Fig. 9,
where the X-axis represents the time while the Y-axis represents the stock prices.

The tabular comparison of the plotted graph for LSTM model with sentiment
analysis shows the difference in the actual price and the predicted price in Table 5.

When ARIMAX was used, it was also initially trained on features like opening
price, volume, high, low. The initial ARIMAXmodel workedwith given data yielded
the avg. RMSE of about 25.16 and avg. MAD of about 19.11. The result obtained
using the ARIMAX model regarding the behavior of the actual price and predicted
price is depicted in Fig. 10.

The tabular representation shows a comparison between the actual price and the
predicted price corresponding to the curves of the ARIMAX model in Table 6.

When the sentiment analysis was incorporated into the model, an average of
27% improvement in the RMSE value was observed. The average RMSE has been
noted as around 18.3, while in parameter MAD, an improvement of around 15%
approximately has been observed. The average MAD has been noted as around 16.2
for this case.

The actual values of RMSE and MAD obtained without and with sentiment
analysis using the ARIMAX model are presented in Table 7.

The result obtained showing the comparative analysis of the actual and predictive
price for the ARIMAX model with the sentiment analysis is presented in Fig. 11.

Table 4 RMSE and MAD
values using LSTM

Model Value of RMSE Value of MAD

LSTM 0.48 0.33

LSTM with sentiment
analysis

0.34 0.27

Fig. 9 Result of LSTM
model after incorporation of
sentiment analysis
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Table 5 Actual and predicted
price values using LSTM
with sentiment analysis

Actual Predicted

0.17320 0.171943

0.15200 0.181883

0.15870 0.196561

0.22515 0.207061

0.18200 0.198105

Fig. 10 Result of ARIMAX
model

Table 6 Actual and predicted
price values using ARIMAX

Actual Predicted

0.146275 0.158542

0.147085 0.147160

0.145920 0.149244

0.150975 0.159283

Table 7 RMSE and MAD
values using ARIMAX

Model Value of RMSE Value of MAD

ARIMAX 25.16 19.11

ARIMAX with Sentiment
Analysis

18.3 16.2

The following table shows the comparison of the actual price and the predicted
price when the sentiment analysis feature is added to the ARIMAXmodel in Table 8.

For the validation of the result, random news has been extracted from the source
[13] to test whether the approach is accurate. The following news hit the market
on 2019-11-30—‘RIL shares hit a record high, near 10 lakh crore milestone in the
market cap’ which accounts to solidify the trust in the company shares hence is
considered positive news of the sentiment (classified 3 according to our approach).
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Fig. 11 Result of ARIMAX
model after incorporation of
sentiment analysis

Table 8 Actual and predicted
price values using LSTM
with sentiment analysis

Actual Predicted

0.146275 0.157621

0.147085 0.129456

0.145920 0.149210

0.150975 0.156983

Table 9 Actual and predicted
price values using LSTM

Actual Predicted

0.17320 0.169583

Table 10 Actual and
predicted price values using
LSTM

Actual Predicted

0.17320 0.171038

The following forecast has been computed by the LSTM algorithm with the
corresponding actual price as mentioned in Table 9.

When the positive sentiment analysis (classified 3 according to our approach) has
been accounted in the data, the LSTM algorithm computed following forecast which
obtained better result as shown in Table 10.

5 Conclusion

In this paper, it is highlighted how the Indian stock market rather any stock market is
highly dependent on the sentiments and news in the market. It does not matter how
better an algorithm is, without considering the market news its accuracy will always
be flawed. At the end of the day, the trading is done by the investors who are in



Use of LSTM and ARIMAX Algorithms to Analyze … 393

turn human beings only and are vulnerable to this news and leaks spreading around.
It has been observed that both the algorithms considered in the paper showed an
improvement in upward of 30% in RMSE when sentiment analysis was considered
in the dataset and thereby emphasizing the impact of the sentiment analysis in the
stock market to be a major factor. Hence, it is concluded that the application of
the sentiment analysis feature reduced the RMSE by 30%, and in turn, the model
accuracy was increased. It has been observed that both the algorithms considered in
the paper achieved an improvement in range of 15–30%when sentiment analysis was
considered in the dataset and thereby emphasizing the impact of sentiment analysis
in the stockmarket to be amajor factor. In the stockmarket trading, a small difference
even of this scale can change the game for a trader and even a company. Hence, it is
concluded that application of the sentiment analysis feature increased the accuracy
of the fit approximately between 15 and 30% for a given dataset. In future, this work
can be extended by working on improving the efficiency more by considering the
indexes from around the world and how they tend to affect the price of blue-chip
stocks like RIL and also to project a live prediction.
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Design of Medical Image Cryptosystem
Triggered by Fusional Chaotic Map

Manivannan Doraipandian and Sujarani Rajendran

Abstract Image is considered as important data in themedical field because usage of
medical images for diagnosing the disease keeps on increasing in the modern digital
medical field. These images need to be encrypted at the time of transmitting over
an insecure network for maintaining integrity and confidentiality. This work aims
to propose a medical image cryptosystem with less computational time based on
the fusional model of the modified one-dimensional chaotic map. First, the proposed
fusional chaotic model generates the chaotic sequence and then the generated chaotic
series is used for encrypting the intensity ofmedical images. Simulations and security
assessment are evaluated by applying statistical and differential attacks. Robustness
against exhaustive and noise attack results indicates the strength of the developed
cryptosystem. Comparison analysis illustrates that the proposed cipher has efficient
and enhanced security than state of the art. Hence, the developed cryptosystem has
absolutely opted of medical image applications.

Keywords Image encryption · Chaos · Tent map · Henon map · Sine map

1 Introduction

In this digital era, digital images are shared between entities which is at an all-
time high. Thus, the combination of medical images and Internet gives a tremen-
dous improvement in the medical field, not only for diagnosing the disease but also
for encouraging the telemedicine and e-health applications [1]. Remote medical
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consulting requires the communication of medical image like MRI, CT, and X-ray
images online. As consequence, integrity and confidentiality of these images have
to be maintained at the time of transmission [2]. Hence, encryption plays an impor-
tant role in transferring these medical images securely. Conventional cryptosystems
like AES, DES, and IDEA have been proved as inappropriate for image encryption
because of the image’s properties like huge pixels, high redundancy, and correlation
[3]. Numerous researchers identified that the chaotic cryptography is one of the recent
technologies which is completely opted for image cryptosystem. Different directions
and techniques of chaos-based image cryptosystem are discussed in the state of the
arts [4–6]. Some of the chaos-based medical image cryptosystems is briefly given
below.

Fu et al. [7] proposed an efficient medical image cryptosystem by utilizing Arnold
cat map for bit permutation and the 1D logistic map used to generate the chaotic
series used for substitution processwith aminimumnumber of rounds. Ravichandran
et al. [8] developed a new two fusional 1D chaotic maps for extensively confusing
the pixels, and XOR operation is utilized for diffusing the image. Different attack
analyses visualized the efficiency and security of the cryptosystem. Sathishkumar
et al. [9] utilized 1D Bernoulli map and logistic map for seed key generation and to
generate chaotic series for executing diffusion operation, and in this, cryptosystem
images are read in the form of zigzag order and divided into 8 × 8 blocks and
then confusion and diffusion are applied on each block for encrypting the medical
image. Cao et al. [10] presented a secure medical image protocol by combining three
parts: decomposition of bit plans, generation of chaotic sequence, and permutation
of pixels. Experiments and analysis results of that cryptosystem demonstrated the
strength of that algorithm.

Most of the medical image cryptosystem discussed above are utilized 1D map
for generating the chaotic sequence applied for confusion and diffusion stage. Even
though 1D map has its own merits due to its lower-key size and limited life of
randomness, it may cause threats to the security of the images [11]. As a conse-
quence, higher-dimensional map became popular among researchers and different
cryptosystem has been developed using a multi-dimensional map. Two-dimensional
(2D) chaotic maps are found to possess good chaotic properties sufficient compu-
tational complexity [12]. Thus, 2D chaotic maps are employed in different image
cryptosystem. Based on inspiring on the above state of the arts, a fusional chaotic
map has been developed by combining three one-dimensional map like Henon, Tent,
and Sine map. The proposed Tent–Henon–Sine (THS) map produces random series
for a long period of time and has sufficient keyspace which will enhance the secu-
rity of the image, a and dual confusion process has executed for greatly decrease in
the correlation among pixels of the image. Security analysis has been executed by
employing different attacks, and the results indicate the efficiency and security of
the developed cryptosystem.

The paper framed as follows. Section 2 describes the basics of the developed
cryptosystem. A detailed description of the proposed design is given in Sect. 3.
Simulation results are shown in Sect. 4. Different security analysis and comparison
are evaluated in Sect. 5. Section 6 concludes the proposed work.
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2 Preliminary Concept

2.1 Tent Map

Tent map is one of the classical one-dimensional maps that is often introduced in
the early stages of the chaotic map literature [13]. It generates a chaotic series in the
form of a tent, so it is named as a tent map. Despite its minimalistic shape, it has
many interesting features. It goes by the equation defined in Eq. (1). Another 1D
map utilized for creating the THS map is sine map which is defined in Eq. (2).

xn+1 =
{

μxn/2 xn < 0.5
μ(1 − xn)/2 0.5 ≤ xn

(1)

xn+1 = α sin(πxn)/4 (2)

The positive integer value (μ) is a constant which must strictly lie within 0 and 4
and α should be greater than 4. Thus, a chaotic series is achieved by executing the
above equation iteratively.

2.2 Henon Map

In order to conquer the setbacks of the one-dimensional chaotic maps and to promote
more randomness and clandestineness, chaotic series of two dimensions was intro-
duced [14]. The two-dimensional chaotic map that is incorporated here is the Henon
Map. The equation of the Henon map is in Eq. (3).

{
xd+1 = yd + 1 − ax2d
yd+1 = bxd

(3)

This map relies on the four parameters; x, y, a, b. A classical Henon map has its
constant value for the parameter a and b as 1.4 and 0.3, respectively.

2.3 Proposed THS Map

The THS map is obtained by fusing the above-mentioned maps, i.e., Tent, Henon,
and Sine map. The equation obtained as a result of fusing these three maps is given
in Eq. (4).
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Fig. 1 Trajectories of chaotic series

⎧⎪⎪⎨
⎪⎪⎩

{
ui+1 = 1 − ((

α
4 × sin(3.14 × (ui ))

)) + vi

vi+1 = β × (sin(ui ))
ui < 0.5{

ui+1 = 1 − ((
α
4 × sin(3.14 × (1 − ui ))

)) + vi

vi+1 = β × (sin(1 − ui ))
ui ≥ 0.5

(4)

The chaotic series generated as a result of fusion possesses initial and system
parameters should be in the range of 0 ≤ u, v ≤ 1 and α, β ≥ 4. The chaotic series
generated by the THS map is highly random in contrast with the chaotic series
generated by individual maps. The trajectories of the chaotic series are shown in
Fig. 1 which defines the randomness of the THS map.

3 Image Cryptosystem Promoted by 2D THS Map

The proceeded cryptosystem in connection with THS map has a combination of
confusion and diffusion process. Scrambling the pixels randomly depends on the
chaotic series which is executed in confusion, and changing the pixel rate to a
key image is performed in diffusion. The key image is filled chaotically with two
chaotic series which increase the complexity of the algorithm. The block view of the
suggested system is presented in Fig. 2.

From Fig. 1, it can be identified that the two chaotic series have good random
properties. The proposed architecture that can be visualized in Fig. 2 is the grouping
of confusion and diffusion process. Three ways of confusion are executed: first, the
image is vertically divided into two equal parts, left and right parts of the image are
shuffled separately and then combine both parts to shuffle the entire image. After, the
shuffled image is taken as an input for the diffusion process. For both processes, the
generated chaotic series are utilized. In confusion process, index of sorted series is
utilized, and in diffusion process, integer format chaotic series is utilized to execute
arithmetic operation between image and key series. The detailed explanation is given
in the following steps.
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Fig. 2 Overall architecture of the proposed medical image cryptosystem

Step 1: Initialize the four keys {x0, y0, α, β} with concerned values taken as a
seed key of 2D THS map for generating chaotic series.
Step 2: Input mage (IM) and two key series U = {u1, u2, u3, . . . , usize } and
V = {v1, v2, v3, . . . , vsize } are originated depends on the seed values. Where
size = (L × B)/2 and L and B represent the length and breadth of the image.
Step 3: Confuse IM with Procedure 1 to obtain the shuffled image SIM.
Step 4: Diffuse SIM with Procedure 2 to obtain the final encrypted image EIM.

3.1 Procedure 1: Image Cryptosystem—Confusion Part

Input: Input image IM and chaotic key series.

U = {u1, u2, u3, . . . , usize } V = {v1, v2, v3, . . . , vsize }

Output: Shuffled image SIM.

Step 1: Vertically divide the image into two parts as given in Eq. (5)

leftx,y = {IM1,1, IM1,2 . . . , IMx,y}

x = 1, 2, . . . , B/2 and y = 1, 2, . . . , L (5)

Rightx,y = {
IM1,1, IM1,2, . . . , IMx,y

}

x = 1, 2, . . . , B/2 and y = 1, 2, . . . , L
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Step 2: Select B chaotic series U1 = u1, u2, . . . , uB and V 1 = v1, v2, . . . , vB/2

Step 3: In ascending order, chaotic series are sorted and store the new index value
as given in Eq. (6).

[sort u1, index u1] = sort(U1) (6)

[sort v1, index v1] = sort(V 1)

Step 4: Shuffle the pixels of the left part using the following code.

For i = 1: L
For j = 1: B/2
Temp = left(i, j)
left(i, j) = left(indexu1(i), indexv1(j))
left(indexu1(i), indexv1(i)) = left(i, j)

End
End

Step 5: Select B + 1 to B + 256 chaotic series U2 = uB+1, uB+2, . . . , uB+256

and V 2 = vB+1, vB+2, . . . , vB+128

Step 6: In ascending order, sort the chaotic series and store the new index value
as given in Eq. (7).

[sort u2, index u2] = sort(U2) (7)

[sort v2, index v2] = sort(V 2)

Step 7: Shuffle the pixels of the right part using the following code.

For i = 1: L
For j = (B/2 + 1):B
Temp = right(i, j)
right(i, j) = right(indexu2(i), indexv2(j))
right(indexu2(i), indexv2(i)) = left(i, j)

End
End

Step 8: Combine the two parts and shuffle the entire image by using the following
code.

SIM = Merge(left, right)

Step 9: Select chaotic series from k = B + 256 to k + 256 and sort and store the
index as in Eq. (8)

U3 = uk+1, uk+2, . . . , uk+256 and V 3 = vk+1, vB+2, . . . , vB+256
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[sort u3, index u3] = sort(U3) (8)

[sort v3, index v3] = sort(V 3)

Step 10: Shuffle the entire image SIM by using the following code.

For i = 1: L
For j = 1:B
Temp = SIM(i, j)
SIM(i, j) = SIM(indexu2(i), indexv2(j))
SIM(indexu2(i), indexv2(i)) = SIM(i, j)

End
End

Finally, confused image SIM is obtained. The output of each shuffling process is
shown in Fig. 3.

Fig. 3 Experimental result: a original image shuffling image of b left; c right; d whole image and
e diffused image
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3.2 Procedure 2: Image Cryptosystem—Diffusion Process

Input: Confused image SIM, Key streams U and V.

Output: Final encrypted image EIM.

Step 1: Transform the decimal for chaotic series and store it as a two-dimensional
array that is taken as a key image with the size equal to the image. The creation of
key1 and key2 is shown in Eqs. (9) and (10).

Key1i, j = ((
U × 1014

)
mod 256

)
if(( j mod 2) == 0)

Key1i, j = ((
V × 1014

)
mod 256

)
if(( j mod 2)! = 0)

(9)

Key2i, j = ((
V × 1014

)
mod 256

)
if(( j mod 2) == 0)

Key2i, j = ((
U × 1014

)
mod 256

)
if(( j mod 2)! = 0)

(10)

Step 2: Pixels of the confused image are diffused by executing XOR between key
images and confused image as expressed in Eq. (11).

EIM = bitxor(key2(bitxor(Key1,SIM)) (11)

Finally, encrypted image EIM is obtained and ready for secure communication.
Decryption will be the backtrack of the encryption process by using the same keys

which are shared between the end users.

4 Experiment Result and Analysis

The developed cryptosystem is executed in the platform of MATLAB 2016a. A
different set of images has been taken for evaluation purpose from S. Barre:
Medical Imaging: Samples shown in Fig. 4 with size 256 × 256. For consid-
ering the time efficiency and compatibility .jpg format images ARE used instead of
DICOM. The chosen key for the experimental purpose is u0 = 0.23456543467876,
v0 = 0.54678392028475, α = 12 and β = 13. Any value can be taken for α and β

which should be greater than 4. First, the chaotic series is generated, and after that,
the confusion process is executed to get the confused image, and finally, the diffusion
process is executed to obtain the final encrypted image. The result of the developed
cryptosystem is shown in Fig. 3.
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Fig. 4 Sample medical images taken for experimental purpose

5 Performance and Security Analysis

A good cryptosystem should able to resist different attacks like differential and
statistical attacks. The level of security of the cryptosystem can be proved by different
analysis like correlation coefficient, histogram, and entropy analysis. These analyses
are used to find out howmuch random and uniform distribution of pixels are achieved
by applying the developed cryptosystem. Cipher attack analysis is used to find out
the level of robustness. These analyses are executed, and the results are discussed in
the following subsections.

5.1 Histogram Analysis

This analysis is mainly used to evaluate the uniform distribution of pixels in an
encrypted image [15]. Figure 5 shows the graphical form of pixel distribution in an
original and encrypted image. On analysing the diagram, it can be cleared that the
pixel in cipher image is uniformly distributed, so the proposed architecture strongly
resists the statistical attacks.
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Fig. 5 Histogram analysis:
a original image;
b encrypted image

5.2 Correlation Coefficient Analysis

The correlation between the pixels in the original image is always high particularly for
medical images [16]. A good cryptosystem should reduce such correlation among
the pixels. The efficient way to find the security level based on correlation is to
execute the correlation coefficient analysis between original and encrypted image.
Equation (12) represents the computation, and Fig. 6 shows the distribution of pixels
in all direction of the cipher image. FromFig. 6, it can be recognized that the proposed
scheme efficiently reduced the correlation among pixels so it can withstand statistical
attack.

Cpq = E[(p − E(p))(q − E(q))]

σ pσq
(12)

The expected value of p and q is given byE(p) andE(q), and the standard deviation
of p 5 and q is given by σ p and σq. p and q represent the intensity of the image.

Fig. 6 Correlation coefficient analysis: different direction of cipher image correlation of a hori-
zontal; b vertical; c diagonal
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Table 1 Correlation coefficient and entropy results and comparison

Test images Proposed scheme Enayatifar et al. [17]

HC VC DC Ent HC VC DC Ent

4a
0.0081 −6.3e−04 0.0095 7.9978 0.0127 0.0068 0.0028 7.9987

4b
−0.007 0.006 −0.009 7.9950 0.0046 0.0059 0.0041 7.9987

4c
0.0038 −0.008 −0.001 7.9915 0.0083 0.0147 0.0016 7.9981

4d
−1.5e−04 −0.010 0.0076 7.9916 0.0142 0.0079 0.0057 7.9990

4e
0.0018 0.0054 −0.009 7.9968 0.0158 0.0115 0.0086 7.9987

4f
−7.9e−04 0.0145 0.0097 7.9959 0.0029 0.0031 0.0013 7.9988

4g
2.12e−04 −0.003 0.0161 7.9933 0.0084 0.0062 0.0021 7.9982

4h
0.0089 −0.007 −0.007 7.9967 0.0061 0.0097 0.0019 7.9988

The correlation result of the standard test images and their comparison is shown
in Table 1. In table, HC, VC, and DC represent horizontal, vertical, and diagonal
correlation, and Ent indicates Entropy. From the comparison, it can be identified that
the proposed system highly reduced the correlation among pixels than the state of
the art.

5.3 Information Entropy

Degree of uncertainties is the most important features of randomness, and it can
be calculated by entropy analysis [18]. The general entropy value for the random
is exactly 8. So if any cryptosystem achieved the result of entropy as nearest to 8,
then it can withstand against linear attacks. Entropy result of the encrypted image is
calculated by employing Eq. (13).

E(I ) =
M∑
k=0

P(Ik) log2
1

P(Ik)
(13)

Ik represents the kth pixel value of M size medical image. P(Ik) means the
probability of (Ik). The entropy result of standard medical image and its comparison
is shown in Table 1. From the result, it can be seen that all the entropy of the
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encrypted image is nearest to 8; hence, the proposed cryptosystem can fight against
linear attacks.

5.4 Key Space Analysis

The size of the keys is a key role to justify the security level of the cryptosystem
[19]. Sufficient size keys resist brute-force attack. The proposed cryptosystem has
two system parameter keys and two initial value keys. The four keys α, β, u0 and v0
are decimal numbers. As per IEEE decimal format standard, the precision is about
10−15, so the total key sizewill be >2128 which is sufficient to fight against brute-force
attacks.

5.5 Cipher Image Attack Analysis

On the transmission of encrypted image, sometimes hackers distort the image by
simply cropping and adding noise to the transmitted image. So even the authenti-
cated receiver who has correct keys, he is not able to get exact original image after
decryption. Because a tiny change in the encrypted image can fully collapse the result
of decryption. Hence, a good cryptosystem should able to withstand cipher image
attacks. So, our cryptosystem has been tested by applying cropped attack and noise
attack.

5.5.1 Cropped Attack Analysis

Robustness of the cryptosystem can be identified by analysing the result of crop
attack [15]. The familiar logic for applying crop attack is crop the encrypted image
intentionally with different size. Thus, the encrypted image is cropped, and the resul-
tant image is shown in Fig. 7. Table 2 shows the quality of the decrypted image by
calculating the quality metrics MSE, PSNR, and correlation between original and
decrypted image. The mathematical function is used to calculate theMSE and PSNR
which are described in Eq. (14). This result illustrates that our cryptosystem can
withstand cipher image attack.

MSE = 1

M × N

M∑
i=1

N∑
j=1

(O(i, j) − D/E(i, j))2

PSNR = 20 log10
Imax√
MSE

(14)
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Fig. 7 Crop attack analysis: data loss of a 0.5%; b 1.0%; c 2.5%

Table 2 Quality of decrypted image against crop and noise attack analysis

Cipher image of Fig. 4g Affected ratio MSE PSNR Correlation

Crop attack 0.5% 49.50 31.18 0.9901

1.0% 144.37 26.53 0.9718

2.5% 364.92 22.51 0.9317

Salt-and-pepper noise 0.001 18.70 35.41 0.9963

0.01 166.98 25.90 0.9676

0.02 819.03 18.99 0.8591

Gaussian noise 0.00001 154.95 26 0.9697

0.0001 507.61 21 0.9066

0.001 1714 15 0.7348

O and D indicate the original and decrypted image. M and N represent the image
size.

5.5.2 Noise Attack Analysis

Sometimes, during transmission noises are added to the images, salt-and-pepper
noise and Gaussian noise are the popular noise embed with the encrypted image [20].
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Fig. 8 Noise attack analysis: a salt-and-pepper noise of 0.001, 0.01, 0.02; b Gaussian noise of
0.00001, 0.0001, 0.001

To prove the robustness, this noise is added to the encrypted image with different
densities and their corresponding decrypted image is given in Fig. 8 and the quality
metrics values of the decrypted image are given in Table 2. On seeing Fig. 8 and
Table 2, it can be accepted that the developed cryptosystem withstand up to 0.001
and 0.00001 amount of salt-and-pepper and Gaussian noise attacks.

6 Conclusion

In this paper, a new image cryptosystem has been developed by utilizing the fusion
THS map. The range of initial values and system parameters of THS map increased
the security level. In the confusion stage, image pixels are scrambled to reduce the
correlation among the pixels, and in diffusion stage, the complexity of the cryp-
tosystem is increased by execution XOR between the confused image and chaotic
key image. Statistical, key size, cipher image attack analyses are executed to illus-
trate the level of security of the proposed cryptosystem. The results conclude that
the proposed one satisfied the expected level of security for secure transmission and
storage of medical images in real-time online medical application.
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User Engagement Recognition Using
Transfer Learning and Multi-task
Classification

Hemant Upadhyay, Yogesh Kamat, Shubham Phansekar, and Varsha Hole

Abstract Digital learning and the virtual classroom had an enormous influence
during this new era of modernization, which has brought a revolution on the inter-
ested student to acquire at their own comfort as well as the desired pace of learning.
But the important success factor of traditional classroom pedagogy, i.e., real-time
content delivery feedback, is missing. Eventually, engagement becomes crucial to
strengthen and improve user interaction. It constrained us to resolve this gap issue
before, because of the lack of publicly accessible datasets. But, now since DAiSEE
is the first multi-mark video grouped dataset which comprises student’s record-
ings for perceiving the client’s full of feeling conditions of boredom, confusion,
engagement and frustration in wild, that makes it a benchmarked dataset for solving
such kind of problems. In this paper, the model to employ on our convolutional
neural networks is a custom Xception Model, a depth-wise separable convolution
pre-trained on the billion of images along with multi-task classification layers on it
to recognize the affective states of user efficiently. The proposed Xception network
slightly outperforms the frame-level classificationbenchmarkedbyDAiSEE’smodel.
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1 Introduction

Nowadays, computer-based learning is becoming popular in academia and can
involve multiple ways, varying Massive Open Online Courses (MOOCs) [1],
Learning Management System (LMS) [2] or Virtual Learning Environment (VLE)
[2]. Through this, students will study at all times and almost everywhere, also helps
to deliver innovative ways of teaching students, reforming the traditional studies
approach and drawing students from around the world. NPTEL, Udemy, Coursera,
edX, etc., are the few best-known Web sites [2]. The Online Learning Alliance
reported that at least one online course was pursued by 6.7 million students (about
32% of all schools). Nevertheless, in the study of more than 2000 universities,
69% of senior academic coordinators thought that virtual learning [3] was neces-
sary for the prosperity of their institutions, with the majority they agree its better
than conventional learning [2].

Under the conventional teachingmethod, teachers take different measures to eval-
uate the progress of their graduates, enthusiasm and engagement, via tests, atten-
dance, observation, etc. However, there is no face-to-face contact that is accessible
in computer-based learning, and the amount of student engagement in activities is
difficult to define [4].

In short, these MOOCs do not provide instantaneous feedback to students (or
instructors), as compared to conventional classroom learning. Strangely, theMOOCs
have a dropout rate ofmore than 90%with a completion rate of about 45% for the first
task. The significant factors why the platforms are abandoned which are mentioned
in an online survey include poor course design with lack of appropriate reviews,
reading exhaustion, lack of relevancy of topics. That is why review systems ought to
be strengthened to render these services more social [3].

Knowing the engagement of the users at various levels of e-learning may help to
develop intuitive interfaces that enable students to properly integrate their content,
minimize dropout rates and personalize the learning experience [1]. The degree to
which users participate positively by thought, communication and engaging with
the content of a course, the other fellow mates and their instructors are usually
termed as student engagement. Research interest is important when developing smart
instructional applications in diverse learning settings, like interactive apps, free vast
online courses and smart tutoring programs. For example, if students are frustrated,
the program should interfere and re-engage them. To enable the learning method to
change its learning atmosphere and provide the students with the right responses and
must first evaluate the engagement automatically, but it becomes difficult since there
is no publicly available huge dataset and building own custom data is expensive [3].

This paper proposes a deep convolutional neural network to boost engagement
identification in the wild that overcomes the data sparsity problem. By using transfer
training, i.e., re-train themodel on a pre-build, readily available trainedmodel (Xcep-
tion) [5], change a few layers accordingly and re-train on custom data. Here, the data
which are being used is DAiSEE [1] (first benchmarked dataset for engagement
detection in wild). The remaining paper is structured as the literature survey and
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related study are covered in Sect. 2. In Sect. 3, datasets, transfer learning (Xception
Model) are presented and proposed modeling methodology. The performance of the
proposed model is included, and discussed results in Sects. 4 and 5 include recap of
our work and research.

2 Background and Related Work

In the background works, research relevant to engagement detection is presented.
Xiang et al. proposed a system to identify and examine the effects of divided attention
on mobile phones during the learning process as they are likely to multi-task while
using MOOCs unlike in the traditional classroom learning process. This research
was conducted on 18 users and showed that the impact is vigorously deceptive on
learning outcomes and photoplethysmography (PPG) [6] was implicitly captured to
analyze it.

Whitehill et al.’s [7] interesting work examined approaches for automatic recog-
nition of facial expressions of students and found that teachers constantly assess
their students in their degree of engagement, with facial facets as head posture and
basic facial actions, such as brow-raising, eye closure and high lip raising, playing
a key role. They also discovered that judgments of 10-second clip engagement can
be approximated with an average of 10 s in single framework judgments. The paper
reveals that after an evaluation test, correlation is estimated fairly (and statistically
significantly) between humans and structures.

Since inMIL, labeling of engagement at frequent intervals in user videos is expen-
sive and noisy. The dataset annotationwas done by using crowdsourcing, and labeling
was done based on the intensity of engagement, i.e., highly engaged, engaged, barely
engaged, disengaged.

Before their research, there was no publicly, huge and labeled dataset available as
many of them used their custom-made datasets. They created the DAiSEE dataset,
a benchmarked dataset for further this kind of problems. For analyzing they used
EmotionNet [1] and before passing the video as input to the model, the input is
forwarded via FaceNet [1] to detect and extract faces. Also, they have identified and
mentioned a few challenges of their publicly available dataset.

Prabin Sharma et al. made a system that distinguishes the eye and head posture
and consolidates them with the face emotions to identify three degrees of engage-
ment. They utilized two calculations significant to the understudy’s front face, i.e.,
Haar cascade algorithms [8], to identify the position of eye and convolution neural
network that was trained in eye images to see whether the student was defying a web
camera and played out a twofold evaluating in these two classifications. Another
was prepared with grayscale pictures to arrange facial feelings, i.e., “angry,” “dis-
gust,” “fear,” “happy,” “sad,” “surprise,” “neutral,” i.e., on FER13 [9] datasets, called
mini-Xception model [8]. This investigation was tried on 15 understudies, and the
outcomes show that the framework effectively recognizes each time the students
were “very engaged,” “nominally engaged” and “not engaged at all,” what’s more,
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the outcomes additionally show that students with the best scores likewise have a
higher engagement.

3 Data Set and Transfer Learning

3.1 DAiSEE Dataset

DAiSEE [1] is the first multi-label video classification dataset comprising 9068 video
snippets captured from 112 users belonging to the age group of 18–30, all of whom
were currently enrolled students having race as Asian, with 32 females and 80 males.
There were a total of 12583 video snippets, each 10 s long as Whitehill et al. [7]
observed that 10-second labeling tasks aremore than enough for identifying the user’s
affective states “in the wild.” The dataset was classified into four levels for each of
the affective states, as studies show that the six basic expressions, i.e., anger, disgust,
fear, joy, sadness, and surprise, are not reliable in prolonged learning situations, as
they are prone to rapid changes. Also, crowd annotators label the video as neutral
when they are unsure, to avoid this they follow this labeling strategy to make a
robust dataset. After data cleaning, they end up with a dataset that has 9068 video
snippets, and each numbered uniquely to help differentiate between the settings of
video snippets.

3.2 Importance of Transfer Learning [10]

Introduction to Transfer Learning

Traditional machine learning algorithm works smoothly when the model has been
trained and tested on some dataset which has similar feature space and appro-
priation. At the point when these changes, it is expected to remake the model
without any preparation utilizing your predefined custom information, which is very
costly or difficult to remember the recently prepared information. Transfer learning
between task spaces would be attractive. Transfer learning [10] is an ML approach
in which a model produced for an errand is reutilize for another assignment. In basic
machine learning approach, it tries to learn each task from scratch, while transfer
learning attempts to move the knowledge from some past assignments to an objective
undertaking when the last has less high-quality information [10].

Common approaches in Transfer Learning

In transfer learning, the accompanying three principles explore issues featured
beneath:
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1. What to transfer: Describes which portion of information can bemoved, here and
there it might have a place with an individual space or common between various
areas.

2. How to transfer: Focuses on various learning algorithms that are required tomove
the information.

3. When to transfer: Ask at what time transferring of information ought to be
finished.

Sometimes, the source space and target area are not pertinent, and results of the
transfer become unsuccessful. Once in a while, it might debase the exhibition of
learning in the objective area which is alluded to as negative transfer [11].

Some basic ways to deal with the new task to be performed while profiting by
recently learned task:

1. Feature extraction [11] does not adjust the previous model layers and permits
new layers to profit by complex features gained from past layers. Be that as it
may, these features are not particular for the new layers and can regularly be
improved by fine-tuning.

2. Fine-tuning [11] changes the parameters of a current CNN to prepare other layers.
The output layer is reached out with arbitrarily initialized weights for the new
layers, and a little learning rate is utilized to tune all parameters from their unique
qualities to limit the loss on the new layers. In some cases, some layers of the
models are frozen (e.g., the convolutional layers) to forestall over-fitting.

3. Adding new nodes/layers to models is an approach to save the previous model
parameters while learning new features. Importance of transfer learning Oztel
et al. [12] found thatwhile training aCNNmodel from scratchmay do not execute
effectively. This circumstance is clarified with certain reasons:

(1) Lack of input data: For any classification task, the network appears to be
huge which requires more data. If transfer learning [11] approach is used,
early layers of any network will do feature extraction and thus training can
finish rapidly and effectively. This is the intensity of transfer learning.

(2) Imbalanced input data: Unsuccessful training can be clarified with lacking
transfer data and imbalanced information. Since an equivalent number of
pictures has a place with each class was utilized, imbalanced input data
cannot be used for this study.

Thus, when the transfer learning and learning from scratch approaches were
analyzed for engagement recognition tasks, the transfer learning approach outper-
formed over-preparing without any preparation approach. This can be disclosed that
inferable from the benefit of transfer learning, early layers of the network can extricate
fundamental features quickly and effectively.
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4 Deep Convolutional Neural Network (DCNN) Learning

Segregating emotions and recognizingwhat sort of emotion is a facial emotion recog-
nition problem. Subsequently, a state-of-the-art DCNN model that performs facial
emotion recognition problems ought to likewise perform well in engagement detec-
tion. In this paper, the custom Xception network has been embraced and showed
engagement detection performance on the DAiSEE dataset.

4.1 Pre-processing

For frame extraction from the video snippets of train, test and valid, ffmpeg method
having frame size as 0.7 fps has been used. Since it did not have a lot of incred-
ible figuring assets, the Tensorflow Data API(tf.data) [13] is utilized, as it makes it
conceivable to deal with a lot of information, read from various data formats and
perform complex changes. To reshape the image in the size of 299 × 299 × 3
because that is the size of input which Xception Model takes in, bi-linear interpola-
tions method is used and set “anti-alias” is true since when downsampling an image
with anti-aliasing the sampling filter kernel is scaled to properly anti-alias the input
image signal. [13] The total count of the number of frames for train, test, validate
was 37,506, 12,488, 10,003. Along with, only test data frames are also extracted with
default size for model generalization and its total count was 536,416.

4.2 Model Architecture

The input to our engagement model is an RGB scale image at 299 × 299 × 3 reso-
lution. The output is four classes: engagement, frustration, boredom and confusion.
Our custom Xception model has appeared in Fig. 1. The model is separated into
three stages: first the data initially flows to entry phase, after that passes through
the middle flow which is looped eight times, lastly through the exit flow after that,
fine-tuned it by including four dense classification layers having loss function as
Sparse Categorical Cross-entropy [13] that will perform multi-task classification of
our dataset.

5 Experimental Results

Each affective state is classified using the given models:
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Fig. 1 Custom Xception Model having four individual dense classification layers used for
identifying different levels of classes of our output

With no fully connected layers [9], no fine-tuning [9]

S. No. Classification Accuracy (%)

1 Boredom 42.72

2 Engagement 47.9

3 Confusion 67.24

4 Frustration 44.29
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With no fully connected layers, fine-tuning

S. No. Classification Accuracy (%)

1 Boredom 41.94

2 Engagement 50

3 Confusion 67.55

4 Frustration 42.29

With fully connected layers, no fine-tuning

S. No. Classification Accuracy (%)

1 Boredom 46.12

2 Engagement 44.21

3 Confusion 67.33

4 Frustration 44.92

With fully connected layers, fine-tuning

S. No. Classification Accuracy (%)

1 Boredom 43.82

2 Engagement 43.93

3 Confusion 67.42

4 Frustration 43.49

Figure 2 shows the baseline accuracy results from our studies. From that, came
to see that model with fine-tuning and no fully connected layers generally perform
better than all other models, Also, there has been slightly outperformed the frame-
level classification benchmark set given by DAiSEE [1]. Additionally, tried to make
this custom model more generalized by setting default rate during ffmpeg frame
conversion while converting the test dataset and tested it with the model and came to
know that choosing 0.7 as fps does not affect the performance of the model. Table 1
displays the Top-1 accuracy obtained on the model with fully connected layers and
no fine-tuning.

6 Compliance of Ethical Standards

6.1 What Will Be Done with Your Paper

This study was funded by no individual/institution.
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Fig. 2 Baseline accuracy results of proposed study

Table 1 With fully
connected layers, no
fine-tuning on default rate
while framing conversion

S. No. Classification Accuracy (%)

1 Boredom 44.66

2 Engagement 45.17

3 Confusion 67.22

4 Frustration 44.55

Table 2 With fully
connected layers, fine-tuning
on default rate while framing
conversion

S. No. Classification Accuracy (%)

1 Boredom 43.40

2 Engagement 44.49

3 Confusion 67.40

4 Frustration 43.94

6.2 Conflict of Interest

Author Hemant Upadhyay has received research grant on DAiSEE dataset by filling
the form and accepting norms given by them on their site.
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7 Conclusion

In this study, a custom Xception model is devised, which is a depth-wise separable
convolution trained on ImageNet dataset along with DAiSEE dataset, the first multi-
label video classification dataset for recognizing user’s affective states with multi-
task classification layers for classifying four different classes of our dataset, i.e.,
engagement, boredom, frustration and confusion. Since, having not much powerful
computing resource, tried to optimized this engagement detection task efficiently,
by using Tensorflow DataAPI, ffmpeg and many more. These models have been
assessed as for the exhaustive scope of pattern models to exhibit its adequacy and
demonstrated that it prompts significant improvement against a benchmarked model.
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QoS Aware Multi Mapping Technology
in SD-WAN

Viswanathan Varsha and C. N. Sminesh

Abstract SDN separates the control plane from the data plane and thus provides
dynamic and flexible management of the network. Using a single controller in the
control plane will create a single point of failure. To overcome this problem, multiple
controllers are used in the control plane. Multi-controller architecture has two kinds
of mapping between switch and controller, single mapping, and multi mapping. The
single mapping maps each switch to a single controller. When one controller is
down, then another suitable controller in the slave role needs a role change, and this
will increase the recovery time. While in the proposed multi mapping technology,
each switch is mapped to two controllers. When one controller fails or overloads,
then the other controller takes over the switch. Since the other controller is also
in an equal role, recovery time is better. QoS parameters for both single mapping
and multi mapping are compared using SWITCH topology and Bandcon topology
from Internet topology zoo. For switch topology, multi mapping has reduced packet
loss by 38%, reduced end-to-end delay by 21%, and increased throughput by 36% in
comparison with single mapping. For Bandcon topology, multi mapping has reduced
packet loss by 43%, reduced end-to-end delay by 36%, and increased throughput by
45% in comparison with the single mapping.

Keywords Software-defined networks ·Multi mapping · Single mapping · Quality
of service ·Modified density peak clustering algorithm · End-to-end delay · Packet
loss · Throughput

V. Varsha (B) · C. N. Sminesh
Government Engineering College, Thrissur, India
e-mail: varsha.vaishakam@gmail.com

C. N. Sminesh
e-mail: smineshcn@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Hemanth et al. (eds.), Intelligent Data Communication Technologies and Internet
of Things, Lecture Notes on Data Engineering and Communications Technologies 57,
https://doi.org/10.1007/978-981-15-9509-7_35

421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9509-7_35&domain=pdf
mailto:varsha.vaishakam@gmail.com
mailto:smineshcn@gmail.com
https://doi.org/10.1007/978-981-15-9509-7_35


422 V. Varsha and C. N. Sminesh

1 Introduction

A traditional network consists of the vertically integrated control plane and data
plane. The control plane has a forward table that has the information about where
to send packets. Hence, the forwarding table is used for decision-making. The data
plane takes information from the control plane and sends packets according to that
from one switch to another. In a traditional network, both of these planes exist on the
networking device itself. This is not suitable for day by day growing network commu-
nication. This led to the emergence of the software-defined network. This helps to
overcome the limitations of the traditional network. In SDN, the data plane and
control plane are decoupled. A programming interface is used between the controller
and switches. The controller and switches interact with each other using the south-
bound interface, and the application interactswith the controller using the northbound
interface. Open-flow is one of the first software-defined networking standards. It is
a communication protocol that helps the controller to interact with the data plane
devices. In SDN, the control plane has global network information and global appli-
cation information. The network can be reprogrammed without handling the data
plane elements.

A single centralized controller architecture is simple and provides easy network
management. This is suitable for small and medium-sized networks. The limitation
of using a single controller is a single point of failure, and this destroys the entire
network. Multiple controller architectures are used to overcome the problems of
single controller architecture.

Instead of using a single controller, multiple controllers can be used to overcome a
single point of failure. SDNwith multiple controllers are suitable for large networks.
Multiple controllers will handle the whole network. Each controller will have a
domain to control. Even if one controller fails, the other controllers are there to
handle the network. Thus, a single point of failure can be avoided.

Sridharan et al. [1] proposed a multi mapping method for the switch-controller
mapping. Inmulti-controller-based SDN, themapping between switch and controller
can be done in two ways—single mapping and multi mapping. In single mapping,
each switch ismapped to a single controller. Inmulti mapping, each switch ismapped
to multiple controllers.

In single mapping, when controller failure is detected, the switch needs to find
another controller to which it can send its flow setup requests. A suitable controller
needs to be found from all the controllers available in the network. The other
controllers are in the slave role to this switch which needs a role change to master or
equal role. This will increase the recovery time.

While in multi mapping, both controllers are in an equal role to the switch. When
one controller fails or overloads, the other controller controls the switch. Since the
other controller is also in an equal role, the recovery time is better. For simplicity, each
switch is mapped to two controllers. Flow requests from a switch are alternatively
handled by these two controllers. For the first half of the simulation time, the best
controller will handle the flow setup request from the switch. For the next half of
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the simulation time, the second-best controller will be used. The result for the best
and second-best controllers for every switch is taken from the previous work done
by Sminesh et al. [2].

The performance metrics chosen are packet loss, throughput, and end-to-end
delay. Singlemapping is comparedwithmultimapping using thesemetrics. SWITCH
and Bandcon topologies are taken from the Internet topology zoo for simulation.
Mininet along with MiniEdit is used to simulate the topologies. POX controller is
a python-based controller, and its default port is 6633. D-ITG is used to generate
packets and monitor the QoS parameters for single mapping and multi mapping.

The rest of the paper is arranged as follows. Section 2 discusses the existing liter-
ature. Section 3 details the proposed strategy using multi mapping, while Sect. 4
describes the simulation, and Sect. 5 describes the performance analysis of the
proposed system. The paper is concluded in Sect. 6.

2 Literature Survey

SDN is a network paradigm that decouples the data plane from the control plane [3,
4]. This separation provides more flexibility to the network. Traditional networks
are more complex; SDN provides better performance than traditional networks. The
control plane decides, where to forward the packets. The Data plane consists of
switches that simply forward the packets. In SDN, with a single controller, each
switch sends its flow setup request to this single controller and controller responses
without a packet-out message. A single controller needs to respond to every single
request. SDN with a single controller in the control plane is more vulnerable, and
there is a high chance of a single point of failure.

This can be overcome by using multiple controllers in the control plane. Multiple
controllers in the control plane protect the network in case of a single point of failure
[5]. Even if one of the controllers fails, the other controller will take responsibility.
Each controller will be having several switches assigned to it. Each switch sends its
flow setup request to its assigned controller. Multi-controller-based SDN provides
more stability to the network. The multiple controllers introduce new challenges to
SDN.

In software-defined wide area networks (SD-WANs), finding an optimal number
of controllers and their placement is termed as the controller placement problem.
Wang et al. [6] surveyed the controller placement problem in software-defined
networking. Sminesh et al. [7] proposed an optimal controller placement strategy
using the exemplar-based clustering approach for software-defined networking. In
SD-WANs, computationally simple solutions for controller placement can be devel-
oped using non-parametric clustering algorithms. DP clustering is a density-based
non-iterative clustering algorithm. Sminesh et al. [2] proposed themodifiedDPwhich
yields the minimum utility value for the controller placement in all the selected
network topologies. This result can be used to map every switch to its best and
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Table 1 The best second-best controller for SWITCH topology

Switches Best controller Second-best controller

1, 2, 4, 5, 6, 7, 8, 9, 11, 14, 15, 16, 17, 18, 19, 20, 17,
28, 29

C1 C2

0, 3, 10, 12, 13, 21, 23, 24, 25, 26 C2 C1

Table 2 The best
second-best controller for
Bandcon topology

Switches Best controller Second-best controller

0, 2, 3, 12, 13 C1 C2

4, 5, 6, 7, 8, 9, 14,
15, 16

C2 C1

1, 10, 11, 17, 18, 19,
20, 21

C3 C2

second-best controller. From this result, switch-controller mapping can be done
successfully.

The SWITCH topology from Internet topology zoo consists of 30 switches,
and each switch having one host. According to [2], SWITCH topology uses two
controllers in the network. The result for the best and second-best controller for
every switch is taken from [2] and is shown in Table 1.

The Bandcon topology from Internet topology zoo consists of 22 switches,
and each switch having one host. According to [2], Bandcon topology uses three
controllers in the network. The result for the best and second-best controller for
every switch is taken from [2] and is shown in Table 2.

Sridharan et al. [8] proposedmulti mapping in SDN. Themapping between switch
and controller can be done in two ways. The first one is single mapping, where every
switch is mapped to a single controller. The second one is multi mapping, where each
switch is mapped to multiple controllers. This provides protection even in the case
of single controller failure. For this purpose, the best and second-best controller for
every switch needs to be found. Another challenge of SDN with multiple controllers
is balancing the load among controllers.Wang et al. [9] proposed a switch migration-
based decision-making scheme for balancing the load. Migration efficiency is used
as a matrix to improve switch migration in SMDM. Migration efficiency is used to
find the migration target controller. Migration efficiency consists of both migration
cost and load variation. Switchmigration can be divided into subproblems. SMDM is
used migration efficiency to find the migration cost. In the SMDM, the primary goal
is to select the target controller and the switch to migrate. Cui et al. [10] proposed a
load balancing scheme based on response time. Whenever a switch gets a new flow
request, this needs a rule installation. This creates a response delay in the network.
In this scheme, the load balancing strategy is based on the response time. Load
balancing includes the selection of an overloaded controller, selection of migrating
switch, and selection of migration target.
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Another method for load balancing is proposed by Xu et al. [11]. The static
mapping between switches and controllers makes it difficult to adapt to different
traffic variations in the control plane. Some controllers may be overutilized, and
others may be underutilized. Thus, dynamic mapping is needed between switches
and controllers. This is done by migrating switches from the overloaded controller
to light loaded controllers. This will provide load balancing in the control plane. In
Balcon, a minimum number of switches is migrated. Balcon is a heuristic solution
used to provide load balancing in SDN through switch migration. The best switch
migration is based on the communication pattern of switches. That is, switches with
a strong connection are assigned to the same controller. BalCon and BalConPlus
provide load balancing by migrating the minimum number of switches. It migrates
switches with a strong connection.

Another challenge in SDN is fault tolerance. Isong et al. [12] proposed a controller
fault tolerance framework for small to medium-sized networks. Zhang et al. [13]
proposed a resource-saving replication for controllers in multi-controller SDN
against network failures. Aly and Al-anazi [14] proposed an Enhanced Controller
Fault Tolerant (ECFT) model for software-defined networking.

Sridharan et al. [1] proposed a load balancing inSDNwithmultimapping.Usually,
each switchwill have a primary controller and a backup in case of failure. The backup
controller is activated only when the primary controller fails. This needs the role
change of controllers. There is a chance that the packet will be lost. To avoid this
problem, each switch is assigned to multiple primary controllers. The load of the
switch is divided between multiple controllers. A minimum fraction of the load must
be given to assigned controllers. QoC aware mapping is used to map each switch
into multiple controllers to achieve minimum QoC for every controller.

3 Proposed System

Two kinds of switch-controller mapping are possible in distributed controllers—
single mapping and multi mapping. In single mapping, each switch is assigned to a
single controller. Whereas in multi mapping, each controller is assigned to multiple
controllers. The flow requests of a switch will be distributed between multiple
controllers. Here, for simplicity, each switch is mapped to two controllers. These
two controllers will have an equal role for a switch. In the case of master–slave
architecture, one controller has a master role, and the other controller has a slave
role. In case of failure of the master controller, the slave controller will take care of
the switch. The single mapping follows master slave architecture. In single mapping,
when controller failure is detected, the switch needs to find another controller to
which it can send its flow setup requests. A suitable controller needs to be found
from all the controllers available in the network. The other controllers are in the
slave role to this switch which needs a role change to master or equal role. This
will increase the recovery time. While in multi mapping, both controllers are in an
equal role to the switch. When one controller fails or overloads, the other controller
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Fig. 1 Algorithm-QoS aware mapping

takes over the switch. Since the other controller is also in equal role, recovery time
is better. For simplicity, each switch is mapped to two controllers such as the best
and second-best controller (Fig. 1).

The input for the multi mapping is network topologies such as SWITCH and
Bandcon from the Internet topology zoo. The output is the values forQoS parameters.
At first, every switch is mapped to its best and second-best controller. The result for
the best and second-best controller is taken from the paper proposed by Sminesh
et al. [2]. Initially, each switch sends its flow setup requests to the best controller.
For the next half of the simulation, the time switch sends its flow setup requests to
the other controller. Then, flows are created using D-ITG. For different flows, QoS
parameters are evaluated.

The architecture of the proposed system can be divided into sub-modules. The
integration of all these sub-modules will provide a QoS aware multi mapping tech-
nology for SD-WAN. The proposed system consists of three sub-modules; network
topology creation,multi mapping, controller switching. In the first module, SWITCH
and Bandcon network topologies are simulated. The second module will map each
switch into its best and second-best controller. In the controller switching module,
the switch will alternatively send flow setup requests to its mapped controllers.

3.1 Create Network Topology

The network topologies are created from the standard dataset Internet topology zoo.
There are many topologies available in the dataset, but only a few of them contain
the requiredmetrics for the modified density peak clustering algorithm, geographical
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location, and bandwidth. Those topologies are selected and simulated using mininet
and its GUI tool miniEdit. As per Internet topology switches, hosts and links are
added to the custom topology. For simulation, SWITCH and Bandcon topologies are
selected.

3.2 Multi Mapping

From the modified density peak clustering algorithm, the best and second-best
controllers for every switch are taken. Both of these controllerswill be acts as primary
controllers and have an equal role to the switch. Multiple POX controllers can be
established on multiple ports. The default port is 6633. One controller is established
on port 6633, and the other one is established on port 6634.

3.3 Controller Switching Module

Flow requests from a switch are alternatively handled by these two controllers. For
the first half of the simulation time, the best controller will handle the flow setup
request from the switch. For the next half of the simulation time, the second-best
controller will handle the flow setup request from the switch. Since both controllers
are in an equal role, there will be no need for role change requests or role change
messages.

4 Simulation and Results

Python is used for implementing simulation using mininet. An open-flow controller
[15] is a type of SDNcontroller that uses the open-flowprotocol. The controller place-
ment in each network topology obtained from the modified density peak clustering
algorithm is simulated using mininet. SWITCH topology and Bandcon topology
are used for simulation. Mininet and MiniEdit are used to simulate these topologies.
SWITCH topology consists of 30 switches and 2 controllers. Every switch is mapped
to both controllers as shown in Table 1. Bandcon topology has 22 switches and 3
controllers. Every switch is mapped to its best and second-best controller as shown
in Table 2.

The performance of networks in both singlemapping scenarios andmultimapping
scenarios is analyzed from the perspective of delay, throughput, and packet loss.

The comparison between a single mapping scenario and multi mapping scenario
of network topology can be carried out by sending a various number of flows. Then
measure performance metrics directly from the D-ITG log file. Simulation results
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show that deploying multi-controller mapping instead of a single controller mapping
is better in the perspective of the performance metrics chosen.

4.1 Performance Metrics

Thedifferentmetricswhich are used to evaluate the proposed system is the end-to-end
delay, throughput, and packet loss.

• End-to-end delay: End-to-end delay is one of the important performance metrics
used in telecommunications or computer networks. It is the time taken for a
network to send a bit from one node to another.

• Packet loss: Packet loss indicates the number of packets lost during transmission.
It can be calculated by the ratio of the number of packets lost and the total number
of packets sent.

• Throughput: Network throughput is the rate (in bps—bits per sec or pps—packets
per second) at which packets/bits are successfully delivered over a network
channel. The data these messages belong to may be delivered over a physical
or logical link or it can pass through a certain network node.

5 Result Analysis

5.1 End-to-End Delay

The observed values of end-to-end delay in the SWITCH network topology in single
mapping and multi mapping scenarios are shown (Table 3).

The observed values of end-to-end delay in the Bandcon network topology in
single mapping and multi mapping scenarios are shown (Table 4).

From the tables can be observed that the end-to-end delay in a network topology
with multi mapping is lesser than that with a single mapping (Figs. 2 and 3).

For switch topology, multi mapping has reduced end-to-end delay by 5% in
comparison with single mapping. For Bandcon topology, multi mapping has reduced
end-to-end delay by 21% in comparison with single mapping.

Table 3 Delay in SWITCH
topology

No. of flows Single mapping (s) Multi mapping (s)

10 1.33 1

20 2.4 1.8

50 3.86 3.2

60 4.17 3.92

100 7.33 4.7
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Table 4 Delay in Bandcon
topology

No. of flows Single mapping (s) Multi mapping (s)

10 1.33 1.02

20 2.9 1.13

50 4.59 2.86

60 7.71 7.71

100 9.18 9.18

Fig. 2 Delay in SWITCH topology

Fig. 3 Delay in Bandcon topology

5.2 Throughput

The computed throughput of the SWITCH network topology with single mapping
and multi mapping scenarios is shown in Table 5.

The computed throughput of the Bandcon network topology with single mapping
and multi mapping scenarios is shown in Table 6.
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Table 5 Throughput in
SWITCH topology

No. of flows Single mapping
(kbits/s)

Multi mapping (kbits/s)

10 585 793

20 647 833.6

50 702 871.2

60 837 983

100 897 1568

Table 6 Throughput in
Bandcon topology

No. of flows Single mapping
(kbits/s)

Multi mapping (kbits/s)

10 459 750

20 516 819

50 582 829

60 683 874

100 686 927

From the above graphs, it is clear that deployingmultiplemapping in any topology
will provide ahigher data transmission rate than that of using a singlemapping (Figs. 4
and 5).

For switch topology, multi mapping has increased throughput by 17% in compar-
ison with single mapping. For Bandcon topology, multi mapping has increased
throughput by 27% in comparison with single mapping.

Fig. 4 Throughput in SWITCH topology
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Fig. 5 Throughput in Bandcon topology

5.3 Packet Loss

The packet loss in the SWITCH network topology in single mapping and multi
mapping scenarios is shown (Table 7).

The packet loss in the Bandcon network topology in single mapping and multi
mapping scenarios is shown (Table 8).

Packet loss also increases with the number of flows. In both network topologies,
packet loss in the multi mapping scenario is lesser than that of a single mapping
scenario (Figs. 6 and 7).

Table 7 Packet loss in
SWITCH topology

No. of flows Single mapping (%) Multi mapping (%)

10 4.9 1.5

20 4.45 2.75

50 15.32 11.94

60 18.71 12.53

100 19.02 12.99

Table 8 Packet loss in
Bandcon topology

No. of flows Single mapping (%) Multi mapping (%)

10 5.19 1.61

20 5.4 2.95

50 19 10.1

60 25.3 16.02

100 28.02 23.11
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Fig. 6 Packet loss in SWITCH topology

Fig. 7 Packet loss in Bandcon topology

For switch topology,multimapping has reduced packet loss by 22% in comparison
with single mapping. For Bandcon topology, multi mapping has reduced packet loss
by 18% in comparison with single mapping.

From the simulation results, it is observed that the value of QoS parameters such
as end-to-end delay, throughput, and packet loss is improved for multi mapping in
comparison with the single mapping.

6 Conclusion

The proposed algorithm of the multi mapping technique to improve the QoS in
SD-WAN has been developed. The simulation for both single mapping and multi
mapping is done with the help of the tool mininet. SWITCH and Bandcon topology
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is taken from Internet topology zoo. Topologies are simulated using MiniEdit. The
performancemetrics used are end-to-end delay, throughput, and packet loss. TheQoS
parameters for both singlemapping andmulti mapping are compared using SWITCH
topology and Bandcon topology. For switch topology, multi mapping has reduced
packet loss by 38%, reduced end-to-end delay by 21%, and increased throughput
by 36% in comparison with single mapping. For Bandcon topology, multi mapping
has reduced packet loss by 43%, reduced end-to-end delay by 36%, and increased
throughput by 45% in comparison with single mapping.

References

1. Sridharan V, Mohan PM, Gurusamy M (2019) QoC-aware control traffic engineering in
software defined networks. IEEE Trans Netw Serv Manag 17(1)

2. Sminesh CN, Kanaga EGM, Roy A (2019) Optimal multi-controller placement strategy in
SD-WAN using modified density peak clustering. IET Commun 13(20):3509–3518

3. Akyildiz IF, Lee A, Wang P, Luo M, Chou W (2014) A roadmap for traffic engineering in
SDN-OpenFlow networks. Comput Netw 71:1–30

4. KreutzD,RamosFM,VerissimoPE,RothenbergCE,AzodolmolkyS,UhligS (2014)Software-
defined networking: a comprehensive survey. Proc IEEE 103(1):14–76

5. Zhang Y, Cui L, Wang W, Zhang Y (2018) A survey on software defined networking with
multiple controllers. J Netw Comput Appl 103:101–118

6. Wang G, Zhao Y, Huang J, Wang W (2017) The controller placement problem in software
defined networking: a survey. IEEE Netw 31(5):21–27

7. Sreejish AG, Sminesh CN (2018) An optimal controller placement strategy using exemplar-
based clustering approach for software defined networking. In: Emerging trends in engineering,
science and technology for society, energy and environment. CRC Press, pp 925–930

8. Sridharan V, Gurusamy M, Truong-Huu T (2017) Multi-controller traffic engineering in soft-
ware defined networks. In: 2017 IEEE 42nd conference on local computer networks (LCN).
IEEE, pp 137–145

9. Wang CA, Hu B, Chen S, Li D, Liu B (2017) A switch migration-based decision-making
scheme for balancing load in SDN. IEEE Access 5:4537–4544

10. Cui J, Lu Q, Zhong H, Tian M, Liu L (2018) A load-balancing mechanism for distributed SDN
control plane using response time. IEEE Trans Netw Serv Manage 15(4):1197–1206

11. Xu Y, Cello M, Wang IC, Walid A, Wilfong G, Wen CHP, Marchese M, Chao HJ (2019)
Dynamic switch migration in distributed software-defined networks to achieve controller load
balance. IEEE J Sel Areas Commun 37(3):515–529

12. Isong B, Mathebula I, Dladlu N (2018) SDN-SDWSN controller fault tolerance framework
for small to medium sized networks. In 2018 19th IEEE/ACIS International conference on
software engineering, artificial intelligence, networking and parallel/distributed computing
(SNPD). IEEE, pp 43–51

13. Zhang L, Wang Y, Zhong X, Li W, Guo S (2018) Resource-saving replication for controllers
in multi controller SDN against network failures. In: NOMS 2018—2018 IEEE/IFIP network
operations and management symposium. IEEE, pp 1–7

14. AlyWHF,Al-anazi AMA (2018) Enhanced controller fault tolerant (ECFT)model for software
defined networking. In: 2018 fifth international conference on software defined systems (SDS).
IEEE, pp 217–222

15. Shalimov A, Zuikov D, Zimarina D, Pashkov V, Smeliansky R (2013) Advanced study of
SDN/OpenFlow controllers. In: Proceedings of the 9th central & Eastern European software
engineering conference in Russia, pp 1–6



Auto-Completion of Queries

Vidya S. Dandagi and Nandini Sidnal

Abstract Search engines are exceedingly dependent on the query auto-completion.
Query auto-completion is an ongoing activity that puts forwards a group of words
for every click dynamically. Query suggestions help in formulating the query and
improving the quality of the search. Graphs are data structures that are universal and
extensively used in computer science and related fields. The graph machine learning
approach is growing rapidly with applications such as friendship recommendation,
social network, and information retrieval. Node2vec algorithm is used to study the
feature illustration of nodes in a graph. It is derived by word embedding algorithm
Word2vec. A supervised Recurrent Neural Network using Long short-term memory
(LSTM) is employed to compute the accuracy. This model confirms 89% accuracy
for query auto-completion. Greater the accuracy better the model.

Keywords Query Auto-Completion (QAC) · Node2vec · Long short-term memory
(LSTM) · Knowledge graph (KG)

1 Introduction

The present search engine bestows a large amount of data for a particular query, but
there are several issues with the present search system such as poor precision and
recall. Semantic search accuracy is improved by considering the user’s intent and the
meaning of the terms depending on the context [1]. Query auto-completion (QAC)
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is the major feature in the present search engine [2]. The important goal of a QAC
system is to decrease the user’s effort and to overcome the difficulties like writing
extended texts, typo errors, and identifying the most appropriate query terms [3].
The semantic web (SW) is the expansion of the present World Wide Web (WWW).
It allows the search on the web to be carried out based on the meaning. Semantic
web usesW3C standards. Semantic web is an intelligent web that allows users to use
the shared meaningful knowledge representation on the web. Artificial intelligence
applications are created using the relationship between individuals and classes of
objects representing the domain knowledge with the help of ontology [4].

Ontology can give good acknowledgment of concept, and the knowledge of under-
standing the relationship between entities.Ontology canbeused for indexing, ranking
process, and also query reformulation and expansion purposes.Ontologies are used to
describe links betweendifferent types of semantic knowledge and are used in devising
data searching strategies [6]. The major advantage of using domain ontology is its
capability to define a semantic model of the data combined with the linked domain
knowledge [7]. The application of ontology in information retrieval has given better
results. Resource description framework (RDF) and SPARQL are the frequently
used terminologies with the semantic web. RDF is the regular way of the represen-
tation of data on the SW. Triple stores are the storage for RDF data that constitutes
the triples. The triples are subject, predicate, and object. Predicate means the link
between subject and object. Nodes in the graph are the resources, the properties
depict the labels of the nodes, statements between two resources are the edges in the
graph. To query the RDF data, the language used is SPARQL [8].

Figure 1 depicts the structure of the RDF statement that constitutes of subject-
predicate and object. The knowledge-based system consists of a knowledge base and
a reasoning engine, which constitute the knowledge graph (KG). Figure 2 shows the
architecture of a knowledge graph. The KG combines and understands information,
generates an ontology, and uses a reasoner to obtain a novel knowledge.

Knowledge graph represents the facts, entities, relationships, and semantic
descriptions. Entities are objects linked to real-world and abstract ideas. Relation-
ship deduces the relationship among entities. Semantic description encloses the types

Fig. 1 An RDF statement
[8] Subject object

predicate

Fig. 2 Architecture of knowledge graph [9]
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isa 
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Delhi

IndiaGate 

Knowledge Graph

Country 

India (Delhi , isCapitalOF, India) 

(IndiaGate, isSituatedIn, Delhi) 

(India,isa ,Country)  

Knowledge Base 

Fig. 3 Example of knowledge base and knowledge graph

and properties of entities with a definite meaning. The knowledge graph visualizes
entities as nodes and relationships as edges. Knowledge graph that creeps the whole
web is called as a self-sufficient semantic web [9].

Figure 3 shows the example of a knowledge base with three facts, represented by
a knowledge graph.

Graphs play an important role in modern machine learning. Embedding nodes
in graphs is a way to convert nodes, edges, and their features into vector space.
Node2Vec builds upon the successful foundation of Word2Vec. Node2Vec converts
the graph into a sequence of words using random walk.

In this proposed model, the triples generated are more semantically represented
in the KG. The triples are created using the domain ontology and inferred using a
reasoner. Terms in the query are depicted as, subject and predicate and object. (s,
p, o), when the subject and predicate is known the object is to be auto-completed.
LSTM model is used to learn long-term dependencies of the terms in the queries.

In this paper, a brief review of related work is put forth in Sect. 2, the proposed
architecture is discussed inSect. 3, and inSect. 4 discussions and results are presented,
and Sect. 5 conclusion is presented.

2 Literature Review

The main aim of the knowledge graph is to place the entities and relations into
a semantic space skip-gram model, and the soft logic reasoning method is used to
study the semantic relatedness. TransE andTransH andTransR are simple embedding
techniques. TransE andTransRmap entities and relations in the same semantic space.

The main aim of knowledge graph with concepts is to place the concepts of
entities and relations of a KG in semantically low-dimensional space. Skip-gram
model is used to study the semantic relatedness of concepts and entities that helps in
embedding. Entity embeddings when combined with concept information give better
results to entity classification than textual information [10].

To predict the triples in a KG, a multi-layer sequential Recurrent Neural Network
is proposed. This model is capable of predicting the whole triples given only one
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triple. The model takes the triples that are incomplete as input and predicts their
tail entities. A beam search method is implemented with a large window size for
prediction [11].

To improve the accuracy of link prediction, a newway named entity link prediction
for knowledge graph (ELPKG) is projected. Entity link prediction algorithm is used
to recognize the relationship between entities. The method implemented is known
as the probabilistic soft logic-based reasoning method. This process adds paths and
semantic-based features to understand the relationship among entities. To calculate
the similarity of tuples, the euclidean distance is calculated. The two tuples are
similar if the distance between them is the shortest. This ELPKG addresses the
missing relations in the Knowledge Graph [12].

Multi-label deep neural network model highlights on relation prediction. The
purpose of this model is to predict the relationship among the entities in a knowledge
graph. Link prediction among entities is significant for creating huge ontologies and
for knowledge graph completion. If the relation is predicted accurately, it can be
augmented to a given ontology [13].

TransE, TransH, and TransR are easy and productive embedding techniques. The
entity and relation embeddings are created by taking into consideration the translation
from head and tail entity. In TransEmodel, relationships occur by explaining them on
the low-dimensional embeddings of entities. A cascading embedding framework is
introduced in which the extraction of semantic, graph features are considered. These
features are extracted from knowledge embedding and graph embedding. They are
the inputs for the cascade learning model. This helps in handling the challenge of
unbalanced relations [14].

Knowledge graphs are formed by semantic web language known as resource
description framework. A new method for embedding knowledge graph is through
real-valued tensors. These tensor-based embeddings recover relationship from the
knowledge graph. When the average degree of an entity in a graph is high, the tensor
decomposition model performs well. This achieves more improvement in predicting
new facts across the knowledge graph [15].

In classification using link prediction (CULP)model, the link predictor helps in the
classification process and captures the classes, labeled and unlabeled data. TheCULP
algorithm uses a novel formation called label embedded graph and link predictor to
search the class of unlabeled data. A link predictor known as compatibility score
is used as predictors for CULP. Classification using link prediction utilizes a graph
called labeled edge graph that enables the use of link predictor [16].

A novel method that combines the convolutional neural network and the bidi-
rectional long short-term memory is put forth. Combination of accurate triples and
corrupted triples are grouped to form the training information. A path ranking algo-
rithm is adopted to get the relation paths for each training instances that are relevant
to the relation r. Random walks are performed on the whole graph to know which
relation links the source entity with its target. To understand the semantic co-relation
between two entities and the path between them is done by creating a vector represen-
tation. The attention process takes into consideration the track between the entities.
This model produces multistep reasoning over path representation in an embedding
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area. For large graphs extracting the features from the paths is carried out by the path
encoder [17].

A simple bilinear model for knowledge graph completion is proposed. Knowing
the present links between the entities, link prediction helps in predicting new links
for a knowledge graph. The tensor factorization method is useful for link prediction
problems. The first tensor factorization method is Canonica Polyadic, it computes
two embedding vectors for each entity. SimplE is the improvement of Canonical
Polyadic in which the two entities are learned dependently, one embedding vector
for each relation and two vectors for each entity. One vector is used when the entity
is head, and the other is used when the entity is the tail [18].

Knowledge graph completion includes time data as one of the features in the
embedding approach. Long short-term memory (LSTM) model is used to learn the
knowledge graph inferred facts in which time is augmented [19].

Knowledge graphs are generated by adding and deleting the triples which are not
static.Knowledgegraph createddynamically fail to consider the embeddings.Knowl-
edge embedding and contextual element embedding are two ways of representation
for dynamic knowledge graph embedding. Contexts of entities and relationships are
encoded based on the attentive graph convolutional network model, which selects
the most important information from the context for a given entity and relation. This
model is stronger and has a possibility of scaling for online learning of embeddings
[20].

In this proposed work [11], stacking multiple RNN cells improves the perfor-
mance. The control of the layer number for predicting the entity does not give better
performance. In [22], ConvE is applied to the triples on a multi-layer convolutional
network that improves the performance [17]. Path encoder is successful in taking
out features from paths in huge graphs. Large KGs have entities of multiple types,
whereas in this model a single type of entity representation is used. Semantic features
between the entities are not considered. SimplE studies the two embeddings of each
entity dependently [18]. SimplE performs compared to tensor factorization tech-
niques. By changing the weights knowledge can be included in the embeddings. The
embeddings studied through simplE are interpretable. As the size of the embeddings
increases the complexity of simplE increases [19]. In temporal KG, the relations
between the entities is held only for a specific time interval. This proposed method
is strong for some real-world challenges of KG that is sparsity and heterogeneity of
temporal expressions.

An ontology is created for a tourism domain. Since they contain concepts and
relations. Entities are represented as nodes and relations as edges in a knowledge
graph. Given a query, the model can auto-complete, by taking into consideration
the past search history of the user. The goal of the work is to learn the long-term
dependencies using long-short term memory (LSTM).
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3 Approach

Node2vec is a framework that consists of an algorithm to learn the feature of nodes in
the network. It uses two parameters p and q that bias the random walk. Node embed-
dings are derived by word embedding algorithmWord2vec. Learning embeddings is
done by analyzing the relationship between the entities. An embedding is a relatively
low-dimensional space into which you can translate high dimensional vectors [5].
Node2vec uses a sampling strategy that takes in four arguments:

a. Number of walks: From each node in the graph, the number of random walks is
generated.

b. Walk Length: Number of nodes in each random walks,
c. p: return hyperparameter, and
d. q: InOut hyperparameter.

For random walk generation, the algorithm will transit to each node in the graph
and generate random walk and walk length.

Figure 4 depicts the random walk procedure in Node2vec. The probability of
movement from 〈v1〉 to any one of its neighbors is 〈edgeweight〉 * 〈α〉 (normalized),
where 〈α〉 depends on the hyper parameters. p reins the probability to return to 〈t1〉
through the 〈v1〉 . q reins the probability to move and investigate undiscovered parts
of the graph.

Recurrent Neural Network:
They are the class of neural networks. To process the sequence of inputs, RNNs

use internal hidden states. In RNN, the data from the previous texts are represented
as a low-dimensional vector. Figure 5 depicts the architecture of the RNN.

A portion of the neural network, h comes across at the input x and outputs the
value y. A loop allows information to be passed from one step of the network to the
next. The chain-like nature shows that RNNs are related to sequences of lists. RNNs
are unable to connect the information.

Fig. 4 Random walks
procedure in Node2vec [5]



Auto-Completion of Queries 441

Fig. 5 Architecture of
Recurrent Neural network
[11]

Long short-term memory (LSTM) is a particular kind of RNN that can learn long
term dependencies. The proposed work uses LSTM with sequential data (Fig. 6).

The key of LSTMs is the cell state that is the horizontal line on the top of the
diagram. Cell state is the key element, behaves like a conveyor belt of LSTM that
is represented as a horizontal line. Adding and removing data to the cell state is
controlled by the gates. There are three gates, input gate, forget gate, and input gate.
The forget gate controls the data in the cell state. This decision either 0 or 1 is made
by the sigmoid layer. 1 means to hold while a 0 represents removal. To update the
cell state, there is the input gate. The sigmoid output decides which information is to
be retained by the tanh output. The output gate controls the hidden state, it contains
information about the previous inputs. The hidden state is used for predictions.

Fig. 6 LSTM cell [21]
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Ontology SPARQL  Triples Node2vec  

LSTM 
model 

Predicts the object
given subject and
predicate

Fig. 7 Proposed diagram

Table 1 Dataset format Session id Subject Predicate Object

123 Delhi Is capital of India

123 India Is a Country

124 India Gate Is situated Delhi

3.1 Proposed Architecture

In Fig. 7 shows the flow diagram. Ontology is created with the help of protege. It
consists of classes that represent the concepts in a domain, a taxonomy, property
values, relations between classes restrictions on properties, slots, and individuals.
Using the query language triples (s.p.o) are created. This is converted into graph,
and embedding is performed using Node2vec. LSTM model is used for prediction.

3.2 Dataset

This dataset is divided as 80% training and the remaining as test dataset. The dataset
format is as follows in Table 1

3.3 Evaluation Metrics

The evaluation metrics used are the hits@N, mean reciprocal rank(MRR).
hits@N is defined as the proportion of correct entities in the top k ranks.

hits@N = 1
|T1|

∑

(s,r,o)∈T 1
indicator(rank(s, r, o) ≤ N

where T1 is the test set, |T1| is the number of triples, and indicator is the function

defined as indicator(x1) =
{
x1 = 1 True
x1 = 0 False
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Reciprocal rank is a statistical method for assessing any process that gives a record
of outcomes based on the probability of correctness, and it is themultiplicative inverse
of the rank of the first correct answer. MRR is the mean of the reciprocal rank of
outcomes for the same queries Q. MRR = 1

|Q|
∑|Q|

i=1
1

ranki ranki refers to the rank
position of the relevant query from the ith query. [12].

4 Results and Discussions

Queries relating to the tourism domain are represented as a graph and embedding
using Node2vec. There are 5 layers of embedding, dropout, LSTM, dense layer for
activation by Relu and sigmoid. LSTM model is to predict the next word given the
subject and predicate. One hot code is used to represent the subject and predicate.
The model is trained for 250 epochs, with the categorical cross-entropy as the loss
function. The accuracy of the model is 89.4%, it infers that the relevant terms given
by the random walk help in auto-completing. MRR score for prediction of the object
is 81.9.

Figure 8 shows the graph of epoch versus accuracy. As the number of epochs
increases, the accuracy of the model improves.

Figure 9 shows that increase in the epoch number decreases the loss. The loss
function gives an insight into the training process and also the direction in which the
network learns. The above figure gives a good learning rate.

Fig. 8 Model accuracy
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Fig. 9 Epoch versus loss

5 Conclusion

In this paper, a Recurrent Neural network long short-term memory is presented
for auto-completing the query. Ontology for a tourism domain is represented as
subject, predicate, and object. Entities are represented as nodes and relations as
edges. Node2vec is a framework that studies the features of the nodes. Node2vec
algorithm generates node embeddings. Performing a random walk over the entire
graph generates a path. Higher the accuracy more relevant are the predictions.

References

1. Chauhan R, Goudar R, Sharma R, Chauhan A (2013) Domain ontology based semantic
search for efficient information retrieval through automatic query expansion. In: International
conference on intelligent systems and signal processing (ISSP). IEEE, Gujarat, pp 397–402

2. Jadhav PA, Chatur PN, Wagh KP (2016) Integrating performance of web search engine
with Machine Learning approach. In: 2nd international conference on advances in electrical,
electronics, information, communication and bio-informatics (AEEICB). IEEE, Chennai, pp
519–524

3. Wang Y, Ouyang H, Deng H, Chang Y (2017) Learning online trends for interactive query
auto-completion. IEEE Trans Knowl Data Eng 29(11):2442–2454

4. Khamparia A, Pandey B, Pardesi V (2014) Performance analysis on agriculture ontology using
SPARQL query system. In: International conference on data mining and intelligent computing
(ICDMIC). IEEE, New Delhi, pp 1–5

5. Grover A, Leskovec J (2016) Node2vec: scalable feature learning for networks. In: Proceedings
of the 22nd international conference on knowledge discovery and data mining. ACMSIGKDD,
New York, pp 855–864



Auto-Completion of Queries 445

6. Azizan A, Bakar ZA, Noah SA (2014) Analysis of retrieval result on ontology-based
query reformulation. In: International conference on computer, communications, and control
technology (I4CT). IEEE, Langkawi, pp 244–248

7. Munir K, Sheraz Anjum M (2018) The use of ontologies for effective knowledge modelling
and information retrieval. Appl Comput Inf 14(2):116–126

8. ChawlaT, SinghGE,Pilli S,GovilMC (2016)Research issues inRDFmanagement systems. In:
International conference on emerging trends in communication technologies. IEEE, Dehradun,
pp 1–5

9. Ehrlinger L, WößW (2016) Towards a definition of knowledge graphs. In: Semantics (Posters,
Demos, Success). Leipzig, vol 48, pp 1–4

10. Guan N, Song D, Liao L (2019) Knowledge graph embedding with concepts. In: Knowledge-
based systems. Semantic, vol 164, pp 38–44 (2019)

11. Guo L et al (2018) DSKG: a deep sequential model for knowledge graph completion. In: China
conference on knowledge graph and semantic computing. Springer, Singapore (2018)

12. Ma JT et al (2019) ELPKG: a high-accuracy link prediction approach for knowledge graph
completion. Symmetry 11(9):1096

13. Onuki Y et al (2019) Relation prediction in knowledge graph by multi-label deep neural
network. Appl Netw Sci 4(1):20

14. LiD,MaddenA (2019)Cascade embeddingmodel for knowledge graph inference and retrieval.
Inf Process Manage 56(6):102093

15. Padia A et al (2019) Knowledge graph fact prediction via knowledge-enriched tensor
factorization. J Web Seman 59:100497

16. Fadaee SA, Haeri MA (2019) Classification using link prediction. Neurocomputing 359:395–
407

17. Jagvaral B et al (2020) Path-based reasoning approach for knowledge graph completion using
CNN-BiLSTM with attention mechanism. Expert Syst Appl 142:112960

18. Kazemi SM, Poole D (2018) Simple embedding for link prediction in knowledge graphs. In:
Advances in neural information processing systems, Canada
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Design of CMOS Active Inductors
for RFIC Applications: A Review

Zishani Mishra, T. Prashanth, N. Sanjay, Jagrati Gupta, and Amit Jain

Abstract This paper represents the relative differences between the previously
proposed active inductor designs. The parameters such as quality factor, power
consumptions, and inductance tuning have been considered while comparing the
performances of these inductors, operating at radio frequency. Inductors are widely
used in integrated circuits for their tunability property. RF applications of inductors
include the use in filters, low-noise amplifiers, and VCOs. Over the years different
designs of active inductors have been proposed to eliminate the problems associated
with conventional on-chip inductors. Different designs that propose techniques to
reduce distortions, to improve the quality factor and tunability have been considered
in this paper.

Keywords Active inductor (AI) · RFIC · Distortion · Quality factor · Gyrator-C ·
Inductance

1 Introduction

High functioning RF integrated circuits have been in the upfront due to its rising need
in wireless communication applications [1]. A lot of research is being carried out on
designing efficient RF circuits such as low-noise amplifiers [2], voltage-controlled
oscillators [3, 4], filters [5], variable phase shifter. Inductors are widely used in RF
filtering, matching networks, voltage control oscillators, RF chokes, etc., [6–10]. The
traditional passive inductor limits the operative bandwidth which increases the size
and is used as discrete off-chip components [7]. On-chip inductors such as the bond
wire inductors and spiral inductors served as passive components on the chip. These
types of inductors were extensively used but came alongwith several challenges [11–
13] such as mutual coupling, electric and magnetic penetration into substrate, and
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various losses due to the skin and proximity effects. Moreover, only fixed inductance
value as possible from these passive inductors [7].

Researchers studied extensively on the possibilities of eliminating the challenges
associatedwith passive inductors, and in the process,manydesigns of active inductors
(AI) were proposed. The use of the gyrator-C-based CMOSAI is prominent in recent
studies for its ability to tune the circuits over a larger frequency range along with its
higher quality factor and reduced area requirements [6–10, 14]. Different types of
gyrator-C topologies have been designed over the years such as lossless and lossy
single-ended gyrator-C [6]. Different techniques for the enhancement of the quality
factor, noise factor, inductance tunability, and linearity have been discussed in the
literature [15–20].

The work proposed in [8] presents a CMOSAI operated at the RF—band and was
based on double—feedback transconductor topology. The proposed design shows a
very high Q-factor of greater than 1000 and was used to implement a bandpass
filter to check its effectiveness. The linearity of the CMOS AI is one major aspect
that most researchers need to work upon. The major distortions are caused due to
the transconductance and output conductance of the MOSFET. One of the methods
to improve the linearity is by reducing the gate length [9]. The drain current of the
MOSFET contributes significantly to the non-linear performance as it compresses the
transconductance by generating DC in excess. In [10], a feed-forward current source
is designed to clone the current that is generated in theMOSFET in such a way that it
acts as compensation current. By doing so, the undesired non-linear component can
be eliminated, hencemaking the system linear.Many designs of active inductors used
in filters and power dividers are studied [15]. Takahide and Toshihiro presented low-
distortion designs of active inductors based on the compensation current mechanism
[16]. The more compact design of active inductor is discussed in [9], where the AI
designed was capable of operating at high radio frequencies with lowered supply
voltages. Uyanik and Tarim [17] designed a wide tenability active inductor which is
operated at low power and provides very high-quality factor. The differential active
inductor uses the cascode-grounded technique to lower the noise and improve the
tunability. Another significant work has been presented in [20], which shows an
improved noise factor with a wide frequency band.

2 Background

Two transconductors with transconductancesGm1 andGm2 connected in the feedback
loop as shown in Fig. 1which form the basic structure of the Gyrator-C topology to
replicate the inductor effect. A capacitor denoted as "C" is attached to port 1 which
is working like a load impedance. The capability of the gyrator to invert the current–
voltage characteristic plays a major role in its usage as an inductor. The topology
can convert the intrinsic (parasitic) capacitance of a transconductor to an inductance
[14].
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Fig. 1 Lossless
single-ended gyrator-C
topology [14]

Iin + Gm2V1 = 0 (1)

where V1 = −Gm1V2
sC

Using this value of V 1 in (1) got

Iin = V2

sC
/
Gm1Gm2

(2)

The admittance of the gyrator-C network at port 2 is calculated as

Y = Iin
V2

= 1

s
(
C

/
Gm1Gm2

) (3)

From Eq. (3) can be found out

C

Gm1Gm2
= QV

I 2
(4)

By putting Q = It in (4) got

C

Gm1Gm2
= V

I
/
t

= L (5)

Hence, by this mechanism, an inductor is duplicated at port 2, which is a single-
ended lossless inductor having an inductance of

L = C

Gm1Gm2
(6)
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Fig. 2 Equivalent circuit of
the gyrator [20]

The input impedance of the gyrator topology shown in Fig. 1 is inversely
proportional to its load impedance and is calculated as

Z in = sC

Gm1Gm2
(7)

The MOSFETs used for the implementation of the transconductors are non-ideal,
having parasitic components. Considering the non-ideal effects of MOSFET, an
equivalent gyrator circuit has been shown in Fig. 2 [20]. The value of these parasitic
components depends on the design of the active inductor. The inductive bandwidth
of AI in terms of the parasitic components can be calculated as

RS

2ΠL
≤ find_bandwidth ≤ 1

2Π
√
LCP

(8)

3 Design of Active Inductors

The most significant and important designs from the literature are elaborated in this
section. The different design techniques of AI are discussed, and their performances
are analyzed.

3.1 Active Inductor with Distortion Reduction Circuit

Figure 3 shows the active inductor design that is implemented [16], using the distor-
tion reductionmethod to eliminate the non-linear component. In this design, a current
sourceM5 is connected in parallelwith a bias current source. Since the source terminal
of M2 and the gate terminal of M5 are connected to ground, the summation of V gs
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Fig. 3 Active inductor
design with inherent property
to reduce the distortion

of M5 and M2 remains constant. Here, the drain current of M5 acts as the compen-
sation current. The use of theM5 transistor is an effective way to improve linearity;
however, it increases the series resistance of AI significantly.

3.2 A Low Voltage High-Q CMOS Active Inductor

More compact design is proposed by Uyanik and Tarim [17] as shown in Fig. 4. As
observed in figure, M1 is in common-source configuration and realizes the negative
transconductance. TheM2–M4 combination provides the positive transconductance.
The MOSFETs M5 and M6 are utilized for biasing purpose. Current mirrorM3–M4

is used to invert the negative transconductance of M2. The design uses less number
ofMOS transistors and hence reduces the size of the active inductor extensively. One
advantage of this design is that none of the transistors suffers from body effect. Also,
the noise is contributed only by two of the transistors which significantly reduces the

Fig. 4 Low voltage high-Q
CMOS AI
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Fig. 5 Differential active inductor design

overall noise of the circuit [17]. This design was simulated with a supply voltage of
1.2 V using 0.13 µm CMOS technology.

3.3 Differential Active Inductor Design

A differential AI has been shown in Fig. 5 [18]. By applying the differential input
voltage between the gates ofM1 andM9, theGm1 andGm9 transconductances convert
the voltage to a drain current charging the capacitances Cgs2 and Cgs10 of M2 and
M10 transistors, respectively, [18]. The circuit is based on the common-grounded AI
topology [7]. To obtain higher inductance and high-quality factor, a cascode circuit
topology is implemented using M3 and M1 as noticed in figure. The equivalent
resistance is decreased by reducing the conductance of transistorM1 which improves
the inductance and the quality factor.

To further improve the performance, a resistance Rf is added in feedback which
significantly increases the inductance of the designed AI [18]. The design was
implemented using the 0.13 µm CMOS technology.

3.4 Adjustable Active Inductor

The circuit [19] consists of transistor M1, M2 realizing the negative and positive
transconductances, and transistorsM5,M6,M7, andM8 are used to implement current
mirrors as shown in Fig. 6. A cascode stage is constructed by transistor M3 which
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Fig. 6 Adjustable active
inductor

Fig. 7 A low power, high
Q-factor grounded active
inductor

enhances the inductance and the quality factor of the designed active inductor. Feed-
back resistance is also implemented with a PMOS transistor M4 to further improve
the overall performance. Two tuning techniques are used to achieve a wide tuning
range for the designed circuit. In first technique, a control voltage Vctr1 is applied
to the gate of transistor M4, whereas in the second technique the transconductances
of transistorsM1–M3 are varied by varying the current source, implemented by tran-
sistor M5–M8. The designed circuit is simulated using 0.13 µm CMOS technology
in cadence environment.
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3.5 A Low Power, High Q-Factor Grounded Active Inductor

The circuit [20] shown in Fig. 7 utilizes the common drain and common-source
configuration of the gyrator-c approach. These two configurations are used to imple-
ment the negative and positive transconductances, respectively. M1 and M5 transis-
tors form the basic topology of the circuit. It is observed that the cascode structure
is adopted by integrating transistor M2 in a feedback loop. The feedback resistance
improves the design further, as it creates an additional inductance.M3 andM7 in the
proposed design act as current sources, and two voltage sources are used for biasing
purpose. To check the functionality of the designed AI, simulations were performed
in cadence environment.

4 Simulation Results and Discussion

The different active inductor designs discussed in the previous sectionwere simulated
in the cadence environment. The results were studied and analyzed thoroughly to
draw a comparison for different performance parameters. The frequency tuning,
inductance tuning range, quality factor, and noise factor were among the parameters
considered for the comparison. The various active inductor designs showed improved
performances in terms of certain parameters and could be accordingly used based
on the requirement and applications. Table 1 shows the comparisons studied through
different active inductor designs elaborated in the previous sections. It is observed
that a maximum inductance tuning was obtained in [18] but at the cost of higher
power consumption. The work presented in [17] shows a very high-quality factor
of 3900 at the operating frequency of 5.75 GHz but it has lower inductance tuning.
The AI proposed by Bharath et al. [20] presents an optimized performance in terms
of inductance tuning, maximum quality factor, and power consumption. The work
proposed by Hammadi et al. [19] also shows the very good result for most of the
parameters.

Table 1 Performance comparison with the existing work in the literature

References Technology
(um)

Vdd
(V)

Power
(mW)

Inductance
(nH)

Qmax Frequency
(GHz)

[16] 0.18 – – 19–21 14.1@1.12 GHz 0.07–1.11

[17] 0.13 1.2 1 38–144 3900@5.75 GHz 0.3–7.32

[18] 0.13 1 2.59 79.8–495 2600@1.47 GHz 0.784–3.19

[19] 0.13 1 0.87–1.32 10.97–44.44 2565@2 GHz 1.76–6.5

[20] 0.18 1.8 0.99 25.7–180 341@ 2.51 GHz 0.79–2.69
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5 Conclusion

In this paper, different active inductors designs have been analyzed, and their perfor-
mances are compared in terms of inductance value, maximum achievable quality
factor, power consumptions, etc. Different design techniques to improve different
parameters have been thoroughly investigated, and hence, based on the requirement
and applications, the designs can be integrated as on-chip inductors in RFICs. Among
theworks discussed, themaximumquality factor is observed as 3900 [17]whereas the
maximum bandwidth is obtained as 2.4 GHz from the work proposed by Hammadi
et al. [18]. The work presented by Hammadi et al. also shows the maximum induc-
tance tuning range, from 79.8 to 495. The most optimized performance is observed
in [20]. Finally, this paper summarizes the simulation results.
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Abstract In service computing, Quality of Service (QoS)-aware web service
composition is considered as one of the influential traits. To embrace this, an optimal
method for predicting QoS values of web service is implemented where credibility
evaluation is computed by accumulating reputation and trustworthiness. An auto-
matic approach for weight calculation is invoked to calculate the weight of QoS
attributes; it improves WS QoS values. QoS value is optimized by using Genetic
Algorithm. Services with high QoS values are taken as candidate services for service
composition. Instead of just selecting services randomly for service composition,
cuckoo-based algorithm is used to identify optimalweb service combination. Cuckoo
algorithm realizes promising combinations by replacing the best service in lieu of
worst service and by calculating the fitness score of each composition. A comparative
study proved that it can provide the best service to end-users, as cuckoo selects only
service composition with high fitness score.
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1 Introduction

Web services are independent, free-standing and loosely coupled solicitations avail-
able over the web. Nowadays, the demand for web services (WS) turns out to be
more and more salient due to leveraging number of WS [1]. Services are defined as
solicitation of facts accessible via standard web protocol.Web service composition is
an elucidated agent performing orchestration or choreography of existing WS which
supports reusing of services to develop new corporate WS.

CompositionofWSfascinates the interest of researchers.While collaboratingwith
services provided by the web, it encounters intricate problems identifying promising
services most optimal to the defined problem. Service composition process can be
carried out in two ways—static or dynamic [2]. Before establishing composition, an
intellectual process model with a set of tasks and their flow of processing is autho-
rized. It is initiated with a query phrase which is examined with existing contextual
data to assess the set of all factual atomic WS required to perform business tasks.

In static WS composition, accumulation of services is done at design time,
and it involves stakeholder’s mediation. To achieve a specific requirement, WS is
executed one by one where the composition is done manually. It is not flexible,
time-consuming and a tough mission. The rapid growth of digital technologies and
leveraging number of WS demands dynamic WS composition. It simplifies the solu-
tion process as it is performed at run time without user mediation. It is generated
by choosing atomic services automatically, by invoking machine-independent agent
module which realizes actual requirements and its flow of operations.

For choosing a superlative WS from among a varied set of related services, the
Quality of Service (QoS) is needed to recognize [3]. QoS is elucidated for calculation
of overall service performance. Availability, throughput, transmission time, assets of
service are considered to measure QoS [4]. The actual objective of QoS is to pursue
the most favourable composite service concerning QoS requirements. Credibility is
considered as a major factor to assess promising quality service. Essentially two
facets of QoS values are appraised, i.e., service provider’s QoS and user’s QoS.
The familiarity of the user is esteemed as user trusts and tracks registers of service
suppliers as the reputation of service.

Service quality reputation is redefined by assessing the dissimilarity between all
QoS properties of service given by providers and set of realized QoS values. Trust
value for each service is realized with the user’s experience. Reputation, trust value
and weightage of individual services are considered for calculating WS credibility.
Process of calculatingweight for service is done based on the aspect ratio of objective
weights.

Optimization is considered amajor part in selecting and orchestratingWS compo-
sition. Evolutionary algorithms proposed are genetic algorithm (GA) used to find
optimized QoS value of services and cuckoo optimal (CO) algorithm used to find
optimizedWScomposition. Genetic algorithm is an inquiry technique related to prin-
ciples of natural selection, used to produce satisfactory clarifications for optimization
problems [5]. It performs on a population createdwith individuals of arbitrary values.
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QoS optimization is done over the credibility ofWS, to identify the optimal set of the
population comprising of best candidate WS, to be considered in the service compo-
sition process. For optimal service composition, a cuckoo optimization algorithm is
implemented [6]. It is an efficient metaheuristic approach used to accomplish optimal
solutions at the point of global optimization.

Following Sect. 2 explains background study of related works, Sect. 3 elabo-
rates system design of optimised service composition using evolutionary algorithms,
Sect. 4 illustrates implementation results with the input dataset at different stages,
and Sect. 5 concludes with future enhancements.

2 Background

Web service composition as a methodology is used for merging and reprocessing
available WS to generate new value-added complex service that fulfils the needs
of users [7]. Effectiveness of composition depends on the selection of high-quality
candidate services. Process of selecting top-notch WS from a massive set of WS
becomes more challenging for users due to the leveraging of services. So, prediction
of QoS values is considered as a crucial part in selecting quality WS [8].

Nowadays, numerous methodologies have been analyzed to appraise quality
expectation. Personalized prediction of QoS is foremost in serving users to progress
high superior SOA systems [9]. Collaborative filtering (CF) is a major expertise for
personalized QoS prediction; it is used for predicting QoS which maintain a strategic
distance from a tedious and costly assessment.

In [9], Zainab provides a bootstrapping framework which is used to examine QoS
of freshly registered WS. Solicitations with high performance are estimated, and
their QoS values are assigned to new services. Zhang [10] recommends a structure
for reliableWS evaluation, created based onQoS closeness of accurate and broadcast
values. To find reliable services, similarity measures are scrutinized which appraises
the reputation of the service supplier. Marzieh [11] devised a structure to choose
WS for each task by utilizing Simple Additive Weighting strategy. Selection is done
based on weightage score allotted to quality aspects based on necessities of the user.
WS with a high score is selected which realizes a result close to user preference. It
considers user preferences and ignores other factors, so it is not an optimal solution.

In [12],Mustafa planned for scheming static and dynamic composition of services.
Components of distributed computing are compared with WS composition to define
execution ability. It adopts data circulation policies among services and proposes a
structure model to handle composition and execution. Suresh Kumar [13] elaborated
an investigation of different methods of QoS-based service selection (QSS) method-
ology [14]. It is examined and presented to estimate the effectiveness of those service
selection procedures.

AlSedrani [15] represented composition as a comprehensive classification tech-
nique based on various segments by observation and categorize the solutions based
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on their compliance with the user’s request. It constitutes four phases—composi-
tion planning, service discovery, service selection and execution. This work failed to
guarantee the overall quality of service composition. Abovemethods strive to find the
best quality services and perform service composition which satisfies requirements
of the defined problem, but they all ignored the aspect of optimal service selection and
composition. To overcome this issue, an optimized service compositionmethodology
is implemented with evolutionary algorithms.

3 System Implementation

To obtain an optimized web service composition, it is essential to identify the quality
of services. Finding QoS values of services is an incredible task to be addressed
in this context. To have optimal solutions, two evolutionary algorithms are used:
genetic algorithm and cuckoo search algorithm. Genetic algorithm and cuckoo algo-
rithm are used to optimize QoS prediction and service composition, respectively. An
implementation methodology of the work is elaborated in the following sections.

3.1 QoS Prediction

QoS is the explanation or calculation of the global performance of service. First,
credibility evaluation is adopted to find QoS values and weight calculation to deter-
mine the significance of different quality attributes of WS in the context of business
solution. Improved QoS value is assessed by applying weights on QoS value which is
calculated based on the credibility of service. Figure 1 depicts a design methodology
of QoS prediction.

Fig. 1 Optimized QoS prediction
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3.1.1 Credibility Evaluation

QoS of WS depends on various quality factors pertaining to service provided by
the service providers. Service credibility is one such factor which greatly influences
QoS values. Credibility can be realized through the reputation of a service provider
and trustworthy of the user about the service. Reputation is based on comparative
of QoS data experienced by users who solicited these services in the past, with
promised QoS assured by providers. It refers to an obligation range of completeness
with regard to service rendered by providers [16]. By using UDDI QoS extension
service monitors, information of available WS are obtained. Immanent issues faced
while adopting above approach is, evaluation is done by users may agonize from
malevolent evaluations done by other users and then reputation should not be treated
equally as other attributes as it depends on various other factors. Service credibility
is also realized through subjective evaluations done by users called user trust. Trust
indicates aggregation of quality experiences by different users about WS. Here, past
experiences of users are given more importance. The credibility of service should
specify the global capability of the provider to render its guaranteed QoS.

(a) Reputation Evaluation
The target of reputation evaluation is to identify the range of integrity of each
QoS characteristics of WS. It is done by associating actual distributed values
and guaranteed attribute values. Distributed value is denoted as qdi for ith
QoS attribute after each invocation, and guaranteed QoS attribute value as qgi
and is well-known as it is given by providers. Integrity level is represented as
Ri ∈ [1,−1], then greater Ri is the improved level of integrity that represents
better reputation. QoS attributes can be subdivided into two different groups:
benefit-type attribute value (throughput is high) and cost-type attribute value
(response time is less). In benefit-type attribute, the integrity level is calculated
as,

Ri = qdi − qgi/qgi. (1)

In cost type attribute, integrity level is calculated as

Ri = qgi − qdi/qgi. (2)

According to the value of Ri, reputation level for each QoS attribute is described
as:

1. Excellent—if (0.5 ≤ Ri < 1)
2. Good—if (0.5 ≤ Ri < 0).
3. Acceptable—if (Ri = 0)
4. Poor—if (−0.5 ≤ Ri < 0)
5. Very Poor—if (−1 ≤ Ri < −0.5)
(b) Trust Evaluation



462 S. Subbulakshmi et al.

In user trust evaluation, the trust of the user about the service reflects the user’s
certitude range for the service. Each QoS characteristics have a trust value
based on antiquity of data about previously invoked WS. Trust of different
QoS attributes for service ws is defined as T = {

Tq1, Tq2, . . . , Tqn
}
and it is

calculated as,

Tqi =
n∑

m=1

tim(ws)/n. (3)

where n indicates the total number of the evaluation carried out for service ws
and tim(ws) indicate mth evaluations for QoS attribute qi of service ws. After
finding trust value, overall credibility evaluation is carried out by accumulating
both reputation evaluation and trust of the user about that service as shown
below:

Cqi = βRqi + (1 − β)Tqi , 0 ≤ β ≤ 1. (4)

where parameter β is used to stabilize the reputation and trust of the user.

1. β = 1: Trustworthiness depends on historic data of previously invoked WS.
2. 0 <= β <= 1: Credibility relies on the reputation of WS and trust of the user.
3. β = 0: Credibility depends on the experience of the user.

After obtainingoverall credibility, calculate credibility-basedQoSvalue as shown:

QCi = qgi × Cqi. (5)

where Qci represents the ith credible QoS attribute value, qgi is the guaranteed
QoS value, and Cqi is the estimated credibility of ith QoS attribute.

3.1.2 Weight Calculation

Weightage for different QoS attribute plays an essential role in choosing the bestWS.
Improved weight calculation method depends on rough set theory for weight estima-
tion [17]. Higher weights are allotted to more discriminate attributes. An essential
degree of importance of quality attributes for each WS is reflected by weights of
attributes. Weight is based on the count on different classes of QoS values present
for QoS attribute related to the set of WS. The main goal is to discriminate different
services and discover contrasts and similar among all applicant WS based on their
QoS values. Find the number of different classes x for each attribute i, as P(i) = x .
Then, attribute discernibility is calculated using:

Dis(Pi ) = 1 − class/class2. (6)
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where Dis(Pi ) is discernibility of attribute Pi . Weight of each attribute Wgi is
calculated using:

Wgi = Dis(Pi )/
n∑

i=0

Dis(Pi ). (7)

Finally, QoS of each quality attribute with weight factor over credible QoS value
is calculated by,

QoSi =
n∑

i=0

Qci ∗ Wgi. (8)

where Qci is credible QoS and Wgi is the global weight for attribute i of web service
wi . Thus, weighted credibility based QoS of each attribute for WS is calculated.

3.2 Genetic Algorithm for Optimized QoS

QoS prediction using weighted credibility calculation is a novel methodology, and
it is further enhanced with optimal prediction. The advent of new technologies and
development has relatively increased the expectation of end-users by providing plen-
tiful services in their living rooms in a more efficient manner. This ultimately has
elevated their comfort level and has made them lazy. As an after effect of this, users
refuse or does not like to spend time and money in realising services of less optimal
solutions. At this juncture, our focus gradually moves to the optimization process in
providing the best services to end-users. The system thrives to perform optimization
in two levels:QoSprediction and service composition, using evolutionary algorithms.

Genetic algorithm is used for optimization of QoS values which are based on
maximization or minimization process depending on the type of quality attributes
[18]. It is more effective in dealing with intricate objective and constraints. To solve
an issue, they inspire subsistence of the fittest among the individual of successive
generations [19]. Each generation consists of the populace of individuals. Operations
like selection, fitness calculation, crossover, mutation, objective function attainment
are performed iteratively, to get a set of web services that have better QoS values,
with the superior fitness values after each generation. The populacewith theweighted
credibility-based QoS values of WS is fed into the genetic algorithm module to
realize the populace of WS with optimal values which are carried over to the service
compositionmodule. The implementation details of the genetic algorithmwhich uses
the dataset of QoS values of response time and throughput of WS are given below:

Algorithm 1: Genetic Algorithm
Input: Dataset D with WS predicted QoS values Qpi for quality factors, where i is
1 to N , N is a total of available WS.
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Output: Population with optimized QoS factor value, fitness score of all WS.

1. Generate initial population from D
2. Set standard value for each QoS attribute, i.e., minimum RT and maximum TP.
3. Evaluate the fitness score Fi for each WS in the population with relevance to

corresponding predicted Qpi of ws and standard value.

(a) Compare the place value of standard value and attribute value.
(b) If the same number in both place values, add it to get the fitness value of

WS.

4. Sort all WS in the population with regard to fitness value.
5. Generate a new population by following the given steps:

(a) Choose two parent services p1, p2 with highest fitness score.
(b) Crossover p1, p2 to obtain new offspring c1, c2.
(c) Mutate offspring c1, c2 at an arbitrary position in chromosome to get

offspring m1,m2.
(d) Assess fitness score of new offspring.
(e) If fitness score of offspring > replace predicted QoS value with m1,m2.

6. Add that two WS to a new population, and remove from the old population.
7. Repeat step 5 until the population is created with optimized value for all WS.
8. Return optimized QoS ofWSwith a fitness score Fj where j refers toWS index.

WS with the highest fitness score is selected as the best services, and it passed
on to the next module whose main goal is to find out an optimized web service
composition. With those optimized QoS values, the composition of WS is invoked
which adopts cuckoo optimization algorithm described in the following section.

3.3 Service Composition

3.3.1 Cuckoo Optimization Algorithm

Cuckoo optimization algorithm (COAlgorithm) is a heuristic optimization algorithm
used to render a composition that provides maximum benefit to end-users. It works
based on reproduction approach of cuckoo birds which do not own nest, and they
don’t feed their kids. It uses a scrounging performance to incubate young birds. They
lay their eggs in the nest of different winged creatures [20] or sometimes in the nest
of host bird which may have various species. Unconsciously hatched cuckoos will
thrust other eggs out of the nest andmade a lurid cry to get hostmothers feedingwhich
develops the rate of existence. If host bird identifies that the egg is not its own, then
it pushes other eggs out of the nest. Sometimes they either destroy eggs or abandon
them from the nest. It results in the evolution of eggs of cuckoos which imitate eggs
of native host birds. Levy flights an essential part is used in CO algorithm [21] for
both local search and global search. It is defined as an arbitrary walk described in
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Fig. 2 CO algorithm for optimized service composition

terms of the length of the steps. The process by which the optimized composition
obtained is depicted in Fig. 2.

The algorithm is applied to the optimized QoS values got from genetic algorithm.
Initially, services are categorized based on their functionality domain, and required
participant services are identified. Based on the requirements and availability of
services in respective domains, the composition is performed in a normal manner to
get the list of all possible combinations of services. Fitness score ofWS is considered
as local optima and fitness score of the web service composition as global optima.
Objective or fitness function is set up with standard fitness value which is a vector
created by appending minimum RT and maximum TP of WS identified for every
domain which is the part of service composition. The fitness value of every web
service composition is calculated. For each composition, the process selecting a
WS using levy flight, replacing selected services with existing service to create a
new composition, calculating fitness score, comparing with standard fitness score
and appending composition with high fitness score to new population is performed.
Thus, a new population with promising composition is got. Input to CO Algorithm
have optimized QoS values of response time (RT) and throughput (TP) for all WS in
that composition.

Algorithm 2: Cuckoo Optimization Algorithm
Input: Set of WS from the required domains, with its optimized QoS factor value
Qopi, where opi is 1 to N and N is the quantity of WS.

Output: Best optimal web service combination.

1. Arrange WS based on domain and find a combination of WS.
2. Find standard fitness value [Ambulance [min (RT ), max(T P)], Blood Bank

(min(RT ), max(T P)], Pharmacy (min(RT),max(TP)).

3. Finalize standard fitness vector and fitness function.
4. Each combination of WS

(a) Compute fitness value as vector of QoS value of RT,TP of all services in
that composition.



466 S. Subbulakshmi et al.

5. Sort all web service combinations with fitness value.
6. Initial population contains list of WS got from step 5.
7. For each combination of WS in the initial population.

(a) Using levy flight, select a WS from list WS maintained for each domain.
(b) Replace WS selected with existing WS in the composition chosen.
(c) Find fitness value, i.e., create the vector of QoS value.
(d) Execute fitness function with fitness value of selected composition and

standard fitness vector to get the fitness score.
(e) Add WS composition with highest fitness score to the new population if it

does not already exist.

8. New population contains the list of optimized composition with fitness score.
9. Sort the new population with respect to fitness score.
10. Return the best WS composition with highest fitness score.

3.3.2 Levy Flight

Levy flight algorithm used in CO algorithm for selecting WS from the list of all WS
in the selected domain is explained below:

Algorithm 3: Levy Flight Algorithm
Input: List of participant WS for each domain and its respective pointers.

Output: Selected web service.

1. Set r1 = global walk distance with a random value higher than 15 and S = 1
2. While number of steps S < r1

(a) Set r with random number between 5 to 8 and do the following rtimes:
(i) Take one step - LOCAL WALK - select any one participant services

to move the respective pointer of that service list to next position
performed circularly.

(ii) Store w = pointer value of WS list of service used in previous step.
(iii) Increase number of steps S = S + 1
(iv) Store ws = Domain name of service whose pointer is moved.

(b) Take one step - GLOBAL WALK—go to list with domain ws and move
pointer to 10 locations ahead, pointer movements is in circular fashion.

(c) Store w = pointer value of WS list of services used in previous step
(d) Increase number of steps S = S + 1

3. End While
4. Return selected WS w with its domain ws.

CO algorithm can find the best composition of WS which gives maximum benefit
to end-users, as it considers different combinations with its fitness score and selects
combinations with high scores ignoring less promising combinations.
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4 Experiment Result and Analysis

This research work experimented for the composition of services on the medical
domain, which considers ambulance, pharmacy, and blood bank services. It is done
with a dataset of WS in the above three domains which includes guaranteed and
distributed quality factor value of response time and throughput. Those values of
WS are considered for calculating reputation evaluation, trust evaluation to all WS,
and it is done separately for throughput and response time. Reputation is calculated
by correlating real distributed attribute values and guaranteed attribute values. Trust
evaluation is done based on feedback given by users for WS with their experience.
Trust value reflects the user’s confidence level related to the WS. Table 1 shows a
sample set of WS with their guaranteed TP, distributed TP, reputation TP, trust TP
and credibility values.

In similar manner, credibility for RT is also calculated an optimized QoS value
result of the genetic algorithm is shown in Table 2. The values are normalized based
on the maximum TP and minimum RT.

Service composition realized with different candidate services and fitness score
of the initial population is calculated. Then, those compositions are subject to the
cuckoo optimization process, in which individual candidate services are replaced
with WS selected with levy flight. Implementation details of levy flight algorithm
with three services blood bank, pharmacy and ambulance are shown as follows:

Table 1 Predicted QoS values using credibility

S. No. WS Guaranteed TP Distributed
TP

Reputation
TP

Trust
TP

Credibility
TP

1 WS7 120.90 437.72 0.7237 116.88 468.44

2 WS5 9.1741 180.1 0.9490 9.6368 118.80

3 WS4 7.2777 25.352 0.7129 6.9425 16.711

4 WS134 32.179 117.39 0.7258 32.179 75.987

5 WS202 4.7557 7.9641 0.4028 4.7557 47.479

6 WS130 20.104 48.213 0.5830 20.104 65.271

7 WS228 56.742 900.1 0.9369 56.742 660.59

8 WS231 60.341 900.1 0.9329 60.341 93.73

9 WS232 60.197 900.1 0.9331 60.197 625.42

10 WS257 63.229 787.5 0.9197 63.229 464.36

Table 2 Predicted QoS using genetic algorithm

WS7 WS5 WS4 WS134 WS202 WS130 WS228 WS231 WS232 WS257

420 113 19 71 43 69 610 90 624 425
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1.  Assign 4 variables count, a, b, p with values 0, −1, −1, −1. 
2.  Randomly select a number between 15 − 30, store the number in a variable r1. 
3.  While ( ) 

     For loop up to 5 times 
        Set  random number in 1, 2, 3 

           If  then check if  no. of  then 
               Otherwise , assign . 
           If  then check if   no. of then
              Otherwise , assign . 
           If   then if    no. of  then 
             Otherwise  and assign . 

Set 
End for 

     Check the value of  variable 
       If  then ( )
       If  then p= ( )
       If  then b= ( )

          Set 
  End While 

4. Return WS stored in to be used for replacing existing WS in the composition subject 
to the optimization evaluation process. 

New composition created with replacement is subject to fitness score evaluation
and if promising it is included in the new population, otherwise, it is discarded and
only the old composition is included. This process continues to get a population
of optimal values. Table 3 shows a comparative study of composition before and
after optimization. It shows candidate services from each domain selected for the
composition, with their fitness value specified as a vector of RT and TP.

5 Conclusion

Dynamic service composition is widely used to solve varied real-time problems and
to find the best suited business solutions which seem to be more complex. It involves
identification of best candidate services and integration of services as per the require-
ments of the problem. A novel method of QoS-based service selection is adopted. It
predicts QoS ofWSwith regard to credibility, reputation and trustworthiness.Weight
calculation and optimization of the QoS prediction are also performed. The services
with high QoS values are taken for service composition. This leads to a reason-
able set of services competing to be part of service composition. To get an optimal
service composition, cuckoo-based algorithm with levy flight is adopted. A cuckoo
algorithm is implemented to get the best composition from an existing population
which satisfies fitness function, and Levy flight is used to select individual services
to be included in service composition. It is proved that a population with an optimal
composition of services is created, and it helps to select required composition with
the highest fitness score. In future, service composition can be focused and improved
with contextual-based semantic service selection.
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Table 3 Composition of WS before and after cuckoo composition

No. Top scoring composition and fitness score
before cuckoo optimization

Top scoring composition and fitness score
after cuckoo optimization

1 WS7, WS134, WS228
[54.37, 57.46, 87.65, 11.78, 76.03,81.56]

WS10, WS125, WS229
[400.37, 20.46, 352.65, 11.78, 502.03,
14.56]

2 WS7,WS134, WS231
[54.37, 57.46, 87.65, 11.78, 100.90,73.53]

WS10, WS120, WS233
[400.37, 20.46, 310.68, 13.73, 443.90,
15.53]

3 WS7, WS134„, WS232
[540.03, 57.46, 87.65, 11.78, 71.46,75.21]

WS10, WS132, WS232
[400.37, 20.46, 309.65, 11.78, 42.46,
25.21]

4 WS4 WS130 WS228
[19.27, 12.19, 17.29, 50.98, 76.03, 81.56]

WS19, WS145, WS229
[38.27, 22.19, 310.29, 15.98, 439.03,
20.56]

5 WS5, WS134, WS232
137.05„ 11.41, 87.65, 11.78, 71.46, 75.21]

WS10, WS145, WS232
[137.05, 21.41, 310.29, 15.98, 421.46,
25.21]

6 WS5, WS202, WS257
[137.05, 11.41, 154.77,
60.95,135.67,38.69]

WS19, WS206, WS250
[389.27, 22.47, 354.77, 19.95, 403.67,
26.69]

7 WS4, WS202, WS228
[19.27, 12.19, 54.77, 660.95, 76.03, 81.56]

WS19, WS201, WS234
[389.27, 22.47,304.75, 23.95, 332.03,
23.56]

8 WS7, WS134, WS257
[540.37, 57.46, 87.65, 11.78, 135.67,
81.56]

WS25, WS132, WS252
[348.37, 17.46, 287.65, 11.78, 335.67,
28.69]

9 WS5, WS130, WS257
[137.05, 11.41, 17.29, 50.98, 135.67,
38.69]

WS25, WS132, WS244
[348.37, 17.46, 287.65, 11.78, 215.67,
21.69]

10 WS5, WS130, WS231
[137.05, 11.41, 17.29, 50.98, 100.90,
73.53]

WS25, WS129, WS244
[348.37, 17.46, 275.29, 15.98, 332.03,
20.56]
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Emotion Recognition from Speech Signal
Using Deep Learning

Mayank Chourasia, Shriya Haral, Srushti Bhatkar, and Smita Kulkarni

Abstract Emotions play a vital role in a human’s mental life. Speech is a medium
through which expression of perspective and identification of one’s mental state is
possible. Recognizing the feelings that others are trying to convey through speech is
essential. There are various parameters of the speech signal that define the feelings
of a person. Thus, speech emotion recognition (SER) from the speech signal is a
challenging task. This paper proposed an SER system based on the features extracted
and obtained by Mel-frequency cepstral coefficient (MFCC) spectrograms. As for
a complex model, the audio features obtained by MFCC play an important role in
emotion recognition. The 1D-CNN model architecture is implemented in this paper.
Thework is performedon “TheRyersonAudio-VisualDatabase ofEmotional Speech
and Song” (RAVDESS) dataset. Six emotions based on their gender are classified
(i.e., 6 × 2 emotions) with 82.3% accuracy. The emotions classified are happy, sad,
angry, calm, fear, and nervous.

Keywords Speech emotion recognition (SER) ·Mel-frequency cepstral coefficient
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1 Introduction

Feeling assumes a major job in day by day relational human communications. It
helps us comprehend and coordinate our feelings by passing on our sentiments and
offering input to other people. Research has uncovered the ground-breaking job that
feelings play in forming human social interaction. Emotions display the pass on data
about the emotional condition of an individual and have extended a new analysis of
the field called computed feeling recognition, which has a fundamental objective to
comprehend and reclaim the desired feelings. SER expects to recognize the basic
soul of a speaker from the voice. Expanding research enthusiasm during the recent
years right now has been gotten by the world. There are numerous utilizations of
distinguishing the feeling of the people like, inside the interfacewith robots, banking,
call focuses, PC games, and many more. For study hall organization or E-learning,
data about the soul of researchers can be spent significant time in the upgrade of
educating quality. For example, to settle on a choice on what subjects are regularly
instructed and should be prepared to create techniques, an instructor can utilize SER
for overseeing feelings inside the preparation condition.

There are two utilized delineations of feeling persistent and discrete. Inside
the persistent portrayal, the feeling of articulation is frequently communicated as
constant qualities along with different mental measurements. Considering the inves-
tigation of [1], “feeling is frequently portrayed in two measurements: initiation and
valence.” Activation is that the “measure of vitality required to exact a specific feel-
ing” and research has demonstrated that regularly connected to high vitality and
delve in discourse are an outrage, satisfaction, and dread, while pity is regularly
connected to low vitality and moderate discourse. Valence gives more subtleties and
recognizes feelings like being furious and glad since expanded enactment can show
both inside the discrete portrayal, feelings are regularly discretely communicated
as explicit classes, as irate, tragic, upbeat, and so forth. The exhibition of a feeling
acknowledgment framework depends on highlights separated from the sound signal.
This examination has some expertise in recognizing the more exact sound feeling
classifier. Figure 1 shows the rate chosen for the different emotions for the actor
intended for eight different emotions which were neutral, calm, happy, sad, angry,
fearful, disgust, and surprise.

Fig. 1 Rate chosen for emotions [15]
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This paper proposed to recognize emotion, based on the speech signal. For recog-
nition of emotion, the features are extracted from speech and are classified using
a deep learning model. The paper is divided into 3 sections. In Sect. 2, a literature
survey, the related work by different researchers is being studied. In Sect. 3, the
selection of the dataset which is RAVDESS, studying the dataset and then preparing
the 7 segments numeric value for the data augmentation. In Sect. 4, features are
extracted using MFCC from the audio file then training the CNN model for testing
to find the accuracy for different input to the CNN.

2 Literature Survey

Different studies have been performed in this SER domain, on various datasets and
based on the diverse aspects and features of the speech signal. Different examinations
have been done in the past to recognize feelings from discourse for various dialects
and accents. The contemplated exhibition of LPCC in distinguishing the feelings
utilizing HMM and SVM. The created model yielded a 61% precision on SAVEE
database [2]. The proposed DNNs, RNNs, and 1D-CNN models based on MFCC
highlights on the Chinese language dataset accomplished 56% exactness [3]. The
HMM on MFCC and LPCC to extract the features from Burmese language speakers
and the Mandarin language speaker dataset which obtained the accuracy of 90% and
an average accuracy of 78% [4]. Using the gaussian classifier, the classification of the
emotions was made for the English audiovisual emotional database, which consisted
of 4 male actors in 7 emotions. Features are extracted with the help of principal
component analysis and linear discriminant analysis. The accuracy obtainedwas 98%
[5]. The model was implemented by extracting robust and effective features using
MFCC, then normalized for isolating digits recognition. For the English language
database, with an accuracy of 95% on augmented data [6]. Quranic recitation recog-
nition was done on the Quranic database with features extraction using MFCC and
DFT [7].

The experiment carried on the IITKGP-SEC and IITKGP-SEHSC speech corpus
databases for speech emotion recognition.Differentmodelswere proposed for feature
extraction and also for implementation using GMM-HMM, AANN-GMM, and
HMM-AANN.Results found that theAANNwhen combinedwithGMMandHMM,
shows better performance. The accuracy obtained for GMM-AANNwas 44.52% and
HMM-AANN was 39% [8]. The system proposed is for emotion recognition from
the speech on the English database with five emotional states for a person. Feature
extraction made using the traditional approach ofMFCC. Using KNN, the classifica-
tion made depending on the frequency range. The overall success rate was 63.63%.
For males, the success rate of 72.72% and for females, it was 54.54% [9]. Speech
recognition was made using acted and real emotion database. Feature engineering
made using GMM and MFCC for the classification of emotions and gender. A total
of 21 features were obtained using MFCC, and using GMM 16 components were
constructed with an accuracy of 95% [10].
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This examination centers around distinguishing the best sound component and
model design for feeling acknowledgment in discourse. The work was performed on
the RAVDESS dataset. In this paper, a one-layer CNNmodel proposedwith Log-Mel
spectrogram sound highlights.

3 Dataset

3.1 Dataset Selection

The fundamental parts for structuring discourse feeling acknowledgment are the
database, highlights removed with the correct classifier for sound, and video docu-
ments. Utilizing these segments, one can have limitless models with different exact-
nesses. The dataset utilized isRAVDESS [11]. The dataset suits 7356 documents. The
database contains 24 skilled on-screen characters with a North American inflection.
This sexual orientation adjusted skillful on-screen character’s database comprises
12 males and 12 females having two sorts of records which are discourse and tune.
The discourse comprises feelings happy, sad, neutral, calm, angry, fearful, disgust,
and surprised [11]. For a tune, feelings are calm, happy, sad, angry, and fearful [11].
Every on-screen character captivated two lexical articulations with various “Kids are
talking by the door” and “Dogs are sitting by the door” [11]. Each vocalization by the
entertainers was rehashed twice. There is a whole of 1440 discourse expressions and
1012 tune articulations. Every articulation is worked at two degrees of enthusiastic
force (ordinary, amazing), with a further impartial articulation. All conditions are
accessible in three methodology positions, Audio-Video (720p H.264, AAC 48 kHz,
.mp4) [11], Audio-just (16bit, 48 kHz .wav) [11] and Video-just (no stable) [11].

Distinctive datasets, for instance, SAVEE [5] and TESS [12], Berlin database
[13], and Chinese dataset [14] composed of sounds from just male and female
entertainers individually. The RAVDESS dataset is similarly appropriated overall
feeling classes (approximately 15%), so, it does not experience the ill effects of any
class-awkwardness issues.

Figure 2 shows the distribution graph of gender and emotion based on the number
of recordings available in the RAVDESS dataset. The emotions plotted are in terms
of positive, negative, and none type. In a positive type, emotions include happiness
and surprise. The negative emotions consist of sad, disgust, angry, and fearful. For
none type, the emotions are neutral and calm. The plot gives the number of positive
males, positive females, negative male, and so on.

The dataset has hardly any deficiencies. At first, the way where an inclination
is indicated is unequivocally settled on the language, supplement, vernacular, and
social establishment. A model arranged to perceive feelings on the English dataset
presumably won’t have the choice to recognize sentiments in the Chinese language.
In this paper [15], RAVDESS [11] shows strong North American qualities. Likewise,
the dataset is prepared by arranging performance as a basic event of emotion.
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Fig. 2 Emotion Distribution [11]

3.2 Speech Data Augmentation

Every one of the 7356 documents has an interesting filename which is a 7 section
numerical identifier. These identifiers characterize the boost in attributes based on
the various emotions like happy, sad, disgust, neutral, clam, fearful, and surprised.
These identifiers also consist of various parameters like modulation, vocal channel,
intensity, redundancy, gender, and sentences.

The initial input speech signal is added with some noise and pitch signals.
This concatenation helps to obtain the features more accurately. This procedure is
performed to compensate for any unvoiced signal frame in the input. This also helps
in obtaining diversity in the same input voice signal. The graph of this native speech
signal, the noise, and pitch are shown in Figs. 3, 4 and 5 as follows.

4 Feature Engineering and Modeling

4.1 Features

MFCC: Speech is a convolved signal. The vocal cords produce the excitation func-
tion, due to vibration produced by the air, and the vocal tract system functions as the
filter. The transfer function of the vocal tract the human speech mechanism considers
the vocal tract system and source of excitation as an independent. The speech signal
presented in various features; few of them are zero-crossing rate, minimum energy,
maximum amplitude, the energy of the signal [7].
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Fig. 3 Original sound signal

Fig. 4 Pitch + Original

Fig. 5 Noise + Original
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Fig. 6 Steps of MFCC [6]

Mel-frequency cepstrum (MFC) presents a short-term power spectrum of a sound.
MFCC is commonly used as a feature extraction technique in the speech recognition
system. The human sound produced depends upon the cross-section area as well
as the length of the vocal tract. The cepstrum is the representation of the sound
after taking the fourier transform of the log spectrum. MFC coefficients (MFCC)
represents the coefficient of a short-time power spectrum as a seize envelope. MFCC
helps to identify the emotions through the features extracted.

MFCC is obtained when the audio signal passes through various operations as
pre-emphasis, framing, and windowing, FFT, Mel-frequency bank, DCT, and Mel-
cepstral coefficient. As shown in Fig. 6, the audio signal considered is of 3 s duration.
Emphasizing the higher frequencies in the speech signal is the objective of pre-
emphasizing. This framing is based on two factors: the number of frames and the
distance between the two consecutive frames. Multiplying the framed signal with
the window helps to maintain the continuity in a signal. There are various types
of windows such as Hanning, Kaiser, Hamming, and so on which according to the
application requirement can be used. The main purpose of the windowing technique
is for tapering of the signal and not segmentation. The window used in this work is
the Kaiser Window. A Mel-filter bank is used to get an overview. Mel-scale cepstral
coefficients the DCT is applied to the output obtained at the triangular bandpass filter.

4.2 Deep Learning Model

Deep learning CNNs model which is current progressive models. CNN model is a
combination of normally N layers depending upon the usage of applications like
1D-CNN, 2D-CNN, AlexNet [16], LSTM [17] are the various types of architecture
proposed in CNN. In our proposed model of CNN, 1D-CNN architecture is used
because it gives better results for speech due to the 1D-vector. In our model, the
convolution layer is the first layer that contains the number of filters used to extract
important features. The second layer is the pooling layer which is used for downsam-
pling especially of the options mapped. The third layer is the fully connected layer
of CNN that is mainly proposed for extracting the output option fail to Soft-Max
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Fig. 7 Speech emotion recognition model

classifier [16] to speak out the likelihood for every category. Accuracy also depends
on which optimization technique is being preferred and feature selection of speech
signal.

As shown in Fig. 7, the model presented the input speech signal; i.e., the .wav file
from which features are extracted through the MFCC technique. In the speech, lots
of features can be abstracted but focused on MFCC only. As to provide versatility,
with the noise and pitch re-added to these extracted MFC coefficients are then given
as input to the CNN 1Dmodel. After the input is given to the model, it is then trained
and tested.

5 Results

The proposed research work carried out on the MFCC features for modeling SER
is an overall survey of various features and modeling for SER. Thus, the obtained
results are based on the MFCC features that improved performance due to deep
learning.

Comparing the results among the differentmodels based on the state-of-artmethod
shown below in Table 1.

The 1D-CNNmodel gives a better result as presents in Table 1. It is observed that
emotion classification with gender specification performance is higher. Additionally,
it is observed the energy and pitch having differences in the voice of the female
and male. This leads to differences in the pattern of females from male emotions.
Also appending features like energy and pitch to the MFCC improves the overall
performances of the model. It is observed that the proposed 1D CNN prediction
performance improved with an accuracy of 82.3% while testing the data samples
of the given dataset as shown in Fig. 7. Whereas, the training accuracy obtained is
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Table 1 Comparing the
result among the different
approaches

Approach Classifier Feature Accuracy (%)

Approach 1
[8]

GMMs MFCCs 73.68

Approach 2
[9]

Nearest
neighbor
algorithm

MFCC 63.63

Approach 3
[10]

Simple SVM
classifier

Pitch and
prosody
features

81.132

Proposed
approach

1D-CNN MFCC 82.3

83.3%. This accuracy obtained is for the classification of 6 emotions: anger, happy,
sad, fearful, calm, and nervous.

As stated previously, the low precision and accuracy can be explained by the
number of features that define a speech signal.Also, the variety of emotions expressed
by different people that increase the complexity of the problem statement.

Comparing the results with the DCNN (2 convolution and 2 pooling layers) [18]
that extracted features using PCA, the overall accuracy obtained was 40%.

In this work, the obtained output graph of the training and testing model is shown
in Fig. 8. This graph gives us a comparison between the training and testing model
based on epochs. As epoch plays an important role, it helps us improve the accuracy.
However, after a specific epoch, accuracy tends to remain constant.

A confusion matrix is a performance measurement for the deep learning classi-
fication problem where the output can be two or more classes. It is a table with 4

Fig. 8 Training and testing comparison
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Fig. 9 Confusion matrix

different combinations of predicted and actual values represented as true positive,
true negative, false positive, and false negative, respectively, after training and testing.
It helps us to visualize the insight of our CNNmodel as shown in Fig. 9. It also helps
in understanding the feature engineering using MFCC for the proposed model.

6 Conclusion

In this paper, speech emotion recognition is presented by using MFCC based on 1D-
convolutional neural networks. Speech signal represented in terms of array values
acts as input to the CNN. The CNN model consists of three convolutional as well
as fully connected layers extract features from the spectrograms and predictions
at the output is for six emotion classes which are anger, happy, sad, fearful, calm,
and nervous. In this regard, the experiment was executed with a satisfactory result
with a testing accuracy of 82.3% was achieved based on the RAVDESS dataset.
Further experimentation is required to improve the accuracy of emotion recognition
efficiently. In the proposed work plan to make use of the different database with more
data having varying statements and a relatively multifarious model to improve the
SER performance further.
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Abstract The advancing COVID-19 pandemic caused by the novel coronavirus has
taken the world by a storm due to its unprecedented nature. In order to increase the
understanding of the disease and create countermeasures for the same, collecting and
storing data in a proper and efficient format is of utmost importance. However, this
tremendous amount of data is obtained from various heterogeneous sources and is
usually dynamic in nature. Traditional RDBMSmight not be themost efficient choice
for the sporadic and ever-changing clinical data associated with COVID patients
due to its highly rigid nature. This paper utilized a primary dataset acquired from
COVID-19 patients as a premise to portray the inefficiencies of RDBMS and further
proposes two new schemaless, unstructured databases, NoSQL and XML databases,
as an offset to this drawback. The intention is to propose the two most efficient
technologies and delineate the findings through a sample implementation.
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1 Introduction

The COVID-19 pandemic is an advancing pandemic of the novel coronavirus which
has been said to be caused by severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2). First detected inWuhan, China, in December 2019, the outbreak has
become a matter of earnest agitation with cases rising at an alarming rate in different
parts of the world. The World Health Organization reported the outbreak as a Public
Health Emergency of International Concern on January 30, 2019, and a pandemic on
March 11, 2019. Globally, as of June 14, 2020, there have been 7,690,708 confirmed
cases of COVID-19, including 427,630 deaths, reported in more than 188 countries
and territories across the world [1]. The majority of the population tested positive
with COVID-19 endure mild to moderate respiratory sickness and recover without
requiring hospital treatment. However, older people and those with previous medical
records like heart diseases, diabetes, chronic respiratory disease, and cancer are more
likely to be severely ill and need to be hospitalized.

In view of the foregoing pandemic, it has become extremely important to docu-
ment all the medical records of the COVID patients, thus providing a deeper insight
into the disease and its cure. The clinical data is procured from several heterogeneous
sources. The data may be highly structured like a patient’s demographic information
or his blood platelet count, as well as unstructured like the descriptive text of the
patient’s symptoms and the patient’s radiology images. Moreover, the data obtained
is sporadic and dynamic [2]. The health of some COVID patients deteriorates within
one week of illness onset [3]. The constantly changing values of test results and the
heterogeneity of data pose a challenge to the database management system currently
being used.

One of the most commonly adopted systems worldwide for clinical data storage
is the Relational Database Management System (RDBMS). The data in RDBMS
is highly structured in the form of tables with relations incorporated among them,
where SQL is used to communicate with the stored data. While there is a possibility
to store some of the clinical data in the structured format, due to the sporadic nature,
the relational model is not practical when the requirement of fields is high. This is
because it will lead to empty fields resulting in insufficient storage [2]. However, it
faces a drawback of rigidity for which the data should always be in the form of tables.
Since it is evident from the recent searches and experiments that the n-COV data is
heterogeneous in nature, a shift from the traditional storage in a relational database
to an advanced non-relational database format becomes a necessity.

The effective management of clinical data and the transformation of the data into
a structured format for data analysis are extremely challenging issues in electronic
health records development [4], thus a solutionwith non-relational databases,NoSQL
and XML database models, is proposed. Non-relational databases have been put
forward as a flexible alternative to the traditional relational data models since they
allow related data to be nested within a single data structure. In NoSQL database
models, there is no need to store related data elements like tables. NoSQL allows a
schemaless database design, andXMLinvolves no transitionof natural text data and is
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also a subclass of document-oriented databases.NoSQLsystems are themost suitable
for query speed because their performance is efficient, and they are more scalable.
Furthermore, XML technologies are beneficial in terms of flexibility, extensibility,
and robust mark-up language to deal with the characteristics of clinical data and
encode documents electronically such that the data can be delineated in a structured
manner.

This paper proceeds as follows—Sect. 2 briefly explains the various techno-
logical research done in the COVID pandemic as well as the work done in the
database management systems. Section 3 mentions the advantages of non-RDBMS
overRDBMS in theCOVID scenario. Section 4 dealswith the clinical document stan-
dard set by the HL7 CDA. Sections 5 and 6 discuss the NoSQL and XML databases
and their benefits over RDBMS. And finally, Sect. 7 provides implementation and
Sect. 8 states the conclusion.

2 Literature Review

2.1 COVID-19 Pandemic

The novel coronavirus has been proved by the epidemiologists as a tricky illness
due to its emergence in various forms, ranging from mild symptoms to high risk of
organ failure or death [5]. Since n-COV is caused due to SARS, lung infection is
one of the commonly observed symptoms detected using imaging techniques such
as computed tomography (CT), positron emission tomography—CT (PET/CT), lung
ultrasound, and magnetic resonance imaging (MRI) [6]. Furthermore, to accelerate
the diagnosis and treatment process, advanced artificial intelligence (AI) methods
using deep learning and bioinformatics approaches have been introduced [1]. Prompt
actions like identifying high-risk individuals employing the Social Internet of Things
(SIOT) with the relationship among mobile devices can be of great advantage to
suppress the contagion [7]. Also, to forecast the number of infected cases, deaths,
and recoveries, predictionmodels such as exponential smoothing (EN), least absolute
shrinkage and selection operator (LASSO), and linear regression (LR) have been
implemented [8]. In addition, with the help of social media, the Natural Language
Process (NLP) method is utilized to unveil various issues regarding public opinion
surroundingCOVID-19 [9]. Surveys adoptingML approach prove that this pandemic
has had effects on mental health, learning styles, and activities in countries like India
due to a complete shutdown from March 24, 2020 [10]. According to our research
to date (June 21, 2020), not much exploration has been performed on the storage of
this enormous data engendered from n-COV.
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2.2 Non-relational Databases

One primary problem, industries all across the world are facing due to the advance-
ment and augmentation of technology is the storage and management of millions
of data that is being produced at intervals of less than a nanosecond. Data is being
engendered and processed more actively than ever. Data generation will continue
to rise in volume in the mere future at an exponential rate [11]. NoSQL databases
have been developed to deal with the extensive data along with proficiencies like
adaptivity, join free queries, and to deliver flexibility with the help of no fixed
schema [12]. NoSQL database systems have emerged parallel to the major Internet
companies, such as Google, Amazon, and Facebook. These companies faced a major
challenge in managing the copious amount of data that the traditional RDBMS
could not deal with [13]. A variety of activities, consisting of experimental and
prophetic analysis, ETL-style data transformation, and non-mission-critical OLTP
(for instance, handling protracted or inter-organization transactions) are assisted
by NoSQL databases [14]. In the current scenario, e-commerce has developed its
application with forums like Magento, Zen Cart, Prestashop, Spree, etc. to run a
booming online store. Customer e-commerce apps also use them and thus an extend-
able database is required for storing the data. Thus, e-commerce applications widely
use NoSQL databases to handle extensive business applications by providing compe-
tent storage access and processing background with horizontal hierarchy and trans-
ferable strategy over RDBMS [15]. Oracle and MongoDB are the two prominent
NoSQL databases. Oracle offers a better distribution model and is most preferred
for implementing storage nodes intended to provide adaptability, accessibility then
performing on warehouse and distribution models. Conversely, MongoDB depends
on sharding for resizing and assigns a definite server to hold bits of data when data
burgeons unremittingly [16].

3 Advantages of Non-RDBMS Over RDBMS

See Table 1.

Table 1 Difference between RDBMS and non-RDBMS

RDBMS Non-RDBMS

Table-oriented with fixed, predetermined, and
restrictive schema

Document-oriented databases that are
schemaless

Can be only scaled vertically which is limited by
budget

Can be scaled horizontally to provide more
resilience and lower costs

A very rigid schema and making regular
changes is not feasible

It has no constraints and provides adaptability.

Can handle data coming in low velocity Can handle data coming in high velocity
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3.1 Disadvantages of RDMS

One of the main drawbacks of RDBMS is the cost of maintenance of complex
software. In addition to the management of the high volume of data, it also possesses
a property of rigidity for the formation of the schema. Lastly, the data processing
hampers the speed, and it is difficult to recover the data.

4 Clinical Document Architecture

The collection ofmassive amounts of clinical data duringCOVID-19 is not enough; it
has to be stored in an efficient format for future reference. TheHL7Version 3Clinical
Document Architecture (CDA) is a document mark-up standard that specifies the
structure and semantics of “clinical documents” for exchange between healthcare
providers and patients [17]. It is an XML document, consisting of a header and a
body.

The CDA is beneficial because of its striking features of re-usability, flexibility,
and conciseness. The clinical document contains data like pathology report, imaging
report, symptom description, and alternative parts of a multimedia system—all inte-
gral components of electronic health records (EHRs) and have the following six
characteristics, set forth by HL7:

• Persistence—A clinical document remains unaltered for a long period of time
defined by local and regulatory requirements [17].

• Stewardship—A clinical document is maintained by someone or organization
vouchsafed with its care [17].

• Potential for authentication—A clinical document is a collection of information
that is intended to be legally attested [17].

• Context—A clinical document is a default context of the recorded data including
the creator of the document, and patient’s identity, etc. [17].

• Wholeness—A clinical document can be authenticated as a whole and is not just
restricted to certain parts of the document [17].

• Human Readability—A clinical document is easily read by humans or can be
browsed on devices [17].

5 NoSQL

NoSQL, which stands for ‘Not Only SQL’, databases came into existence due to
the limitations of the traditional relational database systems. Though they’ve been in
existence for many years, they’ve recently gained popularity in the era of cloud and
big data [12].
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Table 2 A table in NoSQL

Patient ID Key Value1 Subkey1 Subkey Value1 .…

1 Cough Yes Influenza A …

2 Breathlessness Yes Pneumonia 25% …

3 Fever 101°F Duration 5 Days …

It enables agile storage and pre-processing along with swiftness in utilization.
Since these functionalities are very essential in the management of the COVID-19
data, it is one of the best systems to tackle unstructured, semi-structured, or structured
data.

According to data models, NoSQL databases are classified as “key-value store,”
“column-oriented store,” “document-oriented store” and “graph databases” [18].

• Key-value store: It is the most fundamental data model where data is stored as a
key-value.

• Column-oriented store: In this data model, columnar manner is preferred over the
traditional row manner.

• Document store database: It provides an efficacious way to administer document-
oriented information in a semi-structured data format. It has a layer that manages
the association between these documents.

• Graph store database: This type of data model records data in a graph structure
to depict the relationship between data by warehousing data in the form of nodes,
edges, and properties.

The following table depicts the general representation of data of COVID patients
along with their commonly observed symptoms in NoSQL (Table 2).

Here, the dynamic nature of the sporadic symptoms is organized without being
confined to a predefined structure. Thus, it helps in decreasing redundancy and turn
improving efficiency.

5.1 Advantages of Using NoSQL for Storing COVID-19 Data

(1) Scalability: The burgeoning number of COVID-19 cases and the concurrent
increase in healthcare data demands an expandable EHR system as most of the
current systems are based on relational databases that restrict scalability. The
number of COVID-19 cases has increased exponentially and continues to rise.
Thus, NoSQL database systems are critical as they allow scaling up to large
datasets without any amendments in the comprehensive structure of data or
architecture. Hardware requirements and expenses can develop rectilinearly as
storagedemandsgrow.Thus, in the timeof economic crisis, cost-efficient scaling
can bemade possible, and preliminary investment in hardware requirements can
be avoided by the already encumberedmedical systemswith the help ofNoSQL.
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Conventional relational database systems expand their capacity by acquiring
more expensive and potent servers, whereas NoSQL database systems are based
on a shared-nothing approach. In a shared-nothing architecture, servers have
their resources and thus do not divide a common RAM, processor or warehouse.
Thus, a large number of read/write operations can bemade feasible with the help
of horizontal scaling, dissemination of data and handling operations over many
servers [19]. Hence, the capacity to store accurate data about a large number of
patients can be elevated by the addition ofmore commodity servers dynamically
without any reconfiguration or mitigation in performance.

(2) Flexibility: On studying the humongous amount of data on n-Cov, it can be
inferred that due to sporadicity and homogeneity, a rigid data storage system
like RDBMS should be supplanted with a much more flexible model. To avoid
redundancy, it compels the user to prioritize flexibility for the management of
such disparate data. NoSQL databases provide pliability in the development of
the schemas by avoiding the traditional table-like format for the data storage.
Given that the COVID-19 data is voluminous and dynamic in nature, NoSQL
proves to be efficient for quick iterations and frequent code pushes [12]. Due
to the absence of a predefined structure, NoSQL helps to easily add and make
changes with no need for any regard to the structure/schema of the database.
Thus, it provides ad hoc schema changes that are often difficult and complex to
carry out by using RDBMS [12].

(3) High Functionality: COVID-19 data needs to be analyzed for the following
reasons:

• To comprehend accurate responses: With the right analytics capabilities,
healthcare professionals can answer queries such as where the next cluster
is most likely to arise, which demographic is most vulnerable, and how the
virus may mutate over time.

• To see the inconspicuous: Heterogeneous data from various sources has led
to novel sharing of visualizations and messages to enlighten the public and
to track the situation to understand its gravity.

• To comprehend accurate responses: With the right analytics capabilities,
healthcare professionals can answer queries such as where the next cluster
is most likely to arise, which demographic is most vulnerable, and how the
virus may mutate over time.

• To see the inconspicuous: Heterogeneous data from various sources has led
to novel sharing of visualizations and messages to enlighten the public and
to track the situation to understand its gravity.

NoSQL databases offer many highly functional APIs and data types that are
specially designed for each of their corresponding data models [20]. New application
archetypes can be more easily supported with the help of NoSQL. The extensibility
of NoSQL databases enables a single database to serve both transactional and analyt-
ical workloads from the same database as opposed to SQL databases that require a
separate data warehouse to substantiate analytics. Since the NoSQL databases have
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been developed during the era of cloud computing, they have accustomed themselves
quickly to the automation that is part of the cloud. NoSQL also makes it easier to
deploy databases extensively in a way that supports microservices.

NoSQL databases support polyglot persistence, which means combining various
types of NoSQL databases depending on the requirements of a specific health-
care system. For example, some hospitals storing most of their data in a document
database like MongoDB, but supplement that with a graph database to seize innate
relationships between patients and symptoms.

(4) Security: Data breaches are amajor concern that needs to be taken into consider-
ationwhile selecting a database system.Adatabase systemneeds to be extremely
secure and provide the four features of security—authorization, authentication,
encryption, and auditing. MongoDB, a very popular non-relational database,
provides these security features through the MongoDB Enterprise Advanced
service. Advanced security controls like LDAP integration and AWS private
link can be integrated with MongoDB Enterprise Advanced [21].

• Authorization: Access to the database by an entity is governed byMongoDB
using the Role-Based Access Control (RBAC).

• Authentication: Authentication mechanisms like Kerberos and LDAP are
supported by MongoDB for validation of entity.

• Encryption: Data can be encrypted while it is in transit over the network or
at rest in storage and backups by the administrators.

Auditing: MongoDB Enterprise Advanced provides an auditing framework which
can log all the actions (DDL and DML) and accesses made to the database.

(5) Retrieval of archived data: The emergence of big data technologies to handle
gigantic volumes of structured and unstructured data all at low cost has right
suited it to take the position of data archival solution. MongoDB is designed
to establish long-term storage needs, an effective and prompt search of content
with the help of keywords or full texts and cost-efficient services. For instance,
COVID data produces a huge amount of content each day, X-ray images,
symptom details, doctor’s comments and chat transcripts. Not only would such
an institution produce such varied content, but it would also need to archive
the content for long-term retention and serve as precedence. By leveraging
MongoDB, the agility of the organization’s business can be benefited. The chal-
lenges associated with the velocity, volume and variety of data can be tracked
down in a swift, elegant, and agilemanner, therebymakingMongoDB a scalable
back-end data archival solution to such clinical data.
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6 XML

XML databases are generally used to store information that is in varied forms. These
databases are document-centric and are a subset of the NoSQL database. XML docu-
ments are marked by the heterogeneity of data records, extensibility by allowing
different data types in a single document, larger grained data, and flexibility in size
[22]. Similar characteristics are observed in the data obtained from COVID patients
(Fig. 1).

Raw data obtained is highly irregular and contains lots of mixed content. It
consists of measures and values that are structured and narrative descriptions that
are unstructured. It is crucial to gather all this information and convert it into a
computer-processable structure for storage and processing. Data can be transformed
into knowledge only if it is understandable by the machine and humans. Hence, the
use of a tree data structure to represent this information is recommended.

As seen from the above figure, clinical notes in its raw form are situated at the
absolute apex level, followed by the medical concepts. These consist of narrative text
descriptions and their related numeric values. XML databases are broadly classified
into two categories:

• XML-enabled database: Data is stored in tables consisting of rows and columns.
• Native XML database: Document-centric databases. Data is stored as a list of

files.

XML databases are a relatively newer data storage technology and overcome
certain drawbacks faced by the relational databases. The processing time required
for the execution of queries is found to be a lot lesser in XML databases as compared

Fig. 1 A general structure
for clinical notes [23]
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to RDBMS [23]. They support a hierarchical structure of data that allows a high level
of granularity and is also flexible.

6.1 XML Document Architecture

The HL7 clinical document architecture is a standard approach for storing and
exchanging various healthcare information. The header of the document is consistent
across all clinical documents. The COVID-19 narrative data is the primary thing that
is stored in the header. The CDA body indicates the human-readable content. The
data accumulated from the corona tested patients with a patient’s ID and their ages is
incorporated within the header. From a patient’s blood count of the red blood cells,
plasma and platelets to the deficiency in each of the nutrients in the body are the
human-readable narrative data blocks. These attributes encompass the whole body.
This facilitates in satisfying CDA standards as it excludes encoding.

Flexibility is the most conspicuous as well as an astonishing feature of this
document, where

• Each COVID patient record can have zero to many medical records concomitants
to them.

• Each medical record can have zero to many symptoms correlated.
• Each symptom can comprise zero or more properties which can be textual as well

as numeric.

Dealing with XML as large strings is ineffectual, native XML is customized
for its storage and querying. Native XML databases are specially adapted to the
XML data. They are highly capable of storing, maintaining, and querying the XML
document. Relational databases fail to espouse such adaptability and even cannot
provide an efficacious way of handling, storing, recovering, and analyzing such fitful
data. Consequently, XML databases unlock a remarkable path for treating medical
data that is voluminous and sporadic (Fig. 2).

7 Implementation

Scenario: Consider the following contrived dataset consisting of patients and their
various COVID-19 attributes. Due to the sporadic nature of this data, not every single
patient will have all the attributes populated for him/her. It is represented as follows
in the RDBMS:

As it is visible, for example, patient “04235e8a80d92ed,” the attribute influenza B
is null. Due to the rigid structure ofRDBMS, that particular column cannot be ignored
for the patient which makes the database bulky, inefficient, and full of unwanted null
values.Moreover, considering irregular addition and reduction of different attributes,
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Fig. 2 Example of CDA document [24]

a constant usage of Data Definition Language (DDL) is needed to alter the structure
of database schema. This makes the maintenance of the database complex.

Therefore, NoSQL is being proposed, a non-structured/schemaless, fluid and a
flexible database management system. Using NoSQL, you can simply add attributes,
delete attributes and scope in the attributes on an as-need basis, thus providing a
superior and efficient method to handle sporadic databases.

Following are the points that show how NoSQL has helped in storing the patient
data displayed in Fig. 3 (Fig. 4).

• Scalability: The nature of symptoms of the COVID patients being admitted is
dynamic. Since NoSQL is schemaless, it is easy to add new attributes (symptoms)
to the database in contrast to RDBMS where the entire schema would have to be
revised as shown in Figs. 5 and 6.

• Flexibility: Flexibility is a boon when NoSQL is considered. With the key-value
pair and the document-based NoSQL, it is an approach that provides flexible
storing and retrieving of the data. Null/Unrelated values take up a lot of space in
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Fig. 3 COVID-19 patient data in RDBMS

Fig. 4 COVID-19 patient data in MongoDB

Fig. 5 Updating relational table with new attributes (symptoms)
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Fig. 6 Updating NoSQL with new attributes (symptoms)

RDBMS, however, with NoSQL having the option of storing only the values of
attributes related to the record.

• Unstructured data storage: Every single patient has different attribute assigned
with it which classifies data. Rigid traditional RDBMS is not an efficient way to
store the data as shown above. On the contrary, schemaless database allows the
highly customized association of each patient and its idiosyncratic attribute, thus
making storage of unstructured data highly efficient.

• Ease of access: As each primary key, i.e., patient ID has its customized attribute
uniquely connected and NoSQL facilitates such intertwining of the individual
entity and attribute. Every single patient record can be considered as a unique
entity, and its personalized attribute can be retrieved on an as-need basis thus
amplifying ease of access.

8 Conclusion

Over many years, relational databases have been providing noteworthy results in
large enterprise scenarios due to its simplicity, compatibility, and robustness in
handling generic data. The COVID data being dynamic and ever-changing enhances
the complexities of a traditional database system. The speed, cost, and potential
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of the non-relational databases, like NoSQL and XML, finely capture data that are
unstructured and semi-structured too. In this paper, the two augmenting databases
are highlighted that are worth considering as an alternative to the traditional one.

The inclusion of HL7 represents a structured format of the COVID record of
patients for targeting the exchange of healthcare data. Having an XML base, CDA is
extremely flexible and clearly distinguishes the COVID-related data from patient’s
data.

The key-value pair storage ofNoSQL is a convenient way of storing andmanaging
complex COVID data. NoSQL being a schemaless database has many advantages.
Moreover, the persistence of XML databases provides security for XML-formatted
documents, and the extensibility characteristic of XML is beneficial for storing the
COVID data.

NoSQL andXML are the emerging technologies that surmount certain limitations
ofRDBMS.Though itmay require considerable efforts to replace the current database
systems used in health care with the newer ones, a gradual shift or hybrid of the two
can be employed to make the best of both the systems. The COVID pandemic has
been awake-up call to all the healthcare organizations to reconsider their data storage
infrastructure because of the large influx of data that the world is being bombarded
with. It may be time to venture into newer technologies to increase the efficiency of
the database systems and provide the best possible medical care to the patients.
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Study of Effective Mining Algorithms
for Frequent Itemsets
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Abstract “Frequent Itemset Mining” is a domain where several techniques have
been proposed in recent years. The most common techniques are tree-based, list-
based, or hybrid approaches. Although each of these approaches was proposed with
the intent of mining frequent itemsets efficiently, as the number of transactions
increases, the performance of most of these algorithms gradually declines either in
terms of time or memory. In addition, the presence of redundant itemsets is another
crucial problem where a limited investigation has been carried out in recent years.
There is thus a pressing need to develop more efficient algorithms that will address
each of these concerns. This paper aims to survey the different approaches high-
lighting the advantages and disadvantages of each of them so that in future effective
algorithms may be designed for extracting frequent items while addressing each of
these concerns effectively.

Keywords Frequent itemset mining · Tree · List · Hybrid · Redundancy

1 Introduction

Finding items that frequently occur together is the essence of “Frequent Itemset
Mining”. This process is carried out by scanning the entire database and calculating
the support of individual itemsets. Several algorithms have been designed for this
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purpose. These can be applied to various disciplines. These include market basket
analysis, medicine, fraud detection, intrusion detection, web content mining, and
biomedical applications.

In the field of market basket analysis, mining frequent itemsets can be used to
find items that are purchased frequently together. This will help retailers in deciding
how the items have to be shelved in the grocery store. Apart from this, “Frequent
Itemset Mining” (FIM) can also be used to detect “outliers” which in turn can be
applied to detect cancerous cells inmedicine and detect fraudulent behavior of people
while making financial transactions. Web content mining and web usage mining are
other areas where FIM can be applied. Analyzing the patterns in web logs aids in
understanding the browsing habits of a particular individual. This can help in the
extrication of semantic information about the user and a given community which can
be used by companies for personalized marketing.

Although considerableworkwas done in the past concerning designing algorithms
for mining different types of frequent items (FI), their performance tends to decline
as the mining progresses. Identifying the appropriate data structure and designing
the appropriate framework for carrying out parallel mining on a multi-core processor
remains as an area where there is scope for further study to be carried out.

While mining frequent itemsets, there is usually a trade-off between memory
and performance. These are the two main metrics for mining frequent itemsets.
Most of the existing techniques either result in good run time but may not provide
satisfactory improvement in terms of memory consumption. Designing an algorithm
that finds a balance between the two is a critical problem that needs to be addressed.
This also necessitates the exploration of ensembling and hybrid approaches for the
enhancement of frequent itemsets. Apart from this, another metric that determines
the efficiency of FIM is the number of itemsets generated. This number may also
include some redundant itemsets and removing such items is another area where
there is scope for further research to be carried out.

There is also limited investigation in terms of the nature of the datasets used for the
extrication of frequent itemsets. A data structure that can be used for handling static
data need not be appropriate for the mining of data from a streaming environment.
Developing a data structure that incrementally mines exact frequent patterns from
a streaming environment with negligible loss of information remains a challenging
task.

This paper aims to provide an insight into the recent techniques that have been
developed for mining frequent items with an emphasis on the advantages and
disadvantages of each of the proposed approaches.

2 Frequent Itemset Mining

There are several approaches for mining frequent itemsets. This study classifies it
into mainly three categories based on the data structure used for frequent itemset
mining. They are—Tree, list, and hybrid approaches (Fig. 1).
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Fig. 1 Frequent itemset mining techniques

2.1 Tree-Based Frequent Itemset Mining

Tree-based algorithms scan the database to build a tree data structure. A tree-based
algorithm “negfin” was put forward by Aryabarzan et al. [1] for mining “Frequent
Itemsets.” A data structure “NegNodeset” was developed in this paper. This relies on
the construction and traversal of a prefix tree. All the nodes are encoded in bitmap
form resulting in a concise representation of itemsets.

An algorithm dFIN [2] was also developed that used a data-structure DiffNodeset
for mining “Frequent Itemsets.” This algorithm involves building and scanning of a
“set enumeration tree” and also adopted a “hybrid search paradigm” for finding “fre-
quent itemsets.” In some scenarios, this approach also had the pros of not having to
find out “candidate itemsets.” This algorithm is an advancement of the algorithm FIN
[3] that employed “pre-order” and “post-order” traversalmethods. This circumvented
overconsumption of memory.

A tree-based algorithm called “CanTree-GTree” was presented by Kim and
Hwang [4] The algorithm discovers the entire collection of frequent itemsets from
real-time transactions using the “sliding window” mechanism. Two data structures
are used in this algorithm—“CanTree” and “GTree.” “CanTree” depicts the trans-
actions in a condensed manner with the help of a sliding-window technique using
one scan. Another data-structure GTree has been proposed to use as a projection
tree for finding frequent itemsets. Meng and Sha [5] presented a novel tree-based
approach that will evaluate the influence factors that affect the “life satisfaction” and
“loneliness of retired athletes.” An extended prefix tree is constructed for mining
frequent itemsets. An efficient data-structure called SO-Sets based on SO-Tree was
designed by Tan and Qin [6]. An algorithm called FISO has been put forward to
mine “frequent itemsets” by making use of the “set enumeration tree structure.” It
applies the conceptualization of superset equivalence to minimize the search space.
A broader analysis has shown that FISO outshines “Prepost” and “FIN” with respect
to “time” and “memory.”

Khawaja et al. [7] presented a “Tree Data Structure (TDS)” for cumulating “can-
didate itemsets” for pruning. A multi-core framework has been proposed for the
running “TDS-based Apriori Algorithm.” The principle of divide and conquer has
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been used on this framework. Each core is assigned a separate task and all these cores
work in parallel. Each of these cores produces a subset result, and these results are
collaborated to obtain the final global result.

A framework SUSHI [8] was proposed by Francia et al. that mines multi-level
and multi-dimensional frequent items. This framework involves using an integration
of tree and graph-based approaches that emphasize the relationship between two
clusters. Shah andHalim [9] proposed amethodology for “mining Frequent Itemsets”
from large uncertain databases. The proposed method uses a 3D linked array that
traverses the database once and also employs a “tree-based method” that stores the
data pertaining to the support and associationof itemsets. In addition, it also calculates
the “average probability factor” and uses it to map the “uncertain database” to a tree.

2.2 List-Based Frequent Itemset Mining

List-based data structures involve the usage of vertical mining technique for the
extrication of frequent items. The entire database is scanned, and items are inserted
into the list structure.Deng et al. [10] proposed a “vertical format” data representation
called “N-list.” This structure relies on the building and scanning of a “PPC Tree.”
An algorithm “PrePost” was developed that made use of this tree structure. Huynh-
Thi-Le et al. [11] presented the iNTK algorithm for extracting “top-rank-k frequent
patterns.” This approach is an advanced variant of the “NTK algorithm” and uses an
“N-list structure” to characterize patterns. The mining time of “top rank-k patterns”
has been improvised by using the subsume concept.

Bui et al. [12] presented a method that extracts “Frequent Weighted Itemsets”
using a “Weighted N-list structure.” The method uses a few theorems to compute the
weighted support of the “itemsets” and to find out these values immediately without
having to use “WN-list intersection” in some specific cases. Deng et al. enhanced
the “PrePost” algorithm by incorporating a pruning strategy called “Child Parent
Equivalence testing” and designed the “PrePost+” [13] algorithm. The same “N-list”
data structure was used here alongwith a “set enumeration tree” for mining “frequent
itemsets.”

Vo et al. [14] designed an algorithm that is based on the concept of “N-list” and
“Subsume Concept” for extracting “Frequent Itemsets.” The algorithm put forward
makes use of a hash table. This provides a boost to the procedure of building N-
list associated with “1-itemsets” and also produces an enhanced “N-list intersection
algorithm.”

2.3 Hybrid Frequent Itemset Mining

While mining “frequent itemsets” relying on a single “data structure” may be detri-
mental to the performance of the mining process. Some data structures perform well
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on low values of threshold while some others may perform well on higher values
of threshold. So, using a combination of data structures can help in enhancing the
overall efficacy of “mining frequent itemsets.” This necessitates the need for hybrid
approaches. Using a combination of two or more approaches will exploit the benefit
of all of them thereby enhancing the mining activity.

Zhang et al. [15] presented a hybrid technique that combines Apriori and Graph
Computing for extracting “frequent itemsets.” The “Apriori algorithm” is employed
for the computation of the support of k-item set candidates when k is small. As
the value of k increases and becomes very large, the graph computation method is
employed to calculate the support of k-item sets.

Another hybrid framework was put forward by Dewar et al. [16]. This structure
uses a combination of “tree-based” and “inverted list algorithm” for mining “high-
utility itemsets” from database transactions. The proposed methodology combines
UPGrowth+ and FHM algorithm and experimental analysis prove that this technique
outperforms contemporary algorithms.

Kalpana and Natarajan [17] proposed an approach that employs two algorithms
Hybrid Miner I and Hybrid Miner II that operates on a vertical database for effective
mining of frequent itemsets. Hybrid Miner I is a bottom-up algorithm for identifying
“maximal frequent itemsets”. An outline of the advantages and disadvantages of
some of these algorithms have been highlighted (Table 1).

Although various methods have been proposed of late for “mining frequent item-
sets,” there has been limited investigation done in the type of itemsets that are mined.
Some of the most commonly mined itemsets include “closed,” “non-derivable,”
“closed and non-derivable,” and “maximal itemsets.” These generate a concise set of
patterns that can help in avoiding redundancy among the itemsets. This is elaborated
in the next section.

3 Concise Mining of Frequent Itemsets

While extracting “Frequent Itemsets” setting a very “low threshold” would produce
a voluminous collection of “itemsets” that are too massive for user interpretation.
To address this challenge, many approaches were presented to generate a “com-
pressed” and “lossless representation of itemsets.” This section gives an overview
of the techniques that have been adopted for the extraction of “concise frequent
itemsets” (Fig. 2).

3.1 Non-Derivable Frequent Itemset Mining

Mining frequent itemsets may sometimes result in “itemsets” whose “support” can
be extrapolated from that of their “subsets” by using deduction rules. Such item sets
are called derivable itemsets and result in redundancy of the dataset. The following
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Table 1 Comparison of “Frequent Itemset Mining Algorithms”

Algorithm Advantages Disadvantages

3D Array PFI. Tree-based PFI,
average probability PFI [9]

• Mines FI from uncertain
databases

• Consumes lesser time than
MB, FIN, Prepost+, and
UApriori

• Memory consumption was
more on some datasets

• A limited investigation was
done with respect to
incremental databases.
Parallelization and
constrained dependent FIM

negfin [1] Has got a time complexity of
O(ln), where “l is the number
of generated nodes,” “n. is the
cardinality of the base set of
nodes”

• No improvement in memory
consumption

• Not tried on closed,
maximal, erasable itemsets

dFIN [2] • Size of DiffNodeset is much
smaller

• It has a faster runtime

Not explored on the concise
generation of itemsets

FIN [3] • Outperforms FP-growth,
PrePost with respect to time

• Consumes less memory

• Does not generate non
redundant itemsets

CanTree-GTree [4] • Requires only one database
scan

Needs more memory in some
datasets

PrePost [10] • Uses N- list intersection and
subsequently has better
runtime than FP-growth,
Eclat, dEclat

• Consumes more memory
• Has not been tried on
compressed mining of
frequent itemsets

iNTK [11] • Uses less memory than NTK • Not effective for sparse
datasets

NSFI [14] • Has better runtime than
PrePost

• Less improvement in
memory consumption

• Not effective on sparse
datasets

• Not tried on closed/maximal
itemsets mining

PrePost+ [13] • Runs faster than PrePost,
FIN, FP-growth* since it
uses “N-list intersection”
and “child parent
equivalence pruning
technique”

• Has lesser memory
consumption than PrePost,
FIN

• Consumes more memory
than FP-growth*

• Not explored with respect to
mining HUIs

ANG [15] • Runs faster than Apriori,
Graph Computing algorithm
used alone

• Performs well as a hybrid
technique. However, Apriori
performs well only when
“k” is small, and graph
computing performs well
only when “k” is large

(continued)
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Table 1 (continued)

Algorithm Advantages Disadvantages

UFH [16] • Performs better than FHM
and EFIM on sparse datasets

• Does not show good
performance on dense
datasets

Fig. 2 Concise frequent itemset mining techniques

section gives an outline of the different techniques adopted for the extraction of
“non-derivable frequent itemsets.”

A technique that relies on “deduction rules” was presented by Calder’s and
Goethals [18] to discard “itemsets” whose support can be deduced from their “sub-
sets.” This generates a set of “itemsets” called “Non-Derivable Itemsets.” Itemsets
whose “lower bound” equals the “upper bound” are “derivable.” The proposed algo-
rithm aims to generate a set of “lossless” and “concise” representation of itemsets
called “Non-Derivable Itemsets.”

A framework for extracting highly co-related patterns has been presented by
Xiong et al. [19]. A pruning method that combines Hypercliques and non-derivable
itemsets has been put forward by Koufakou [20] to generate a collection of non-
derivable hypercliques. An algorithm called NDHCMiner that makes use of a single
scan has been employed for the generation of NDHC sets.

Calders [21] proposed an algorithm called dfNDI. The algorithm is based on the
concept of Eclat and mines “non-derivable itemsets.” The presented algorithm has
the advantage that it has lesser costly candidate generation and refrains from scanning
the database repeatedly. It also incorporates the concept of item re-ordering to abstain
from the production of too many candidates. With the help of experiments, it has
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been shown that the presented approach outperforms the NDI algorithm by allowing
fast discovery of non-derivable frequent itemsets.

3.2 Closed Frequent Itemset Mining

An item set is “closed” if there exists no superset that has the same support count
as that of the actual item set. Like mining non-derivable item sets, mining closed
itemsets can also result in a reduced collection of item sets. An outline of the different
approaches that have been adopted for the mining of closed itemsets is described as
follows.

Hashem et al. [22] proposed a new data structure that makes use of “dynamic
bit vector” and “dynamic superset bit vector” that infers relationships between “fre-
quently closed itemsets” in a “lattice structure.”This had the advantage ofminimizing
the “search space” and to evict the “non-closed itemset generators.”

Recent studies indicate thatmining “closed sequences” ismore advantageous than
mining “all frequent itemsets.” Tran et al. [23] proposed an algorithm called “CLoFS-
DBV” that employs “dynamic bit vectors.” There are two steps to this algorithm.
In the first stage, the “actual database sequence” is remodeled into a vertical-based
format called “CloFS-DBVPattern.” In the second stage, “frequent closed sequences”
are extracted.

Zaki and Hsiao [24] employed a dual-itemset tid-set search tree and designed a
charm algorithm for mining “frequent closed itemsets.” A hybrid strategy that eludes
various layers is developed here to extract “closed itemsets.” This had the advantage
of being able to produce “closed itemsets” without having to produce “non-closed
itemsets.” As the computation progresses a vertical format that relies on “diffsets”
was used to hold the “differences in tids” for visualizing the rule generation process
an algorithm “Charm-L” was also put forward.

A collaboration of “FP-Tree” and “FP Array” was presented by Gosta and Zhu
[25] to improvise the performance of “FP-tree-based algorithms.” “Algorithms” have
been presented for the mining of “all,” “closed,” and “maximal frequent itemsets.”
The proposed approach shows adequate performance on “sparse datasets.” In addi-
tion, various techniques for “optimization” have been put forward to enhance the
performance of the proposed approach.

ur Rehman et al. [26] proposed an algorithm that uses FPS-Tree to mine “top-k
closed frequent itemsets.” This technique incorporates the sliding window approach.
The “frequent closed itemsets” are generated with user-defined “minimum” and
“maximum lengths” using a bitmap-based data-structure. This eludes the requirement
of scanning the database multiple times.

A tree-based “CFSP-miner” algorithm was put forward by Rodríguez et al. [27]
for extracting “Closed Frequent Similar Patterns” for producing a “condensed” and
“lossless” set of “frequent similar patterns.”

Studies from the literature indicate that although several techniques have been
adopted for mining “closed frequent itemsets,” the mined collection of itemsets may
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still have some redundant information. Eliminating such redundancy will help in
generating a concise representation of itemsets which will result in lesser memory
requirements. Moreover, there is also room to improvise further the efficiency of
these algorithms to speed up the mining operation.

Le andVo [28] presented an “N-list-based algorithm” formining “FrequentClosed
Patterns” (FCP) called NAFCP. Two theorems were introduced for finding out FCPs
based on “N-list structure.” This structure produces a more condensed representation
in comparison to vertical structures, thereby minimizing the memory used and the
time needed for mining to complete.

An algorithm called CLOFAST was presented by Fumarola et al. [29] for mining
“closed frequent sequences” of itemsets. It combines “sparse id list” and “vertical
id list” to obtain the support of “sequential patterns.” A “one-step technique” is
employed to examine “sequence closure” and to “prune” the “search space.” The
initial step involves the mining of all “closed frequent itemsets” to generate an initial
collection of sequences of size 1. Then, new sequences are extracted without having
to extricate additional frequent itemsets.

A parallel row enumerated algorithmwas proposed by Vanahalli and Patil [30] for
mining colossal closed itemsets. This algorithm uses an “efficient pruning” technique
for efficiently reducing the “search space” and was designed to mine the colossal
items from high dimensional datasets. This work was further extended in [31] to
work on high dimensional datasets by incorporating an efficient pruning technique
to reduce the “search space” along with “closure checking” for identifying closed
itemsets among rowsets. This work can further be extended to mine colossal closed
itemsets in a parallel and distributed environment as well.

Li et al. [32] constructed a topology-transaction tree for mining frequent closed
itemsets. The proposed approach involves the analysis of the “binary relation” on the
set of itemsets and demonstrates the co-occurrence relation between itemsets. This
helped to deduce the associative relationship among itemsets. Although this algo-
rithm performs well, there has been limited investigation carried out in parallelizing
this algorithm.

3.3 Closed and Non-Derivable Frequent Itemset Mining

Mining of “Frequent itemsets” typically produces a large number of itemsets. Several
techniques have been adopted for generating a condensed and lossless rendition of
itemsets such as mining “closed,” “non-derivable itemsets.” Muhonen and Toivonen
[33] proposed a “Closed Non-Derivable Itemset mining algorithm” that merges both
the concepts of “closed” and “non-derivable itemset” mining to produce a “concise”
and “lossless” representation of frequent itemsets. With the help of experimental
study, it has been proven that the proposed algorithm generates a “condensed repre-
sentation of itemsets” that will never exceed the smaller of the two. This collection
is considered to be “truly lossless” since the complete set of “frequent patterns” can
be retrieved from this set.
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3.4 Maximal Frequent Itemset Mining

An itemset is “maximal” if none of its supersets is frequent.Miningmaximal frequent
itemsets are another commonly used approach to minimize the size of the mined
itemsets.

Incremental mining often involves a large amount of data and interpreting the
entire collection is a cumbersome task. This resulted in a dire need to mine “maximal
frequent itemsets” from “data streams.” Yun and Lee [34] proposed an algorithm for
mining “weighted maximal frequent itemsets” from “incremental databases.” A tree
structure called “IM_WMFI” tree along with the SC tree was used for carrying out
the mining of frequent itemsets.

Liu et al. [35] proposed an approach for handling the problems associated with
big data processing by mining maximal itemsets. The contemporary work in big
data processing had issues such as redundancy, increased time complexity and
require voluminous space for storage. To handle these issues, a novel approach
called “Heuristic MapReduce-based Association rule” approach through “Maximal
Frequent Itemset mining” was put forward.

To deal with the challenges involved in Bitmap Join Indexing Necir andDrias [36]
put forward a method that comprises of two phases. The first phase involves pruning
the “search space” tominimize the number of candidates produced. To achieve this, a
“distributed maximal itemset mining approach” based on “multi-agent system” was
employed. The second phase involves the selection of an index that reduces the total
response time of queries to the storage constraint.

Chung and Luo [37] proposed two parallel algorithms for mining “maximal
frequent itemsets” from the database. One called “Distributed Max-Miner” and
another called “Parallel Max-Miner.” Nguyen et al. [38] proposed a “Maximal High-
Utility Itemset mining algorithm” that extracts maximal itemsets in a single parse by
employing efficient pruning techniques, thereby minimizing the search space effec-
tively. This algorithm was found to generate a lossless and compact representation
of frequent patterns that can be used for mining association rules. An outline of the
advantages and disadvantages of some of these algorithms have been highlighted
(Table 2).

4 Conclusion

This study gives an overview of some of the techniques that are adopted for the
mining of different types of frequent itemsets. The objective of this study was to
review the pros and cons of the existing techniques and algorithms that are employed
for mining frequent itemsets.

As a part of the future scope, the cons of these techniques may be considered as a
motivation for the design of a data structure that effectively mines frequent itemsets.
Although most of the existing algorithms perform well in terms of run time, they
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Table 2 Comparison of “Concise Frequent Itemset Mining Algorithms”

Algorithm Advantages Disadvantages

CFSP-Miner [27] • Generates closed frequent
patterns without information
loss

• Number of features has a
negative effect on the
scalability of the algorithm

FPS-Tree algorithm,
[26]

FPS-Tree has better runtime than
LDS, FCI-Max, TOPSIL-Miner

Memory usage is high

NAFCP [28] N-list algorithm compressed the
input data

Not much improvement in
memory while working on large
datasets

CLOFAST [29] CLOFAST performs better than
CLASP, BIDE in terms of “run
time” and “memory”

Does not handle noise in the data

NDHCMiner,
NDHCDeriveAll [20]

• Generates a lossless
representation without having
to perform additional scans on
the database

• Performs well on dense datasets
• Generates a much concise set
of patterns than HCMiner

• No measures adopted to further
reduce the size of the patterns

IM_WMFI [34] • Improved runtime • Performance degrades on large
databases

PFCCIM [30] • Mines frequent colossal closed
itemsets using a parallel
approach

• Prunes irrelevant rows
• Reduces the search space

• A limited investigation was
done on designing a dynamic
switching algorithm when the
number of rows and features
are very large

POWER [38] • Generates a concise and
lossless set of patterns

• Has a better run time than
contemporary algorithms

• Generates unnecessary
candidate itemsets

either consume toomuchmemory or their performance decreases with the difference
in density of the datasets. This could be taken up for further investigation. Exploring
the difference in performance to the nature of the dataset is another area where there
is room for further study. The items that are mined are usually large and redundant.
Designing effective algorithms that handle this seems to be the hour of the need
especially with the massive volumes of data generated today. This also implies that
the frameworks being developed should be scalable so that the large volumes of data
may be handled effectively.
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A Novel Method for Pathogen Detection
by Using Evanescent-Wave-Based
Microscopy

Vijay A. Kanade

Abstract The research proposal discloses a novel microscopic device and method
for making a colorless pathogen specimen (i.e., virus, bacteria) visible to the human
eye. The novel device fits like a headgear on a user’s head. Further, the novel method
involves the usage of evanescent waves, that are generated by surfaces of the objects
that undergo excitation on the incidence of a certain light wavelength. The micro-
scopic device uses optical sensors to detect the evanescent waves generated by the
object surface. Further, the microscopic device also uses nano projecting units for
projecting the captured evanescent waves on the projection screen that in turn magni-
fies the captured object’s evanescent waves. Hence, the disclosed research proposal
serves as an effective solution for viewing tiny viruses that are not visible to the
human eye, such as COVID-19 virus.

Keywords Microscopic device · Evanescent wave · Total internal reflection
microscopy (TIRF) · Bacterial specimen · COVID-19 virus · Graphene aerogel
(Aerographene)

1 Introduction

Viruses, bacteria are fundamentally colorless by nature. Unlike bacteria (which are
single-celled beings), a virus is usually not defined under the umbrella of creatures,
as they cannot survive independently. They need a host to thrive on.

Dimension wise, the virus structure ranges from 100 to 400 nm in diameter.While
bacteria are about 1000 nm to 1 μm. As per the research study on the COVID-19
virus, its dimension measures about 120–160 nm in size.

Such nanoscale sized objects are dealt with the lower band of the visible light
spectrum, that the objects can reflect. Visible light falls under a specific wavelength.
Lower threshold and upper threshold of the visible spectrum have a wavelength in
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the range of 400–700 nm. Lower threshold defines the violet-blue, while the upper
threshold defines red. Hence, the colors in the visible light spectrum lie within the
range of 400–700 nm (±50 nm).

Now, viruses or a certain class of bacteria fall under this category wherein these
creatures are too small to reflect any form of light. The lightwave incident on these
biological creatures just passes through without being intercepted by their pres-
ence. This makes such viruses, bacteria invisible, even under the strongest of micro-
scopes, having good magnifying power. As per the current research on COVID-19,
the coronavirus also falls under colorless category [1].

Further, living beings have evolved a visible sense since their inception on this
planet, wherein beings are sensitive to a specific wavelength which today is termed
as the visible spectrum. This spectrum is in turn aligned to the light received from
the sun [2].

Now, how do humans see such microscopic viruses, bacteria with such limited
visual sense? Human perception of any colored object is dependent on white light
emitted by sun, which is a combination of all wavelengths of the visible spectrum.
When light is intercepted by an object, a certain portion of the light is reflected by
the object. The reflected light is received and absorbed by human eyes, and thus, the
color of the object is perceived (Fig. 1).

Hence, to tackle the scenarios such as an epidemic, COVID-19 pandemic, etc., it
is important to develop a technique that makes the viruses visible enough so that a
solution can be worked out for disinfecting the surfaces that are highly susceptible or
exposed to viruses.Currently, disinfection of surfaces or areas is performed randomly,
without much knowledge of whether the surface has viruses clung to it or not.

The current research discloses a novelmethod for detecting the colorless pathogen
specimens such as viruses, bacteria that not usually visible to humans even after
magnification.

Fig. 1 Leaf reflects green wavelength from the received solar light [2]
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2 Principle

The research proposal operates on the principle of ‘Total Internal Reflection
Microscopy (TIRF)’ discussed below.

2.1 Total Internal Reflection Fluorescence Microscopy
(TIRF)

TIRFmicroscopy is a fluorescence phenomenon for imaging objects within the range
of 50–250 nm that are placed adjacent to a surface. Such a microscopy technique
detects evanescent waves generated by total internal reflection of the incident light.
TIRF microscopy is used for studying the biological specimens, molecular activities
occurring near the cell surface, etc. (Fig. 2).

When light is incident on a surface of another medium at an angle, light undergoes
refraction. However, when light hits the surface with the angle of incidence greater
than the critical angle (i.e., refraction angle is 90°), the light undergoes total internal
reflection and the entire spectrum of the incident light is reflected from the surface.

Here, as total internal reflection occurs, a certain portion of the reflected light is
absorbed by the surface, thereby allowing the light to penetrate through the surface.
Such penetration of light develops an electromagnetic field (<250 nm) across the
surface. The thin electromagnetic field consequentially generates evanescent waves
adjacent to the surface. The developed evanescent waves travel parallel to the surface
with a frequency that is equivalent to the frequency of the incident light. Further, these
evanescentwaves die down in their intensity as thewave travels away from the surface
[3].

Fig. 2 Total internal reflection
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Further, it is important to note that the evanescent waves have sufficient energy
for excitation of specimen lying adjacent to the surface. The specimen (i.e., micro-
organisms, viruses, bacteria, etc.) discussed here may have natural fluorescence or
induced fluorescence. Here, certain microscopic organisms have enough internal
fluorescence that may trigger excitation by the incidence of the external light at a
certain angle. In another scenario, the micro-organisms may be impregnated with the
fluorochromes or chemical that may undergo fluorescence [4].

The researchers at the University of Manchester have developed a white light
nanoscope that makes the live virus visible by using evanescent wave. However,
the designed microscopic unit is bulky in nature and expensive as conventional
microscopes [5].

2.2 Total Internal Reflection Parameters

The conditions required for total internal reflection (TIR) to occur are:

• The light must be traveling from a denser medium into a less dense medium (i.e.,
glass to air) since as light travels from one medium to another, the speed of light
is altered. Now, as light travel from denser to less dense media, the speed of light
increases and the light ray bends away from the normal. This ‘away bending’
bending phenomenon is critical for total internal reflection, as in case of light
traveling from rarer medium to denser media, the light ray bends towards the
normal, hence total internal reflection cannot occur under such circumstances

• The angle of incidence must be greater than the critical angle.

2.3 Evanescent-Wave Mathematics

As light passes through the two different media, the phenomenon of refraction,
refraction at a critical angle (θc), and total internal reflection is depicted in Fig. 3.

Fig. 3 Light propagation
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Fig. 4 Evanescent waves

Mathematically, according to Snell’s Law,

n1 sin θ1 = n2 sin θ2

sin θ2 = n1
n2

sin θ1

Note: Here, the maximum value must be sinθ2 � 1. If sinθ2 = 1, then the refracted
wave travels at 90° and eventually glides along the surface of the medium.

Now, if n1 > n2, then the condition sinθ2 � 1 of Snell’s Law is not satisfied.
Further, when θ > θc (critical angle), there is a proper total internal reflection.
Now, for wave continuity,

ε�1 (1)

Hence, in case of total internal reflection, there is no light component passing
through the surface, and therefore to obey the principle in (1), there must be a
component along the surface. It turns out that in case of total internal reflection, it
is evanescent waves that are decaying waves along the surface of the medium. Here,
the length of decay along the surface is approx. equivalent to λ/2. The evanescent
waves thus disappear quickly along the surface [6] (Fig. 4).

3 Inventive Microscopic Technology

The advancement in imaging technology in the current IoT era knows no bounds.
There is an upsurge in the usage of the IoT-based solutions for healthcare applica-
tions [7, 8]. The proposed research is one such IoT-based healthcare solution that is
deployed to facilitate rapid pathogen detection.
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The research proposal discloses a novel microscopic belt that is used for making
the colorless biological specimen (i.e., virus, bacteria) visible to the normal human
eye. Themicroscopic belt serves as a headgear that a user canwear over the head. The
microscopic device includes a fluorescent tube along its length with various vantage
points on it. The vantage points emit the fluorescent light generated by the underlying
fluorescent tube. Furthermore, the microscopic belt has built-in graphene aerogel
storage unit along with a spraying apparatus for spraying a thin film of the aerogel
on the target surface [9]. The graphene aerogel is colorless and less dense medium
than air, hence as the aerogel film is sprayed on the surface, the surface film becomes
less dense than outside air [10]. Therefore, as the fluorescent light is emitted from the
vantage points of the microscopic device, the light rays travel through the air (i.e.,
denser medium as compared to aerogel sprayed surface) to the target surface layered
by the aerogel. The thin-film coating of aerogel allows the total internal reflection of
light rays that are incident on its surface, thereby creating evanescent waves along the
surface. Furthermore, the temples of themicroscopic belt have in-built optical sensors
that detect and record the evanescentwaves generated adjacent to the surface onwhich
the fluorescent light is incident. Here, the optical sensors detect the intensity of the
evanescent waves by recording the pixel intensity of the entire evanescent waves that
pass parallel to the surface. Notably, the evanescent waves make the virus, bacteria
or the pathogen lying on the surface visible as evanescent waves traverse through
the biological specimen or pathogen. Furthermore, the microscopic belt also has in-
built nano-projecting units that project the optical sensor captured pixel intensity on
the fluorescent projection area. This makes the bacterial specimen along the target
surface viewable on the portable microscopic device (Fig. 5).

Fig. 5 Microscopic belt
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Fig. 6 Visible bacterial
specimen

3.1 Operative Mechanism

Humans can perceive any object due to the light reflected by the object. The reflected
light passes through the lenses of the eye and forms an inverted image on the retina.
This inverted retinal image sends signals to the brain of the presence of the object,
and thereby the object is perceived.

Consider a bacterial specimen which is at a comfortable distance from the eye.
The specimen is visible since the light from the bacterial specimen forms a retinal
image over the retina (Fig. 6).

Now, consider a scenario, wherein the microscopic device emits fluorescent light
and the light is incident on the surface that is infected with a colorless bacterial
specimen. The bacterial specimen is hit by the fluorescent light at an angle greater
than the critical angle. This causes total internal reflection and further, a certain
portion of the fluorescent light penetrates the surface. Since the surface has the
bacterial specimen on it, the fluorescent light passes through the specimen’s body.
This, in turn, generates evanescent waves nearby to the specimen. The generated
evanescent waves are captured by the optical sensors of the microscopic device.
Once captured, the nano-projecting unit in the microscopic device project the virtual
projection of the captured pixel intensities of the evanescent waves generated over
the bacterial specimen. The virtual image of the specimen is projected on the adjacent
screen attached to the microscopic device. The projecting screen, therefore, serves
as a magnifying apparatus, wherein the evanescent waves from the real specimen at
a distance are captured and, are projected right in front of the microscopic device in
such a way that the retinal image of the virtual specimen is created by the screen.
The microscopic device has a half convex lens for focusing light on the retina of the
user to create the retinal image. The retinal image of the real specimen makes the
image visible to the human eye (Fig. 7).

The diagrammatic representation of the microscopic device with the magnifying
and projecting screen is disclosed in Fig. 8.
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Fig. 7 Microscopic device magnifying the bacterial specimen at a distance

Fig. 8 Microscopic device

4 Preliminary Results

Some of the preliminary results obtained by using the TIRFmicroscopy are presented
in the figure below. The results presented here specifically pertain to a pathogenic
(bacteria) specimen, however, the procedure proposed in the research proposal is
applicable for pathogens of any form, i.e., bacteria, virus, or micro-organism.

Initially, the biological specimen (i.e., pathogen/bacteria in this case) at a distance
was hit by the fluorescent light. This procedure generated the evanescent waves on
the biological specimen (Fig. 9a). Further, the captured fluorescence of the specimen
was observed to be magnified by the projecting unit as seen through the microscopic
device in Fig. 9b below.

5 Advantages

The disclosed solution is inexpensive and effective as compared to the conventionally
used standard microscopes. The traditional microscopes are bulky and expensive.
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(a) (b)

Fig. 9 a Fluorescent light falling on the specimen, b magnified image of the specimen

However, the designed microscopic device uses an inexpensive fluorescent tube,
optical sensors, and nano-projectors for viewing the tiny viruses. The inexpensive
nature of the microscopic device allows the device to be easily adopted by anyone
(i.e., layman).

6 Conclusion

The research proposal discloses a novel device and method for making the colorless
pathogen specimen visible. The disclosed solution can be used in scenarios wherein
the novel viruses such as COVID-19 virus can be seen irrespective of its color and
size. The research proposal provides an effective alternative to standard microscope
technology that is traditionally used in research labs.
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Analyzing Social Media Data for Better
Understanding Students’ Learning
Experiences

T. Ganesan, Sathigari Anuradha, Attada Harika, Neelisetty Nikitha,
and Sunanda Nalajala

Abstract Social media keeps on increasing in size and demands automation in data
analysis. Student shares their opinions, concerns, and emotions in the socialWeb site,
because it has a variety of opinions that are central to most of the human activities
and a key influence of behavior in their day-to-day life. Many of the tweets made
by students have some sort of meaning, but some category does not have a clear
meaning such as a long tail. In this paper, a different classification model is devel-
oped to analyze student’s comments which are available in social media. This paper
mainly focused on emotions.Data is taken from15,000 tweets of student’s college life
and categories—study load of all majors, antisocial, depression, negative emotion,
external factors, sleep problems, diversity problems. These multi-label emotional
comments are to be classified, analyzed, and compared with the support vector
machine and Naïve Bayes algorithm to show student learning problems. The exper-
imental results show that major students’ learning problems make better decisions
for future education and service to them.

Keywords Sentiment · Social media · Classification · Data collection ·
Education · Learning experience · Feedback · Emotional data · Text analysis
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1 Introduction

The social media Web sites like Twitter (TW), Facebook (FB), and YouTube (YT)
offer good platforms for various learners like students to share their happiness,
struggle, stress, and emotions. Sentimental analysis analyzes people’s feedback and
reviews which is usually an opinion poll or opinion mining. Here, student learning
experience can assess outside the classroom by social gadgets and inform institutions
to take better decisions of education quality [1, 14]. The main challenge in social
media data is the large volume of data, Internet local slang, different locations, short
comments, posting time, and repeated comments [2]. Normally, educational insti-
tution collects student learning experience by surveys, interview, feedback, group
discussion, classroom activities, and one-to-one interaction [3, 4]. These methods
are the very oldest and time taken and sometimes the same kind of usual feedbacks
because there is no privacy of feedback [5, 14].

The modern learning analytics of education data mining is focused on course
management and time-limited online classrooms to take decisions for better educa-
tion [6, 7]. The sentimental analysis characterization is done by natural language
processing or machine learning methodology. Sentimental analysis is generally a
supervised learning algorithm, in which classifications are done on negative, posi-
tive words, booster words and idioms, etc. Sentimental analysis is known as a text
mining technique that describes the mining of the text and analyzing the sentiment of
the text. There are several socialmediaWeb sites like TW, FB, Instagram,WhatsApp,
and YouTube [2, 6, 7].

Sentimental analysis is termed as people’s opinions and views, typically as opinion
mining. Thismethodology is the time taken,more redundant data, unformed data, and
different local language-related data [7, 8, 10]. The sentimental analysis characteri-
zation is usually done by natural language processing or machine learning method-
ology. Sentimental analysis is generally a supervised learning algorithm in which
classifications are done on negative, positive words, booster words and idioms, etc.
[12, 13]. In students, sentimental analysis plays a major role because every student
has their feelings, emotions which they would share through their social media Web
sites. Many of them share through Twitter in the way of tweets. The tweets may be of
positive, negative, or neutral tweets. Table 1 shows the different categories of tweets.

The real-time collecting feedback on a particular field is mainly done by students.
Let us consider an example; it was a tweet by a student like “Laying on the bed
… feeling happy … chilled out today” which comes under positive emotion as the
person is in a happymood. The sentiment mining can include identification of simple

Table 1 General examples for classification of tweets

Event set Example Emotion

Fun You are going be the first twitter;) cause your amazing lol. Positive

Sadness Ok… the passengers… no one is alive… they’re all dead Negative

Neutral Cannot fall asleep Neutral
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statements, negation, and themodifiers [10, 11]. Based on the text, the text is assessed
as positive or negative or neutral. They are many applications of sentimental analysis
in different fields such as business application, product prediction, student emotions,
and customer services.

The traditional approach of collecting any feedback is done through public opin-
ions, surveys, and some sort of interviews, which is generally a huge task and time-
consuming. But nowadays, the collection of data is done through many social media
Web sites. Here, let us consider dataset based on the tweets by students. These tweets
which contain all types of emotions are tweeted by the students.

In this paper, the student’s reviews, feedback, and comments are classified into
three different categories as mentioned above in Table 1. This classification is further
classified into amulti-label ofNaïveBayes andSVMclassificationmethods to predict
student emotional factors. The classification data represents a different category of
study load of all majors, antisocial, depression, negative emotion, external factors,
sleep problems, diversity problems presentation to find the accuracy of methods
which analysis emotional factor for better learning. The remaining of this paper have
a data collectionmodel, relatedworks done by researchers, algorithm evaluation then
conclusion of results.

2 Related Background Work

The students learning experience for sentimental analysis and traditional methods
are replaced by machine learning-based algorithms to increase more accuracy by
using different classification techniques. Sometimes social media data are not real
data compared to original identity [2, 9] and to get more comments to compare to
students in classroom data. Researchers are from various fields to analyze Twitter
content having a specific domain of their profession. The same kind of study has done
in health care, marketing, sports, etc. These studies are to be done based on content,
profession, language-specific, friends circle, short forms, symbolic represent [3, 12].

The classification consists of training data and testing data, where the relevant
tweets are extracted and trained on the training data and then tested on unseen data.
Figure 1 shows that data for supervised classification model and feature selection
is based on tweets categorized into positive, negative and neutrals. This collected
dataset from different source applied for further classification into multi-labeled
study load of all majors, antisocial, depression, negative emotion, external factors,
sleep problems, diversity problems sets [1, 4].

The sentimental analysis starts with collection labeled tweets that are handled by
natural language processing (NLP) techniques [11, 12]. The features for analysis are
extracted, and different classifiers are trainedwith known data and tested on unknown
data. The tweetsmaybe noisy, so they need to be preprocessed by using preprocessing
techniques such as removal of stopwords, removal of punctuation, stemming, lemma-
tization, and spelling corrections. After the tweets get preprocessed, the extraction
of feature is done for relevant tweet analysis.
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Fig. 1 Process flow for sentimental analysis for learning student’s experience

Student conversations on social media like TW, Instagram share their educa-
tional learning experiences, feelings, opinions, and issues concerning the educa-
tionalmethod. Analyzing such informationmight be difficult. Increasing information
demands automatic information analysis techniques. Focusing on tweets is posted
by various engineering students to grasp issues in their instructional practices. Qual-
itative analysis is finished considering 25,000 tweets linked with student’s life [1,
11, 13]. Issues like serious lack of social commitment, more study load, and sleep
deprivation. A multi-label classifier algorithm is employed to classify the various
tweets of reflective students’ issues. An algorithm is to verify student issues from
concerning 35,000 tweets at Purdue University.

A socialmedia data classification system is an inclusive approach to classification.
The description of free-text metadata and generation of tags and resource discovery
refer to a loose superset [10, 12]. Decomposition of compound terms to be done by
retrieving information from within compound terms. More limitation in stemming
algorithms suffers from exceptions in grammar.

With the efficient development of the internet, most of the individuals prefer to
categories their thoughts, like about social and personal, views and attitude over the
Web, that increase themore users generated content andopinionated information. The
progressive approach permits associate degree previous results to be newly updated
victimization solely new information instances, which cannot be re-process the past
instances [5, 9].

Social media networks such as FB, TW, and Instagram have changed the way
our society works. Social media is generally used for commercial perspective and
different from customer perspectives, i.e., to collect the business review and shares
and services provided to the public and analysing general people’s feedback and
reviews [2, 5]. The opinion mining for sentiment analysis follows the data extraction,
right data identification, or characterization of the sentiment from text or file and



Analyzing Social Media Data … 527

proposes awell-defined feature extraction and reduction algorithmby an evolutionary
algorithm-based approach with a customized fitness function.

The quantitative analysis is to do in most popular websites that are based on
different UGC-referred types. Internet users having the flexibility to access and to
contribute content revolution such away information or data is created and distributed
among social. The famous resource person in socialmedia or content inUGC-referred
sites like YouTube has been already quantitatively analyzed [12, 13].

Feedback in education may be categorized into the lecturer to the scholars; this
can be for the self-improvement of the students and feedback from the scholars to
the lecturer; this enables them to guide the lecturer into teaching the course in ways
in which they perceive best [9, 10]. Student response system (SRS) is employed
for feedback within the room, given by students to the lecturer, via devices like
clickers and mobiles. Sentiment analysis has not been enforced on the academic
sector, however.

First, users’ activity is glanced at with relevance to their tag use and next tend to
examine tags themselves in larger detail. To tend to flip our attention to URLs, the
bookmarks that reference them, and therefore the tags that describe them [7].

3 Data Collection and Classifier Summary

The data collection is a very challenging task in social media because different
languages are used, many short forms of comments, and a variety of emotional,
feeling of student feedbacks [1]. The data can be collected from different sources
such as Twitter, Facebook, WhatsApp, LinkedIn, etc., the data here have been used
for understanding students learning experience is fromTwitter data [8]. Table 2 shows
that different classifier labels, descriptions, and comments. Generally, the data from
Twitter is collected fromTwitterAPI,which is used to allow access to Twitter features
without going through the website and they should meet Twitter applications. Data
are collected from different source ratios. These data can be categories of classroom
data, lab, assignments related, homework, and hashtags, etc. But this dataset is having
more noise data [9, 10].

4 Content Analysis Based on Classifier Algorithms

4.1 Text Preprocessing

Students can express their learning views on Twitter to convey certain symbols of ad
short forms. For example, # symbols used for a hashtag, @ used to indicate person
and some emoji. Twitter users used some repeated letters for expressing feeling like
“happyyyy”, “helloooooo”, “nooooo” and “classsssss”. And also used some stop
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Table 2 Students learning experience on sentimental analysis

S. No. Classifier labels Label description Students comments Data source ratio
(%)

1 Study load of all
majors

Students express the
study load of classes,
homework,
assignment, projects,
exams, labs, quiz of
all the major subjects
in the class

“Not enough one
night a week”, “At
first it was hard to
pick out subjects”, “I
felt rushed and
stressed over that
material”. “It was
difficult at first to
keep all the postings
threaded”

Tweets: 60
Facebook: 10
#hashtag: 10
Others: 20

2 Antisocial Students need to
sacrifice the summer
or weekend holidays,
special family
occasions, function,
party, family, and
their friends for their
exams

“I feel like I’m
hidden from the
world”, “math’s for
every day”, “nothing
is fun in my life”,
“call me as machine”

3 Depression Students state of
mind, enjoyment of
life, inability, and
about the future

“Now I’m mostly
content with my life”,
“Worst course in
engg”, “I think my
future is dark”

4 Negative emotion Students express
anger, hatred, stress,
sickness, depression,
disappointment

“What a hell subject,
when I can reach
heaven”, “I need end
of my study”, “I think
u have to find better
faculty”

5 External factors The learning process
can affect the
Internet, friends, rain,
and some controllable
and uncontrollable
external factors.
Students can express
these factors

“tnks for my
breakfast in M3
class”, “I pray for
today power cut
afternoon”, “Hey I
didn’t study for today
exams”, “wow
beautiful nature
climate”

6 Sleep problems Due to more
homework and
assignments, students
frequently feel suffer
from lack of sleep and
nightmares

“I think my mind is
out”, “I feel my class
is rhythm”,
“afternoon math
needs heavy lunch”,
“I’m flying in the
sky”

(continued)
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Table 2 (continued)

S. No. Classifier labels Label description Students comments Data source ratio
(%)

7 Diversity
problems

Students have feels
difficulties embracing
diversity, because of
so many cultural
conflicts

“I’m sorry to say
that. were not used to
having girls around
in our university”, “I
pity the 1 girl in my
lab with 25 guys. It
smells like a man in
here.. .. And that’s not
in a good way”,
“Finally talked to a
girl today!!! It was
Siri”, and “‘Let’s
start with an example,
tell me something you
know nothing
about’– Professor
‘girls.’ – Students.
lol”

words as “a, an, and, for, of, hey, they, he, she and it”. For text preprocessing is
removed all the symbols, emoji, punctuation, and repeated letters by using Lemur
toolkit and kept only text for analysis.

4.2 Naive Bayes Classification

The multiple single label classification is transformed into a multi-label classifi-
cation problem. Suppose the data collection having a total N number of words
W = {W1, W2, W3, . . . , WN } and the total number of label categories C =
{C1, C2, C3, . . . , CL}. A word WN can appear in some label category CL in M
times, the probability of frequency estimation is given Eq. (1) and the same word is
categories other than CL is represent Eq. (2).

P(WN |CL) = MWN CL

N∑

N=1
MWN CL

(1)

P(WN |C ′′
L) = MWN C

′′
L

N∑

N=1
MWN C

′′
L

(2)
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For the testing set in document D having K number of word, so that WK and WD

is the K number of the word in document and subset of W respectively. Therefore in
Naive Bayes’ theorem, the probability of Di belongs to category C and other than c
is

P(C |Di ) = P(Di |C).P(C)

P(Di )
α

K∏

K=1

P(Wi K |C).P(C) (3)

P(C ′′|Di ) = P(Di |C ′′) · P(C ′′)
P(Di )

α

K∏

K=1

P(Wi K |C ′′) · P(C ′′) (4)

4.3 Support Vector Machine Classification

The support vector can be used for mostly multi-class and multi-label classification
and regression-based problems. The main part is that finding hyperplane is the best
separate feature from others. Technically, hyperplane called as margin maximizing
hyperplane. The classification task labeled X labels from N classes, where X can be
0 to N. Formally, binary values are assigned to each class, where positive classes are
1 and negative classes are 0 or−1. This approach threatens each label independently,
whereas a multi-label classifier threatens the multi-class simultaneously.

4.4 Label-Based Evaluation

The label-based measure has to be calculated for the average of each category in CL.
Here one with rest binary classification to predict and not predicted in CL based on
the confusion matrix True Positive (TP), True Negative (TN), False Positive (FP)
and False Negative (FN). Based on that the accuracy, precision, and recall value to
be calculated.

Accuracy(Acc) = TP + TN

TP + FP + TN + FN
(5)

Precision(Pr) = TP

FP + TP
(6)

Recall(Rc) = TP

TP + FN
(7)
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5 Comparison of Classifier Algorithms

The classifier analysis for knowing students learning experiences, the algorithms
comparisons are done based on Twitter dataset which consists of 9684 records and
has the attribute values as Twitter id, tweets, and sentiment. The comparisons are
made on the class label (sentiment is the class label in the dataset considered). Among
all the algorithms used the more accurate algorithm found is logistic regression.

Figure 2 represents the Twitter and Facebook data classification based on Positive,
Negative, and Neutral datasets.

Figure 3 represents data collection to detect potential student problems from TW,
FB, different hashtags, and other sources. The student learning experience collected
from all categories of students in different sources. The trained dataset detector can

Fig. 2 Positive, negative and neutrals Twitter and FB data sets

Fig. 3 Data collected from different source
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Fig. 4 Label-based Naïve Bayes and SVM accuracy and precision

be applied as monitoring data for the long run, and it can able to identify the severe
cases of at-risk students. For example, in future mostly students may post a very
large number of tweets, comments, and reviews about students’ study problems or
negative emotions.

However, Fig. 4 represents multi-label classifier accuracy and precision about
training data and testing datasets as in the above section, this NB multi-label and
one-versus-all SVMmulti-label classifier classified all the student’s tweets, FB, #tag,
and some other source accuracy and precision to bemeasured. Based on amulti-label
classifier algorithm like Naïve Bayes has not only attained significant improvement
but also somewhat exceeded the performance of one-versus-all multi-label classifiers
in support vector machine.

6 Conclusion

The experimental study works to help many researchers’ analytics of learning expe-
rience, educational data mining, and a new way of teaching-learning techniques.
According to previous researches, naive Bayes has given more accuracy and it is
best used for text mining in sentimental analysis. To our observation, most of the
students are in a state that they could not properly express the emotions most of them
are in a neutral state. To know more about the students learning experiences their
imbalanced state mostly study load, negative emotion about subjects, and sleeping
problems are needed to understand. This would help most colleges and institutions
to understand student’s level of thinking and their performance.
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Load Balancing in Cloud Computing
Environment: A Broad Perspective

Minakshi Sharma, Rajneesh Kumar, and Anurag Jain

Abstract Cloud computing is a recent buzzword in the field of information tech-
nology (IT) that has changed the way of computing from personal computing to
virtual computing done with the help of cloud service providers via the Internet. It
is evolved from distributed computing included with some other technologies such
as virtualization, utility computing, service-oriented architecture, and data center
automation. It is based upon the concept of computing delivered as a utility encap-
sulated with various other characteristics such as elasticity, scalability, on-demand
access, and some other prominent features. To keep these properties intact during
high demand for services, the loadmust be balanced among the available resources in
the cloud environment. This load can be of various types such as CPU load, network
load, memory load, etc., and balanced by executing a load balancingmechanism after
detecting the overloaded and underloaded nodes. To achieve this researchers design
different types of load-balancing algorithms for optimizing different performance
parameters. The paper deals with a broad perspective of various load-balancing
approaches done in the field by assuming the different performance metrics. The
authors discuss that these approaches are multi-objective and there should be a good
trade-off among these metrics to improve the performance.
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1 Introduction

Cloud computing stands on virtualization, capable of providing software-as-a-
service (SaaS), platform-as-a-service (PaaS), and infrastructure-as-a-service (IaaS)
over the Internet. This virtualization technology empowers the cloud environment
by providing on-demand resource allocation to the consumers more flexibly and
securely. A single host in a data center is capable to accommodate multiple virtual
machines to satisfy varying consumer demands known as workloads. The unpre-
dictable arrival of these variable workloads in cloud environs imbalance the load
due to the irregular usage of resources by consumers. This results in fluctuating
performance of standalone hosts which leads to performance degradation and SLA
violations. This performancedegradation canbeovercomebya load-balancingmech-
anism so that no particular node is underloaded or overwhelmed. This balancing
mechanism in cloud environs distributes the dynamic workload ideally across all the
nodes. This increases resource utilization and incurs the stability in system perfor-
mance in the cloud data center. Besides that, it also ensures the consumer satisfaction
by providing consistent performance to the consumer in terms of response time. This
load-balancing approach can be integrated at two levels in the cloud environment at
the host level and VM level. Figure 1 shows the layered presentation of hosts, VMs,
and applications.

At the lower layer, some hosts have real resources to provide such as memory,
processing power, and storage. Above the host, there is a virtualization layer

Hosts Hardware Platform

Host 2 Host 1 Host 3 

Virtualization Layer for hosts 

VM VM VM VM VM

A
PP

1

A
PP2 

A
PP3

A
PP4

A
PP 5 

A
PP 6 

A
PP7

A
PP8

A
PP 9 

A
PP10 

Vm Manager

Application Layer

VM VM

Fig. 1 Layered presentation of hosts, Vms, and applications
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supported by hypervisor like Xen, Vmware, etc. This imitates the hardware resource
virtualized in the formof virtualmachines andmanages these virtualmachines hosted
by hosts. Each host is capable to accommodate multiple virtual machines depends
upon its hardware configuration. Applications are executed on these VMs which
can handle multiple applications. So, load-balancing algorithms can be integrated
at two levels that one with application scheduler at the application level and other
with VM manager at VM level. To balance the load at VM level, a VM image can
be migrated from one host to another which is a challenging issue while distributing
the load dynamically. This paper focuses on load-balancing approaches integrated
at the application level.

2 A Scheduling Model for Tasks in Cloud Computing

A data center in the cloud environment is not a single element rather it is a conglom-
eration of different physical elements that includes physical servers, storage subsys-
tems, routers, networking switches, and firewalls that act as a primary repository for
all kind of IT equipments. Each user request for execution in the cloud is directed to
the nearby data center by the cloud service provider (CSP). The submitted request
is interpreted by the SLA monitor to determine the QoS requirements shown in
Fig. 2. Besides that, it also monitors the processing of the submitted request. These
requests are processed on networked physical servers possessing a unique identity.
Each physical server contained of different virtual machines that share different
computing resources of the physical server with the help of hypervisor. These VMs
contained within the server have the same hardware and software capabilities as that
of a physical server. The user requests are directed to these VMs within the server
for processing with the help of the scheduler if different resources are present there
to compete based on a deadline [1]. After completion of the task these resources are
released and available for the creation of new VMs for serving new user requests.
In cloud computing task, scheduling is considered a difficult research problem as
tasks should be allocated to an appropriate resource to optimize better performance.
To achieve this researchers propose various strategies to overcome the following
challenges in task scheduling.

• Cloud computing is based on the sharing of resources; so, there are various users
compete for the resources in the environment.

• Resources used in the environment are heterogeneous so these may not perform
identically for the given task [2].

• Task scheduler decomposes an application into various tasks so there may be
dependencies between the sequence of execution and data communication [3, 4].

To satisfy huge user demands in a cloud environment, the need for load balancer
arises. These user demands are heterogeneous and required heterogeneous resources
to execute them. The general model of task scheduling shown in Fig. 2 consists of the
following components. The task scheduler decomposes the user request into various
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Cloud Infrastructure 

User 1 User 2 User 3

Data Center

Fig. 2 General model of task scheduling in cloud computing environment

task units {T 1, T 2 … TN}. These task units are submitted to the queues of tasks in
the cloud environment for processing. After the resource discovery and monitoring
phase of resource management done by the cloud service provider (CSP), several
resources are highlighted. TheVMmanager (VMM) has complete information about
the active VMs, local task queue length on each server, and resource availability in
different servers. VMM verifies the resource availability for given task units in the
cloud environment. VMM sent these tasks to the task scheduler if there are sufficient
active VMs to execute the tasks otherwise new VMs are created on servers where
resource availability is present. If during the resource monitoring phase done by the
service provider to optimize the resources, it is found that resources are underutilized
or overprovisioned then the task scheduler will act as a load balancer that will result
in better utilization of available resources also aids in energy management. Energy
consumed by various resources is monitored by the energy monitor. The general task
scheduling model is shown in Fig. 2.

2.1 Essential Factors Considered for Scheduling Decision

Following factors should be considered while making a scheduling decision by
scheduler:
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• Different types of constraints—Constraints can be from the consumer side and
the cloud service provider side.

– Constraints can be from the consumer side may be related to a deadline or any
budgetary control.

– Constraints can be enforced by the cloud service provider side regarding
maximizing their resource usage to achieve maximum benefits.

• Optimization criterion—Optimization criterion is different from the constraints,
as constraints are based on the estimated values such as the number of available
resources in cloud infrastructure. Besides this in case of optimization criteria, the
limits are specifiedbyusing thewordsminimumormaximumsuch as optimization
criterion from the user side can be that task should be completed in a minimum
amount of time.An objective function is used to express the optimization criterion,
which helps in comparing the computed results with other tested results in the
same field.

• Quality of service (QoS)—In cloud computing, QoS is used to represent the
degree to which a set of inherent characteristics meet the requirements. In cloud
computing environment, QoS can be based on various parameters such as perfor-
mance, security, scalability, and reliability offered by an application and by the
infrastructure or platform that hosts it. By invoking a QoS mechanism in the
cloud computing environment allows the consumer to specify the requests such
as performance, advanced reservation of resources, completion before a given
deadline.

2.2 Effect of Performance Metrics on Software Load
Balancer

In cloud environment software load balancers deal with virtual servers and virtual
resources. These VMs are prone to performance-related issues due to the overprovi-
sioning of virtual resources in a physical server. These VMs are easily manageable
in comparison to physical servers that affects performance issues. Thus, to achieve
better results, a load-balancing algorithm considers the following parameters for
the stability of the approach. These parameters include minimization of response
time, maximizing resource utilization, minimization of makespan, fault tolerance,
throughput, etc [5–7]. To optimize these parameters for a load-balancing policy
increases the quality of services (QoS) for an approach. Our literature is broadly
classified based on some performance metrics that are important for the efficiency
of load-balancing policy.

Response Time(RT): Response time is defined as the time lag between consumer
request and its response. The sum of waiting time, service time, and transmission
time are known as response time [8]. The value should be minimum for an effective
load-balancing policy, thus the performance of a system inversely proportional to it.
It can be calculated by the following formula
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Response Time R(t) = Finish Time F(t) − Submission Time Sub(t)

Resource Utilization(RU): Maximizing resource utilization is another important
aspect that is to be achieved from a cloud supplier perspective that may be contra-
dictory to other performance parameters such as response time. Also, to achieve
this, the usage of limited resources can be a bottleneck. The percentage of resource
utilization estimates the cost of the system. The average utilization of resources for
a scheduling policy can be calculated as [9]

Average Resource Utilization =
∑

(i∈VMs) Finish Time(i)

Makespan X number of VMs

Makespan(MS): User request is decomposed into task units for processing. So,
makespan is the time when the latest task finishes related to a user request. It is
independent of any particular execution order of tasks. It can be defined as [9]

min
si∈Sched

{

max
j∈Jobs |Fj

}

Here, Fj notation represents the time when the task t finalizes, set of all schedules
represented by Sched and Jobs represent the set of all jobs that are to be scheduled.

Energy Consumption: In cloud computing system, energy consumption is the
total amount of energy absorbed by all the information and communication tech-
nology (ICT) devices interconnected in the system. The system include personal
terminals, network components, and local servers. Proper resource management
lowers energy consumption. In a cloud environment, each virtual resource has
two states idle and active. An idle state of virtual resource consumes 60% of the
energy consumption of the active state of that virtual resource [1]. The total energy
consumption is the sum of the energy consumed during the active and idle state.

Average Waiting Time(AWT): It is the time spent in the waiting queue for a
virtual machine to start the execution of the task. It can be defined as

AWT =
∑n

i=0 Start Time S(t) − Submission Time Sub(t)

Total number of tasks
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Throughput(THP): It is based upon the number of tasks executed per unit time
by a virtual machine. If the throughput value is high, then the system is assumed
to have good performance. The value of throughput is inversely proportional to the
makespan [10]. If tasks executed on a resource are of the same length, it can be
calculated by the following formula (Table 1).

THP = (Task length ∗ number of tasks)

Response Time

All the above research work included in literature considered different perfor-
mance metrics as a QoS objective that is to be achieved during load balancing such

Table 1 Load balancing approaches used in a cloud computing environment

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2011 Lu et al.
[11]

The main objective of
JIQ is to provide
efficient load
balancing for the large
system without
excessive
communication
overhead. It is a
two-level
load-balancing
approach that
communicates via a
data structure named
I-queue. The first level
of load balancing in
JIQ works towards
providing an idle
server for task
assignment with
communication off the
critical path. On the
other hand, the second
level of load balancing
deals with the
allocation of idle
servers to the
I-queues. Response
time is given prime
concerned for this
approach

• Resource utilization
is low at moderate
load

• At high load, there
is no idle server,
task is allocated to
any random server

The real platform, a
TCP connection can
be used for message
passing between
dispatchers and idle
processors

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2016 Devi and
Uthariaraj [12]

The load-balancing
algorithm called
improved weighted
round-robin for
non-preemptive
dependent tasks
considers some
parameters such as
interdependency of
multiple tasks, task
length of each
requested task,
processing capability
of each VM in a data
center. The algorithm
works in three
different stages that
are static scheduler,
dynamic scheduler,
and load balancing.
The objective is to
minimize the overall
completion time

There should be prior
knowledge of task
length before
allocation to a VM

CloudSim

In 2018, Gawali
and Shinde [13]

The proposed heuristic
approach integrated
the modified analytic
hierarchy process
(MAHP), longest
expected processing
time preemption
(LEPT), bandwidth
aware divisible
scheduling (BATS) +
BAR optimization and
used divide and
conquer methods to
perform task
scheduling and task
allocation. Response
time and turnaround
time are minimized
for the proposed
approach

The
proposed approach
incorporates various
techniques for
scheduling the tasks,
it is difficult to
implement

CloudSim,
epigenomics and
cybershake scientific
workflows used as
input data

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2018, Wang
et al. [14]

The proposed
algorithm is a new
variant of JIQ named
JIQ-Pod. Scheduler in
JIQ-Pod assigns the
task to the least loaded
server chosen after
probing d servers
uniformly at random
by the scheduler when
it finds its I-queue
empty. Each
dispatcher with an
empty I-queue applies
the Pod strategy. The
author has also derived
semi closed-form
expressions for the
delay in performance
in JIQ. Response time
is considered as a
performance metric

At low load, many
resources remain idle
that consume more
energy

CloudSim

In 2015 Pan and
Chen [15]

The proposed
approach considers the
features of complex
networks and utilizes
it to establish a
task—resource
allocation model. The
system model
considers splitting of
task scheduling
approach into three
layers viz. layer of
task requirement, the
layer of resource
management, the layer
of task execution.
Resource utilization
is considered a prime
parameter

The proposed
approach has not been
analyzed for the
population of
different sizes

CloudSim

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2017 Kumari
and Jain [16]

The proposed
approach involves the
scheduling of tasks
based on the particle
swarm optimization
(PSO) approach using
the max-min
algorithm. The main
consideration is given
to makespan and CPU
utilization as a QoS
parameter.
Experimental results
show that there is an
improvement of
makespan by an
average of 5.01% over
the existing
scheduling algorithm
and resource
utilization is
improved by an
average of 3.63% over
the methods adopted
previously

• Homogeneous
environment

• Not tested for the
large population

CloudSim

In 2016 Ismail and
Fardoun [17]

The objective of the
proposed approach is
to increase the
efficiency of the
application and to
reduce the energy
consumption of the
virtual resources in the
datacenter. It solves
the non-linear
programming model
and takes scheduling
decisions. Energy
consumption is
measured on different
workloads on a real
platform. The
proposed approaches
increase resource
utilization and
manage energy
efficiently

Scalability is low The experiments
conducted on a real
platform

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2017 Yang et al.
[18]

The proposed task
scheduling approach
considers the
reliability of a
balanced task based
on game theory. Based
on that, a balanced
scheduling algorithm
has been proposed that
is applied to multiple
computing nodes. The
proposed algorithm
finds the utility
function by evaluating
steady-state nodes
ability, and then a
cooperative game
model is designed on
task scheduling
problems in the cloud
environment.
Response time and
reliability of nodes
are considered as a
performance metric

• Homogeneous
environment

• Cost is not
considered

Experiments
conducted on real
platform

In 2019 Lu and
Sun [19]

The proposed
algorithm considered
the problem of energy
consumption in green
cloud computing of
prime concern and
used a resource-aware
load-balancing
algorithm to solve it.
Problem formulation
is done based on the
combinatorial
optimization problem
that seeks to optimize
the load balancing by
minimizing energy
consumption using
resource utilization.
The proposed
approaches maximize
resource utilization
and energy-efficient

Homogeneous
environment

CloudSim

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2013 Ramezani
et al. [20]

It is a task-based
scheduling technique
based on particle
swarm optimization
(TBSLB-PSO). VMs
are migrated for
balancing the load. It
minimizes the
response time and
cost. Memory is more
efficiently used

• Homogeneous
environment

• Not suitable for
dependent tasks

CloudSim

In 2016 Vasudevan
et al. [21]

A dynamic
load-balancing
algorithm based on
honeybee used to
reduce the makespan
in the heterogeneous
environment of the
cloud. The proposed
approach minimizes
the makespan

Scalability is low CloudSim

In 2016 Ibrahim
et al. [22]

In this algorithm, total
processing power of
all the available
resources (VMs) and
total requested
processing power by
the user’s tasks has
been calculated. The
processing power of
each VM is defined
based on Amazon
EC2 and Google
pricing models. After
that, each VM is
allocated to a group of
user’s tasks based on
the ratio of its needed
power relative to the
total processing power
of all VMs. The
proposed approach
minimizes the
makespan and cost

• Homogeneous
• Scalability is low

CloudSim

(continued)
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Table 1 (continued)

Paper Ref. Detailed approach
with considered
performance metric

Limitations Platform

In 2016 Jain and
Kumar [23]

The authors proposed
a two-level scheduler
by integrating join
shortest queue
approach and join idle
queue approach. It has
been stated that the
scheduler is
distributed in nature as
it uses the
characteristics of the
two different
schedulers. Response
time is considered a
prime parameter

• Homogeneous
environment

• Communication
overheads are more

Cloud analyst

as response time, resource utilization, and energy management are of prime concern.
The load-balancing approaches have been proposed in literature considering one
performance metric or the other but to optimize these parameters in a multi-objective
way is a challenging issue.

2.3 Multi-objective Optimization Load-Balancing
Approaches

In the previous literature section, as it has been described that the scheduling of
tasks in the cloud environment is multi-objective generally. So, while considering
the optimization criteria for these approaches, it should be considered likewise that
there is a good trade-off among these performance parameters positively [24].Various
approaches exist inmulti-objective optimization to deal withmulti-criteria problems.
These are the following.

Hierarchical approach: This approach depends upon the type of application that
is dealt with in the cloud environment. For instance, in the case of high-performance
computing, one optimization criterion that is makespan is more important than the
other criterion response time, or the situation is reversed if user requirements are
more concerned. For example, if a set of optimization criteria is considered, i.e.,
ti, 1 ≤ i ≤ N, then for the hierarchical approach, these criteria are categorized by
their priority. In such a way that if criterion ti is less important than the criterion
tj then criterion value can not be varied for ti while optimizing it for tj. Such type
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of approaches has the limitation that one should have prior establish the priority of
criterion and at one time only one criterion can be optimized.

Simultaneous Approach: In such types of approaches, improvement in one
performance criterion deteriorates the other performance criterion during optimal
planning. Computation cost can be increased during dealing with many optimization
criteria at the same time. Such types of problems can be addressed using the Pareto
optimization theory [9]. The weighted sum approach is a type of Pareto optimization
technique in which a single aggregated function is used after combining different
optimization criteria.

2.4 Classification of Load-Balancing Algorithms

Load-balancing algorithms can be broadly divided into two categories based on the
current state of the VM. If there is prior information regarding the current state of the
VM after that load is distributed among the other nodes, then such type of allocation
policy is known as a static strategy for allocating the load on the system. Besides
that, if there is no information for distributing the load, it is distributed based on
the current state of the system then it is called a dynamic strategy. Load-balancing
algorithms are developed to balance the system at each node to make the system
stable and reliable by assuring user satisfaction. The following Table 2 shows the
different types of load-balancing algorithms used in the system.

Table 2 Different types of load-balancing algorithm used in cloud environment

Algorithm name Detailed approach Type of strategy

Min-Min In this approach task with least
length having the minimum
execution time is chosen to execute
on a VM having the minimum
completion time that is determined
based on VM capacity. It means a task
is given to the highest priority having
the least execution time. It is used for
a distributed system small in scale

Static

Max-Min The approach is similar to Min-Min.
The task with the largest length
having the maximum execution
time is given to the highest priority to
execute on a chosen cloud resource
having the minimum completion
time. That is a task with maximum
execution time is given the highest
priority

Static

(continued)
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Table 2 (continued)

Algorithm name Detailed approach Type of strategy

Greedy Randomized Adaptive Search
Procedure (GRASP)

It is a meta-heuristic search technique
in which a solution occurs at each
step and that solution is reserved for
the final schedule. The termination of
the GRASP is based on a certain
condition and it gets terminated when
the specified condition is satisfied

Static

Genetic algorithm This approach uses biological
techniques such as mutation,
selection, inheritance, and crossover.
These algorithms use some fitness
value based on the chromosome to
improve and maintain the population.
A candidate solution is generated
from a primary randomly generated
population of chromosomes. The
fitness of each chromosome is
calculated within the population.
Based on the fitness value, multiple
people are selected from the primary
population to generate a new
population that is used for the second
iteration. When a satisfactory fitness
level is reached, algorithm is
terminated

Dynamic

Ant Colony Optimization (ACO) It is a nature-inspired search
technique; it is commonly used for
the large population. In the ACO
algorithm. This technique is based on
the random manner in which the ants
search their food. During the food
searching process whenever ants find
a food source it evaluates the quantity
and quality of food and taking back
some part of the food to its nest. When
ants get back to the same food source,
the ant discharges a pheromone trail
on the ground to give the information
to the other ants about the food source

Dynamic

Particle Swarm Optimization (PSO) It is a meta-heuristic search technique
based on the social behavior of the
particles. It optimizes a problem
iteratively by finding a candidate
solution. It makes no assumptions for
the problem being optimized and
searches for large spaces for the
candidate solution

Dynamic
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3 Conclusion

In this research paper, several aspects of cloud computing have been reviewed related
to task scheduling problem in the cloud environment, that includes the concept opti-
mization criteria, optimizing multi-objective load balancing approaches, different
performance metrics. The literature reviewed in this paper concludes that these
approaches are multi-objective, and there is a need to optimize these performance
metrics more efficiently. Various solutions to these task scheduling problems have
been discussed by using heuristic and meta-heuristic search techniques considering
the nature and space of the problem. This paper aims to impart the complexity
of scheduling a task to an appropriate resource during load balancing by consid-
ering various optimization criteria. As a future scope, more research efforts are
required about modeling of these performance metrics to make it more predictive
and responsive by changing the one or two decision variables.
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An Energy-Efficient Routing Protocol
Using Threshold Hierarchy
for Heterogeneous Wireless Sensor
Network

Ashok Kumar Rai and A. K. Daniel

Abstract Wireless sensor network have self-configured network which is consist
of sensors and base station. The deployments of sensors are done in the required
area to collect data and transmit it to the base station. The proposed energy-efficient
routing protocol using threshold hierarchy for heterogeneouswireless sensor network
(EEPH) protocol considers two parameters as distance and energy. The parame-
ters are defined as the ratio of residual energy of current node to the total energy
of all nodes. The distance is termed as the ratio of current node distance to the
summation of distances of each node at that level from base station. The proposed
protocol used three level of threshold hierarchy for different level of cluster-head
selection process. The simulation result shows better performance and improved
network lifetime compare to threshold-sensitive stable election protocol (TSEP).

Keywords Cluster head · Distance · Residual energy ·Wireless sensor network ·
TSEP · Threshold hierarchy

1 Introduction

Wireless sensor network (WSNs) are widely used in various applications such as
environmental monitoring, military application, agriculture sector, etc. They consist
of thousands of sensor nodes deployed in sensing field and these sensors collects the
data from field and transmits into the base station (BS). According to the require-
ment, the BSmay be stable or moving. Different protocols have been proposed by the
researchers to improve the lifetime of network and reduce the cost of network main-
tenance/overall cost of network. The rest of paper is organized as follows. Section 2
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explains the related work. Section 3 the proposed protocol. Section 4 simulation
result and last section includes conclusion.

2 Related Work

It is essential in wireless sensor networks to enhance nodes residual energy and
network lifetime by utilizing optimum energy conservation techniques. The area is
divided in different regions on the basis of longitudinal distance to the sink. The
regions constitute of cluster heads for transferring data to sink via single/multi-hop
techniques. The static clustering is used to reduce overhead and enhances the life
time of network. The selections of CHs are performed by using maximum residual
energy of nodes in the given clusters. There are following related work are performed
by researchers.

Ravindra singh et al. introduced a protocol in which position-based multiple
approach is applied for the partition of network into different level. The protocol
transmit data through the optimum route made by the position-based technique,
and CH selection is done by using Fuzzy Logic [1].
Loscri et al. introduced a protocol in which the cluster is divided into two
levels, i.e., level one and level two. These two levels of cluster have distinct
threshold energy for the selection of CH (Cluster Head) which minimize the
energy consumption required for the transmission of data to the BS [2].
Lindsey et al. introduced a protocol in which sensor nodes are forming a chain-
based system for the data transfer from node to the sink. This protocol forma-
tion chain is done by connecting the nodes from its neighbor node. Here, global
information of each node is maintained [3] to attain desired performance.
Vipul Narayan et al. introduced a protocol for overlapping problem of node in
a given area is resolved. This protocol uses radius and residual energy of node
which improve the coverage of network and its life time [4].
Chengfa Li, Mao Ye et al. introduced a protocol where energy consumption of
the network is balanced. The nodes which are not involved in any cluster of the
network are termed as isolated node [5] and it is not considered for the network
energy analysis which helps to identifies the isolated nodes.
B. Manzoor et al. introduced a protocol where network is divided into four quad-
rants which give the better coverage areas, increase the stability period, and
improves network lifetime [6].
Feng Ming Hu et al. introduced a protocol which further enhancement of
PEGASIS. Unlike PEGASIS protocol, CH is not changed in every round which
reduces the energy consumption for CH selection for each round. This is done in
two phases as initialization phase and data collection and transmission phase [7].
Yaqiong Wang et al. introduced a case-based reasoning (CBR) protocol. The BS
sends a message to all nodes and ask whether it is first round, if reply message
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is ‘yes’ then clustering and CH selection is done otherwise CBR decide whether
re-clustering or just new CH selection is done into the existing cluster [8].
M. Singh et al. introduced a protocol which uses two fuzzy variables as energy
and residual energy. This protocol have a timer which is activated and broadcast
the advertising message to all nodes. The node having maximum value of fuzzy
becomes a CH [9].
Ashok Kumar Rai et al. introduced a protocol for homogeneous network in which
both residual energy and distance of node from BS is considered. These two
parameters reduced the threshold energy for selection of CH and increase the
network life time [10].
Vipul Narayan et al. introduced a protocol for two-level heterogeneous network in
which sleep and wakeup concept is applied on node which reduce the dissipation
of energy and improves the lifetime of network [11].
Li Qing, Qingxin et al. introduced a protocol for two-level heterogeneous WSN.
CHs selection for this protocol is depend upon the probability based on ratio of
residual energy of each node and network average energy. With this approach,
lifetime of network is increased [12].
Brahim Elbhiri et al. introduced a protocol for heterogeneous network in WSN
which is based on efficient energy clustering scheme. In this protocol, both initial
and residual energy of protocol are considered as a probability function for CH
selection and to obtain the global knowledge of network [13].
Arati Manjeshwar et al. introduced a protocol which reduces the number of trans-
mission for non-critical data. The protocolworks on both types of protocol reactive
and proactive by changing the threshold value. This approach improves the life
time of WSN [14].
Yan Yu et al. introduced a protocol use heuristic approach for the selection of
neighbor node to transmit the packets towards the target region. This approach
balances the consumption of energy in the network which improves its lifetime
[15].
Tokuya Inagaki et al. introduced a protocol where massive number of nodes is
deploying in observed area, and only few numbers of nodes are selected for
transmission of data. Other nodes which are not involved for the transmission of
data are in sleep mode. In this way, this protocol saves the energy consumption
of network [16].
Pooja Chaturvedi et al. introduced a protocol which has set of nodes in active state
such that target area is monitored by at least one active sensor. Nodes with lower
coverage probability are monitoring the trust level of neighborhood node [17]. In
another work. the same author introduced a protocol in which node scheduling
is done which is depend upon the trust value and coverage probability of node
for target coverage area. It improves the coverage and connectivity of nodes [18].
Similarly, the reason for the sensor holes and its effect on the network in term
of its life time and coverage probability [19] is discussed. A protocol for target
coverage area which is done on the basis of the scheduling of node is introduced in
literature [20]. Cluster mechanism of protocol is depending upon the three factors,
i.e., residual energy, number of nodes selected for the CH and distance.
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Vipul Narayan et al. introduced a protocol with multilevel clustering technique
which give the solution for coverage and connecting problem due to cropping of
animals [21].
Lou introduced multipath routing protocol where multiple nodes are involved
to make a disjoint path towards the sink node. Through branch ware flooding
technique, sink node generates a route update message for other nodes and built
a minimum spanning tree. With this approach, the shortest route for the packet
delivery from node to sink is discovered and transmission energy is minimized
which improves the lifetime of network [22].
G. Smaragdavis et al. introduced a protocol in which two levels heterogeneity
concepts is used. In first level nodes are called normal node and in second level
nodes are advanced node. Probability to select CH in Normal node and advance
node are distinct which reduce the consumption of energy [23].
A. Kashaf et al. introduced a protocol having three level of heterogeneity. First
level nodes are called normal node, second are called intermediate node, and
in third level are called advanced node. Like SEP protocol, it also has distinct
threshold energy for distinct levels. Hard and soft threshold concept are also
consider for this protocol [24].

3 Proposed Protocol

Let us consider a network and is divided into three zones as standard node area,
intermediate node area headway node area. The nodes in standard level have low
energy as compare to the nodes in intermediate and headway level. The nodes belong
to intermediate level have low energy as compare to the headway node and less than
standard node. The nodes belong to headway level have more energy as compare to
both standard and intermediate node The protocol consider having two parameter for
the threshold energy. First parameter is the ratio of residual energy of current node
to the total energy of the level, and second parameter is the distance ratio of current
node to the summation of distance of each node of the level from Base station.

Proposed Protocol for CH Selection
Let us consider a network of 100× 100m2 having x nodes deployed in the given area.
The total area is divided into three regions having different level of heterogeneity
with distinct thresholds values. CH selection depends upon the threshold energy of
different level with parameter E and D where E is residual energy of node and D is
distance of node from BS. The following protocol is proposed.
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Given Parameter
is total  number of nodes 

is proportion of intermediate nodes to x
is proportion of  headway nodes to 

Energy of intermediate nodes is μ times more than 
energy of standard  nodes
Energy of headway nodes is α times greater than 
energy of normal nodes 
Where μ=α/2 
Assign  the   level from 1 to z for all nodes 
Ns = No. of Alive Nodes in Standard Level from 1 to n
Ni = No. of Alive Nodes in Intermediate Level from 
n + 1 to m
Nh = No. of Alive Nodes in Headway Level  m + 1 to z
Gs= Set of standard nodes
Gi= Set of intermediate nodes
Gh= Set of headway nodes
CH= CH
CH.Es= CH Energy in Standard level
CH.Ei= CH Energy in intermediate level
CH.Eh= CH Energy in headway level
Er =Energy of Current Node
Ei= Energy of ith Node
Dr= Current node distance from BS.
Di= ith Node distance from BS.

Pstd= Probability of CH selection in Standard Level 
(Level 1)
Pint= Probability of CH selection in intermediate 
Level(Level 2)
Phdw = Probability of CH selection in Standard Level 

(Level 3)

Threshold Energy for level 1(Standard level)

Ts(n) =Pstd/ [1 − Pstd × (mod(r, 1/Pstd)) × (Er /∑m
i=0Ei)

×(Dr/∑m
i=0Di)]

Where

Pstd = Popt /1+y.α + z.μ

Threshold Energy for level 2 (Intermediate level)

Ti(n)  =Pint/ [1 − Pint × (mod(r, 1/Pint)) × (Er /∑m
i=n+1Ei)

×(Dr/∑m
i=0Di)]

Where            Pint =Popt(1 +μ)/ 1+y.α + z.μ

Th(n) =Phdw/ [1 − Phdw × (mod(r, 1/Phdw)) ×(Er

/∑z
i=m+1Ei) ×(Dr/∑z

i=m+1Di)]

Where             Phdw=Popt(1+α)/ 1+y.α + z.μ

Depend upon Energy .Network is divided into Three 
levels
If Alive nodes > 0 ,

Then
New CHs selection and re Clustering is done
Else
Exit

End

/* For standard Node*/

For Node 1: Ns

If n Gs
if

Residual energy of randomly selected node is greater 
than Ts(new)
It becomes CHs’

Else
/* Formation of clusters */

Join nearest CHs
End
/* For intermediate Node*/

For Node 1: Ni
If   n Gi

if
Residual energy of randomly selected node is greater 
than Ti(new)
It becomes CHi’
Else

/* Formation of clusters */
Join nearest CHi
End

For headway Node*/
For Node 1: Ns

If
n Gh

if
Residual energy of randomly selected node is greater 
than Th(new)
It becomes CHh’

Else
/* Formation of clusters */
Join nearest CHh
End

Threshold Energy for level 3 (Headway level)

4 Simulation Result

Based on the analytical work and the proposed protocol is simulated usingMATLAB
and validate the execution of proposed protocol. Heterogeneous cluster size of WSN
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is simulated in the field of dimension 100× 100 m2 and number of sensor nodes n=
100 deployed in the given area for 10,000, 15,000 and 20,000 rounds of transmission
of packets. Node deployment in different region are based on their energy parameter
as shown in Table 1.

The three-level heterogeneous nodes are deploying in fixed zone to give proper
utilization of whole area. The approach gives efficient utilization of power in the
network. This concept improves the throughput and life expectancy of the network.
The CH directly sends the data to BS.

The Fig. 1 shows the comparison between EEPH protocol and TSEP protocols
in term of alive nodes for 10,000 rounds. The Fig. 2 shows the comparison between
EEPH protocol and TSEP protocols in term of numbers of dead nodes for 10,000
rounds.

The Fig. 3 shows the comparison between EEPH protocol and TSEP protocols in
term of packets send to BS for 10,000 rounds.

The Fig. 4 shows the comparison between EEPH protocols and TSEP protocols
in term of Residual Energy for 10,000 rounds.

The Fig. 5 shows the comparison between EEPH protocols and TSEP protocols
in term of Average Energy Consumed for 10,000 rounds.

The alive nodes comparisons between EEPH protocol and TSEP protocol for
10,000 rounds shown in Table 2. At 8000 rounds the performance of TSEP protocol
is better than EEHP but at higher rounds, i.e., more than 8000 round EEHP protocol
performance is better.

The dead nodes comparisons between EEPH protocol and TSEP protocol for
10,000 rounds are shown inTable 3.At 8000 round the performance of TSEPprotocol

Table 1 Parameter
specifications

Parameter Specification

Initial energy (Eo) 1.5

Number of nodes (x) 100

Eelec 50 * 10ˆ(−9) j

Popt 0.1

Data bits 4000

Sink.x 100 m

Sink.y 100 m

Transmission energy (ETX) 50 * 10ˆ(−9) j

Energy for receiving data (ERX) 50 * 10ˆ(−9) j

EDA 50 * 10ˆ(−9) j

Efs 10 * 10ˆ(−12) j

Emp 0.0013 * 10ˆ(−12) j

A 1

Y 0.1
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Fig. 1 Number of alive
nodes for 10,000 rounds in
(100 × 100) m2 Area

Fig. 2 Number of dead for
10,000 rounds in (100 ×
100) m2 Area

is better than EEHP but at higher rounds, i.e., more than 8000 round EEHP protocol
performance is better.

The comparison between TSEP protocol and EEPH protocol in term of packets
send to BS are more by EEPH protocol are shown in Table 4 for 10,000 rounds

The comparison between EEPH protocols and TSEP protocols in term of numbers
of alive nodes for 15,000 rounds is shown in Fig. 6; similarly, the comparison between
EEPH protocols and TSEP protocols in term of numbers of dead nodes for 15,000
rounds is shown in Fig. 7.

The Fig. 8 shows the comparison between EEPH and TSEP protocols in term of
number of packets send to BS for 15,000 rounds.
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Fig. 3 Packets send to base
station for 10,000 rounds in
(100 × 100) m2 Area

Fig. 4 Residual energy for
10,000 rounds (100 ×
100) m2

Fig. 5 Average energy
consumed for 10,000 rounds
in (100 × 100) m2
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Table 2 Number of alive
nodes for 10,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 10,000

Number of rounds TSEP EEPH

Number of alive
nodes

Number of alive
nodes

7000 100 97

8000 100 96

9000 97 93

10,000 76 86

Table 3 Number of dead
nodes for 10,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 10,000

Number of rounds TSEP EEPH

Number of dead
nodes

Number of dead
nodes

7000 00 03

8000 00 04

9000 03 07

10,000 24 14

Table 4 Number of packets
send to BS for 10,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 10,000

Number of rounds TSEP EEPH

Number of packets
send to BS

Number of packets
send to BS

7000 8.5 × 104 9.4 × 104

8000 9.9 × 104 10.95 × 104

9000 11 × 104 12.1 × 104

10,000 12 × 104 13.2 × 104

The comparison between EEPH and TSEP protocols in term of Residual Energy
for 15,000 rounds is shown in Fig. 9.

The comparison between EEPH and TSEP protocols in term of Average Energy
Consumed for 15,000 round is shown in Fig. 10.
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Fig. 6 Number of alive
nodes for 15,000 rounds in
(100 × 100) m2 Area

Fig. 7 Number of dead
nodes for 15,000 rounds in
(100 × 100) m2 Area

The alive nodes comparisons are done betweenEEPHprotocol andTSEP protocol
for 15,000 rounds shown in Table 5. At 7000 rounds the performance of TSEP
protocol is better than EEHP but at higher rounds, i.e., more than 7000 round EEHP
protocol performance is better.

The dead nodes comparisons are done between EEPHprotocol and TSEP protocol
for 15,000 rounds shown inTable 6.At 7000 round, the performanceofTSEPprotocol
is better than EEHP but at higher rounds, i.e., more than 7000 round EEHP protocol
performance is better.

The comparison between TSEP protocol and EEPH protocol in term of packets
send to BS are more by EEPH protocol shown in Table 7 for 15,000 rounds.

The comparison between EEPH protocol and TSEP protocols in term of a live
node for 20,000 rounds are shown in Fig. 11 similarly the comparison between EEPH
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Fig. 8 Packets send to base
station for 15,000 rounds in
(100 × 100) m2 Area

Fig. 9 Residual energy for
15,000 rounds in (100 ×
100) m2 Area

Fig. 10 Average energy
consumed for 15,000 rounds
in (100 × 100) m2 Area
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Table 5 Number of alive
nodes for 15,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 15,000

Numner of rounds TSEP EEPH

Number of alive
nodes

Number of alive
nodes

7000 100 99

9000 96 95

11,000 50 54

13,000 12 25

14,000 01 19

15,000 00 09

Table 6 Number of dead
nodes for 15,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 15,000

Number of rounds TSEP EEPH

Number of dead
nodes

Number of dead
nodes

7000 00 01

9000 04 05

11,000 50 46

13,000 88 75

14,000 99 81

15,000 100 91

Table 7 Number of packets
send to BS for 15,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 15,000

Number of rounds TSEP EEPH

Number of packets
send to BS

Number of packets
send to BS

7000 8.4 × 104 9.2 × 104

9000 11 × 104 12 × 104

11,000 13 × 104 14.1 × 104

13,000 13.9 × 104 15.1 × 104

14,000 14 × 104 15.8 × 104

15,000 14.05 × 104 16 × 104
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Fig. 11 Number of alive
nodes for 20,000 rounds in
(100 × 100) m2 Area

protocol and TSEP protocols in term of dead nodes for 20,000 rounds are shown in
Fig. 12.

The comparison between EEPH protocol and TSEP protocols in term of number
of packets send to BS for 20,000 rounds are shown in Fig. 13. The Fig. 14 shows

Fig. 12 Number of dead
nodes for 20,000 rounds in
(100 × 100) m2 Area
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Fig. 13 Packets send to base
station for 20,000 rounds in
(100 × 100) m2 Area

Fig. 14 Residual energy for
15,000 rounds in (100 ×
100) m2 Area

Fig. 15 Average energy
consumed for 15,000 rounds
in (100 × 100) m2 Area

the comparison between EEPH and TSEP protocols in term of Residual Energy for
20,000 rounds.
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Table 8 Number of alive
nodes for 20,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 20,000

Number of rounds TSEP EEPH

Number of alive
nodes

Number of alive
nodes

8000 100 96

10,000 78 82

12,000 31 41

14,000 05 12

16,000 01 02

18,000 00 01

20,000 00 01

The Fig. 15 shows the comparison between EEPH and TSEP protocols in term of
Average Energy Consumed for 20,000 rounds.

The alive nodes comparisons are done betweenEEPHprotocol andTSEP protocol
for 20,000 rounds shown in Table 8. At 8000 rounds the performance of TSEP
protocol is better than EEHP but at higher rounds, i.e., more than 8000 round EEHP
protocol performance is better.

The dead nodes comparisons are done between EEPHprotocol and TSEP protocol
for 20,000 rounds shown in Table 9 At 8000 round the performance of TSEP protocol
is better than EEHP but at higher rounds, i.e., more than 8000 round EEHP protocol
performance is better.

Table 9 Number of dead
nodes for 20,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 20,000

Number of rounds TSEP EEPH

Number of dead
nodes

Number of dead
nodes

8000 00 04

10,000 22 18

12,000 69 59

14,000 95 88

16,000 99 18

18,000 100 99

20,000 100 99
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Table 10 Number of packets
send to BS for 20,000 rounds

Area (100 × 100) m2

Number of nodes: 100

Total number of rounds: 20,000

Number of rounds TSEP EEPH

Number of packets
send to BS

Number of packets
send to BS

8000 9.95 × 104 10.8 × 104

0000 12.1 × 104 13.1 × 104

12,000 13.9 × 104 15.15 × 104

14,000 14.15 × 104 16.1 × 104

16,000 14.15 × 104 16.15 × 104

18,000 14.15 × 104 16.15 × 104

20,000 14.15 × 104 16.15 × 104

The comparison between TSEP protocol and EEPH protocol in term of packets
send to BS are more by EEPH protocol shown in Table 10.

The simulation results of fixed area 100 × 100 m2 and 100 nodes on different
rounds of transmission of packets in term of the energy saved in term of residual
energy and average energy consumed after 10,000 rounds, 15,000 rounds and 20,000
rounds are shown in Tables 11 and 12.

Table 11 Residual energy Area (100 × 100) m2

Number of nodes: 100

Residual energy

Protocol 10,000 rounds 15,000 rounds 20,000 rounds

TSEP 85.4921 67.0088 8.3478

EEPH 97.9289 87.0019 9.7907

(EEPH–TSEP) 12.4368 19.9931 1.4429

Table 12 Average energy
consumed

Area (100 × 100) m2

Number of nodes: 100

Average energy consumed

Protocol 10,000 rounds 15,000 rounds 20,000 rounds

TSEP 0.64507 0.82990 1.4165

EEPH 0.52071 0.63000 1.4021

(TSEP–EEPH) 0.12436 0.1999 0.0144



An Energy-Efficient Routing Protocol Using Threshold Hierarchy … 569

The comparison between TSEP protocol and EEPH protocol in term of residual
energy is shown in Table 11. The EEPH protocol have more residual energy saved
as compare to TSEP protocol shown as difference of (EEPH–TSEP).

The comparison between TSEP protocol and EEPH protocol in term of average
energy shown in Table 12. The EEPH protocol consumes less energy as compare to
TSEP protocol as shown as the difference (TSEP–EEPH).

5 Conclusion

This research work proposed an energy-efficient protocol for heterogeneous network
using two parameters as distance and energy. The parameters are defined as the
ratio of residual energy of current node to the total energy at that level nodes.
The distance is defined as the ratio of current node distance to the summation
of distances of each node at that level from Base station. The proposed approach
attains better energy-efficient performance to validate the superior performance of
proposed energy-efficient protocol, conventional TSEP protocol is used to compare.
From the experimental analysis, it is observed that proposed energy-efficient protocol
attains better performance which minimizes the energy consumption and increases
the network lifetime in heterogeneous wireless networks.
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Performance Analysis of Fuzzy-Based
Relay Selection for Cooperative Wireless
Sensor Network

Nitin Kumar Jain and Ajay Verma

Abstract The application of cooperative relaying is to limit the error in transmission
and enhance the network throughput of nodes in the wireless sensor network. Intel-
ligent relay selection scheme can be employed to improve the system performance
further. This paper presents a performance comparison of proposed and existing relay
selection schemes for cooperative wireless sensor networks. Conventional random
relay selection scheme is compared with the proposed Fuzzy-based Relay Selec-
tion (FRS) scheme concerning frame error rate and network throughput. Simulation
results depicted the effectiveness of the scheme providing better network throughput
performance while limiting the error with improving the error rate performance in
wireless sensor networks.

Keywords Cooperative communication · Wireless sensor networks · Fuzzy-based
relay selection · Random relay selection · Signal-to-Noise Ratio (SNR)

1 Introduction

The advancement of micro-sensors development technologies in Wireless Sensor
Network (WSN) has made it possible to implementation of smart, tiny and low-
cost sensors. In addition, these sensor networks have opened many perspectives of
applications and services in different areas such as industry, health, agriculture as
well as home automation. Networks can have a number of nodes and some sensors
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to reach hundreds or even thousands. On the other hand, sensors can serve, where the
human presence becomes very risky such asmilitary zones or volcanic eruption zones
[1]. Despite this great success of sensor networks, several problems remain open.
For example, the first problem of sensors is their limited energy capacity. To lower
manufacturing costs, several types of sensors have integrated and non-separable
batteries. These sensors are no longer usable when their batteries are empty. The first
challenge is to design layers protocol that saves energy and extends the life of the
sensor [2]. In addition, a sensor has a processor and a low-capacity memory which
imposes additional constraints on the developer. The sensors use a wireless channel
to communicate, which most often is not reliable, and it is frequently disturbed
by phenomena such as noise, reflections and distortions resulting in packet and
energy losses. To combat the instability of the radio channel, some solutions have
been proposed which uses multiple antennas to create spatial and temporal diversity.
Though, the limitation of the size of the sensors prevents the installation of several
antennas.

Cooperative communication [3–5] is an intermediate solution to this problem.
It proposes to share the antennas of the neighbouring nodes for creating spatial
diversity. Having information on the Channel State Information (CSI); the nodes lend
themselves to each other antennas by transmitting the packets of their neighbours on
channels of the best quality. This favourable strategy avoids the problems of unstable
channels while increasing the link capacity.

Historically, cooperative techniques have emerged at the layer level, and many
proposals have been made to this effect. On the other hand, the level of the upper
layers, taking into account these cooperative techniques is still a subject on which
many studies must be conducted.

2 Related Work

Cooperative communication overcomes the effect of multipath fading in a wire-
less network [3]. The proposed concept of relaying could be utilized for getting
diversity on the node which receives the data, and which is achieved by the cost of
slightly increment in complexity, more consumption of energy and more bandwidth
utilization. To overcome the problem and enhance the spectral efficiency, space–time
coding was proposed in [4]. Relaying technique could be minimizing the excessive
utilization of bandwidth by proper selection of relaying and relay selection schemes
[5]. In [6], authors proposed the different types of application of relay selection
schemes. In [7] investigated the Channel State Information (CSI) based relay selec-
tion scheme, where the node with the best CSI is selected for relaying the data. In
[8] presented a new relay selection strategy based on Fuzzy Inference System (FIS)
which is targeted to improve packet delivery ratio and network lifetime, and authors
further improved their work is presented in [9]. In [10] proposed a duty cycle-based
cluster head selection scheme for WSN to enhance the lifetime of the WSN. Further
improved similar work is presented by the same authors in [11]. In [12] investigated
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a relay selection for wireless sensor network. In [13] proposed a combined study
of relay selection and power allocation based on energy pricing. In [14] presented
a new relay selection based on a hybrid neuro-fuzzy model to improve the network
lifetime. A relay selection based on energy consumption is investigated in [15] and
[16].

In this paper, the FRS scheme is proposed for improving the performance of the
WSN by considering residual energy of nodes and path loss between the links as
input parameters for the selection of the appropriate relay node.

3 System Model

For cooperative diversity, consider an area of 100 × 100 square metres as depicted
in Fig. 1, where d denotes sink (destination) node, and s denotes source node and a
group of relay nodes (r1, r2, . . . , ri). For the simulation, at any particular time, relay
node can perform a single task, either receive or send the information.

It is considered that every single node of the network consists of an alone RF
antenna for transmitting and receiving the information. For the simulation, assumed
that no one to one communication is possible between transmitting (source) and
receiving (sink) node. The transmission of the data from the transmitting nodemainly
comprises two phases;

1. Broadcast phase
2. Relaying phase.

Let assume l is the length of data obtained from the BPSK modulation scheme.
The data received at the sink node and relay nodes during the broadcast phase are
given by:

Ys,d = √
Pa .l.hsd + ηsd (1)

Fig. 1 Cooperative wireless
sensor network scenario

100×100
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Fig. 2 FIS architecture for FRS scheme

Ys,ri = √
Pa .l.hsri + ηsri for i = 1, 2, . . . n (2)

where hsd and hsri represent the channel coefficient between source–destination and
source–relay node, while ηsd and ηsri represent additive white Gaussian noise with
N0 variance. Pa denotes the power available during transmitting the data at the source
node.

Once data received by sink node, then sink node check the data, whether data is
corrupted by channel noise or not. If corrupted data is received, then the sink node
executes the relaying phase. In this phase, the relay node is chosen for retransmitting
the information to the sink node d is given by:

Yri ,d = √
Pr .l.hri d + ηri d (3)

where hri d represents the channel coefficient between relay and destination node,
while ηri d represent AWGN. Pr denotes the power available during transmitting the
data at the relay node.
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The distance between relay and sink node can be computed by the formula given
in Eq. (4).

Distrid =
√(

Xri − Xd
)2 + (

Yri − Yd
)2

(4)

And, by using Eq. (4), respective path loss can be computed using the formula
given as:

Path Loss = 10 · alpha · log10(Distri ,d) + C. (5)

where C denoted the constant which depends on the system losses.

Energyri = E0(ri )

eT l−rl
, (6)

where E0 represents the initial energy given to the node before starting the simula-
tion, and eTl−Rl denotes the energy consumed by each node during transmitting and
receiving the message.

3.1 Fuzzy-Based Relay Node Selection

i. Fuzzification

Fuzzification is the method of mapping of crisp input set to the fuzzy set by using
Membership Functions (MFS). The Residual energy (Re) and Path loss (Pl) are
considered as input parameters. The output of FIS is represented by Degree of Rele-
vance (DoR). Figure 2 represents the input and output MFS-based FIS architecture
of proposed FRS scheme. The input and output variables are defined in terms of
linguistic values which are given as:

Pl = (Weak(W), Average(A), Strong(S))

Re = (Low(L), Medium(M), Full(F))

DoR = (very bad, bad, intermediate, good,very good)



576 N. K. Jain and A. Verma

Table 1 Fuzzy rules for
proposed FRS scheme

S. No. Pl Re DoR

1 W L Bad

2 W M Good

3 W F Very good

4 A L Bad

5 A M Intermediate

6 A F Good

7 S L Very bad

8 S M Bad

9 S F Intermediate

ii. Inference

As per states of MFS for the inputs (Pl and Re), nine rules have been created, which
are worked as an inference of FIS. Table 1 represents a total of nine rules for FIS.

Relay with a maximum degree of relevance computes channel gain and forward
the amplified version of information received in broadcast phase to the destination.
In such a scheme, the relay node amplifies the data received from s with available
transmission power Pb with gain factor β given as:

β =
√
Pb√

Pa
∣∣Hsri

∣∣2 + N0

(7)

The received signal from selected relay to the destination node can be presented
as:

YrselectedtoDes = β.HrrrselectedtoDes D
.YsrselectedtoDes + ηrselectedtoDes (8)

where HrselectedtoDes represents channel gain between selected relay anddestination node,
and ηrselectedtoDes represents additive noise with the same parameters as ηsdandηsri .

Finally, replacing the values in Eq. (8), received signal at destination node will
be:

YrselectedtoDes =
√
Pa Pb√

Pa
∣∣hsri

∣∣2 + N0

hrselectedtoDes .hsri .l + n
′
rselectedtoDes, (9)

where n
′
rselectedtoDes = βhselectedtoDesηsri + ηrselectedtoDes represents equivalent noise. It is

assumed that ηsr and ηri d are independent; therefore, n
′
rselectedtoDes is a zero-meanAWGN

noise with variance given by:
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(
Pb

∣∣hrselectedtoDes
∣∣2

Pa
∣∣hsri

∣∣2 + N0

+ 1

)
N0

In our system, model assumed that relay selection is performed by the sink node
so that all the information related to channels like channel coefficients are available
at sink node only. The sink node uses Maximal Ratio Combining (MRC) techniques
to combine the data received from the source and relay nodes. Therefore, the output
of MRC at the sink node is given as:

Y = w1 ∗ Ysd + w2 ∗ Yri d (10)

where parameters w1 and w2 known as link weights are calculated in such a way
that signal strength of MRC output signal is maximum. The link weights may be

calculated as w1 =
√
Pah∗

sd
N0

and w2 =
√
Pbh∗

rselectedtoDes
N0

. Assume that average energy
of l is unity, the instantaneous SNR at the destination node using maximum ratio
combining is given by:

γ = Pa|hsd |2 + Pb
∣∣hrselectedtoDes

∣∣2
N0

(11)

3.2 Bit Error Rate Analysis

The average BER probability for the system using binary phase-shift keying
modulation given as [17]:

PE = 1

π

π
2∫

0

ψγ

(
q

sin2φ

)
dφ (12)

where φγ (s) =
(
1 + s

−
γ

m

)−m

, replacing this value in the above equation, it can be

rewritten as:

PE = 1

π

π
2∫

0

ψγ

⎛
⎝1 + q

−
γ

msin2φ

⎞
⎠

−m

dφ (13)

For binary phase-shift keying modulation scheme q = 1.
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To solve Eq. (13), let us consider, t = cos2(φ),cos(φ) = t
1
2 and sin(φ) = (1 − t)

1
2

also.
dt = −2cosφsinφdθ or dφ = − dt

2cosφsinφ put these values in Eq. (13), to have

PE = 1

2π

1∫

0

⎛
⎝msin2φ + q

−
γ

msin2φ

⎞
⎠

−m

dt

cosφsinφ
(14)

PE = 1

2π

1∫

0

⎛
⎝m(1 − t) + q

−
γ

m(1 − t)

⎞
⎠

−m

dt

(t)
1
2 (1 − t)1/2

(15)

PE = ψγ (q)

2π

1∫

0

(t)−
1
2 (1 − t)m− 1

2

⎛
⎝1 − t

1 + q
−
γ

m

⎞
⎠

−m

dt (16)

where ψγ (q) =
(
1 + q

−
γ

m

)−m

, final expression for average BER probability can

be given

PE = ψγ (q)	
(
m + 1

2

)

2
√

π	(m + 1)

⎡
⎣2F1

⎛
⎝m,

1

2
: m + 1; 1

1 + q
−
γ

m

⎞
⎠

⎤
⎦ (17)

where, 2F1(a, b; c; x) is known as Gaussian hypergeometric function.
Frame error rate characterizes the quality of the channel; it is the ratio of total

corrupted frames that have been received to the total number of frames transmitted.
Random relay selection is the conventional method of relay selection in which

randomly node being selected as a relay node. It does not consider any parameter to
select or check the quality of the channel; it results in poor network throughput and
error rate performance.

4 Results and Discussion

This research work is focused on the implementation of FRS scheme to improve the
performance of cooperative WSN. For this purpose, a MATLAB-based simulation
scenario has been presentedwhich consists of a single antenna source, destination and
a set of relaying nodes. The simulation environment is considered to be modelled
with Nakagami fading environment. To evaluate the system’s performance, frame
error rate and network throughput are considered as reference parameters.
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Simulation results of our model are based on the performance comparison of
proposed FRS and random relay selection strategies. The performance comparisons
of these strategies are based on Frame Error Rate (FER) and network throughput.
The results of the simulation are depicted in Figs. 3, 4, 5 and 6 for the 10, 20, 30 and

(a) Frame error rate (b) Network throughput 
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Fig. 3 Comparison of random and proposed FRS schemes for 10 relays
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Fig. 4 Comparison of random and proposed FRS schemes for 20 relays
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(a) Frame error rate    (b) Network throughput 
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Fig. 5 Comparison of random and proposed FRS schemes for 30 relays
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Fig. 6 Comparison for random and proposed FRS schemes for 40 relays

40 relay nodes deployed in WSN, respectively. On observing these results, it is clear
that the proposed FRS scheme provides better bit error performance than random
relay selection scheme. The network throughput is also better for the proposed FRS
scheme.
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5 Conclusion

Cooperative diversity techniques are the potential solution to spectrum inefficiency
problems. Several advance communication techniques including Cognitive Radios
(CRs), Wireless Sensor Networks (WSNs), Ad-Hoc Networks, VANETs use the
application of cooperative relaying to enhance system performance. There are some
deficiencies in cooperative relaying techniques too. Themost important amongwhich
is the selection of optimal relay selection methodology. In this regard, the FRS tech-
nique for cooperative wireless sensor networks is proposed. The proposed scheme
uses Pl and Re to calculate a degree of relevance to select most suitable relay node,
which cooperates with the source node. Simulation results based on error rate perfor-
mance and network throughput are presented and compared with random relay selec-
tion scheme for Nakagami fading environment. On observing the simulation results,
it can be concluded that the proposed scheme gives better network throughput and
provides error-free transmission at low SNR values as compared to a random relay
selection scheme.
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Rational Against Irrational Causes
of Symptom Recognition Using Data
Taxonomy

S. M. Meenaatchi and K. Rajeswari

Abstract The rational factor generally discharges the exact requirements from the
mindset to highlight the questions as it is with the actual cause of nature. Irrespec-
tively, the irrational factorswill flow from themindset based on their individual scares
and fearfulness of their subconscious thoughts of the mind. In general sequence,
symptoms are the real facts to find out the cause for their solution to detect from
the known values of attributes. Opinion mining is essential to find the data values
and taxonomy to roll out the irrational factor on symptoms recognition. The research
methodology is applied to find the new insight, which identifies the actual symptoms
towards the disease belongings in a quick manner. The expected working hypoth-
esis of outcomes may vary from the rational as dynamic issues against irrational,
as unfounded factors, because the examination category depends on an expressive
manner. The research work planned to expose and estimate roughly the rational and
irrational factors of symptoms for the diseases. The paper presents features to detect
the symptoms for the specific two diseases with positive or negative identification to
correlate them in future survival.

Keywords Data analyses · Opinion mining · Symptoms recognition · Supervised
learning factor

1 Introduction

Information retrieval is themain process to gather the relevant data reasonably. There
may be two cases of approach which will be happening in a hospital environment
like, defining all the complaints by the patients or all the parameters has to be detected
by the doctor both by questioning and with some reports and lab testing. Defining
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the causes may be the highlighted portion, which mainly supports to push the data
into the next level of understanding as well as for the treatment also. If the patient
rationally defines the symptoms, then it would be trouble-free to follow the hospital
procedure quickly. Otherwise, the irrational factors will expose to time delay and
made uncertainty to detect on highlighting symptoms parameter.

Symptoms detection is the very first step of analyzing and derives to predict the
stages of the diseases easily and quickly with the importance of clinical audit’s [1].
Many survivals on data mining are sustained with deliverables with intellectual and
operationalmanner [2].Unfortunately, the irrational cause factor is also defined along
with the required illustration in general cases. Knowledge data discovery (KDD) is
required to fine-tune the parameters reasonably to avoid themultiple subsequences to
fulfill the end-user and to determine the feather consequences to prolong in the future.
Many case studies and application features use a rough set approach based on the
parameters like age and lower extremity meter score to detect the class value, to find
the walking parameter with its possibility [3]. Data dependency and classification
are defined based on object orientation and service-orientation based on the research
proposal [4]. While reviewing the relevant research papers, many proposals are clas-
sified and cataloged towards the illustration and mainly hold with their attribute
dependency with the functional approach. Impact smells of the research work are
moved tremendously based on the coding factors either by service approach or in a
descriptive language code.

Detection is the main factor in analyzing the data and processing with its level of
usage.Making a study over that, fault detection is applied inmanymajor applications
like in bank transactions, electrical circuit designing, and even in human life, many
false approaches is made towards the device. If the fault is detected, the usage of the
appliances and applicationsmade life easy and in a high-flyingway. Fault detection is
studiedwith the basic terminology like about the fault, failure,malfunction, and types
of fault[6]. The fault detection approaches are also applied with their functionality
like:

• Data methods and signal methods
• Process model-based methods
• Knowledge-based methods.

All the functional features define the development mainly towards validating the
model with the parameters as studied. Diabetes-based symptoms are identified [4]
and survived in statistical analysis, based on attributes like age, gender, race, BMI,
annual household income, and household member size. Cardiovascular disease and
diabetes are studied and reviewed by researchers based on their pressure and lipids
and their research proposed with the scientific approach to analyze the parameters
based on diseases likemicrovasculature,microvascular disease, inflammation, oxida-
tive stress, heart failure, and so on. The research view is proposed to analyze and
help the symptoms checkers as below:

• Emergency care
• Non-Emergency care reasonable
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• Self-care reasonable.

One of the research work revolves around the symptoms checker, through web
analysis, based on context-aware with disease details, significance on symptoms
detection and provides the final predict disease as a result [3]. This paperwork
describes a survey on data mining with its challenges, features, and algorithms
techniques in detail.

2 Problem Statement Towards Research Objective

Many issues are analyzed towards the detection of the symptoms to profile the needs
of human life. Research objectives revolve to sustain from the basic level of under-
standing to the risk factor of prediction through symptoms detection with rational
and irrational factors for the human to analyze the disease. The main requirements to
analyze the proposal are deep knowledge-gathering over them to stand on the predic-
tion as an opinion mining in an ideal manner. The problem statement is designed and
focused on the recognition of the symptoms with information gathered and used to
prolong the implementation. The unique dependency towards the research objective
of the problem statement is to identify the symptoms to predict the diseases in an
easy and quick approach. The data mining process elevates with the steps to develop
as new insights as problem definition, data collection, analyzing the data, plan the
model, and build the model. (As per Fig. 1).

Figure 2 states the research process which highlights to underlying the develop-
ment effort are:

1. Uniquely identify the issues. (i.e., not interrupt with other approaches.)
2. Plan the implementation strategy which involves the research work. (Study time,

data collection, originate the problem, data analyses, and soon).
3. Design the model. (i.e., the application).
4. Execution to test the values for prediction.
5. Train and test the model to build new insights.

The main focal point of research objectives is contributed to analyses and study
the features like:

1. Identify the problem definition towards disease identification
2. What are the dependent symptom factors for a rational and irrational cause?

Fig. 1 Steps involved in the data mining process
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Fig. 2 Steps towards the
research process

3. What is the cross relational covers between symptoms on heart issues and
diabetes?

3 Implementation Methodology

Features are patterned after the deep study applied to the research process andwith the
attributes, the next stage to prolong is with the implementation of data taxonomy. The
implementation featured along with the patient records to recognize the symptoms
are detected to highlight the rational cause in actual ways. Formulating the research
process with the implementation, the following steps are planned as follows:

1. Define the problem statement
2. Data collection and analyze the attribute
3. Feature extraction to conceal the formulation
4. Data visualization.

Problem Statement:
The first level of implementation is to define and analyze the problem statement

and predict the symptoms with the high irrational cause parameter compared to the
rational cause features. The planned hypothesis towards the data collection has to
reach a minimum amount of the rational cause as 1 with the maximum amount of
irrational cause 9 on symptoms code with the target range from 1 to 10.

Data Collection: Data collection is handled from the patient’s records based on
the complaints registered from the hospital. The collection requires an initial stage
to recognize the symptom either knowledgeable or vice versa.

Data collection is done from the inquiry and the answering format from the
individual and executed.
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scode  symptoms  
s1  fever  
s2 cough  
s3 weight loss 
s4 chest pain  
s5 tiredness 
s6 low sugar  
s7  no sign  
s8 headache  
s9 breathing  trouble  
s10 giddiness 

Pa ent’s details
pid: pXXXX  
Complaints addressed  
 And referred with the 
symptom catalog code 

                      Complaints  

Fig. 3 Illustration towards patients monitoring process

Feature Extraction: Feature extraction is applied based on the dependency
between the attributes as defined in the above Fig. 3. The extraction of attributes
is very essential to correlate them with the limited parameters, which will support to
define the problem statement appropriately.

Data Visualization: To display the results based on data sampling method, and
applied by comparing rational against irrational symptoms recognized using positive
or negative states for each and every individual to suggest the opinion poll easily.

Rational cause parameters are defined as an exact or accurate syndrome defined
for the disease from the previous studies in the real world. It will be relevant to the
diseases as well as relevant to other symptoms also.

The exact or actual symptoms of rational cause parameters are defined as H1
and D1, where H1 represents the heart diseases and D1 denotes diabetes. The causes
which are related to heart disease (H1) are fever, chest pain, no sign, breathing trouble
with scode are s1, s4, s7, and s9. Similarly, the cause features of diabetes (D1) are
weight loss, tiredness, low sugar, giddiness which is represented as scode are s3, s5,
s6, s10.

• For heart issues:

– H1 = {fever, chest pain, no sign, breathing trouble}
– i.e., H1 = {s1, s4, s7, s9}

• For diabetes issues:

– D1 = {Weight loss, tiredness, low sugar, giddiness}
– i.e., D1 = {s3, s5, s6, s10}.

Irrational cause parameters are irrelevant to the disease syndromes and do not
coincide with the other symptoms. Unfortunately, irrational cause parameters are
described based on the unawareness of the disease knowledge and symptoms. The
irrational attribute is denoted as IR1 with key values like cough and headache, as
below:
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• For irrational cause factor for heart disease

– IR1 = { cough, headache}
– i.e., IR1 = {s2,s 8} (Figs. 4, 5 and 6).

Behavior features between the two rational and irrational patterns mainly depend
on the understanding of the particular knowledge with their mindset parameters like
stress, family history and obesity, and so on. Even though the disease is unique, it
can be sustained to define the rational factors easily. The dataset attributes defined as
patient code and symptom detection features with yes or no state values. Predictive
opinion mining is required to catalog the issues when both the multiple factors are
gathered based on the disease. The sampling analysis of the data of the proposed
model is shown below:

• For diabetes as major and with heart issues.

Fig. 4 Rational cause parameters for diabetes

Fig. 5 Rational cause parameters for heart issues
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Fig. 6 Irrational cause for heart diseases and diabetes with its symptoms codes

– D1 = {Weight loss, chest pain, tiredness, low sugar, no sign, giddiness}.
– i.e., D1 = {s3, s4, s5, s6, s7, s10}.

• For heart issues as major and with diabetes.

– H1 = { fever, chest pain, no sign, low sugar, breathing trouble}.
– i.e., H1 = {s1, s4, s6, s7, s9} (Fig. 7).

To define the resultant factor, the records are traced with more than 500 values,
and by using a random sampling feature, some of the records are picked up and

Fig. 7 Symptoms detection is applied to analyze the rational against the irrational cause for the
diseases
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Fig. 8 Histogram representation of rational and irrational cause

traced the complaints to detect the rational or irrational parameters. Absolutely,
among the results, the rational values are very low compared in some sequences
only; i.e., symptoms are defined correctly.Whenever the irrational values are high, the
symptoms recognized and registered as complaints will also be high, with unknown
features and it will be included to the state the disease (Fig. 8).

4 Conclusion

Unique identification of the features is required to highlight the cause of symptoms
in an accurate way, but exactly the main focal point depends upon the disease with
their stages. The rational cause can be easily shortlisted toward the unreasonable
source belongings, to make some opinion tuning easily. Sufficiently, the knowledge
transplanted with the elementary indication and final execution from the support of
deep crawling on the application of subjective analyses. In the foremost development
of the researchwork,many attributes are planned to survive train themodel to provide
the resultant causes dominantly.
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Multimodal Emotion Analytics
for E-Learning

J. Sirisha Devi and P. Vijaya Bhaskar Reddy

Abstract E-learning is one of the modes of learning which is gaining popularity
nowadays. To analyze the effectiveness of the E-class, there are many ways like
feedback at the end of the lecture. But analyzing at the end will not serve the purpose.
By analyzing the feedback of the listeners during the class improves the quality of the
E-class. This can be achieved by analyzing the face and acoustics of the listeners. In
a few cases, the data may not be obtained from both modalities. So, a novel method is
proposed which will continue to perform and successfully recognize emotions even
when one modality is absent. Product trends can be predicted by using this model
for market analysis and ads can be improvised to reach their end target. Thereby,
the manufacturers will receive relevant and better product feedback which leads to
a rise in product sales. Studying how users view these multimodal posts will be
of interest to sociologists and psychologists. The suggested project will provide a
platform for publishing research papers in reputed journals, provides an opportunity
for manpower training.

Keywords E-learning · DBN · LSTM · Swarm intelligence

1 Introduction

In E-learning, webcams and microphones are used as input devices. They are used
to capture the listener’s facial expressions and voice for continuous monitoring of
the listener’s emotions. This offers a remarkable improvement in the quality and
effectiveness of E-learning [1, 2].
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Across time and nations, the level of commonness of serious mental issues does
not contrast excessively. In any case, the rate predominance of basic mental issues
will change contingent upon the mental climate. The scope of treatment for mental
disorders in most places is very restricted [3]. The focus is too much on medication.
The proposed project gives scope to everyone tomonitor theirmental health condition
to avoid severe consequences like committing suicide [4].

Emotions are what drive the audience to purchase. Most successful initiatives and
marketing campaigns focus on the emotions of the end user [5]. Initiatives like Swach
Bharat, Swasth Bharat by the Government of India were able to reach citizens of our
country as they were able to relate themselves to the schemes emotionally. Ads like
Dove’s “Real Beauty,” Nike’s “Just Do It,” attempted to move the viewer’s heart, and
then rely on the experience to build a lasting bond with the brand. Predicting, influ-
encing, and regulating human behavior are the tools of the legal system. Emotions
play a vital in decisions, institutions, and legal rules.

Emotions play a vital role in the learning process and handling a person. There-
fore, it is expected that emotions influence how individuals learn and that a few
emotions can help or frustrate the learning procedure. In the conventional learning
setting the educator fills in as a facilitator between the understudy and his adapting
course, he effectively sees the understudied perspective and changes the encouraging
procedure to the understudy’s needs and conduct. In internet learning conditions, this
constant part does not exist. A conceivable answer for this issue can be the expansion
of instruments that empower PCs to recognize and meddle when the understudied
requires help or inspiration to continue with progress. Consequently, the proposi-
tion of another design that connected to learning stages will attempt to close to the
hole between the understudies and web-based learning stages regarding emotional
impact. There comes the next problem to be solved, feature selection. The concept of
multimodality increases the dimensional of the feature set. The process of selecting
relevant features that improve classifier’s accuracy is known as feature selection. In
real-world scenarios, to train a classifier, a few tens to hundreds of features are consid-
ered. So, undoubtedly, there is a need for a technique that removes the unwanted and
irrelevant features and thereby, gives an optimal feature set to the classifier. The
focus of the proposed work is on designing a feature selection technique that inherits
the properties of swarm intelligence for optimization of the feature set. Finally, the
multimodal emotion recognition system will able to detect the emotion of a subject
to improve the efficiency of E-learning. The proposed architecture will evaluate the
emotional state of the student in an online learning environment. Based on the result,
immediate remedial action will be taken by the tutor to enhance the learning results.

2 Origin of the Proposal

In literature, it is shown that there is a relationship between the learning process and
human emotions. Despite the fact, this association is far from being basic and direct.
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It is acknowledged that positive and negative emotional states can cause various types
of reasoning and can have an impact on the learning viewpoint.

The primary question was:
“In an interactive E-learning environment, is it possible to recognize and

measure a student’s emotion?”
In general, feedback, i.e., the emotion of a student about a lecture will be collected

either in written or oral at the end of the session which may not give a possibility
to rectify the pitfalls during that particular session. The quality of a lecture can be
refined only when the tutor gets knowledge about the student’s emotions on the spot.
There have been numerous examinations utilizing different single modalities like
facial expressions.

Another question was:
“Will the learning process of a student increase with the analysis of his

emotions?”
In noting emphatically to the central question, this inquiry is halfway replied.

As results appeared, the understudies’ learning results can be enhanced by adding a
passionate segment to a learning stage. Usually, speech data and facial data are the
two most prominent modalities that are used for emotion recognition. A few cases
of multimodal emotion databases can be found in (Zhang et al. 2016). It is widely
accepted by the psychological theory that the emotions of humans can be classi-
fied into six general categories happiness, anger, sadness, fear, disgust, and surprise
(Sumpeno et al. 2011). When the multimodal data is considered, the dataset will
become huge and much likely to have redundant and irrelevant features in it. So, it is
required to remove the irrelevant features which do not contribute to raising the accu-
racy of the classification process [6]. The focus of the proposed work is on designing
a feature selection technique that inherits the properties of swarm intelligence for
optimization of the feature set. Finally, multimodal emotion recognition system will
able to detect the emotion of a subject to improve the efficiency of E-learning [7].

A very important aspect of multimodal learning that is missed in these approaches
is the ability to automatically learn the features of various modalities, to effectively
integrate multiple modalities, and to inherently associate different modalities [8].
All these can be easily achieved by utilizing deep learning methods, as they are
capable of extracting task-specific features from the data and learning the relationship
between modalities through a hard representation. This shared representation of the
data which reveals the association between different modalities makes the trained
structure a generativemodel [9, 10]. That is, themodel would be able tomake the best
use of the complementary information of different modalities, and handle missing
modalities as long as the relationship between the absent modality is efficiently
learned by the model. The importance of dealing with missing modalities is two-
folds [11, 12]. First, a modality is available during the training phase but might be
missing or corrupted during the online recognition phase. Second, a certain modality
may not be useful for real applications but it is advantageous to train a more robust
model with this modality together with others that would be always available. In
this proposed work, deep learning models are used on multimodal data to learn the
association between modalities.
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3 Proposed Methodology

3.1 Methodology

Block diagram of the proposed model is shown in Fig. 1.
Phase I: Data Preparation
In this segment, features are extracted from different modalities and they are

configured.
Images:
2D static images or video sequences are the two different approaches to gather

facial expressions. In this research, the 2D method is adopted for emotion recog-
nition from facial expressions. There are mainly five steps for emotion recognition
from facial expressions: detection, tracking, feature extraction, feature selection, and
classification as shown in Fig. 2.

The extraction of facial features assumes a critical part in feeling acknowledgment
from outward appearance. Among the facial features, eyes, nose, and lip are the most
critical features. Different methodologies have been done to extricate facial focuses,
(for example, eyes, and nose) from pictures and video succession of appearances.

Fig. 1 Block diagram of multifaceted emotion recognition

Fig. 2 Facial emotion recognition
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From each image, 2048 features are extracted and placed in a vector. These features
vectors are fed as input to long short term memory (LSTM) networks in a sequence
and after an entire sequence, an analysis report of the results is prepared. For a given
sequence of n frames Xi ∈ {X1, . . . , Xn}, the last Xn frames are used for target
prediction as shown in Fig. 3.

The length of the sequence of an image is predefined; if any sequence is shorter
than the predefined value, then the blanks in the image are filled by black frames
at the beginning. These black frames do not contribute any valuable features to the
system, so the bio-inspired optimization algorithm will extract features from the rest
of the frame.

The optimization algorithm that will use for the optimization is as follows.
The parameters of employee ants are fitness and probability. The maximum

number of iterations will be initialized first. Based on the number of features,
construct a fully connected graph. The sum of employee ants and onlooker ants
gives us the total numbers of ants that run for optimization.

The first iteration begins with an initial pheromone value. K-fold cross-validation
method is used to calculate the predictive accuracies at each node. The objective
function used is given by Eq. 1.

fi =
(
1 −

∑n
i=1 si
n

)
(1)

Employee ants placed on each node will travel towards their nearest neighbor
using random proportional rule, Eq. 2.

Fig. 3 Feature extraction using DBN and prediction using LSTM
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By the end of each iteration, the predictive accuracy of each feature subset is
evaluated using k-fold cross-validation.

Local pheromone is updated, fitness, and probability of subset of features are
evaluated using Eqs. 3, 4, 5, respectively.

T (i, j) = (1 − ρ)T (i, j) + ρT (0) (3)

Fiti = 1

1 + fi
; if fi ≥ 0

= 1 + abs( fi ); if fi < 0 (4)

Pf = fiti∑m
i=1 fiti

(5)

Generate a new set of employees and onlooker ants for the next iteration.
These optimized feature vectors are fed as a single input to deep belief networks

(DBN). ROI net is used to convert each image frame into a feature vector of length
2048, thereby the input dimension to DBN from ‘M’ frames is M ∗2048, where ‘M’
is the number of images.

Voice:
Voice signals captured are preprocessed, and thus, obtained filtered signal is

divided into frames. Hamming window of size 20 ms with an offset of 10 ms is used.
A feature set of 39 mel frequency cepstral coefficients (MFFCs) are considered from
each frame, as shown in Fig. 4.

These framevectors are fed as input toLSTM.Frames belonging to a speech signal
are concatenated into a single vector and fed as input to DBN. In case the speech
signal is sparse, the acoustic holes is filled with silence. As the silence part cannot
contribute any features, the proposed bio-inspired swarm intelligence optimization
algorithm will extract the optimal feature set from the rest of the frame.

Phase II: Feature Selection
Feature subset selection serves as a pre-processing component for the classifica-

tion process. The classification process then uses these selected relevant features to
classify a given data set and compute results. The higher the relevance of selected
features the higher will be the accuracy of the classifier. A straight approach of

Fig. 4 Speech signal processing
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feature subset selection is that every possible feature subset is tested and finalizing a
subset that is most suitable for a given domain problem. This approach involves an
algorithm that leads to cost extensive search of space which is certainly not optimal
from the performance point of view.

Till now in research for finding optimal feature set was either classifier or data set
dependent. These selection techniques either provide redundant or irrelevant features
within the space limits which reduce the accuracy of the classifiers. Still, an open
research problem is the identification of optimal feature set selection techniques for
a large data set.

Many techniques including non-heuristic and heuristic have been applied to solve
feature subset selection problems. These algorithms range from univariate to multi-
variate where univariate techniques consider one feature at a time and evaluate the
features based on some defined statistics [13]. On the other hand, the multi-variate
techniques consider the overall subset evaluation to give classifier accuracy. Due
to this reason, the multi-variate problem gives a better solution even when features
are dependent on the data set of the problem domain. The multi-variate techniques
are further divided into a filter, wrapper, and hybrid approaches. Filter techniques
do the feature subset selection without the interruption of classifiers while wrapper
approaches include the classifier as well. This makes the wrapper approaches a better
candidate for providing a solution.

Manybio-inspired algorithms like genetic algorithm, particle swarmoptimization,
ant colony optimization, artificial bee optimization, crow optimization, cockroach
optimization, shuffled frog leaping algorithm, etc., have been applied to give a solu-
tion of feature selection technique using certain benchmark data sets. The genetic
algorithm is a biologically inspired natural algorithm and can get high classification
accuracy of support vectormachine (SVM) classifier. However, the algorithm is itself
a computationally very expensive algorithm leading to less optimized solutions. On
the other hand, the PSO also provides the FS solution strategies. Also, the bat algo-
rithm has been applied on multiple techniques thereby giving better results than GA
and PSO algorithms [14, 15].

Thus, a bio-inspired optimization algorithm is been proposed to evaluate the
problem and comparison will be made with the previous techniques that are related
to human emotions from multifaceted data. It increases the efficiency of the system
by identifying the emotion of the end-user before decision making.

By analyzing the objectives of the proposed system, false acceptance and false
rejection are the two measures used for estimating the accuracy of emotion recogni-
tion. These two errors are traded-off against each other. The equal error rate (EER) is
the working point where the two sorts of blunders happen similarly. This is demon-
strated by the crossing point of the working bend with the straight line. Parameters
in which commitments for the assessment of the anticipated calculation are recorded
underneath in Table 1.

Phase III: Build the model for emotion recognition in intelligent systems
After feature selection, the optimal set of features is used for emotion recognition

with DBN and LSTM as classifiers. For experimentation, the seven basic emotions
will be considered (angry, happy, deprived, disgust, sad, neutral, joy). From the
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Table 1 Parameters for bio inspıred optimization algorithm implementation

α P δ β Cmiss Ptarget CFA

1 0.2 0.8 0.1 10 0.01 1

dataset chosen for experimentation, 60% of the samples from each modality are
randomly chosen for training, and for testing, the remaining 40% is used. A sequence
of 5 s from each modality is fed to the proposed model, and the emotion is identified
by a classifier. As the objective is to classify emotions but not subjects, from the
same dataset, the process of randomly dividing the data for training and testing will
be repeated for ‘n’ number of times and an average of these results is taken which
improves the accuracy of the system. Tests will be performed on all modalities per
segment to obtain the accuracies of DBN and LSTM. Consistency of the emotion is
verified by considering every segment of emotion against other segments, including
it.

4 Experimentation and Results

Relevant literature on E-learning and emotion recognition will be collected from
the internet, visiting R & D, labs and discussing with experts in this area. Required
hardware and software equipment to conduct the research will be purchased. Audio
and facial data are collected from various people by giving assurance to them that
their data will be secured [9]. Data will be stored in the database.

Features are extracted from speech and face gestures. Then, using the proposed
algorithm, optimal feature set is selected. Thus, gathered information from speech
and facial expressions are sent to the analysis module where deep neural networks
will get trained for analysis. A deep neural network is used to analyze the emotional
condition of a subject. The results are used to evaluate the total system followed by
testing of the final system and field test. The proposed work plan is depicted in the
following chart (Fig. 5).

The developed model will continue to perform and successfully recognize
emotions even when one modality is absent. Product trends can be predicted by
using this model for market analysis and ads can be improvised to reach their end
target. Thereby, the manufacturers will receive relevant and better product feedback
which leads to a rise in product sales. Studying how users view these multimodal
posts will be of interest to sociologists and psychologists.



Multimodal Emotion Analytics for E-Learning 601

0

20

40

60

80

100

120

Year 1 Year 2Pe
rc

en
ta

ge
 o

f a
c

vi
ty

 e
xp

ec
te

d 
to

 
co

m
pl

et
e Data Collec on

Data Modeling

MER Construc on

Result Analysis

Fig. 5 Proposed work plan

5 Conclusion

About the utilization of the research outcome of this project, it will be recommended
to various agencies working on autoresponders and chatbots. The developed algo-
rithm can be utilized to derive an optimal feature set for acquiring the emotions from
persons with mental illness and can be helpful for the doctors to assess the state of the
patient. Secure cloud framework protecting patient privacy and the confidentiality of
their data. Finally, there is a scope to get patents on this tool. The suggested project
will provide a platform for publishing research papers in reputed journals, provides
the opportunity for manpower training.
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Intrusion Detection: Spider Content
Analysis to Identify Image-Based Bogus
URL Navigation
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Abstract Every user wants to access their expected contents from legitimate web
pages on the Internet by entering key phrases into search engines. Fortunately, crawler
or spider (also known as web robots) retrieves the precise contents along with more
number of vulnerable data, due to the crawler’s page navigations system. Search
engines are simply bringing their responsive web pages based on assigned indexing
values for all the visited links, without identifying hidden intrusion contents and
web links on all the malicious pages. In the previous attacking era, spammers used
(Spam) text for their attacks; later, many text-based filtering tools came into the
picture to analyze spam text. Since images have very complicated features to extract
its contents, after spam text identification, hackers nurtured their attacking methods
based on the images, and they started to embed their spam contents into the image
and spread it on victim’s web pages or email id. These images are called spam
images. Images are scanned for its text extraction by Optical Character Recognition
(OCR) system, and then, the mined contents are matched with spam text databases
for spam text identifications. Based on threshold values of matched contents, spam
images are identified and applied to the remedial actions. Subsequent failures of
said techniques, hackers started to attack targeted victim’s data and system with the
help of non-spam images. In which, they simply imbed their malicious web links and
erroneous contents into the images, and those images are placed at the legitimate web
pages in the form of some advertisements or stimulating user’s desires. Navigating to
these intruded sites causes to DoS attacks, data and security breaching of a victim’s
system. This paper is going to discuss web robots and its architecture, web content
analysis and identification of intrusive substances of bogus images on web page
contents.
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1 Introduction

Internet connects the entire world through search engines. Crawling web pages from
various sites are extremely difficult in progress. Before the initialization process,
the crawler has to parse the input key phrase for identifying the mandatory items to
be searched. Once the input is given, then the parser analyzes that input terms then
moving toward to get the relevant pages based on its scoring values and index values
[1]. Fetching of entered key terms from a range of websites initiated with a single-
server URL; then, it traverses along with various URLs till system stops the digging
operation through web search engines with the help of crawling functions. Crawler
classified into many types based on its searching progress such as a generalized
crawler, focused crawler, profound crawler, and augmented crawler.

If any crawler doesn’t speedily process the searching operations, then it leads
to creating a path for security compromising of a targeted user system, and even
some times it will act as a malicious crawler to intrude the system’s activities. This
kind of behaviors brings privacy issues of the legal and sensitive data which are
being communicated from one URL to another. This could happen even if the search
engine’s crawler meets up with middle-size web pages. It affects the commotion of
Internet industries healthy enhancement [2].

Ji et al. [3] analyzed web search engine’s activities to identify its general func-
tional operations, and they delivered their views on crawler activities in a few parts
as follows; key phrase collectors; indexer for assigning value to the visited links;
retriever for input queries from various URLs; user interface activities to pass and
retrieve data. Crawl does the web search for content or code from the Internet; then,
visited pages are given with index terms and values for further updates. Finally, the
rank will be provided for all the visited web pages based on the threshold values
assigned by page relevancies for solving the user queries [4].

Rashmi et al. [5] and Vijay et al. [6] focused on the problems, where user-facing it
inmidof searchingoperations due to lackof security implementationover crawlers on
search engines. They expressed their views on intrusion (attacks) as if any unwanted
and unauthorized access of targeted victim’s information and system’s security func-
tions over networks via floating of several advertisements and bogus links embedded
with legal sites. Recognizing those intrusions using a set of protocol mechanisms
is known as Intrusion Detection System (IDS). Recently, hackers started to create
intrusions attacks by adding their malicious links with some legal sites. Due to this,
spiteful links and codes victim will get continuous unwanted responses from some
links or phishing mode of breaches. This continuous progress from any unwanted
and unfaithful links causes to the Denial of Services (DoS) attacks.

Recently, attackers used images for deploying their bogus links on well indexed
and reputed web pages which glide on the Internet. Forthcoming chapters of this
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research paper discuss web robots—crawler’s architecture and functions, parsed web
content analysis to find out weblink intrusions.

2 Intrusion Detection System

Basics of cryptographic concept explain different types of attacks done by hackers
such as active and passive attacks. Active attacks harm to the data which are commu-
nicated between endpoints. This type of attack either performs modification of data’s
originality or makes the data unavailable to the users when it is required, whereas
the passive mode of attacking data will not alter the original content, and simply this
attack used to listen to the conversation for getting content when it is being commu-
nicated. Both attacks are the key ways to amend the modification, harms to the data,
affecting the system resources, etc. Masquerade, session replay, denial of services,
traffic analysis, and release of message contents are the example for both active and
passive attacks [7].

In most cases, above-said attacks are happening at network path and commu-
nications. Such unwanted commotions are soaking up on the system and network
resources toward handle the legal and sensitive data. Any unwanted attacks or activity
toward harming the data over the network are called intrusions. Proper checking and
monitoring will help in avoid intruders to hack the system resources and data. A
proactive mechanism for network intrusion is to get ideas on intruders attacking
methods, observing the network paths in between end-users and responses for the
identified attacks. Two important methods are used in intrusion attacks such as Intru-
sion Detection System (IDS) and Intrusion Prevention System (IPS). In which, IDS
tools are used to detect the intrusion type of attacks and alert the users to get protected,
whereas IPS used to protect users from intrusions, and it works based on found intru-
sion attacks and applying concerned rules against that attacks. IDS won’t protect the
user’s data and resources from the intrusions. It simply generates an alert signal to
end-users regarding attacks when it analyzed over a communication path.

2.1 Network Intrusion Detection System Architecture

Figure 1 shows that architecture of the network intrusion detection system, in which
users are connecting with the World Wide Web through routers and gateways. All
users are connecting themselves with the outside world via those routers that is
why hackers choosing IP addresses to pass their malicious codes for attacking the
victim systems and data. Network Intrusion Detection System (NIDS) uses a pattern
recognition system for matching the attacking models to identify intrusion attacks.
It generates a signal to the users if any pattern got matched on communication links.

There are many ways to attack a victim’s data through network intrusions. The
following section explains a few attacking methods.
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Fig. 1 Network Intrusion Detection System (NIDS) model architecture

Source level attack: Attacker uses an operating system-based security utilities to
compromise system functionalities. In this attacking method, hackers are developing
legitimate utilities for the operating systems, and in the back-end progress, they are
attacking the victim’s system through loopholes of that deployed utility.

Routing diversions: In this method, the attacker uses numerous routing paths to
reach the targeted victim system. Since hacker uses a variety of routing directions,
detection or monitoring tools are unable to trace the malfunctioned IP addresses.

Content overwriting: This is the process of modifying the original content of
transferred data. Attackers passing slew commands to the targeted systems which
rewrite the normal data based on the commands written by attackers.

Gateway script: Commonly attacker writes the gateway script to fetch server
details and file systems which are stored along with “..” symbol or “|” pipe symbol.
Gateways are the routing place, where all the servers are reaching and passing
through. Once the server got hacked, then it is very easy for the attacker to moving
through servers toward victims system. To compromise server systems and files, the
hacker uses gateway script.

Protocol-based attacks: IP spoofing is the best example of protocol-based attacks.
By means of traffic analysis, hackers can spoof the victims IP addresses.

Flooding: Denial of Services (DoS) is the exemplar of a flooding attack. The
continuous flow of request to the targeted server or the victim system causes the
system’s resources to be busier at the moment. Due to resources unavailability,
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requested data can’t be shared with an opponent at the moment, and it will be looking
like a crash or damaging of data, system functions as well.

The above-saidmethods are the little examples of network-based intrusion attacks,
and few mitigations are there to avoid intrusions. The following matters are simple
ways to protect systems and data from intrusion attacks.

• Formatting/deleting log files information
• Deploying well-secured encryption functions on departing data
• Analyzing the system files through Rootkit software
• Monitoring of every incoming and outgoing packet on a network path
• Firewall and security function deployment on network security infrastructure
• Update anti-virus software and system file patches
• Reading of warning information from system security functions before accepting

any cookies and unwanted installations, etc.

3 Web Robots—Crawler Architecture

Web search engines are energetic through several important modules such as user
interfaces (data acquisition), crawling (key phrase searching), parsing, assigning
index and score value, page ranking (identification of relevancies). The above-
mentioned functional modules are carrying smooth operations on finding the most
relevant pages for user-requested queries. Firstly, the user has to enter key terms
which they like to search on the Internet. This action will be done through user
interface applications. Once the input passed onto searching functions, then crawler
activated parser to extract the required data on Internet pages. From a million pages,
the parser does analyze the contents of each page and returns the matched web pages
to the user. Based on the index values, priority of a web page preferences will be
assigned. If any pages not reflecting their score and index value, then it will be
updated with the index value for future access and relevancy manipulation. Every
crawler must be designed based on “Politeness Policies” to limit their traffic toward
any web server for better performance [8]. Figure 2 represents the overall model for
the web crawling functions to bring the relevant pages to the web robot.

In a traditional web search engine, users can possess only a few legal contents,
and most of the searching contents for the user’s request are digging out from imper-
ceptible URL link sources, and they are called as deep net or deep web [9]. As per the
networking research announcements, 80% data used by today’s Internet databases
are delivered by this hidden deep web URLs.

4 Web Crawler—Operational Methods

Web search engine depends on the process of crawler to access the targeted user
contents. The crawler needs to get an input URL from initiator; then, it has to collect
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Fig. 2 Model architecture for web robot—crawler searching operation

the URL seeds to crawl the key phrases all over the Internet pages. Web robots and
crawler comprises crawler, parser, and classifier modules to bring the relevant page
contents as per entered search items from user interfaces [10]. In a modern web page
designs, all pages are implemented with ease of access tag elements called semantic
tag elements. Those tags are used to identify the location, where the problem arises.
The subsequent semantic tags are imported all websites designed through HTML5
languages. <header>,

<nav>, <figcaption>, <figure>, <section>, <aside>, <article>, <summary>,
<time>, etc.

Classificationmodels are applied to identify the semantic data of anyweb sites, and
these data are used as a training model dataset for matching the extracted content. If
any crawlerwanted to be automated, then these semantic elementsmust be configured
as a supervised learning dataset a label for giving training to the searching elements
and its patterns [11]. All the tag elements are used to find the navigation URL to the
next page based on its empirical values to calculate their score value. This empirical
value has been calculated by the means of “How often the pages are visited?,” “How
much relevancy that visited page contains?.” To get the most relevant page for any
key phrases, then all possible attribute properties of “contain tags” need to compute
for finding their score values.
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4.1 Parser

The parser does an analysis of key phrase items from the downloaded web pages by
the crawler to retrieve the relevant page values and documents. Inmodern technology,
so many evaluation schemes came to perform their assessments and now “SemEval
(Semantic Evaluation)” method is applied to evaluate the identified key phrases for
semantic elements [12, 13]. From the crawler parser identifying the labels header,
title, permLink, (H)Ref, Str, action, nav, and some meta data related to search items.
A simple example of defining parser is as follows Parse. Parser = parser(body_cont,
Link Handler, Option.). The variance from multiple resource contents is analyzed
using (Co) variances and eigenvalues of training set data. Spread out of any classes
of values with the same covariance is computed as follows;

Covariance = σ 2
between

σ 2
within

= ( �ω.(μ1 − μ0))
2

�ω(∑
0 + ∑

1
) (1)

where
S—Significant differences
σ—Covariance of different dataset
μ—Mean value for the datasets
ω—Linear combinations of features and means
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where
“K” is search term frequencies
“d” is key terms in a domain
“p” is a page under exploring.
Use (1) and (2) for variance identification between different datasets with

searching terms on all the web pages and relevancy of the key terms on the searching
web pages. Once the relevancy value is found, then the page is assignedwith indexing
value for easy access in future.

4.2 Classifier

Classifications of searching entity with their related terms are very tricky and compli-
cated. For an example, if any userwanted to search formobiles, then it bringsmillions
of pages with related items, and in parallel, it brings some unwanted matters like
shapes and colors or the peripherals of themobile devices or some other related terms
used for mobiles. Such kind of behaviors wasting user’s time and network resources
usage. Classifier makes this work simple and returns most pertinent matters to the
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user queries. Quality of classifier is depending on the process of segregating the index
terms and the segregation falls on two important categories; training processability
and intrinsic severance of different datasets [14].

Classification leads to giving precision and recall value for the search engines to
confirm page relevancy [15]. Classification for the web contents is different types
based on the specific contents passed to search on the Internet. They are classified
into topic classification, purposeful classification, attitude classification, etc. The
classification is computed for the similar data items which are done by,

Score(d) =
∑

t∈q
(t f (t ind) ∗ id f

(
t2

) ∗ boost(t.field ind))∗

LengthNorm(t.field ind) ∗ coord(q, d) ∗ QueryNorm(q) (3)

where
t = terms
tf (t in d) = Term frequency factor in document (d)
lengthNorm(t.field in d) = Normalization field value
coord(q, d) = Coordination factor of a query terms in document (d)
queryNorm(q) = Query normalization value.
Relevancy of the classified data from a document depends on four different

categories such as true positive (Relevant documents only present), true negative
(Identifying non-relevant documents), false positive (System correctly identifying
non-relevant documents), and false negative (Omitting relevant documents instead
selecting them) [16]. For an example, relevance between two different datasets (A)
and (B) is derived as follows based on searching occurrences from one document
value on another. After precision and recall manipulation, F1—measure must be
taken into the place to balance the dataset differences. The terms precision, recall,
F1—Measure and Accuracy are described as follows;

Precision = |A ∩ B|
|B| = |TP|

|TP| + |FP| (4)

Recall = |A ∩ B|
|A| = |TP|

|TP| + |FN| (5)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(6)

Accuracy = |TP| + |TN|
|TP| + |TN| + |FP| + |FN| (7)

In (4), (5), (6), and (7),
A = Relevant dataset B = Irrelevant dataset
TP = True positive value FP = False positive value TN = True negative
FN = False negative value.
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4.3 JSON Classifier

For a crawler, to identify intrusion attacking terms and protocol overhead parameters,
it has to analyze crawled web page contents with custom classifiers. Custom classi-
fiers are created with the help of XML tags, JavaScript Object Notation (JSON), and
Comma Separated Values (CSV) formats. A crawler needs to call custom classifiers
to manage imbalanced of built-in classifiers to return the recognized dataset. JSON
format defines the data structure with name-value pairs or order of list values. The
dot or bracket notations are used in JSON classifiers to define a path object to create
table schema. Dot and bracket notations in JSON format is used to specify a child
field of a JSON object. “$” symbol represents for root elements. “*” symbol is used
to mention numeric or name-value presences in the JSON path [17]. The following
statements are the example for JSON scripts,

[ 
  { 
    "type": "Wikipedia", 
    "id": "wikipedia/\org/\wiki/\Main_Page", 
    "name": "Main_Page" 
  }, 
  { 
    "type": "Wikipedia", 
    "id": "wikipedia/\org/\index/\/title_Main_Page\/action=edit", 
    "name": "Wikipedia’s View Source" 
  } 

] 

In the above example type, id and name label for the classifying items using
JSON classifier format. When JSON uses $[*] notation, it means that all the records
will be maintained in the array under JSON object. The root notation for the above
statements are defined as follows,

root 
|-- record: array  

And inside of this root record array contains,

root 
|-- type: string 
|-- id: string 
|-- name: string   
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When a crawler goes for built-in JSON classifier, it gives the schema at the end
as follows;

root 
|-- type: string 
|-- id: string 
|-- name: string 
|-- identifiers: array 
|    |-- element: struct 
|    |    |-- scheme: string 
|    |    |-- identifier: string 
|-- other_names: array 
|    |-- element: struct 
|    |    |-- lang: string 
|    |    |-- note: string 
|    |    |-- name: string   

“String” in JSON finds the label for the record of crawled pages. Each record
maintains the anchor text and many reference links to be visitor being visited. All
those reference links and names will be stored in the record to access the relevant
page contents.

4.4 Open-Source Crawler’s Functionalities

The behavior of a crawler depends on different policies used in fetching and visiting
referenced links from the source URL seed. The outcome of every crawler follows
any of the following policy methods [18];

• Selection policy—which pages to be downloaded
• Revisit policy—Checks for changing the web pages and its contents
• Politeness policy—Avoids overloading of traffics from various sources
• Parallelization policy—Coordination with distributed server system for better

performance

Selection policy: This policy works on the base principle of Online Page
Importance Computation (OPIC) like page ranking algorithm for selecting useful
and related pages. Partial page rank computation, backlink, breadth-first search
algorithms are working well on this policy progresses.

Revisit policy: Revisiting policy is working for identifying two important cost
factors such as freshness and age. This cost of a crawler varies on searching page’s
qualities to find outdated copies or accuracy of the local copy. At time factor T, the
freshness of any pages P is defined as follows,

FP(T ) =
{
1
0
IfPis equal to the local copy at time T

Otherwise
(8)
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In a repository, the age of a page P at time T is computed to identify the outdated
characteristics of the page P. It is defined as,

AP(T ) =
{
0
T

I fP is notmodified at time T
Otherwise

(9)

Politeness policy: Mainly, this policy is applied to the crawlers to avoid collisions
and traffic from multiple sources at the server-side. The weakness of any poorly
coded crawler is, it simply get crash servers or routers when it tries to download
heavily loaded page contents. Server overload will be the result yielded by the poorly
designed crawler.

Parallelization policy: To avoid duplication of downloading same page contents
from any website, parallelization policy is emerging with crawlers. It supports
running multiple processes in parallel, and due to this copying same contents, many
times will be avoided.

5 Implementation of Intrusion Analysis of Parsed Web
Contents

For intrusion analysis from downloaded web documents, first, the crawler has to
separate the keywords and index terms. Then, from the classifier’s output database
files, key terms need to pass through for relevancy comparison. Matching an element
from a single web document doesn’t a matter of complex operations but when the
keywords are searching from thousands of pages took much complex operation and
that moment crawler must be activated for automated classifications for clustering
the index terms to easy search [16, 19, 20]. The searching key terms from the Internet
works as follows;
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Implementation Algorithm: 
Visit a child node a* (Starting value shouldn’t be 0) 
Check for the relevancy 

If(child node a* >0) \\a* is a relevant page 

If a* is a relevant page then add it to the tail (left side) of an initiator 
Make a* as a current node 
Search for anchor text atx* for an image 

Let anchor text atx* be the contents of child node, reference, text data, 
anchor text for something else 
Compute atx*relevancy, if (atx*>relevancy factor (Greater than 0)) 
Set atx* as current node as a child of its existed node 

Else
Move atx* to the irrelevant list (Intrusion links) at right side 
Move next atx* value for identifying relevant items 

Continue process till system stops 

Add it to the right side of the parent tree where irrelevant pages (Intrusion Pages) stored already 

Continue for the next items to search relevant 
Stop the process after identifying all the relevancies and indexing the visited links. 

After identifying the entire irrelevant page documents, those lists will be stored
into the intrusion labeled database list to stop irrelevant web link access. Then,
intrusion database list must be eliminated for future protections, and it will be done
by a harvest ratio value for eliminating irrelevant pages. Harvest ratio value must be
high for the better throughput in terms of removing the irrelevant pages; otherwise,
crawler may spend a lot of time for reduction of extraneous web documents. Harvest
ratio value is calculated by,

Harvest_Ratio =
Relevant_Pages

Pages_Downloaded
(10)

Harvest rate is the measurement for finding the relevant searched pages on the
Internet by the crawlers. High harvest rate means that a high level of true positive
values for the searching terms. Simply harvest rate satisfies the crawling target pages
CTP among the crawled pages CP. The ratio value of a harvest rate must be high for
better throughput; otherwise, a crawler looks for more time to eliminate non-relevant
pages. In such situations, new crawlers will be used instead of an older one.

Few open-source crawler functionalities are analyzed based on four assessment
values such as average, maximum,weighted, and eight-level data with a set of param-
eters text link, menu link, string link, redirections, statistic and references, scripts
links, etc., and the open-source crawlers are searching for the relevant web docu-
ments. Table 1 shows that summary comparison for open-source crawlers to identify
the relevant web documents from Internet [21].

Form the above-mentioned table, analysis WebCopierPro crawler shows the best
performance on all the attributes compared with other open-source crawlers.

WebCopierPro Features
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Table 1 Open-source crawler’s summary comparison

Link
possibilities

Heritrix
(%)

Nutch
(%)

Pavuk
(%)

Teleport
(%)

Web2
desk
(%)

WebCopier
Pro (%)

WebHTTrack
(%)

Text link 2–100 2–100 2–100 2–100 2–100 2–100 2–100

Href = Java 6–50 3–25 0–0 4–33 5–42 12–100 3–25

Menu link 6–50 3–25 0–0 3–25 4–33 12–100 2–17

Flash link 0–0 0–0 0–0 0–0 0–0 0–0 2–50

Applet link 2–50 0–0 0–0 0–0 0–0 0–0 2–50

Redirects 6–60 6–60 2–20 6–60 4–40 0–0 6–60

Class or java
link

0–0 0–0 0–0 0–0 0–0 2–50 0–0

Ajax link 0–0 1–50 0–0 0–0 0–0 0–0 0–0

Links with a 2–50 2–50 0–0 3–75 2–50 0–0 2–50

VbScript link 3–75 3–75 0–0 3–75 3–75 0–0 2–50

Static string
link

26–62 19–45 4–10 8–43 22–52 16–38 22–52

Concatenated
string link

6–50 2–16 0–0 1–8 1–8 12–100 1–8

Special 1–6 2–13 0–0 5–31 1–6 12–75 0–0

String link
tests passed

33–47 23–33 4–6 24–34 24–34 40–57 23–32

WebCopierPro is used as a crawler for search engine progress, and it is used
to download the web pages when it is in online or offline. It also monitors the
web page contents before downloading from servers. Some of the main features of
WebCopierPro tool are listed below [22];

• It is an offline browser and allows users to browse their requested pages without
an Internet connection.

• Drag and drop project feature are available in this tool.
• It supports for a larger volume of web page content downloads (Offline

downloading also possible).
• Downloaded web contents are exported in different formats such as MHT, CHM,

and TXT.
• This tool allows users to switch in between project list, contents tree, and log file

windows.

6 Conclusion

Web search engines are utilizing crawlers to search and satisfy the user-requested
queries over the Internet using searching key phrases in all the navigating URL
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documents. Before navigating toward child URL link, a query image or an image
which contains anchor text for referring outbound links must be analyzed for its
spam contents by using OCR tools to avoid continuing the travel around, and from
the source location itself, a system can partially conclude that whether to take move
on to the next link or not. This kind of spam protection avoids intrusion access at
the beginning of crawling operations. Still, crawler of any search engines or spiders
has to parse and analyze an alluded image URL links to identify and avoid intrusive
attacks from all over Internet-connected systems. In future, this kind of intrusive and
false web navigation by any non-text-based notion such as images, GIF animation,
styled and attractive buttons is monitored and controlled by automated web crawler
IDS implementation.
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Plant Species Identification Using
Convolutional Neural Network

Harsha H. Ashturkar and A. S. Bhalchandra

Abstract The plant plays a vital role in human survival, so the preparation of the
plant database and its identification system is essential for maintaining biodiversity.
From the past two decades, plant identification based on leaf classification is on the
main focus of researchers. It is proposed to build the convolutional neural network
model for plant identification. However, overfitting is a significant issue in such a
network. A regularization strategy like dropout is a good approach for addressing
this issue. Along with this, transfer learning and parameter fine-tuning have come
out with a good result on the same database. In the proposed system, performance of
convolutional neural network is measured in terms of obtained validation accuracy.

Keywords Convolutional neural network · Overfitting · Pre-trained network ·
AlexNet · Classification

1 Introduction

Plant identification is rudimentary to agriculture, forest management, rural medicine,
and other trading or commercial applications. Furthermore, automating plant identi-
fication is the most encouraging solution toward bridging the gap in Botany and
Computer Science community. Plant species identification can be done through
several geometrical, and its aspect attributes exhibited in its stem, roots, flowers,
leaves, and fruits. Nonetheless, for many of these attributes, the inter-species dissim-
ilarities are often indistinct and insignificant. However, plant leaves accommodate
rich details for species identification because mainly leaves stay connected to plant
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for a longer duration compared to fruits and flowers as they are not seasonal, and
secondly, leaves have reasonably distinguishing property features like texture and
shape. Plant identification is a quite tough job also for skilled botanists. It is also
unfeasible for the ordinary people due to large digit of plant species accessible on
earth. In computer vision, many researchers have worked on plant identification
using leaf using the conventional method which depends on hand-crafted attributes
like shape [1–3], local binary features [3, 4], histogram-oriented gradient [4–6], SIFT
[7], and their combinations and trained them on SVM classifiers [3, 5] or various
neural networks [8].

Although various promising techniques of plant species identification are
proposed, the capability of an attribute or feature learning is not completely utilized.
Besides, it is uncomplicated to realize low-scale features. Whereas, achieving mid-
scale and high-scale features are fairly tough without implementing learning proce-
dures. Convolution neural networks (CNNs) can grasp common features from data.
The capability of convolutional neural networks is utilized by numerous researchers
to exceed traditional techniques based on hand-picked features.

The simple outline of a convolutional neural network with some overfitting mini-
mizing techniques is competitive to conventional perspective. Along with this, the
employment of a pre-trained network like AlexNet to extract more discriminative
features from plant leaf images is done.

The remaining paper is arranged as follows: a review of related work in Sect. 2. A
detailed explanation of the used convolutional neural network along with details of
layers in Sect. 3. The report of results obtained during the experiment is in Sect. 4.
The conclusion is drawn which is in Sect. 5.

2 Related Work

In the past two decades or more, the work of plant species identification is mainly
based on plant organs like leaves, fruits, flowers, bark, etc., among all, leaves that
are comfortably available throughout the year. Arunpriya et al. [1] extracted digital
morphological features of leaves, classify it using the support vectormachine (SVM),
and tested it on the Flavia dataset. They compared the result with the K-NN classifier
andobserved that theSVMapproachoutperform theK-NNapproach.Beghin et al. [9]
extracted shape and texture characteristics as a feature, and the results of this method
were combined using incremental classification algorithm, and they acquired good
accuracy compared to the use of single feature characteristics. Raut et al. [6] extracted
parameters of the digital signature of leaf shape for plant recognition, where Harsha
et al. [4] concatenated HOG and LBP features and acquired better accuracy than that
of a single feature.

All these methods represent conventional feature extraction. In recent years,
deep learning methods like CNN showed excellent performance in object detection
and classification. The above conventional methods are useful for getting low-level
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features and not for mid-level or high-level features as a learning method is not
introduced.

Lio et al. [10] have used the CNN because of its strong ability of feature extraction
and tested their model on 32 species of Flavia database and achieved overall high
accuracy. Ying [11] described various overfitting reducing techniques that help to
generalize the model. The author stated concisely about overfitting from the perspec-
tive of causes and its solutions. Almisreb et al. [12] used a transfer learning approach
for solving a classification problem with fewer amounts of data. They used a pre-
trained Alexnet convolutional neural network to classify their data for ten classes.
Some fine-tuning of the network has to be done to adjust the network according to
data and concluded that the transfer learning approach gives good results even on a
small amount of data.

3 Proposed Method

3.1 Convolutional Neural Network

The convolutional neural network model was originally designed more than two
decades ago to operate several arrays of information such as signals, color images,
and videos even. Now, due to the handiness of extensive datasets and with develop-
ment of technology such as graphic processing units (GPUs), CNN is presently a
commodity in the computer vision area. In a conventional outline of pattern recog-
nition, feature descriptors are hand crafted. It can correctly represent highly precise
properties that are useful for classification or prediction. Convolutional layers are
capable of drawing local features since they limit the receptive field or area of hidden
layers to be local. CNNhas appeared as a fruitful structure for expressing features and
specifications in imageprocessing. It does not require to evaluate features engineering
which is longstanding and effort consuming. The generalization of the process forms
its empirical and adaptable perspective to themany application issues of classification
and recognition.

Convolutional layer: Different attributes of the input image are extracted by
the convolutional function. Lower measure attributes are pullout by initial convolu-
tional layers, whereas higher scale layers withdraw high-measure attributes. Figure 1
describes tasks performed by 3D convolution used in CNNs. Let, n*n*D is input size,
and k*k*D is the size of each kernel. The convolutional function is computed with
input and H kernels individually and generates separate output attributes, so for H
number of kernels, separately H features are generated. The kernel is evaluated on
the whole image from the left-top corner to the right-bottom corner. Corresponding
to this location, each feature in output carry (N − K + 1) * (N − K + 1) elements.
If the size of the convolution kernel is tiny, then it is not capable to reflect the input
image position feature. On the conflict, the difficulty of the feature may outstrip the
expressiveness of a broad convolution kernel.
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Fig. 1 Convolutional process

Pooling layer: Pooling minimizes the bulk of the feature map. It makes the
features strong against distortion and noise. Pooling restores the outcome of node at
a particular position using a summary statistic of adjacent location. Pooling can be
of various types: average pooling, max pooling. In both types, the input is split into
non-overlapping two-dimensional spaces. Max pooling indicates to the maximum
output inside rectangular neighborhood while average pooling indicates to average
output. Pooling assists to make output roughly invariant to little translation as well as
down samples total feature map independently shrinking width and height, keeping
the depth unharmed (Fig. 2).

Activation function: Linear functions are simple to compute however is limited
due to their complexity and that is why non-linear functions are employed. Activa-
tion function supplies the elementary unit that can be used frequently in a higher
dimension of the network model so that, incorporating with an attenuation matrix
to change the weights of signal from layer to layer to fit an arbitrary and complex
function.

Rectified linear unit (ReLU) permits for rapid and more productive training by
plotting negative numbers to zero and maintaining positive numbers as it is.

ReLu = max{0, x} =
{

x if x > 0
0 if x ≤ 0

(1)

The above three operations are replicated over many layers, with every layer
learning to expose different features.

Fully connected layer: These are frequently utilized as finishing layers of a CNN.
FC mostly used to plot the particular features to image labels. Mathematically, these

Fig. 2 Pictorial
representation of max and
average pooling with
window size 2*2 and stride
of 2

3 2 5 6
8 9 5 3
4 4 6 8
1 1 2 1

9 6
4 8
5 5
3 4
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Fig. 3 General architecture of convolutional neural network

layers sum a weighting of the preceding layer of attributes, showing the accurate
merge of elements to decide a certain target output result.

SoftMax layer: SoftMax logistic regression is used for multiclassification. A
SoftMax layer is normally the final layer used in the neural network model. The
SoftMax layer should have the exact number of nodes as that of output later. SoftMax
allocates decimal probabilities to every class in a multi-class problem.

The paper proposed three convolutional layers and three max pooling layers as
an indigenous neural network. The activation function used is ReLU. The learning
rate was fixed as the reducing index function so that the model can better converge.
The general CNN structure is shown in Fig. 3.

With varying kinds of images andwith different input image sizes, the architecture
of convolutional neural network varies. In this work, the input image size is consid-
ered to be 227*227 pixels. Architecture is described in Table 1. Every convolutional
layer is followed by a ReLU activation function, and themax poolingmethod is used.
Finally, a fully connected layer has n inputs that correspond to the n categories of
leaf data, and at last, SoftMax loss is assigned.

After training the convolutional neural network, it was observed that the model
worked well on labeled training data but not on unseen testing data. That means
generalization capability acquired by themodel is not satisfactory. Overfitting occurs
when a model performs well with training data and fails to perform well on test
data. Precisely, the model learns the noise patterns which are present in the labeled
training data; hence, it created a gap between the training and validation accuracy. To
reduce overfitting, multiple solutions are available. Early stopping strategy, network
reduction strategy, data augmentation strategy, regularization strategy, etc.

Table 1 Proposed CNN architecture

Characteristic L1 L2 L3

Conv Pool Conv Pool Conv Pool

Filter size 5*5 2*2 3*3 2*2 3*3 2*2

Stride 2 2 2 2 2 2

Number of filters 100 100 250 250 250 250

Output size 112*11 56*56 27*27 13*13 6*6 3*3
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Dropout layer: Dropout is the most well-known and helpful approach in case of
overfitting on CNN. The main point of dropout is to randomly drop units and related
connections during training. This stops units from co-adopting. The usual procedure
is as follows [11]:

1. Drop arbitrarily half of the hidden neurons to build a new straightforward network
2. Train the decreased network utilizing stochastic gradient
3. Reinstate the detach neurons
4. Randomly separate half of hidden neurons from the reinstate network to build a

new thinned network
5. Redo the operation above until getting an ideal set of parameters.

3.2 Pre-trained Network

Another approach that is implemented by using a pre-trained network called AlexNet
with modifications in the last few layers according to application. AlexNet is a
convolutional neural network designed by Alex Krizhevsky in 2012 [13]. Transfer
learning gives the potential to use the pre-trained networks by tweaking it with
application-specific data. The main part of transfer learning is to reuse knowledge
obtained in a prior training process, to enhance the learning policy in a new or extra
complex mission. That is, to say, transfer learning provides a proper solution for
speeding up the learning mechanism in image recognition, image classification.

The output size of any convolution layer depends upon factors like stride (s), filter
size (f ), size of the input (n), and padding amount (p), that is, given by

f (z) = ((n ∗ 2p − f/s)) + 1 (2)

If the output is not an integer, then it is rounded down the nearest integer using the
floor function. The dataset used in the proposed system is much minor and different
than that of the ImageNet database which is used to train the original AlexNet, and
hence, changes in some last layers are required to get the required class labels at
the output. Since the dataset is small, overfitting may occur. Fine-tuning of a higher
level of the network is to be done as beginning layers are designed to extract generic
features only (Fig. 4; Tables 2 and 3).

The earlier layers of AlexNet CNN are retained as a fixed feature extractor for
leaf dataset. In the first move of transfer learning, the last three layers of the pre-
trained network are replaced with the set of layers which can classify 20 classes to
classify the 20 subjects. To adopt the new output (20 subjects), a fully connected
layer of filter size 128*128 is added. Then, the rectified linear unit (ReLU) layer
is connected to upgrade the non-linear problem-solving capability moreover; ReLU
avoids vanishing gradient effect, and it also trains the model at particular times faster.
To get 20 neurons at the output, one more fully connected layer is added to classify
the 20 categories.
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Fig. 4 AlexNet architecture with output size of each convolution [15]

4 Experimental Results

Plant species identification is implemented by two methods. The first one is by
designing a CNN model along with regularization techniques to avoid overfit-
ting and improvise generalization. To generalize model more accurately, another
methodology, i.e., pre-trained AlexNet by fine-tuning its parameters is implemented.

The proposed method is applied to leaf samples from the leafsnap dataset [14].
Leafsnap database contains images captured by themobile camera in controlled light,
and another source is the high-quality laboratory of pressed leaves. Leafsnap database
considered a total of 185 plant species from the northeastern United States with
varying numbers of images per species. Leaf images of plant species that are consid-
ered in the proposed model are as shown in Fig. 5. Experimentation is performed
by both the techniques of CNN on 20 random species of plants taken from field
images. The experiment is performed using deep learning toolbox in MatLab 2018a
programming environment on a computerwithWindows 10, 64-bit operating system.

Training is performed on a single GPU with a constant learning rate. In all 1000
images are used for training and testing purposes; out of which, 70% of images
are used for training, where each class contains the varying number of leaf images.
Training options usedwhile training specifies the parameters and their corresponding
values as shown in Table 4. The convolutional part requires very a smaller number of
parameters than that of the fully connected layers. The optimizer used is stochastic
gradient descent with momentum. The minimum batch size is set low, to boost up
training procedure and keep the model away from low memory issues. The learning
rate is set at least to slow the learning pace so it can catch up with the previous layers.

The performance of the model is monitored and measured by using classification
related metrics like accuracy, precision, recall, F_score. The confusion matrix is the
primary requirement for calculating all these metrics.

Accuracy is the simplest and most commonly used form of metrics.

Accuracy = Number of correct predictions/Total number of predictions (3)
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Table 2 AlexNet architecture

Layer Layer type Layer detail Name

1 Image input 227 × 227 × 3 images with “zerocenter”
normalization

Input

2 Convolutional 96 11 × 11 × 3 convolutions with stride [4 4],
padding [0 0 0 0]

Conv1

3 ReLU ReLU Relu1

4 Normalization Cross-channel normalization with 5 channels per
element

Norm1

5 Max pooling 3 × 3 max pooling with stride [2 2] and padding
[0 0 0 0]

Pool1

6 Convolutional 256 5 × 5x48 convolutions with stride [1 1],
padding [2 2 2 2]

Conv2

7 ReLU ReLU Relu2

8 Normalization Cross-channel normalization with 5 channels per
element

Norm2

9 Max pooling 3 × 3 max pooling with stride [2 2] and padding
[0 0 0 0]

Pool2

10 Convolutional 384 3 × 3 × 256 convolutions with stride [1 1],
padding [1 1 1 1]

Conv3

11 ReLU ReLU Relu3

12 Convolutional 384 3 × 3 × 192 convolutions with stride [1 1],
padding [1 1 1 1]

Conv4

13 ReLU ReLU Relu4

14 Convolutional 384 3 × 3 × 192 convolutions with stride [1 1],
padding [1 1 1 1]

Conv5

15 ReLU ReLU Relu5

16 Max pooling 3 × 3 max pooling with stride [2 2] and padding
[0 0 0 0]

Pool5

17 Fully connected 4096 fully connected layer Fc6

18 ReLU ReLU Relu6

19 Fully connected 4096 fully connected layer Fc7

20 ReLU ReLU Relu7

21 Fully connected 1000 fully connected layer Fc8

22 Softmax Softmax Prob

23 Classification crossentropyex Classification

In many cases, accuracy is not a good indicator for performance, especially when
class-specific performance is to be measured in an unbalanced data. Precision is used
in such cases. It is calculated as

Precision = True_Positive/(True_Positive + False_Positive) (4)
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Table 3 Fine-tuning of pre-trained AlexNet network

Layer AlexNet Fine-tuned AlexNet

Layer type Layer detail Layer type Layer detail

21 Fully connected 1000 fully connected
layer

Fully connected 128 fully connected layer

22 Softmax Softmax ReLU ReLU

23 Classification Crossentropyex Fully connected 20 fully connected layer

24 Softmax Softmax

25 Classification Crossentropyex

Fig. 5 Leaf species used from leafsnap database

Table 4 Training options Epochs 30

Learning rate 0.0001

Training function SGDM

Validation frequency 50

Iterations per epoch 45

Recall is defined as a fraction of samples from a classwhich are correctly predicted
by the model.

Recall = True_Positive/(True_Positive + False_Negative) (5)

In some applications, both recall and precision are important; F1-Score is a
combined way of these two in a single metric, mathematically expressed as Eq. 6.
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Fig. 6 Training and validation results with loss rate of designed convolutional neural network

Fig. 7 Training and validation results with loss rate of transfer learning
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Table 5 Performance metrics

S. No. Method Accuracy Precision Recall F1_score

1 Designed CNN 91.19 88.90 91.57 92.03

2 Fine-tuning of pre-trained network 97.41% 97.58 97.95 98.53

F1-score = 2 ∗ Precision ∗ Recall/(Precision + Recall) (6)

Table 4 shows the accuracy and other performance metrics results obtained by
both models on the validation set. Both models are trained on the same parameters
mentioned in Table 3 but the AlexNet has met the validation criteria after 1100
epochs. Though the dropout method greatly improved the accuracy of the CNN
network designed from scratch, still as compared to the results of training the model
from the scratch; AlexNet fine-tunedmodel has performed better with a classification
accuracy of 97.41%. Due to a greater number of layers and parameters, pre-trained
network required more time for computation than that of network designed from
scratch.

5 Conclusion

The paper proposed a deep learning method that outperforms conventional machine
learning techniques even in the presence of a relatively smaller number of training
samples. Our previous work based on concatenated hand-crafted features acquired
an accuracy of about 80%. The design of an improved neural network by using the
dropout technique reduces overfitting. Motivated from the fact that the transferred
CNN performs better compared to the CNN trained from the scratch; hence, pre-
trainedAlexNetmodelwith application-orientedfine-tuning is used, and the accuracy
rate achieved is about 97%.

However, generalizing ability can be improved by using a larger database. In the
future, an attempt will be made to recognize leaves that are attached to the branches
without having the plain background to develop an automated plant identification
system including its implication in the open-set recognition task.
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Twitter Sentiment Analysis Using
Supervised Machine Learning

Nikhil Yadav, Omkar Kudale, Aditi Rao, Srishti Gupta,
and Ajitkumar Shitole

Abstract Sentiment analysis aims to extract opinions, attitudes, as well as emotions
from social media sites such as twitter. It has become a popular research area. The
primary focus of the conventional way of sentiment analysis is on textual data.
Twitter is the most renowned microblogging online networking site in which user
posts updates related to different topics in the form of tweets. In this paper, a labeled
dataset publicly available onKaggle is used, and a comprehensive arrangement of pre-
processing steps that make the tweets increasingly manageable to normal language
handling strategies is structured. Since each example in the dataset is a pair of tweets
and sentiment. So, supervised machine learning is used. In addition, sentiment anal-
ysismodels based on naiveBayes, logistic regression, and support vectormachine are
proposed. The main intention is to break down sentiments all the more adequately. In
twitter sentiment analysis, tweets are classified into positive sentiment and negative
sentiment. This can be done using machine learning classifiers. Such classifiers will
support a business, political parties, as well as analysts, etc., and so evaluate senti-
ments about them. By using training, data machine learning techniques correctly
classify the tweets. So, this method doesn’t require a database of words, and in
this manner, machine learning strategies are better and faster to perform sentiment
analysis.
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1 Introduction

The Internet has been very useful in helping today’s world express their perspectives
globally. This is done through blog entries, on the web discussions forums, item
audit sites, and so on. Individuals worldwide depend on this client, produced content
extensively. For example, if someone wants to buy some product, then they first
look up its reviews and comments before finalizing it [1]. But it is not humanly
possible for a particular person to sit and look at every single review available. It
would simply be a waste of time. Hence, to make this process easier, it can be
automated. Machine Learning (ML) plays a significantly important part here. The
process of Sentiment Analysis (SA) falling under ML helps the system understand
the sentiment of a particular statement made. The system is built using several ML
algorithms that canunderstand the nature of sentiment or a set of the same. In research,
methods of ML have prevailed over knowledge- and dictionary-based methods to
determine the polarity [2]. Polarity here is a semantic orientation that lies between
two extremities, 0 and 1 or positive and negative. The paper proposes a system
wherein data from twitter will be extracted on which SAwill be performed. That data
is saved in data frame. Then, some cleaning and pre-processing steps are performed
on it so that, accurate information is utilized to fit the ML model which helps to
predict labels for unknown cleaned and pre-processed data samples. Twitter is one
of the popular sources containing a relatively huge amount of data. For performing
sentiment analysis, certain supervised machine learning methods (algorithms) have
been utilized to accomplish precise outcomes. Some of them are multinomial naive
Bayes, linear support vector classifiers, and logistic regression classifiers. One is
free to compose tweets in any form, without following any rules. This is what causes
twitter more well known than other blogging locales. Due to this service, individuals
tend to use abbreviations,make spellingmistakes, exaggerate reviews, use emoticons,
etc., [3]. These formats usually make analysis a little difficult but still, there are
methods such as feature extraction and mapping emoticons to their actual meanings
that can be utilized to investigate the tweets. Movie and item audit easily accessible
nowadays or thoughts on religious and political issues, so they become fundamental
wellsprings of client slant and sentiment. This paper majorly focuses on data that are
related to product reviews for product evaluation. It is restricted mainly to the data
of vendors, manufacturers, entrepreneurs, and others of a similar domain. Messages
can change from general opinion to individual idea [4].
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2 Related Work

Sentiment analysis is the careful examination of how feelings and points of view can
be identified with one’s feeling and mentality appears in regular language regard to
an occasion. The principle motivation behind choosing twitter’s profile information
is that subjective data can get from this platform [5]. Ongoing occasions show that
sentiment analysis has reached incredible accomplishment which can outperform
the positive versus negative and manage the entire field of behavior and feelings for
various networks and themes. In the field of sentiment analysis utilizing various tech-
niques, greatmeasure of exploration has been done for the expectation of social senti-
ments. Pang and Lee (2002) proposed the framework, where an assessment can be
positive or negativewas discovered by the proportion of positivewords to total words.
Later in 2008, the creator built up amethodology inwhich tweet results can be chosen
by term in the tweet [6]. Another study on twitter sentiment analysis was done by Go
et al. [7] who stated the issue as a two-class classification, meaning to characterize
tweets into positive and negative classes. M. Trupthi, S.Pabboju, and G.Narasimha
proposed a system that mainly makes use of Hadoop. The data is extracted using
SNS services which are done using twitter’s streaming API. The tweets are loaded
into Hadoop and are pre-processed using map-reduce functions. They have made
use of uni-word naive Bayes classification [8]. The paper [9] analyzes the utilization
of SA in business applications. Besides, this paper exhibits the text analysis process
in auditing the popular assessment of clients toward a specific brand and presents
hidden information that can be utilized for decision making after the text analysis
is performed. In paper [10], the sentiment analysis has been done in four phases.
Collecting real-time tweets up to a given limit, tokenizing every tweet as part of
pre-processing, comparing them with an available bag of words, and classifying the
tweets as positive or negative.

The proposed system is domain specific. A user interactive GUI will be available
for the users to type in the keywords related only to the commercial products. Not
many existing systems have beenmade so specific. Also, the system aims to compare
various ML algorithms and choose the one which will produce results with the
highest accuracy. Making the system domain specific reduces processing time as
tweets regarding specific products are only searched based on the keywords typed.

3 Proposed System

The system intends to carry out sentiment analysis over tweets gathered from the
twitter dataset. Various algorithms have been utilized and tested against the available
dataset, and the most appropriate algorithm has been chosen. Figure 1 gives the idea
about how the sentiment analysis will be carried out. Once the dataset has been
cleaned and divided (isolated) into preparing (training) and testing datasets, it will
be pre-processed using the techniques mentioned below. Features will be extracted
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Fig. 1 Outline of proposed system

to reduce the dimension of the dataset. The next stage is to create a model that will
be given to the classifier to classify the tweets into positive and negative tweets.
Again real-time tweets will be given to the classifier for testing the real-time data.
The proposed system does not engage in performing sentiment analysis on every
tweet belonging to every other domain. The system is strictly domain restricted,
where the sentiment analysis is performed to classify the tweets related to products
in the market into a negative or positive category. The end-user will be provided with
an interactive GUI wherein he/she can type the keywords or sentences related to a
particular product. All tweets which are identified with that product will be available
to the user. The user will be able to see the number of positive and negative statements
made by others. This will help them in revising their production and work strategies
accordingly which will be useful in improving their businesses.

Below are steps involved in handling large incoming data:

1. Data cleaning:
i. Use of various data tools that can help in cleaning the dataset.
ii. Use of several AI tools that help in identifying duplicates in large corpora of

data and eliminate it.
iii. For correcting the corrupted data, the source of errors should be tracked and

monitored constantly.
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iv. Validate once, when the existing data is cleaned.
2. Data pre-processing:
i. Assessing data quality.
ii. Identification of inconsistent values to know what the data type of the features

should be.
iii. Aggregate the features to give better performance.

Sections 3.1 and 3.2 will give detailed ideas to handle large incoming data.

3.1 Data Cleaning

The data collected was not in the correct format. Information cleaning is the way
toward guaranteeing that information is right, predictable, and usable. Usually,
datasets need to cleanse because they consist of a lot of noisy or unwanted data
called outliers too. The existence of such outliers may lead to inappropriate results.
Data cleaning ensures the removal and improvisation of such data and results in a
much more reliable and stable dataset.

Data cleaning can be done in given ways:

• Monitors errors. The entry point or source of errors should be tracked and
monitored constantly. This will help in correcting the corrupted data.

• Process standardization. The point of entry should be standardized. By stan-
dardizing the data process, the risk of duplication reduces.

• Accuracy validation. Data should be validated once the existing database is
cleaned. Studying andusingvarious data tools that canhelp in cleaning the datasets
is very important.

• Avoid data duplication. The identification of duplicate data is a very mandatory
process. Several AI tools help in identifying duplicates in large corpora of data.

The above-mentioned steps are a few of the many ways to clean datasets. Making
use of these methods will end up giving good, usable, and reliable datasets.

3.2 Data Pre-processing

The next step after data cleaning is data pre-processing. It is a major step in machine
learning. It is the process in which data gets transformed or encoded to a state which
is understandable to the machine. In simple words, the features of the dataset can be
easily interpreted by the algorithms. The feature is a measurable property of an entity
being observed. For example, height, age, gender can be considered as features of
a person. A twitter stream will extract every related tweet from twitter, which will
be in an unstructured structure. These unstructured tweets need to experience pre-
handling before applying any classifier over it. The tweets will be pre-handled with
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tokenization and cleaning. Initially, all the HTML contents are expelled from the
tweets by giving a URL structure. Further, cleaning happens by expelling non-letters
or images using python regular expressions. All the tweets must be in the same case
to processes; thus, it will change over to bring the lower case, and each word is split
based on space. Following this, gather all stop words and structure it as a solitary set
and evacuate it. At last, return a string of importantwords [11]. Thus, a pre-processing
step is performed for filtering out the slang words and misspellings before extracting
the features[12]. Following steps can help with data pre-processing:

• Data quality assessment. Since the data is collected from multiple sources, it
will be unrealistic to consider it to be perfect. Assessing the data quality must be
the first step while pre-processing it.

• Inconsistent values. Data can be inconsistent at times. Like the "address" field
can contain a phone number. Hence, the assessment should be done properly like
to know what the data type of the features should be.

• Feature aggregation. As the name says, features are aggregated to give better
performance. The behavior of aggregated features is much better when compared
to individual data entities.

• Feature sampling. It is a way of selecting a subset of the original (first) dataset.
The central matter of sampling is that the subset should have nearly the same
properties as the original dataset.

Coming to the proposed system, the pre-processing done will be as follows:

• Converting tweets to lowercases.
• Supplant at least two dots with spaces.
• Replace extra spaces with a single one.
• Get rid of spaces and quotes at the end of the tweets.

Two types of features are extracted from the dataset, namely unigrams and
bigrams. A frequency distribution is created for the extracted features. Later, the
top N unigrams and bigrams are chosen to carry out the analysis. Also, tweets
contain special features like URLs, user names, emoticons, etc. Retweets are also a
feature of tweets. These features are not required while performing sentiment anal-
ysis. Hence, these features are replaced with common keywords or markers like
“URL,” “USER_MENTION,” “EMO,” respectively. Again, removal of stop words
and lemmatization are necessary steps to be done.

Stop words. Stop words will be words that don’t have any criticalness in search
inquiries. For example, “I like to write.” After removing stop words becomes, “like
write.” “I” and “to” are termed as stop words.

Stemming. It is an element procedure of delivering morphological variations of
a base word. The words like “chocolatey,” “chocolates” are converted to their root
word “chocolate.”

Lemmatization. Lemmatization decreases the inflected words appropriately
guaranteeing that the root word has a place with the language.
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3.3 Classifiers to Be Used

NaiveBayes. The naiveBayes is a supervisedmachine learning algorithm that returns
probability values as the output. Naive Bayes classifier is very useful in solving high-
dimensional problems. It assumes the probabilities of the different events that are
completely independent. Naive Bayes [13] is a straightforward model, where class
C is assigned a tweet t such that:

C = argmaxP(c|t ) (1)

P(c|t )∞P(c)
∏n

P( f i |c ) (2)

The probability of event A happening can be found, by giving the occurrence
of event B. Naive Bayes algorithm can be used to tackle large scale classification
problems.

Logistic regression. Logistic regression predicts a binary outcome, i.e., (Y/N) or
(1/0) or (True/False). It also works as a special case of linear regression. It produces
an S-shaped curve better known as a sigmoid. It takes real values between 0 and 1.

The model of logistic regression is given by:

Output : 0or1 (3)

Hypothesis: Z = WX + B (4)

hθ (x) = sigmoid(Z) (5)

Basically, logistic regression has a binary target variable. There can be categories
of target variables that can be predicted by it. The logistic classifier uses a cross-
validation estimator.

Support vector machine. It is a non-probabilistic model that utilizes a portrayal
of text models as focuses in a multidimensional space. These examples are mapped
with the goal that the instances of the diverse categories (sentiments) have a place
with particular areas of that space. Later, the new messages are mapped onto that
equivalent space and are predicted to have a place with a classification dependent
on which category they fall into. In the SVM algorithm, the fundamental goal is to
boost the edge between information points and the hyperplane. The loss function
that helps with this is called a hinge loss. The equation of the hyperplane is given as:

w.x − b = 0 (6)

c(x, y, f (x)) =
{
0, i f y ∗ f (x) ≥ 1
1 − y ∗ f (x), else

(7)
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The cost is 0 if the predicted, and the actual value is of a similar sign. On the off
chance that they are not, at that point, figure the loss esteem.

For performing sentiment analysis, logistic regression is considered over naive
Bayes because naive Bayes assumes all the features used in model building to be
conditionally independent whereas logistic regression splits feature space linearly
and typically works reasonably well even when some of the variables are correlated,
and on the other hand, logistic regression and SVM with a linear kernel have similar
performance but depending on the features, one may be more efficient than the other.

3.4 Plotting Results

The plotting of the result will be done using graphs, and the comparison of algorithms
is done using a ROC curve [14]. It is a plot of true positive rate and false positive rate.
Figure 2 shows the ROC curve for a MultinominalNB Model. The Area Under the
Receiver Operating Characteristics curve (AUROC) for the MultinominalNBModel
is 0.89.

Figure 3 shows the ROC curve for a logistic regressionmodel. TheAreaUnder the
Receiver Operating Characteristics curve (AUROC) curve for the logistic regression
model is 0.90.

Figure 4 shows the ROC curve for a linear SVC model. The Area Under the
Receiver Operating Characteristics curve (AUROC) for the linear SVC model is
0.83.

Fig. 2 ROC curve for multinomial naive Bayes classifier
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Fig. 3 ROC curve for logistic regression classifier

Fig. 4 ROC curve for linear SVC

4 Results

The dataset used for the training model is the Sentiment140 dataset. It is a balanced
dataset with 1.6 million tweets among which 8 lakh tweets belong to the positive
class, and the remaining 8 lakh tweets belong to negative class. The splitting is done
using the train_test_split method with a test_size of 0.20. 12 lakh tweets are used for
training the model, and the remaining 4 lakh tweets are used for testing the model.
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Table 1 Classification report of logistic regression

Precision Recall F1 Score Support

0 (Negative label) 0.81745 0.83662 0.82692 160,156

1 (Positive label) 0.83236 0.81280 0.82246 159,844

Accuracy 0.82472 320,000

Macro avg 0.82490 0.82471 0.82469 320,000

Weighted avg 0.82490 0.82472 0.82470 320,000

Table 2 Classification report of multinomial naive Bayes

Precision Recall F1 Score Support

0 (Negative label) 0.78090 0.85148 0.81466 160,156

1(Positive label) 0.83637 0.76064 0.79671 159,844

Accuracy 0.80610 320,000

Macro avg 0.80864 0.80606 0.80569 320,000

Weighted avg 0.80861 0.80910 0.80569 320,000

4.1 Logistic Regression

Table 1 gives the classification report of the logistic regression model. The accuracy
of the model is 82.47. It also shows the precision and recall of the model. Precision
is the positive predictive value, and recall is the sensitivity of the model [15].

4.2 Multinomial Naive Bayes

Table 2 gives the classification report of multinomial naive Bayes model. The
accuracy of the model is 80.61.

4.3 Linear Support Vector Machine

Table 3 shows the classification report of the linear SVC model. The accuracy of the
model is 83.71.

ROC curves are appropriate when the observations are balanced between each
class and since the dataset used for training and testing is a balanced dataset ROC
curves which are considered for measuring the performance of the model.

AUROC is a superior measure of classifier performance than accuracy because
it does not bias on size of test or evaluation data whereas accuracy is always biased
on size of test data, and also AUROC is the best summary of the performance of a
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Table 3 Classification report of linear support vector machine

Precision Recall F1 Score Support

0 (Negative label) 0.85970 0.90315 0.88889 160,011

1 (Positive label) 0.78447 0.70515 0.74270 79,989

Accuracy 0.83716 240,000

Macro avg 0.82288 0.88415 0.81179 240,000

Weighted avg 0.83462 0.83716 0.83483 240,000

Fig. 5 Comparison of accuracies of classifiers

classifier as it incorporates different aspects of the performance into a single number.
Figure 5 shows a comparison between the three algorithms used for sentiment anal-
ysis; comparatively, linear SVC gives the highest accuracy of 83.71 but its AUROC
is less than logistic regression having an accuracy of 82.47, and hence, logistic
regression is considered for classification purpose.

5 Conclusion and Future Work

The work in this paper is done to classify a relatively huge corpus of twitter data
into two groups of sentiments, positive and negative, respectively. Higher accuracy is
achieved by using sentiment features instead of conventional text classification. This
feature can be used by various establishments, business organizations, entrepreneur-
ship, etc., to evaluate their products and get a deeper insight into what people say
about their products and services. Future work includes working not only in the
English language but in other regional languages too. Also, it will include analysis
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of complex emotions like sarcasm and generate a hybrid classifier to get the best
accuracy.
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Classification of Skin Disease Using
Traditional Machine Learning and Deep
Learning Approach: A Review

Honey Janoria, Jasmine Minj, and Pooja Patre

Abstract It is generally known that the skin infections are found in all the living
organisms. Skin ailment is a specific sort of ailment introduced by either microorgan-
isms or a disease. Out of the three essential kinds of skin malignant growth, namely
Basal Cell Carcinoma (BCC), Squamous Cell Carcinoma (SCC), and Melanoma,
the Melanoma is observed as one of the most hazardous in which endurance rate
is extremely low. The early location of Melanoma can conceivably improve the
endurance rates. Innovations in the skin disease recognition are extensively parti-
tioned into four essential segments, viz., picture preprocessing that incorporates hair
evacuation, de-clamor, honing, resize of the given skin picture followed by division.
In this paper, a survey is carried out on the best in class in a PC helped analysis frame-
work and further observes the ongoing practices in various strides of these frame-
works. Measurements and results from the most significant and ongoing executions
are broke down and announced. This research work has analyzed the presentation
of late work that remains dependent on various boundaries like precision, dataset,
computational time, shading space, AI procedure, and so on further the investigation
carried out in this paper will help the scientists and researchers of the significant
field.

Keywords Skin disease · CNN model · Segmentation
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(a) Benign (b) Malignant 

Fig. 1 Major types of skin cancer

1 Introduction

One of the most common types of malignant growth is skin cancer. It is found in
about 50% of the all-out proportion of malignancy patients. Skin cancer is typically
found and classified in different kinds, for example, Melanoma, Basal, Squamous,
Benign, and so forth. [1, 2] From all the malignancies found and recognized as of not
long ago, the sort melanoma is probably the most unnerving kind of disease, as this
disease reports around 7300 deaths for every year in the USA [3, 4]. There are two
kinds of pictures accessible for skin malignant growth locations. The skin picture
is caught by a specifically devoted framework in the neurotic community with an
emphasis on the locale of enthusiasm with high zoom (e.g., 20×), which needs a
skilled dermatologist to finish up the picture as positive or negative [5]. This kind of
picture can be feed to an electronic semi-computerized framework for grouping. Be
that as it may, in this innovation, the casualty in every case needs to stroll into the
obsessive community and needs to take consultancy of the talented dermatologist
[6]. Then again, if there is PC programming that can consequently recognize skin
malignant growth from an advanced picture caught by any computerized picture that
catches framework with a little spotlight on the area of intrigue, the casualty can
play out the test at any place even at home [7]. Skin disease is classified into two
categories benign andmalignant as shown in Fig. 1 [8, 9]. Benign is the starting stage
of cancer whereas malignant is considered a higher level of cancer.

2 Lıterature Survey

Numerous authors utilize diverse machine learning procedures for the characteriza-
tion of skin infections. Some of the most widely used machine learning techniques
like support vector machine, artificial neural network, decision tree are used bymany
researchers earlier, but nowadays, deep learning-based approach [2] becomes more
popular for classification of such disease as it gives a better classification, accuracy,
and very suitable for image input. This extensive literature work has reviewed the
traditional methods used for classification of skin diseases and then deep learning-
based approaches are used for deploying such classification. Furthermore, some of
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the authors use transfer learning and ensemble learning to perform the desired opera-
tions. Approaches like support vector machine [10] and artificial neural network [10,
11] were very common. Whereas the deep learning approach, convolutional neural
network-based model [1, 5, 8, 9], AlexNet model [3, 12], ResNet 50/ResNet 101
[4, 13, 14], and dense CNN model [7, 12, 13, 15] are commonly used by many of
the researchers; some researchers have also proposed the use of transfer learning,
where they extracted the feature from deep learning model and apply that feature on
some other model. Bashar A. presented a survey on various neural networks and deep
learning techniques with its applications in different areas like speech recognition
and image classification [16]. Raj S. J. discussed applications of machine learning
methods with its limitation and concluded that the use of deep learning and optimiza-
tion techniques may increase the accuracy of classification [17]. All the approaches
are tabulated below in Table 1.

2.1 Available Datasets

There are many online available datasets like ISIC, PH2, EDRA datasets, which are
used by many authors in their work, in Table 2 some of the most widely used datasets
are tabulated.

3 Methods Used for Classıfıcatıon

3.1 Traditional Machine Learning Approaches

Aportion of the traditionalmachine learningmethodswhich are utilized for grouping
of skin disease are support vector machine [26], K-nearest neighbor, and the decision
tree. The traditional approach comprises basic five steps: data acquisition, prepro-
cessing, segmentation, feature extraction, and then classification, where data acqui-
sition can be done by taking any one of the global datasets available online, then
preprocessing steps contain the noise removal and anomaly removal present in the
input image; for this purpose, they applied mini noise removal and blur removal
filter on the input image in skin image also there is a process of small hair on skin
segmentation and region of interest extractionwill be a very important step to remove
such unwanted regions from the image; for this purpose, many researchers use the
morphological and fuzzy-based system. For feature extraction, many of the others
use GLCM feature [11], some of the authors uses hybrid features like feature texture
feature andmorphological feature of input image; finally, all these features are divided
into training and testing datasets to put into amachine learning-based classifier for the
classification purpose SVM and decision tree and many other traditional classifiers
have been applied by many researchers.
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Table 1 Comparison of existing methods

Author/journal
detail

Models applied Dataset used Results (highest
accuracy or AUC)

Findings

Haenssle et al.
2018 [1]

CNN (Google
ınception)

Self-created
dataset

0.82(specificity)
0.86 (AUC)

Problem of
imbalance of
validation
dataset

Walker et al.
2019 [2]

Deep learning ISIC 2017
dataset

AUC = 0.99 Mostly trained
with melanoma
type cancer only

Brinker et al.
2018 [3]

CNN (AlexNet) NA 94% (Accuracy) Small size of the
dataset

Maron et al.
2019 [4]

CNN, ResNet50
Model

ISIC 2018 Sensitivity =
74.4%
Specificity =
91.3%

Tested on just
100 images from
an external
dataset

Schandl et al.
[5]

CNN Local dataset of
13,724 images
(7895 normal
and 5829
diseased)

0.742 (AUC)
0.51 2 (specificity)
0.80.5(sensitivity)

–

Xue et al [6] ResNet-101
classifier, DNN,
OUSM

ISIC 2017
challange
dataset, ISIC
archive

Accuracy= 84.5% Accuracy may be
increased using
cascade models

He et al [7] Dense
deconvolutional
network

ISBI2016, ISBI
2017

Accuracy
ISBI 2016 =
96.0%
ISBI 2017 =
93.9%

–

Burdick et al.
[8]

CNN, transfer
learning

The ISIC 2016 Accuracy = 75%
AUC = 0.693

–

Brinker [9] CNN, deep
learning

ISIC image
archive

Sensitivity =
0.741

Focuses on
melanoma
detection only

Zhang et al.
[18]

GoogleNet,
InceptionV3
models

Local dataset Accuracy = 87.25 Very specific
deep learning
model used. Not
included the
result on public
datasets

Hekler et al.
[19]

ResNet50 model Local dataset of
595 images

Accuracy = 82% Very small
dataset used.
Accuracy is also
less than other
deep learning
models

(continued)
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Table 1 (continued)

Author/journal
detail

Models applied Dataset used Results (highest
accuracy or AUC)

Findings

Tschandl et al.
[20]

CNN, UNet16,
LinkNet34

HAM10000
dataset

JI = 76.3% Mobile net
model proposed

Mahbod et al.
[21]

CNN,
ensemble-based
CNN, ınter and
ıntra-architecture
network fusion

ISIC 2016 and
ISIC 2017

ISIC 2016 = 0.87
(AUC)
ISIC 2017 = 0.95
(AUC)

Pre-trained
models are used

Marchetti et al.
[22]

Ensemble learning
an SVM

ICVMC dataset
of 379 images

82% (Sensitivity)
76% (Specificity)
0.86 (AUC)

Very small
dataset used

Chaturvedi
et al. [23]

CNN, MobileNet HAM10000
Dataset

Precision=0.89
Recall =0.83
F1-Score=0.83

Chances of
improvement in
accuracy

Hosny et al.
[12]

DCNN, Alex-net,
transfer learning

MED-NODE,
Derm (IS &
Quest) and ISIC
dataset2017

Accuracy
MED-NODE =
96.86%
Derm (IS &
Quest) = 97.70%
ISIC 2017 =
95.91%

–

Bisla et al. [15] U-Net, DCGANs,
ResNet-50

ISIC 2017,
2018, PH2
dataset,
Edinburgh
dataset

AUC = 0.95
(melanoma)

Data purification
techniques
applied to
increase
accuracy

Zhang et al.
[24]

Attention residual
learning
convolutional
neural network
(ARL-CNN) model

ISIC-2017 skin
lesion dataset.

Accuracy= 87.5%
(melanoma) and
95.8% (Seborrheic
Keratosis)

Not applied on
ISIC 2018 datset

Shi et al. [25] CNN, ResNet-101 ISIC 2017 skin
lesion
classification
challenge
dataset

Accuracy =90.8% Model may be
applied on latest
dataset

Khan et al. [13] DCNN,
kurtosis-controlled
principle
component
(KcPCA),
RESNET-50 and
RESNET-10

ISIC, ISBI 2017,
and ISBI 2016
dataset

Accuracy PH2=
97.9,
ISBI2016 = 99.1,
ISIC (MSK-1 and
MSK-2)= 98.4
ISIC UDA= 93.8

–

(continued)
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Table 1 (continued)

Author/journal
detail

Models applied Dataset used Results (highest
accuracy or AUC)

Findings

Han et al. [14] CNN, ResNet-152
model

Asan dataset
Edinburgh
datasets

Asan test dataset
0.91 (AUC)
Edinburgh dataset
0.89 (AUC)

Tested on limited
datasets

Abuzaghleh
et al. [10]

SVM PH2 Average accuracy
= 90.4

Deep learning
models are not
tested.

Taufiq [11] SVM, ANN NA Sensitivity: 80%
Specificity: 75%

Less accuracy
than the deep
learning models

Wadhawan
et al. [26]

SVM ISIC 2017 Sensitivity:
80.76%
Specificity:
85.57%

Only SVM
classifier applied

Do et al. [27] SVM 1300 images Accuracy: 92.09% Only SVM
classifier
applied, deep
learning
architecture may
apply

Table 2 Description of
online available global
datasets

Dataset Number of images Number of classes

ISIC 2016 900 2

ISIC 2016 2000 3

PH2 200 3

EDRA 200 2

3.2 Deep Learning-Based Approaches

The deep learning approach is concerned very useful approach for the classification
and detection of disease from images by using convolutional neural network-based
model [1] and there were some of the authors who also use convolutional neural
network model and transfer deep learning method [12] does not require any feature
extraction because here features are already extracted by deep learning models. This
feature contains local, global, and middle-level features so it will be very helpful
for classification because it contains all the possible features. This model uses a
pre-trained model for training is not required in deep learning approach user need
to just provide the input image for the testing purpose; first, the model extended the
local and Middle-level features from the input image and then education based on a
pre-trained model what they already have in memory [2].
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Fig. 2 Comparison of
accuracy for traditional
machine learning and deep
learning approach on ISIC
datasets
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Furthermore, some hybrid deep learning model [13] and transfer learning-based
model [12] are added with some more flavor in the classification and identification
tasks. This method uses more than one deep learning models [11] in two or more
stages. So the classification accuracy of such a model is expected to be very high.
On the other hand, the classification time will also be high for such a model. While
using the transfer learning model, at the first stage, it generally use deep learning
models, and at the second stage, other machine learning approaches are used for
classification purposes; in such case, the time can be saved as compared to previous
approaches. Another way to save classification time and increase accuracy was the
use of ensemble learning where different iterations of training are performed to
increase the accuracy.

The performance comparison of the traditionalmachine learning approach and the
latest deep learning approaches is shown in Fig. 2. Here, the average performance of
a deep learning-based approach is remarkably higher than the traditional approaches.

4 Conclusion

After reviewing lots of paper, it is easily concluded that the traditional machine
learning-based approach has many steps like preprocessing, segmentation feature
extraction, and classification process for classification of such disease and also from
the literature survey, it is observed that the accuracy of traditional machine learning
approach was near about 80–90%, whereas the use of deep learning-based approach
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not only saves a lot of time but also it gives accuracy in the range of 90–99%. So,
with this survey, it is finally concluded that if the available dataset is large in amount,
it avoids the use of traditional machine learning-based approach because it will be
time consuming for the large datasets. Whereas the incorporation of deep learning
method will also be very useful.
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Spam SMS Filtering Using Support
Vector Machines

P. Prasanna Bharathi, G. Pavani, K. Krishna Varshitha,
and Vaddi Radhesyam

Abstract In recent years, SMS spam messages are increasing exponentially due to
the increase in mobile phone users. Also, there is a yearly increment in the volume
of mobile phone spam. Filtering the spam message has become a key aspect. On
the other side, machine learning has become an attractive research area and shown
the capacity in data analysis. So, in this paper, two popular algorithms named Naive
Bayes and support vector machine are applied to SMS data. The SMS dataset is
considered fromKaggle resource. The detailed result analysis is presented. Accuracy
of 96.19% and 98.79% is noticed for the chosen algorithms, respectively, for spam
SMS detection.

Keywords SMS · Spam · Ham ·Machine learning · Classification · Naïve Bayes ·
SVM

1 Introduction

In recent years, due tomore increasing number ofmobile phone users, SMS is consid-
ered to be useful and trusted service. But there is an exponential increase in SMS
spams. It is becoming increasingly difficult to handle the problem of maintaining
spam SMS. The various types of mobile messaging attacks seen in networks today
are described below:

SMSSpam: The textmessages are delivered tomobile phones in the formof SMS.
Generally, this type of attack happens as a part of business promoting measures.
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Fig. 1 Types of spam

Premium-rate fraud: Sometimes, for selected customers, uninvited messages
will be sent to call premium-rate numbers or register for the subscription services.
The following is the example of premium-rate message.

“CONGRATULATIONS! YOUR CELL NO. HAS WON 500.000 lb IN THE
ONGOING SONY ERICSSON MOBILE PROMO. FOR CLAIM CALL +
447045754969”.

On the other hand, malware attacks also happen. Three of themost common forms
of malware include:

Virus: It is computers program that which imitates itself. It can only infect other
computer programs.

Worm: It is amalicious computer program. It imitates itself andmakes disturbance
over the computer network.

Trojan: A computer program or malicious code that damages the data. Different
types of spams are shown in Fig. 1.

E-mail Spam: The most widespread and familiar form of spam is e-mail spam.
The goal of this is the users through direct mails. A lot of memory and bandwidth
loss happens due to e-mail spam.

Instant Messaging Spam: Yahoo! Messenger, Windows Live Messenger chat
rooms are general examples for IM systems. These become the main channels for
attackers or spammers.

Newsgroup Spam: Newsgroup spam refers to the posting of some random adver-
tisement to the newsgroups. Spammers target those users who read news from these
newsgroups. The advertisements are thus posted to many newsgroups at a time. A
barrage of advertising and other irrelevant posts overwhelm the users and they robbed
of the utility of the newsgroups through Newsgroup Spam.

Mobile Phone Spam: Mobile phone spam occurs as a part of business develop-
ment activities.

Internet Telephony Spam: The pre-recorded, needless, unwanted bulk of phone
calls that are robotically administered.
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Spamdexing: Spamdexing consists of two words “Spam” and “Indexing”.
“Spam” means flooding the Internet with many copies of a single message and
Indexing means the systemic arrangement of data. So search engine spamming can
be done by this practice of spam indexing.

2 Related Work

Different Bayesian-related classifiers are tested by Gomez Hidalgo et al. [5]. Two
popular SMS spam datasets, namely the Spanish and English test were introduced
in this work. Moderate results are reported after the test with a large number of
messages.

Spam content in the summary of e-mail and comments on blogs is tested by
Cormack et al. [2]. This work is done through the use of content-based spam filtering.
Role of features as words of messages is explored in this work.

Nuruzzaman et al. [3] focused on how to reduce time and space complexities
for machine learning algorithms which are used to classify spam SMS messages. In
particular, text classification approaches are tested. Good accuracy is reported.

Bloom filters [4] are introduced by Coskun and Giura et al. SMS spam messages
are identified using the online detection technique in a single network system.

Delany et al. [6] adopted a k-way spectral clustering approach to detect spam.
1353 known spam messages without duplicates are compiled and used as dataset for
this work.

According to the analysis work done by Almeida et al. [1], SVM is a better
approach for SMS text classification.

3 Proposed Method

The overall workflow of the proposed method is shown in Fig. 2. Dataset collection
phase includes the collection of spam and ham messages. In the current work, the
Kaggle dataset in comma separated values (CSV) format is used.

At the second level of the experiment, preprocessing is done for a better quality
input either by removal of unwanted data. Then, the pre-processed data is trans-
formed into a machine-readable form or non-contextual form by converting to vector
or by doing discretization. Training and testing are performed to design the model.
This model is validated on spam messages. To access the performance of the algo-
rithm, confusion matrix has been constructed. Tables 1 and 3 represent the confusion
matrices for Naive Bayes and support vector machine algorithms, respectively.

Support Vector Machines
Support vector machines (SVM) are also called support vector networks (SVN)
are supervised machine learning methods [7], generally used for classification and
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Fig. 2 Design methodology

Table 1 Confusion matrix Messages = 5574 Predicted: ham Predicted: spam

Actual: ham True positive = 4820 False negative = 7

Actual: spam False positive = 738 True negative = 9

regression purposes. SVM is a non-probabilistic binary linear classifier that assigns
training data into one category ormore. It also can be used for nonlinear classification
problems using kernel trick. The hyperplane is used by the SVMalgorithm to separate
training data points into different groups efficiently, as shown in Fig. 3.

Support vector machines are of two types (1) linear SVMs and (2) nonlinear
SVMs. Here, the linear SVMs are being used.

The above Fig. 4 shows the linear SVM that means it separates the spam and ham
samples linearly based on a linear function.

A = wx + b

where w is the weight assigned to a training instance x and b are some constant.
If wx + b = 0, then it is a margin or a boundary line.
If wx + b > 0, then it is a spam message.
If wx + b < 0, then it is a ham message.
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Fig. 3 Support vector machines

Fig. 4 Linear SVM

Figures 3 and 4 show the misclassified linear SVM that means ham contains spam
messages. So, to use some important techniques for solving this problem is needed.

In Fig. 5, a maximum margin classifier is being used for correctly classifying the
data means the width of the margin is being increased.

Naïve Bayes
Literature studies reveal that classification based on probabilistic decisions [8, 9]
will give promising results, especially in text classification. Naive Bayes is one such
algorithm based on Maximum A posterior decision rule in Bayesian learning and
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Fig. 5 Misclassified linear SVM

Fig. 6 Naïve Bayes classifier

can be extended for the problems like spam sms detection. Figure 6 shows a simple
example.
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4 Result Analysis

This section is to analyze classification results on SMS spam collection data for both
Naïve Bayes and SVM algorithms.

Dataset Collection
Dataset is taken from the kaggle. Dataset consists of a collection of 5574 SMS and 2
attributes [10, 11]. The first attribute is the class attribute whereas the second attribute
is text attribute, i.e., SMS. The class attribute has two possible values, namely spam
and ham. Among 5574 SMS, 747 SMS are of type spam and 4827 SMS are of ham
type [12].

Naïve Bayes
Naïve Bayes algorithm [13] has applied n the dataset for filtering of spam messages.
The table shows the confusion matrix of the Naïve Bayes algorithm. Totally, 4827
messages are ham but the Naïve Bayes algorithm correctly classified 4820 messages
only remaining 7 messages it classified as spam but it not correct similarly for
spam messages it correctly classified only 738 messages remaining 9 messages are
incorrectly classified as ham. So that is the reason the accuracy of the Naïve Bayes
algorithm is 96.19% (Table 2).

Table 1 shows that the Naïve Bayes algorithm is applied to the dataset contains 2
attributes namely label, message and the labels present in the dataset are spam, ham.
Time taken for executing the Naïve Bayes algorithm is 5 s and the accuracy for the
filtering of the spam messages is 96.19%.

SVM algorithm is applied n the dataset for filtering of spammessages. The below
table shows the confusion matrix of the SVM algorithm. Totally, 4827 messages
are ham but the SVM algorithm correctly classified 4825 messages only remaining,
2 messages classified as spam but it is not correct. Similarly, for spam messages,
it correctly classified only 743 messages and remaining 4 messages are incorrectly
classified as ham. So that is the reason the accuracy of the SVM algorithm is 98.77%

Table 3 shows the SVM algorithm application on the dataset contains 2 attributes,
namely label and message. and the labels present in the dataset are spam, ham. Time
taken for executing the SVM algorithm is 10 s and the accuracy for the filtering of
the spam messages is 98.77% (Tables 4 and 5).

Table 2 Observations in
Naïve Bayes

Field Naïve Bayes algorithm

Time taken 5 s

Labels 2

Features 2

Accuracy 96.19%
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Table 3 Confusion matrix

Messages = 5574 Predicted: ham Predicted: spam

Actual: ham True positive = 4825 False negative = 2

Actual: spam False positive = 743 True negative = 4

Table 4 Observations in Naïve Bayes

Field SVM algorithm

Time taken 10 s

Labels 2

Features 2

Accuracy 98.77%

Table 5 Predictions on real time messages

S. No. Message Actual class Predicted class Result

1 PRIVATE! your 2004 account statement
for 07742676969 shows 786 unredeemed
Bonus points. To claim call 087912345
Identifier code: 45239

Spam spam Pass

2 SMS ac Sptv: The new jersey Devils and
the Detroit Redwings play Ice Hockey.
Correct or Incorrect? End? Reply END
SPTV

Spam Ham Fail

3 I call u later, don’t have the network. If
urgnt, sms me

Ham Ham Pass

4 Customer service announcement. You
have a New year delivery waiting for u.
Kindly call 07046774435 now to arrange
delivery [14]

Spam Spam Pass

5 Conclusion and Future Work

The recent technology solutions solved the delay in communication systems. But, at
the same time, facing a problem of spammessages. The current work tried to classify
SMS messages into spam and ham. Two standard machine learning algorithms like
Naïve Bayes and support vector machine are implemented in this regard. Experi-
ments are carried out on standard sms dataset from Kaggle. Accuracy of 96.19% is
obtained with Naïve Bayes algorithm. For SVM, it is 98.77%. Future work includes
the adoption of deep learning algorithms for the same. Also, the suitable algorithms
need to be tested on large datasets from various spam sources like WhatsApp, snap
chat, etc.
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Design of Open and Short-Circuit Stubs
for Filter Applications

S. Aiswarya and Sreedevi K. Menon

Abstract A resonator is designed to operate as a filter resonating at 2.485GHz using
standard techniques. The design is initiated from the standard LC circuit. Using the
insertion loss method, band pass or band stop second order Butterworth filters, with
inductive and capacitive elements, are realized. On applying filter transformations
to the λ/4 low pass filter, the standard λ/4 open and short circuit filter design is
obtained. The open/short circuit realization of the filter using Kuroda’s identity was
modified as closed loop resonators, with open and closed stubs, to achieve band stop
and band pass operations. The optimization of the obtained circuit is carried out by
adding stubs on to the section. A proof of concept of the operation of a resonator
as a BPF for short circuit λ/2 lines and as BSF for open circuit λ/2 lines is carried
out in this work. The miniaturization of the filter is done by adding open circuit
stubs to BSF and short circuit stubs to BPF maintaining the electrical length of the
design fixed. The further miniaturization of the design is carried out using standard
techniques. The softwares used for designing and validation of the filters are ANSYS
Designer and HFSS.

Keywords Filter · Resonator · Lumped · BSF · BPF

S. Aiswarya (B)
Center for Wireless Networks and Applications (WNA), Amrita Vishwa Vidyapeetham,
Amritapuri, India
e-mail: aiswaryas@am.amrita.edu

S. K. Menon
Department of Electronics and Communication Engineering, Amrita Vishwa Vidyapeetham,
Amritapuri, India
e-mail: sreedevikmenon@am.amrita.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Hemanth et al. (eds.), Intelligent Data Communication Technologies and Internet
of Things, Lecture Notes on Data Engineering and Communications Technologies 57,
https://doi.org/10.1007/978-981-15-9509-7_54

663

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9509-7_54&domain=pdf
mailto:aiswaryas@am.amrita.edu
mailto:sreedevikmenon@am.amrita.edu
https://doi.org/10.1007/978-981-15-9509-7_54


664 S. Aiswarya and S. K. Menon

1 Introduction

A resonator is an inevitable part of every communication system. The resonators are
designed to provide a maximum output at particular frequencies called resonating
frequency. These resonators can be used for different applications based on their
performance. The application of resonator in reducing the electromagnetic radiation
hazards is discussed in [1]. The details of the design and optimization of planar
microtrip based resonators is discussed in [2]. For some designs perturbations are
made in the ground plane in order to enhance the better performance [3]. The shifting
of the resonator frequency of a resonator can made possible by using tuning circuits
[4]. These resonators find application as filters [5], antennas [6, 7] couplers [8], RFID
tags [9–11], diplexers [12] etc. in the communication based systems. Filter is of the
important part of all the Radio frequency (RF) and microwave based designs. These
filters may be active or passive. On the basis of operation the filters can be band pass
or band stop. The details of operation of a resonator as Band Pass Filter and Band
Stop Filter is discussed in [13]. Depending upon the application the filters may be
band pass [14, 15] or band stop [16, 17].

Staring from lumped circuit design and moving on to the planar designs [18] is
discussed in this paper.Using the standardmethods, the filter designs areminiaturized
[19]. A summary of the design andminiaturization of band stop filter (BSF) and band
pass filter (BPF) starting from the lumped circuit is discussed in this paper. The planar
description and further analysis are described in [20].

2 Proposed Designs and Results

An equivalent circuit was derived initially, for the designs of a band pass filter (BPF)
and a band stop filter (BSF), via the method of insertion loss (IL) at 2.48 GHz, for
the desired bandwidth, cut-off frequency and depth, based on the filter response. The
Insertion Loss (IL) of the filter is given by the following equation:

IL = 10 log
Pin
Pout

= −10 log(1 − ∣
∣�2

∣
∣ − 20 log |S21 (21)

where, Pin is the input power at a source and Pout is the output power delivered to a
load; ′�′ is the reflection coefficient.

The depth of S21 determines filter performance. S21 = 0 dB implies the filter
is a band pass filter, S21 = −3 dB specifies the filter bandwidth and S21 < −3 dB
delineates the attenuation in the stop band. The design of a BPF and a BSF operating
at 2.48 GHz, with a bandwidth of 1.5 GHz and attenuation of −30 dB, using LC
circuits, and open and short-circuited stubs, is discussed as follows.
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2.1 Lumped Element Design for BSF

A second-order BSF can be designed, for operating at 2.48 GHz having a bandwidth
of 1.5 GHz and attenuation−30 dB, using an LC circuit in series and parallel combi-
nations. The schematic circuit of the second-order BPF is given in Fig. 1. The design
equations for the series and parallel inductors, and capacitors, are noted as follows:

C1p = 1

2π( f2 − f1)g1k ZL
(2)

L1p = 1

ω2C1s
(3)

L2s = 1

2π( f2 − f1)g2k
(4)

C2s = 1

ω2L2s
(5)

where L1p and L2s are the parallel and series inductors, C1p and C2s are the parallel
and series capacitors and ZL = 50 �, is the load impedance g1k=g2k=1.414, are the
coefficients of maximally flat band pass filter.

f1 and f2 are the lower and upper, cut-off frequencies; ( f2 − f1) specifies the
bandwidth and ω = 2π f is the angular frequency.

On solving these equations, the values of series and parallel inductors and capaci-
tors are L1p = 2.7 nH, C1p = 1.5 pF, L2s = 3.75 nH and C2s = 1.1 pF. The circuit
is build using the designed values. The theoretically designed circuit is validated
using simulation software ANSYS Designer and the frequency response is shown in
Fig. 2.

Fig. 1 Schematic LC circuit
of second-order BSF
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Fig. 2 Frequency response of BSF

2.2 Lumped Element Design for BPF

A second-order BPF, using LC components, can be realized as depicted in Fig. 3,
with the following parameters:

L1s = g1k ZL

2( f2 − f1)
(6)

C1s = 1

ω2L1s
(7)

C2p = g2k
2π( f2 − f1)ZL

(8)

Fig. 3 LC circuit of BPF
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Fig. 4 Frequency response BSF

L2p = 1

ω2C2p
(9)

where L1s and L2p are the series and parallel inductors, C1s and C2p are the parallel
and series capacitors and ZL = 50 �, is the load impedance g1k=g2k=1.414, are the
coefficients of maximally flat band pass filter.

f1 and f2 are the lower and upper, cut-off frequencies; ( f2 − f1) specifies the
bandwidth and ω = 2π f is the angular frequency.

On solving these equations, the values of series and parallel inductors and capac-
itors are L1p = 8.0 nH, C1p = 0.51 pF, L2s = 3.75 nH and C2s = 3.23 Pf.
The theoretically designed circuit is validated using simulation software ANSYS
Designer and the frequency response is shown in Fig. 4.

2.3 BSF Design Using Open and Short-Circuit Stubs

The followed steps illustrate the design aBSFat 2.48GHzhavingbandwidth1.5GHz,
using open and short-circuited stubs, via insertion loss method:

Realize LPF of the same order with f c = 2.48GHz. An equivalent circuit of LPF is
realized, as shown in Fig. 5. For a second-order filter, the coefficients are g1 = 1.414,
g2 = 1.414 and g3 = 1. For realization, inductors are replaced by short-circuited stubs
having length λ/4 and capacitors by open-circuited stub having length λ/4. Convert
LPF to BPF using Eqs. (10), (11) and (12).
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Fig. 5 LC circuit of
second-order LPF

Fig. 6 BSF design using open and short circuit stub

b f = cot

(
π

2

ωL

ω0

)

(10)

where, ωL is the lower cut-off frequency and ω0 is the center frequency.

Z1 = 1

Y1
= 1

b f.g1
(11)

Z2 = b f.g2 (12)

To the circuit obtained, on applying Richards’ transformations andKuroda’s Iden-
tities, the simplified stub based design is got. The final optimized BSF design, using
open and short circuit stubs on designing in simulation software ANSYS HFSS, is
shown in Fig. 6. The design is done on FR4 Epoxy having dielectric permittivity 4.4
and loss tangent 0.02. The simulated response of the design is shown in Fig. 7.
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Fig. 7 Frequency response of a BSF using open and short-circuit stubs

2.4 BPF Design Using Open and Short-Circuit Stubs

The design of a second-order BPF with center frequency, f c 2.48 GHz and having
bandwidth 1.5 GHz, follows the same procedure as BSF design, carried out with
circuit realization, using Eqs. (13) and (14).

Z01 = π Z0�

4g1
(13)

Z02 = π Z0�

4g2
(14)

where, � is the fractional bandwidth � = BW
fc
, BW is the bandwidth of the filter and

fc is the center frequency.
The optimized design of a BPF, using open and short-circuit stubs designed

in simulation software ANSYS HFSS, is shown in Fig. 8. The design is done on
FR4 Epoxy having dielectric permittivity 4.4 and loss tangent 0.02. The frequency
response of the designed BPF is shown in Fig. 9.

3 Conclusion

The paper describes the arrival open circuit short circuit designs from the standard
lumped-element circuit. Initially the filter parameters like the order of the filter,
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Fig. 8 BPF design using open and short circuit stub

Fig. 9 Frequency response of a BSF using open and short-circuit stubs

operating frequency, band width, S11, S21 etc. are fixed. Then by applying filter
transformations and Kuroda’s identities, the open and short circuit stub based design
can be obtained. Again on applying these identities, the filter structures can be again
miniaturized. The miniaturized structures are designed and validated using simula-
tion software’s ANSYS Designer and HFSS. The same technique can be used in
the design of other communication-based structures. These designed filter structures
have a wide range of applications in communication systems.
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Wireless Sensor Networks and Its
Application for Agriculture

Kirankumar Y. Bendigeri, Jayashree D. Mallapur,
and Santosh B. Kumbalavati

Abstract The wireless sensor network (WSN) is the most proven technology in
today’s world.WSNhas gained its applications that are different from other networks
and even the usage of WSN has also inferred with other networks like VANETS
that uses different types of sensors in its network. Arduino or raspberry pi uses
different sensors to monitor and data can be obtained from any remote location at a
very lower cost. Thus, miniaturization is possible using WSN. In this paper, WSN
is being discussed in terms of evolution, scenario, hardware design, application,
research issues, design constraints, research problem to provide an insight intoWSN
in different disciplines. Finally, the applications of WSN in agriculture with routing
protocols are also being discussed. Thus, remote monitoring of agriculture using a
sensor is demonstrated through this paper.

Keywords Wireless sensor network (WSN) · Agriculture · Sensor node

1 Introduction

The adoption of wireless sensor network (WSN) has been heard over a decade,
and its applications are now witnessed a global presence. Characterized by low
computational capability and minimal resources, a sensor node is programmed to
extract environmental data and forward to the sink. This data forwarding mechanism
is affected by many factors, e.g., routing technique applied, deployment strategy
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adopted, security protocols implemented, etc. Out of all these factors, energy is
one of the prominent factors that affect the data forwarding operation of a node.
This proposed work shows that the real-time sensors can also be used using routing
protocols as most of the authors consider single-hop communication between sensor
node and gateway. Routing protocols used in sensors makes it possible to have 2 or
more sensors with a single gateway so that communication of larger distance can be
done, thus using minimal sensors large coverage of agriculture area is possible. This
paper introduces the fundamental concept utilized in the proposed study followed
by the research problem adopted, research goals, and methodologies with one of the
applications of WSN.

1.1 Wireless Sensor Network Background

WSN is a network that is built up of multiple sensors (popularly called ‘Motes’),
which consists of sensors, computing also and communication subunits. Ad hoc
technologies and computation are initiating the network collaboration among these
nodes in distributed manner. The first ever known WSN [1] application was imple-
mented in 1950s by United States Military to detect and track the opponent USSR
submarines, by the name sound surveillance system (SOSUS). This application is
still servingUSMilitary for peaceful functions ofmonitoring underwaterwildlife and
volcanic activities. Research activities onWSN started in academia at the late 1970s.
Carnegie Mellon University and Massachusetts Institute of Technology joined their
hands with US Military and started the distributed sensor network (DSN) program
under the banner of United States Defense Research Project Agency (DARPA) [2].
They began exploring the challenges in implementing distributed/wireless sensor
networks. The scope ofWSN is formany defense and civil society applicationswhere
the various environmental parameters act as core data or information to make appli-
cation workable. The collected data routes in a hop wise manner towards the primary
data sink. The data from the sink traverse through the gateway to the monitoring
stations [3].

1.2 Wireless Sensor Network Scenario

Fig. 1 below depicts a typical WSN (IEEE 802.15.4.) supervising the area of interest
will initiate by deploying the application-specific sensor. Clusters are created to
minimize the overload on the entire network; wherein cluster-head governs each
cluster, also takes the responsibility of collecting, aggregating, and forwarding the
data to the base station [4].

Although in the beginning, WSN were employed for a subtle deployment and
that limited to the defense-related applications, today the invent of internet of things
(IoT) hasmadeWSN as a core component of it [4]. Applications which are built from



Wireless Sensor Networks and Its Application for Agriculture 675

Fig. 1 A scenario of typical WSN

WSN and to name the few includes, smart cities, smart homes, healthcare, predictive
maintenance, energy-saving smart grids, high confidence transport and asset tracking
and intelligent buildings, etc. [5, 6]. AWSNwill comprise several groups of ‘nodes,’
ranging from a few hundred nodes to several thousands of nodes, where each node
will connect to another node ormultiple neighboring nodes. Awireless sensor node is
a typical equipment consisting a radio transceiver with inbuilt or external antenna, an
application-specific sensor (transducer), a microcontroller, an interfacing electronic
circuit housing Digital-Analog converter, a memory unit and an energy source in the
form of battery. Occasionally, sensor nodes may also be facilitated with a solar cell
and a charging circuit to extend the energy supply. A sensor node can have a size
of a brick to a magnitude of a visible dust particle depending on the application. A
sensor node, the familiar name is ‘mote,’ any functioning mote with a microscopic
size is still under research. The cost of a mote may vary from a few dollars to several
hundred dollars; it is application-specific, i.e., depending on the sensor used and the
complexity of the mote. Earlier WSN technology [7] was narrow due to factors like
insufficient bandwidth, limitations in the integrated circuit design, the size of the
network nodes, the cost of the node, inefficient power management techniques [8].

The improvements in WSN technology allows robust monitoring, better power
management techniques, control over remotemonitoring, and even successful imple-
mentation in human inaccessible areas. Features like bidirectional communication,
data transfer with acknowledgment, and also output conditions are configurable.
The research in WSN and RF technology has extended the applications of WSN to
agribusiness, water management, and underwater acoustic and deep-space networks.
But, mostlyWSN is preferred in human inaccessible and nodes are prone to damages
due to natural calamities, battery life, stepping of human or animals, etc. A lot of
research challenges are open for developing a rugged node, better node connectivity
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asWSN is an infrastructure-less and self-configurable network, lifetime optimization
as the battery is not substitutable in the unreachable areas [9].

It is imperative that if any sensor node is not completely operational, necessary
action should be taken to overcome any possible situation that may lead to degraded
performance of the WSN upon identification of malfunction. Such defective nodes
also result in an adverse influence on the WSN connectivity. The affected node
not only stops the communication from itself, but also acts as an impediment of
progressive routing from the other nodes as well. Hence, various existing topologies
in WSN must be studied carefully and evolves up with better topological-based
research to understand the coverage issues. Studies towards such direction can affirm
a series of nodes to form a network which has less chance of getting broken. At the
same time, equal stress should be given to the energy efficiencies, without which the
sensor nodes are nonfunctional.

1.3 Hardware Design of Mote

AWSN requires all its constituent nodes to be productive and readily accessible, as it
is most important during the construction. As per the demand of the application, the
nodes participating in the construction ofWSN should satisfy the prerequisites of the
target application. Theymust beminiature in size, energy-efficient,modest, theymust
be equipped with an appropriate sensor, appropriate transceiver, sufficient memory
hardware, and computing facilities. Extensive research work is in progress focusing
miniaturization of the node size, optimization of energy consumption, economical
design, based on the generalized node to application-specific requirements in the
node.

Figure 2 exhibits the building blocks of a typical wireless sensor node are the
microcontroller, transceiver, memory, sensor, an electronic integrated circuit, and a
power source [10]. The controller schedules tasks like executing algorithms effi-
cient energy utilization, controlling and processing the data collected from the
sensor,memorymanagement and controls the functionalities of all other components.
Usually, a controller may be microcontroller/microprocessor. The transceiver is a
combination of transmitter and receiver; transceiver operates in four different states
like transmit, receive, idle, and sleep. Wireless sensor nodes are usually equipped

Fig. 2 Architecture of
typical sensor node
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with RF antennas, as radio frequency is the best suitable communication medium
for WSN. Also, sensor nodes can use optical communication or an infrared medium.
Infrared does not require an antenna, but they are limited to broadcasting only. Wire-
less sensor nodes equipwith two different types ofmemories, one is programmemory
for programming the microcontroller, and the other is user memory for storing the
data.

WSN are usually implemented in human unreachable regions, replacing the
battery is ruled out. So, while developing an energy source for a wireless sensor
node requires provisioning of adequate power available to energize the system for
a long duration. A sensor node may get equipped with either rechargeable batteries
through solar cells or a non-rechargeable battery [11]. Sensors are nothing but trans-
ducers having the capability of converting one form of energy to another form,
for example, a thermal sensor senses atmospheric temperature and converts heat to
electrical energy. Similarly, humidity, vibration, chemical, radioactive, sound, sonar,
light, etc. Sensors are used based on the application requirements. Integrated elec-
tronic circuitry is also included to interface sensor, transceiver, the power source to
the microcontroller, to provide an interface between microcontroller and analog to
digital converter, an essential component to process the sensed data for processing
and the output data from the microcontroller to antenna.

2 Literature Revıew

In [1] the author discusses various aspects ofWSN like programming, security, local-
ization, time synchronization, power management, network layer, physical layer,
operating systems, node architecture. WSN is again well briefed in [2] on different
issues like the anatomy of a sensor node, radio communication, link management,
multi-hop, clustering. WSN is discussed in [3] with its application, MAC protocol,
energy-centric simulation, privacy, and security [7]. Here, author concludes that clus-
tering is a method to increase WSN lifetime and introduces the working of WSN.
Here, author [4] discusses the advancement of sensor technology, smart instrumen-
tation, WSN miniaturization [5]. Discusses design and modeling, network manage-
ment, data management, security, and WSN applications. Here, [6] data collection,
routing and transport protocols, energy-saving approaches, data storage and moni-
toring, physical layer and interfacing, andWSN application are discussed. This paper
[8] discusses an overview of design fabrication and test-basedMEMS inertial sensors
and also shows how an application can be transformed into a practical design. This
paper [9] discusses single-path routing protocols like LEACH, PEGASIS. Discus-
sion is also extended for multipath routing protocols. Here [10] WSN applications
have been discussed.
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3 Wireless Sensor Network Application

At present, the sensor network has multiple commercial applications that demand
both time-bound and mission-bound response. Some of the widely-known applica-
tion:

• Security Applications: Sensor nodes are applicable in capturing data in stealth
mode in various adverse conditions. Such applications are useful in moni-
toring line-of-control to check intrusive movements. Consequently, observation
of unmanned regions, assets, perimeter, borders, and plateaus can be productive
with the help of sensor networks.

• Environmental Monitoring:A sensor node contribute to a significant role in envi-
ronmental monitoring, some key research areas under environmental monitoring
are watershed, scientific investigation, pollution monitoring, weather, natural
calamities, chemical disaster, mining safety, etc.

• Industrial Development: Industrial process automation, process control, produc-
tion optimization, to manage the impact of environmental influences on produc-
tion, remote monitoring of production process, etc.

• Agriculture: The modern approach of farming enables to improve the yield of
the crop and minimize the cost incurred using sensors. It helps to measure
various atmospheric and soil parameters. It also supports for intruder preven-
tion, pest detection, disease prevention, protection against fire accidents, irrigation
automation, etc.

• Natural Disasters: Collaborative decision techniques have enhanced wireless
sensor networks to warn against natural disasters like earthquake, volcanic
eruption, landslide, forest fire, twisters, tsunami, etc.

• Automotive: Wireless sensor motive industry has a broad range of applica-
tion in the automotive sector, e.g., resisting vehicle collision, smart parking,
identification, monitoring natural calamities, etc.

• Health: Body area networks have enabledWSN to monitor various parameters of
the human body. Wireless autonomous sensors implanted in different parts of the
body or wearable sensors used to measure the critical parameters of the patient
and forward the clinically-important data to the physician based on which the
doctor remotely monitors patient with the help of data received.

• Monitoring of Structures:Continuousmonitoring of structures like bridges, build-
ings, etc., for their health status. Continuous monitoring is critical for structural
integrity, environmental factors, wear and tear due to load, temperature humidity,
corrosion, etc.

• UnderWater Sensor Networks: Sensor nodes are useful in monitoring event under
the water using acoustics. It is also important to note that wireless sensor networks
can be utilized only at thermally solid depth; else acoustic communication is not
much favorable due to reflection and refraction.

• Future Markets: Today WSN is becoming popular in retail outlets and public
places for automatic door opening, motion detection, fire alarm, CCD devices,
etc.
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3.1 Research Issues in Wireless Sensor Networks

Some of the key research areas are:

• Transducer design: Development of bio-degradable, environmental friendly
sensors, also adhering to the constraints compact in size, low power consumption,
and economical designs.

• Electronic system design: Miniaturization of the integrated circuit with modern
techniques is the real challenge today. Digital data extraction from integrated
sensors through appropriate electronic circuitry, data aggregation, and transmis-
sion through electronics and removal of noise using sensor arrays are possible in
today’s technology.

• Node design: Design and development of robust and rugged nodes, yet consumes
very less power, high processing capability, and excellent network communica-
tion.

• System Design: This problem pertains in using the existing nodes while applying
a scheduling scheme.

3.2 Design Constraints for Wireless Sensor Networks

The design constraints of the sensor network are as follows, [12].

• Fault Tolerance: WSN deployed in unmanned areas, may fail due to blockages,
power failure, physical damage, environmental issues or intruder, etc. However,
such issues should not be affecting the usual networking performance of the sensor
node.

• Scalability: Scalability is another critical design constraint over sensor network
which states that some sensors used over the area affect the performance. Envi-
ronmental monitoring may need several thousand nodes; a megastructure may
require millions of nodes. But, a simple application like surveillance may require
several hundred to less than a hundred nodes. The new scheme developed should
be able to work with several nodes to millions of nodes.

• Production Cost: The deployed sensor nodes are not easily replaceable, and also,
they are prone to damages due to various reasons. The number of nodes deployed
may vary from several hundred to several million nodes application specifics; the
production cost is paramount and should be very low.

• Hardware: A sensor node is always application-specific, apart from the essen-
tial components. The design of the sensor node should accommodate the entire
required element, yet the size should be minuscule sometimes to the size of the
dust.

• Network Topology:Wireless sensor networks are deployed based on the purpose.
In the deployment stage, it can be placed uniformly, thrown randomly, dropped by
plane, etc. In the post-deployment phase, the topology of the network may change
due to node placement and its position, the distance between two consecutive



680 K. Y. Bendigeri et al.

nodes for connectivity, obstacles, damages, etc. In some cases, additional nodes
may be redeployed to re-establish the coverage and connectivity.

• Environment: Sensor nodes are also deployed in chemically contaminated areas,
war field, deep ocean, valleys, mountains, megastructures, etc.

• Transmission Media: Sensor nodes today adopt different transmission media like
infrared, bluetooth, optical, radio waves, etc. Enabling the network for universal
operation requires, proper transmission media should be made available. The
traditional transmission medium is radio frequency 2.4 GHz. But, smart dust
adopts optical medium for communication.

• Power Utilization: The sensor being a microelectronic device can be equipped
with the limited battery source, typically <0.5Ah, 1.2 V. The node has to perform
three essential operations like sensing, communication, and data processing.
Therefore, a sensor node lifetime depends on the battery life of the sensor.

• Heterogeneity: Modern application demands programming to support commu-
nication between different hardware technologies, as the applications areas are
becoming more and more challenging. Sensor development is also very fast, so
the program should support the broad range of sensor node technologies.

• Coverage:Aconnected sensor defines howeffective the coverage range is and how
stable the route establishment has been for a given area. When nodes distributed
sparsely, only a particular area of interest may get covered. Redundant nodes may
occur in some physical locations where accuracy and redundancy are required.

• Connectivity: The physical location of the individual sensor and the distance
between two consecutive sensors, whether they are in communication range or
not, defines the connectivity of the network. Connectivity is irregular due to the
partitioning of the network, even if some part of the network gets partitioned,
transmission can be done by using mobile nodes.

• Lifetime: The battery of a sensor node has a definite lifetime which consistently
drains during the communication. Development of extended life battery with
proper power scheduling algorithm is very essential.

3.3 Research Problem for Wireless Sensor Network

Multiple dependable factors contribute to ensuring connectivity among the nodes in
WSN, where the primary factor is energy and secondary factor is node deployment
strategy. However, the presented study inclines towards investigations in the direction
of energy efficiency mainly along with the fault-tolerant operation of the nodes. Such
identification will help in setting up a proper wireless sensor network for various
applications.

The occurrences of node failures are usually caused owing to security breaches in
the wireless sensor network. Due to the various types of attacks, there is a possibility
that a compromised node can act maliciously and can tend to either drop a packet or
corrupt the routes. There is also a possibility of uncertain hardware circuitry problems
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owing to certain external reason causing node failures. Imperfect usage of routing
protocol may also lead to dissemination of error-prone data.

The present study focuses on the critical cause of node placement as well as
fault-tolerant issues on the energy factor. In the long run, when the sensor nodes
start depleting the energy, the declined performance of that node affects the entire
network performance negatively. Such a situation very often gives rise to network
partitioning problems.

The availability of sufficient residual energy significantly supports the potential
radio transmission in wireless sensor network [13, 14].When a node depletes energy,
other nodes connected to it have to dissipate extra energy tomake the communication
operational, thereby causing faster degradation of available power. Another signif-
icant cause of energy dissipation is external environmental factors, e.g., rain, the
surface condition of the earth, interference, noise, etc. Such environmental factors
strongly influence the performance of the sensor nodes for capturing the real-time
event of the surroundings and uses extra battery life to process the raw information.
The presence of various types of natural objects like trees, hills, etc., also affects the
transmission quality resulting in degradation of communication performance. The
prime research problems of the proposed study are as follows:

• Node Placement: Node placement is one of the significant problems that initiate
from the beginning of the cluster setup stage. Majority of the existing trends of
research towards WSN uses random deployment of the sensor for the large scale
area and uniform (or grid) deployment for the smaller-scale area. This is mainly
done for the convenience of deployment viewpoint. However, randomdeployment
does not ensure that all the nodes are in sensing range of each other while grid
deployment does not ensure effective optimization of energy and resource.

• EnergyEfficiency: Frommore than a decade, energy has always been the primary
problem. Even the existences of hierarchical protocols are in constant phases of
enhancement, which means lack of any protocol to ensure maximized energy
conservation. Moreover, with lower computational capability, the sensor node
will need to deplete more energy to perform transmission. In the concept of data
aggregation, a cluster-head consumes maximum energy which is still not found
to be lowered. Hence, energy is one of the ongoing issues which need a smart
alternative solution without degrading communication.

• Fault Tolerance: Sensor network is always characterized by a large number
of interconnected nodes, where the presence of a direct link is extremely less.
Majority of the nodes performs communication with the help of the relay node.
Therefore, any form of fault in a sender can generate a faulty sensory reading.

• Agricultural Application: Sensors used over the crop field normally extracts
multiple forms of environmental data for ensuring better information gain for
crop cultivation. These sensors are normally affected by harsh climatic condition,
and hence, they will not operate as anticipated over an as large scale. At the same
time, physical damage in any sensor will not draw any attention due to large scale
operation. Hence, at any cost, the node connectivity management gets adversely
affected which indirectly affects the crop cultivation.
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From the survey of WSN, it is found that WSN has narrow work in a few areas
which can be taken up for research

1. Node placement and higher fault tolerance that ensures energy efficiency,
reliability, and

2. Cost-effectiveness with better applicability over agricultural-based application.

4 Proposed Work

In proposed work, our discussion will be towards the usage of WSN for agriculture.
Real-time sensor nodes along with humidity, temperature, moisture sensor (HTP)
are considered. Routing protocol level-based (LBR) and MAC-based (MBR) are
considered. Figure 3 shows communication between four sensor nodes and a radio
module with a gateway with neighbors involved in communication. Such instance
would cause a higher range of communication, as with four sensors will be able
to communicate for about a km long. Thus, a unique approach is being found to
replace the typical way of agriculture by introducing technology and calling it as
e-agriculture.

Figure 4 shows the working with sensors and radio modules, which considers
the parameter Humidity, temperature, pressure (HTP) that is related to the crop. As
shown in Fig. 4, all the three parameters at times can be measured from a crop of the
greenhouse. The algorithm is such that any change with temperature, pressure, or
humidity is automatically detected onto the screen. The readings are brought down
to the computer interface and displayed on screen which is a desktop or laptop,
which in future can be extended for remote users with the farmer from anywhere
using mobile. The HTP sensor is again been used with both LBR and MBR routing
protocols, where LBR is performing well with HTP. Reason for better performance
is as the data is through neighbors, part of data is lost with MBR protocol.

Fig. 3 Scenario of two sensors setup for measuring various parameters of crop
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Fig. 4 LBR-based routing protocol to measure temperature, humidity, pressure

5 Simulation

The sensor used for sugarcane monitoring, monitor data for HTP and able to success-
fully receive data at the gatewaywhich is away from the sensor nodes. Figure 5 shows
a measurement of light intensity with the crop using both LBR and MBR routing
protocols; the methodology is similar to that done with the temperature measure-
ment. Better readings can achieve with LBR routing that has been again compared
with a simple hop to hop communication using a radio module sensor with the radio
module gateway, of which readings are same as that of LBR routing which is used
with fewer nodes for a shorter range of communication.

Figure 6 shows a graph of humidity measurement of the crop in the greenhouse,
using LBR and MBR routing protocols and Fig. 7 shows a measurement of pressure
using same routing protocols, anddynamo ismeasuring pressure andhumidity related
with the crop. As these are the parameters related to water content with crop and
the water presence may be due to many reasons like rainwater or natural water
from the stored tank or vapor content during the morning hours, because of these
reasons variation in the readings may be obtained. Hence, the measurement with the
greenhouse effect is preferred. However, the LBR protocol can achieve better with
both the measurements.
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Fig. 5 Showing light intensity measurement for LBR and MBR routing protocols

6 Conclusion

In this paper, the architecture, application, design constraints, research problem, etc.,
of WSN are discussed so that researcher can get to know all the basic information of
WSN. Further, one application ofWSN in agriculture is considered. Most of the time
sensors used as single-hop communication to the gateway are replaced by routing
technique to increase the communication range ofWSN and to save energy of nodes,
demonstrated through the proposed experiment.
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Fig. 6 Showing humidity measurement for LBR and MBR routing protocols
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Fig. 7 Showing a pressure measurement for LBR and MBR routing protocols
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Human Disease Diagnosis Using Machine
Learning

Sarika Jain, Raushan Kumar Sharma, Vaibhav Aggarwal,
and Chandan Kumar

Abstract In the disease diagnosing process, identification of patterns is so crucial
for the prediction of the disease accurately. A powerful disease prediction system is
needed to detect the disease accurately by analyzing various parameters/symptoms
and to make our systems learn from the past diagnosed disease and capable of
adapting to new methods. To deliver the medical association for the analysis of
syndrome among patients, a graphical user alliance will be refined. Doctors and
medical practitioners can readily utilize the GUI as a screening tool. In this paper,
various techniques available for disease prediction such as k-nearest neighbor (KNN),
Naïve Bayes, support vector machine (SVM), logistic regression, and decision tree
have been explained. A general review is done on the prevailing and anticipated
models for human disease prediction and a reasonable study on these techniques
based on quantitative dimensions such as detection rate (D-Rate), false alarm rate
(FA-Rate) is carried out. Strategies have been proposed for diagnosing liver, heart,
and diabetes illness in patients by utilizing machine learning procedures. The three
machine learning procedures that were utilized incorporate SVM, logistic regression,
and kNN. The framework was executed utilizing every model and their exhibition
was assessed. Execution assessment depended on certain exhibition measurements.
Finally, a model has been developed in which the person can insert his symptoms
and the disease identification is done that can give the result based upon the inputs.
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1 Introduction

Machine learning enables the systems to learn without being adjusted remotely.
Classification algorithms are utilized to choose from an arrangement of choices
that best fits a lot of perceptions. The recent machine learning planned machine
learning frameworks have been balanced; however, more ought to be done on their
acknowledgment rate for better precision in diagnosing the infection. However, most
of the diagnosis systems that are already developed works on a particular domain
that is not much pragmatic in a real life scenario. Sometimes, it happens that a patient
may be suffering from multiple diseases; so in this case, the system gave the poor
results.

Various Techniques of Disease Detection:

The disease detection system can be built through numerous techniques like fuzzy
logic, neural network, agent-based and machine learning. The whole disease has
different symptoms known, so by using machine learning techniques, like k-nearest
neighbor (KNN), Naïve Bayes, support vector machine (SVM), decision tree, and
logistic regression, the disease can be diagnosed. The different machine learning
models include:

• NaïveBayes:NaïveBayes is amodest but amazinglyprevailingprognostic demon-
strating algorithm.NaïveBayes theoremdelivers amethod inwhich the possibility
of a hypothesis given our earlier facts can be computed.

Bayes’ Theorem is stated as:

P(m|n) = (P(n|m) ∗ P(m))/P(n)

Here, P(m | n) is the possibility of hypothesis and the facts. This is termed as the
posterior probability. P(n | m) is the possibility of facts to the hypothesis was right.
P(m) is the possibility of the hypothesis being right (regardless of the data).P(n) is the
possibility of the facts (irrespective of the hypothesis). Keywords: m for hypothesis
and n for facts after scheming the posterior probability for diverse hypotheses, the
hypothesis with the maximum possibility is chosen. This is the extreme possible
hypothesis and can be termed as a maximum posterior (MAP) hypothesis.

This can be termed as:

MAP(m) = max(P(m|n)).

Bayes’ Theorem is categorized under the classification algorithm. The system is
easier to recognize when labeled with binary or categorical input values. It is termed
as Bayes’ Theorem because it computes the possibilities for an individual hypothesis.
They all are easy to make our calculation manageable. Instead of trying to compute
the values of individual characteristic value P(n1, n2, n3 | m), it is assumed that they
are provisionally autonomous based on the targeted value and are calculated as P (n1
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| m) * P (n2 | m) soon. Learn the behavior of the disease and can, therefore, predict
the disease to which class it belongs.

• Support Vector Machine: SVM aims to discover the most suitable hyperplane
that separates records into one of kind classes. The scikit-researchPythonbundle is
used to implement SVM. The pre-processed records are divided into test statistics
and education units representing 25% and 75% of the whole data set, respectively.
Vector support technologies are based on the idea of choice plans that describe
choice parameters. A choice plan is single that splits a group of items that have
diverse class members. A vector support machine acquires these data points and
generates the hyperplane (which in two dimensions is simply a line) that separates
the labels at best. The line is the decision limit for SVM, which maximizes the
margins of both labels.

• Decision Tree: A decision tree is the popular algorithm of machine learning,
used mainly for classification, but also for regression problems. Each branch of
the tree represents a possible decision reaction or occurrence. It is also known
as tree-diagram. The whole idea is to divide the given dataset into fragments
during training, based on the value of a certain feature. The fragments are made
progressively until all the target variables fall under one category.

• K-Nearest Neighbor: K-nearest neighbor is one of the simplest supervised
machine learning algorithms, which works based on similarity with the existing
cases. All the history cases are stored and the new data or the new case is clas-
sified based on a similarity measure. It can be used in classification as well as
regression problems. It memorizes the training data. No learning is performed,
all the processing happens at the time when the prediction is requested. KNN
does not have a discriminative function (analysis is used to determine which
variables discriminate between two or more naturally occurring groups) from a
training set.

To diagnose any disease, identification is a vital task. Sometimes, various signs
and symptoms can be not identified and, therefore, diagnosis is the utmost difficult
task. In this work, a comparison of numerous techniques of machine learning for
the identification of liver, heart, and diabetes diseases has been provided. Later, a
model is developed in which the person can insert his symptoms and the disease
identification is done.

Section 2 presents a literature survey that has been done on disease prediction
systems. Section 3 describes the simulation of different machine learning models on
the sample datasets of three diseases. Section 4 describes the proposed framework
along with results and discussion. Section 5 concludes the work describing the future
scope of the system.
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2 Literature Survey

Domingos and Pazzani [1] considered two algorithms of decision tree, namely C4.5
and CART and the dataset of BUPA disease disorder was also considered for the
experiments. Schiff et al. [2] also made a critical look on liver disease diagnosis
by evaluating classification algorithms such as Naïve Bayes classifier, C4.5, kNN
and more. Ephzibah [3] built a model to diagnose diabetes. The model proposed by
the author connects fuzzy logic and genetic algorithm and used to select the finest
subcategory of characteristics and also to improve the accuracy of the classification.
For the experiment, the author picked the data set from the UC Irvine machine
learning repository that has 8 features and 769 rows. In this paper, implementation
is done through MATLAB. By means of the genetic algorithm, among all, only the
three best characteristics are designated. These selected characteristics are used by
the classifier known as the fuzzy logic and give 87% accuracy. The cost of around
50% is less than the original cost.

Vembandasamy et al. [4] frolicked a piece to investigate coronary infection.
The precision accessible with the aid of Naive Bayes is 86.419%. The researchers
Parthiban and Srivatsa [5] have worked upon locating the coronary contamination in
the sufferers of diabetes. Tan et al. [6] have given a crossover strategy by utilizing
genetic algorithm and support vector machine. Sarwar and Sharma [7] endorsed
running in Bayes Theorem to forecast type 2 diabetes. There are three types of
diabetes. There are three kinds of the diabetes type-1, type-2 and the sort-3 is gesta-
tional diabetes. Growth of Insulin resistance ends in Type-2 diabetes. There is a docu-
ment of 415 patients inside the facts set and this is to be taken for a diverse purpose;
the information is collected by different regions. Model is evolved by means of the
MATLAB with SQL server ninety-five % of the best forecast is completed by Naive
Bayes.

Rajeswari et al. [8] analyze liver disease by usingmining algorithms of K star, NB,
and forest tree. The data set of patients is considered from the ICU which includes
345 cases and seven characteristics. By using WEKA tool 10 cross-validations can
be tested. Naive Bayes provides a precision of 96.52% in 0 s. The accuracy of 97.10%
is obtained using the FT tree in 00.200 s. The K-star algorithm classifies 83.47% of
instances with precision in 0 s. Based on the results, the FT tree offers the highest
classification accuracy in the hepatopathy data set compared to other data mining
algorithms.

In the paper [9], Aruna et al. compared different classifiers viz. RBF neural
networks, NB, the SVM-RBF kernel, the decision trees (J48) and the simple CART
over the breast cancer data sets. Sadhana and Sankareswari [10], in their work,
compared upon the precision of two classifiers SVM and decision tree for WPBC
based on cross-validation. Sivakami and Saraswathi [11] have proposed the predic-
tion of breast cancer using theDT-SVMhybridmodel.Other classification algorithms
such as SMO, IBL, and NB have also been applied. Among all the other algorithms,
the DT-SVM gave the best performance and accurate result.



Human Disease Diagnosis Using Machine Learning 693

3 Simulation of Existing Model

The SVM, Naïve Bayes, and KNNmodels over the heart, liver, and diabetes diseases
datasets taken from the UCI machine learning repository have been simulated
and calculated the Recall, Accuracy, F1_measure, Precision, and ROC_Auc Score.
These quantitative measurements are used to evaluate and compare the efficiency of
different models.

3.1 Simulation Parameters

A True Positive (TP): the symptoms that cause disease is treated as the symptoms
that play a role in disease by the system.

True Negative (TN): the symptoms which do not play a role to cause disease is
treated as same.

False Positive (FP): the symptoms which not play a role in disease is treated as
the symptoms which act in disease prediction.

False Negative (FN): the symptoms which cause disease but were wrongly
classified as symptoms which do not cause disease by the system.

1. Accuracy: It is the fraction of symptoms that had been efficiently labeled. It is
one of the maximum effective and typically used assessment notations.

Accuracy = (TP + TN)/(TN + FN + FP + TP)

2. Recall: It is the fraction of symptoms (the symptoms that havemaximum chances
of being wrong) correctly classified by the system.

Recall = TP/(TP + FN)

3. Precision: It is the number of symptoms either cause disease or not that was
correctly classified. It is also known as the detection rate.

Precision = TP/(TP + FP)

4. F1_measure: F1_measure is the harmonic mean among precision and take into
account. High precision but decrease take into account, gives you a really accu-
rate; however, it then misses a big variety of times which can be difficult to
categorize.

F1_Score = (2 ∗ precision ∗ recall)/(precision + recall)
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5. ROC score: ROC score is the receiver operating caracteristic and the graph
is plotted against True Positive Rate (TPR) and False Positive Rate (FPR) for
different threshold values. ROC_AUC is just the area under the curve.

3.2 Processing

Data preprocessing is an important step in solving every machine learning problem.
A large portion of the data should be cleaned, i.e., preprocessed before any machine
learning calculation can be done on it. The sections which contain invalid qualities
are supplanted with mean estimations of the segment. As unmistakably noticeable
from the dataset, every feature except for sex is whole numbers. The feature sex is
changed from string to numeric binary values (0 and 1) in this data pre-processing
step. Our model is trained on the Naïve Bayes, KNN, and SVM algorithms. These
three models have been chosen as they are the best among all, especially for the
medical field. Based on the trained model, our system is tested by taking the input
and the model predict the result according to the inputted value whether the person
is suffering from the disease or not and gives the accuracy ratio that how much sure
that the person is suffering in a particular disease.

Test size: 25%, Training size: 75% (Table 1)
From the above results, it is clear that the SVM performs the best against all the

observed parameters (recall, accuracy, precision, F1_Measure, and ROC_AUC) and
for all the three diseases datasets. It is also notable that SVM is not costly to train
and, therefore, choose the SVM to train our model.

Table 1 Results for the three diseases

Disease Algorithm Recall (%) Accuracy
(%)

F1-Score
(%)

Precision
(%)

ROC_AUC
(%)

Heart Naïve Bayes 28.57 78.94 42.85 85.71 63.37

SVM 85.71 94.73 90.00 94.73 91.94

KNN 71.42 78.94 65.21 60.00 76.62

Liver Naïve Bayes 100.00 70.54 82.73 70.54 50.00

SVM 100.00 70.54 82.73 70.54 50.00

KNN 77.66 60.95 73.73 70.17 49.30

Diabetes Naïve Bayes 36.12 65.54 42.73 61.54 50.00

SVM 71.72 78.64 69.73 71.54 73.03

KNN 69.66 71.95 54.73 64.17 49.30
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4 Operational Analysis

A prototype of human disease diagnosis medical expert system has been developed
to support the diagnosis of common diseases. This will help the physician in diag-
nosing a few ailments. The fundamental goal of this framework is to deliver pertinent
information and data for discussions, andwith the outcomes got at this stage, produce
potential judgments. The dataset of the liver patients and the heart patients is merged
andmake a new dataset (mixed dataset) of the patients. Afterwards, the preprocessing
in the dataset is done for better computation and protect our system by predicting the
wrong result and replacing the missing value with encoding categorical variables,
scaling, mean value, etc. The framework undergoes the following steps:

Step 1. Import the necessary libraries (pandas, numpy, MultinomialNB, KNeigh-
borsClassifier, SVC, make_pipeline, confusion_matrix)
Step 2. Fetch the dataset
Step 3. Apply pre-processing steps on the dataset
Step 4. Split the dataset into training and testing
Step 5. Build the model by applying different algorithms
Step 6. Test the model
Step 7. If the result (score) is efficient then retain this model and go to step 8;
otherwise, gotostep3 to try some other model.
Step 8. Take the input from the user and predict the result

5 Conclusion and Future Scope

This document exhibits a savvy malady analysis framework for the determination of
ailments utilizing the past calculation. In this venture, strategies have been proposed
for diagnosing liver, heart, and diabetes illness in patients utilizing machine learning
procedures. The three machine learning procedures that were utilized incorporate
SVM, logistic regression, and KNN. The framework was executed utilizing one
of the models at a time and their exhibition was assessed. Execution assessment
depended on certain exhibition measurements. A few properties of this model stay to
be explored. It ought to be tried on a few datasets. Tragically, it is difficult to gather
the enormous measure of the information and the information is exclusive and hard
to get.

The machine learning is a kind of savage power component which endeavors
to discover the connection between the numerical properties of contributions with
coordinating yields dependent on the past information. At the end of the day, there
is no reasonable calculation that can be so useful for utilizing in malady forecast
as there is increasingly named information. So starting at now, there exists a few
constraints notwithstanding for machine learning calculations. As future work, pre-
defined-controlled vocabularies in the form of ontologies could be utilized for this
purpose.
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Soccer Result Prediction Using Deep
Learning and Neural Networks

Sarika Jain, Ekansh Tiwari, and Prasanjit Sardar

Abstract In the present world, the prediction of the results of football matches is
being done by both machines and football experts. Football as a game produces a
huge amount of statistical data about the players of the team; the matches played
between the teams and the environment in which the match is being played. This
statistical data can be exploited using various machine learning techniques to predict
various information related to a particular football match, namely the result of a
particular game, injury of a player, performance of a player in a particular match,
and spotting new talents in the game, etc. In this work, previous works are reviewed
on the prediction of the outcome of a football match, evaluate themerits and demerits
of different approaches and then attempt to design a prediction system powered by
Recurrent Neural Networks (RNNs) and Long Short Term Memory (LSTMs).

Keywords Neural network ·Machine learning · Deep learning · Prediction ·
RNN · LSTM

1 Introduction

Football being one of the most popular sports around the globe has a huge amount of
fans following the day to day events in the game. The investment involved in football
matches is increasing in billions by the end of every season and every team wants
to get the best result out of the investments they have made. Multiple big teams and
sports organizations depend on data available from previous meetings of the teams as
well as the present condition of the team to make proper adjustments to their squads
to win the competitive matches with the best results. The people associated with the
football teams as well as the followers of the teams often come across instances,
where it is hard to guess how their team will perform in a particular game; this is
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where game result prediction systems come into play. Soccer score prediction can
be a helpful means to assess the readiness of a team before going into a game so
that necessary changes can be made to the team to avoid a defeat. The prediction can
also help the management of different football associations in getting their teams
ready for the upcoming matches to get the best result possible out of the fixture.
Accurate football match outcome prediction is valuable for small and big sports
telecommunication companies as it can help them increase their revenue and make
the game a lot more interesting for the viewers. They can also be used for finding
new talents in the sport and making better investments in the teams’ future and better
returns for the investments.

There have been several attempts at trying to predict the outcome of a football
match but none of them has been able to match the accuracy of the human prediction.
Humans are still by far superior in predicting the outcome of the match as they take
into account the technicality aswell as the emotional factors that affect the outcomeof
the game; this helps them in predicting well but it has its drawbacks as well. Humans
let their emotions overpower them in the prediction which more or less leads to a
wrong prediction of the outcome. Various factors affect the outcome of a football
match such as the number of scored goals in previous matches by a team, the winning
streak that the team is coming to play within the present game, the environment in
which the team is playing the current fixture, and many more other factors associated
with the current form of the players in the team as well as the current form of the
team itself. Not only the outcome of a game but also various other parameters can
also be predicted like the performance of a player, injury of a player, and evaluating
a game strategy.

This work aims to review previous efforts on the prediction of results of a football
match, to evaluate themerits and demerits of different approaches and then attempt to
design a prediction systempowered byRecurrentNeuralNetworks (RNNs) andLong
Short Term Memory (LSTMs) to predict the result of a football match. Increasing
the accuracy of the prediction is aimed at by taking into consideration all the events
that take place during a football match and their effects on the outcome of the match.

2 Background and Related Work

This section familiarizes the reader with the theory that works behind the proper
functioning of the result prediction done by the RNN using LSTMs. The section
starts with machine learning, deep learning, and neural networks and concludes with
RNN and LSTMs. Most of the techniques aims at reducing the randomness with the
game.
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2.1 Machine Learning

Machine learning is a subfield of artificial intelligence whose popularity is growing
in the field of computers at a very high rate. It is the field of study that helps a system
learns on its own without any explicit intervention. Majorly machine learning is
of three types supervised, unsupervised, and reinforcement learning. In supervised
learning, the system searches for patterns and analyses the data to train itself for
different scenarios according to the data provided. Once the system is well trained
and starts giving the desired level of accuracy in the output in the training procedure; it
is deployed on real-life data. In unsupervised learning, the algorithm is not provided
with any structure of the data, and it is expected to find a pattern in the given data by
itself. Reinforcement learning is the ability of the system to determine what is the
best outcome taking into consideration the environment.

2.2 Neural Networks

The neural network works exactly like the working of the human brain. The human
brain consists of nerve cells that are connected by means of axons. An artificial
neural network can be considered as a pool of processing units that are connected
with weighted links that process the data among themselves. It consists of nodes
which are connected by links that send the data processed by one node to the other
node. Each node executes a simple task to help the system learn something from
the input fed to the system. The core of the neural systems, i.e. the neurons (nodes)
is just simple activation functions that take multiple input and process it to give a
particular output.

2.3 Deep Learning

Deep learning is a branch of learning that makes use of deep neural networks. They
can be used to implement great real-world problemswhich involve complex hierarchy
in themselves. While deep learning takes longer time to train the system, it gives a
more accurate result after the processing and training of the data is done. One benefit
of deep learning is that it can work on a very large dataset with different layers and
hence give a better result as compared to other learning mechanisms like SVM and
random forest.
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2.4 Recurrent Neural Networks (RNNs)

Neural networks have a disadvantage associated with them; that is, the input and
output of the network is of fixed length. Recurrent neural networks try to overcome
this drawback of ANNs. They allow loops between different nodes to allow the
system to remember specific outputs related to some particular features. These loops
act like memorizers which remember the data for some time in the system.

2.5 Long Short Term Memory (LSTMs)

LSTMs are units of recurrent neural networks that are designed to remember the
values for a long or a short period of time. If the LSTM feels that a feature is
important in deciding the output, then it carries the feature in the memory for a
longer period of time. The recurrent units in LSTM do not use activation function
at every node so the data does not get squashed by the system by getting processed
repeatedly.

2.6 Comparative Study

Zdravevski and Kulakov employed classification techniques that can be found in
WEKA to predict the winner of a game. Parameters that were used were, namely
the no. of players injured in the team, winning streak of the team before playing
the game, the fatigue of the team before playing the game, win percentage of the
teams, and offensive and defensive ratings of the team [1]. Lam in their research
has used a Bayesian linear regression model, Gaussian process regression model,
and Sparse spectrum Gaussian process regression model to calculate the winning
probabilities of a match. They use 11 attributes in total to infer the team’s strength
and the player’s ability [2]. Igiri in their research usedGaussian combinational kernel
type and generated a total of 79 support vectors at a count of 100,000 iterations [3].
Rotshtein et al. in their research propose a model which predicts the result of an
upcoming match using the method of identifying non-linear dependencies in the
knowledge base. Five levels were defined to construct a prediction model based on
fuzzy logic, namely loss with a high score, loss with a low score, game with a draw,
win with a low score, and win with a high score. To apply the fuzzy knowledge base
a fuzzy knowledge approximator was used [4]. Pettersson and Nyquist used LSTMs
in recurrent neural networks to predict the outcome of an ongoing football match.
They considered all the players playing in the team to be at the same advantage and
of the same capabilities [5]. In their system, Cui et al. [6] used 25 different variables
related to a football game as terminal sets, and the fitness measure is set as the total
number of the wrong prediction of the games.
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Datasets: While a great deal of data is available related to football games across the
globe, the data is not always useful or in accordance with the requirements of the
researchers. Many times the researchers have to gather the data manually or through
various sports companies or site to work upon. Zdravevski and Kulakov [1] used
the data of two back to back seasons of National Basketball Association League
from the basketball reference website. Max Lam [2] used the data of the 2014/15
season of NBA from the database available on the NBA site [7]. Igiri [3] in their
research used the data available for all the seasons of the English Premier League [8]
as their dataset to work upon. Rotshtein et al. [4] used the data of the championship
of Finland. The dataset in Pettersson and Nyquist [5] included matches from leagues
and tournaments across the globe from 54 different countries that come under the
Union of European Football Associations (UEFA) [9] as well as the countries of
American and Asian origin. Cui et al. [6] used the official site of the English Premier
League [8]. Table 1 summarizes the just discussed works, i.e., references [1–6].

Table 1 Comparing approaches

Author Accuracy Remarks

Zdravevski and Kulakov [1] The accuracy of reference
classifier was comparatively low
when compared to any other
classifier (around 5-10% low)

The data was collected from the
official NBA source, and hence,
the data was more accurate.
Low prediction accuracy

Lam [2] TLGProb had an accuracy of
85.28% in NBA 2014/2015
season

TLGProb performs well when
compared to the existing NBA
predictive models. A small
dataset was used

Igiri [3] Prediction accuracy was 53.3% Can handle nominal data. Low
prediction accuracy. Does not
support large datasets

Rotshtein et al. [4] 85% accuracy in genetic tuning
and 84% accuracy in neural
tuning

High accuracy. Due to
insufficient learning samples,
the tuning of this kind of system
is a very difficult task

Pettersson and Nyquist [5] The accuracy was 96.63% for
many to one approach and
88.68% for the many-to-many
approach

High accuracy. The dataset
comprised of only 2–3 seasons
of the leagues and tournaments

Cui et al. [6] Testing accuracy was 56%, and
the overall accuracy of the
system was near to 70%

Low accuracy. The accuracy
rate of each function is not the
same



702 S. Jain et al.

2.7 Discussion

Taking into account the popularity of the game in the present world, many organi-
zations will be willing to invest a huge amount of money in the prediction systems
for the better performance of their teams. As interesting as it may seem, prediction
of the results of a football game is a very hard task and involves a large amount of
uncertainty. However, it can be said that the result of football is not a completely
random event, and hence, a few hidden patterns in the game can be utilized to predict
the outcome. Based on the studies of numerous researchers that is being reviewed
in our study as well as of those done in the previous years, one can say that with a
sufficient amount of data an accurate prediction system can be built using various
machine learning algorithms. While each algorithm has its advantages and disad-
vantages, a hybrid system that consists of more than one algorithm can be made
that can increase the efficiency of the system as a whole. There also is a need for
a comprehensive dataset through which better results can be obtained. Experts can
work more toward gathering data related to different leagues and championships
across the globe which may help in better understanding of the prediction system.
Moreover, the different features of a footballer, as well as that of the team, can also
be taken into consideration while predicting as this may produce a better result as
compared to when all the players in a game are treated to be having an equal effect
on the game.

RNNs gave a better result when compared to the other techniques for predicting
the outcome of a football match. The more information the system was fed the more
accurate the result of the RNN system showed. Hence, RNN as the technique to be
used in our prediction system is chosen.

3 Operational Analysis

Previous works on predicting the results of football matches with machine learning
techniques have mainly focused on the data available about the team. The focus has
only been limited to a small number of leagues as well. The approach of this work is
to deduce better features from the results of the previous matches that the team has
played and taken into consideration the current form of the team. A long short term
memory system is exploited for this work.

3.1 Dataset

The dataset for the project has been taken from “http://football-data.co.uk/data.php.”
The dataset contains the data of the seasons from 2010–11 to 2017–18 of the English
Premier League. The advantage associated with this dataset is that the number of

http://football-data.co.uk/data.php
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matches played by each team, and the total number of matches in the tournament is
fixed. This was beneficial in removing unnecessary information from the system. In
each dataset, there are around 380 records each which are in chronological order with
around 60 attributes. From the given dataset, manual feature generation was done
to get new attributes. For example, the values from the "Full Time Away Goals"
(FTAG) and "Full Time Home Goals" (FTHG), two new attributes "Home Team
Goals Scored" (HTGS), and "Away Team Goals Scored" (ATGS) were calculated by
summing over the attributes through all the rows. All the contenders in every match
had their form calculated by finding the winning streaks of the teams and recording
if any team had won five games in a row or three games in a row. Finally, one hot
encoding was done for classification purpose. The various rows that were considered
in the final dataset are given below:

HTGS—Goal scored by the home team HTGC—Goal conceded by the home team

ATGS—Goal scored by the away team ATGC—Goal conceded by the away team

HTGD—Goal difference of the home team
(HTGS—HTGC)

HM1(—4) —Results of the last four games
won by the home team.

ATGD—Goal difference of the away
team(ATGS—ATGC)

AM1(—4)— Results of the last four games
won by the away team

HtLossStreak3—loss streak of the home team
with three games (Hat trick)

HtWinStreak3 —win streak of the home team
with three games (Hat trick)

AtLossStreak3—loss streak of away team with
three games (Hat trick)

AtWinStreak3—win streak of the away team
with three games (Hat trick)

HtWinStreak5—win streak of home team with
five games

HtLossStreak5—loss streak of the home team
with five games

AtWinStreak5—win streak of away team with
five games

AtLossStreak5—loss streak of away team with
five games

HTP—Points gained by the home team HTGDGoal difference of the home team

ATP—Points gained by the away team ATGD—goal difference of the away team

DiffPts-(HTP—ATP) DiffFormPts— HTFormPts—ATFormPts

3.2 Methodology

There are a few parameters in every neural network that won’t change throughout
the working of the model even when the calculation of the accuracy of the model is
done. Such parameters are known as hyper-parameters. Once themodel hasmade use
of a certain set of hyper-parameters these parameters can be played around with to
get a better understanding and accuracy of the model. RNNs can not only remember
the sequence in one instance, but also the sequence of the various instances coming
in because the nodes storing the weights, and the activation functions are the same.
With respect to footballmatch outcomeprediction, the dataset is a relational database.
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Also, the order of the various columns is unimportant as it doesn’t affect the outcome
of the match.

LSTM cells are a modification of RNNs. LSTM cells implement RNNs, and with
that, they perform an additional calculation with previous output from the RNN cell
and the new input to generate the new output. LSTM cells are mainly composed of
three gates:

• Forget gate: This gate is known as the sigmoid function. It is responsible for
forgetting information that is not required anymore by the system when moving
to the next sequence.

• Input gate: This gate works as an input provider to the network. It uses tanh
function as well as the sigmoid function.

• Output gate: This gate is responsible for giving the output that is calculated by
the processing that is done at the previous two gates.

The given model is implemented with the help of TensorFlow library in python.
All the data in this library is processed in the form of an array. A code written in
Tensorflow works in two steps. Initially, a computational graph is formed, where all
the connections among various layers of the neural network and the calculations of
the weights are done but none of these variables has values. They are initialized with
Tensorflow objects without any numerical values. The second step is the execution,
where a session function is run, and all the variables that have to be calculated
are passed as parameters. This generates numerical values that are assigned to the
variables.

3.3 Implementation

The code for the implementation of LSTM and RNN for the prediction can be seen
below. The hyper-parameters include:

(1) n classes—total number of output classes.
(2) batch size—number of rows fed in one iteration to the model.
(3) hm epochs—number of epochs the model runs for.
(4) chunk size—number of attributes in each chunk.
(5) n chunks—number of chunks in one instance of data.
(6) rnn size—number of LSTM cells in the hidden layer of the RNN.

Pseudocode

Step 1: import the necessary libraries
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import Tensorflow as tf

from tensorflow.contrib import rnn

import pandas as pd

Step 2: import the one hot dataset using pandas

Step 3: define the hyper-parameters

hm_epochs = 10

n_classes = 2

batch_size = 1

chunk_size = 27

n_chunks = 1

rnn_size = 512

Step 4: Create the RNN model with LSTM cell.

Step 5: Feed the system with data and LSTM cell mechanism.

Step 6: Train the model using the function created in step 4.

3.4 Results and Discussion

The experiment has been performed on the above dataset using a basic LSTM cell
from the TensorFlow library. Themodel was run on a various set of hyper-parameters
to find out the best model. Table 2 shows the various train and test accuracies with
chunk size = 3 and n chunks = 9, for batch sizes from 1 to 124. The model with
chunk size as 27 was considered for further analysis as depicted in Table 3.

Table 2 RNN with chunk size 3 and n chunks as 9 and varying batch size

Batch size 1 30 60 124

Accuracy train 0.922043 0.6973118 0.6655914 0.6704301

Accuracy test 0.79875 0.6525 0.64625 0.6525

Table 3 RNN with chunk size 27 and varying batch size

Batch size 1 30 60 124

Accuracy train 0.9811828 0.7688172 0.74139786 0.7354839

Accuracy test 0.8075 0.69875 0.69375 0.69
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Table 4 RNN with different sizes of the hidden layer

RNN Size 32 64 256 512

Accuracy train 0.9731183 0.97043014 0.9919355 0.9892473

Accuracy test 0.8125 0.805 0.805 0.8025

Table 4 shows the accuracies of the model with varying size of the hidden layer.
Here, for increasing RNN size, though the training accuracy is increasing, there is
no sufficient increase in the test accuracy. This suggests that the model is overfitting
the data. Hence, for the present dataset, the best model values are as follows:

n classes—2 batch size—1 hm epochs—10

chunk size—27 n chunks—1 rnn size—64

4 Conclusion

Thepopularity and international effect that football hasmade it an interestingproblem
to solve. Moreover, the number of factors that affect the outcome of a match is enor-
mous. From the results can be said that RNNswith LSTM show a visible and obvious
advantage over the original ANN and the traditional machine learning. Hence, other
than the mainstream uses of LSTMs, this particular path of using it for prediction of
the outcome for sporting events has also shown promising results. This model can
still be improved. One way to do that is, by using a better set of attributes. They
can include statistics of each player. This can also help in predicting the form of a
particular player from season to season.
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Ranking Diabetic Mellitus Using
Improved PROMETHEE Hesitant Fuzzy
for Healthcare Systems

K. R. Sekar, S. Yogapriya, N. Senthil Anand, and V. Venkataraman

Abstract In recent years, healthcare applications have been gaining market in the
research area. The objective of the work is based on mellitus diabetes and seeks to
sort people in such a way that people who have affected most will be handled with
high preference, moderate attack people will be the next level, andmild attack people
will be given less priority. The methodology applied here is hesitant PROMOTHEE
fuzzy in soft computingwhich helps to find the outranking and the best selection. The
preference function is to be defined in PROMOTHEE to find the outranking decisions
for the alternatives using criteria. This method is more powerful because preference
can be given to the alternatives using their criteria. The rows are always treated as
alternatives and columns are considered as criteria. Dominance and sub-dominance
are the factors that play a vital role in the methodology described. The outcome of
the research work focuses on giving the high peace of treatment to the most affected
people and to safeguard their lives from the sudden mortality. The selection and the
ranking have been given the foremost preference and priority in the research work
with high precision of PROMOTHEE calculations in the healthcare application.

Keywords Mellitus diabetes · Hesitant PROMOTHEE fuzzy · Dominance ·
Sub-dominance · Preference function

1 Introduction

Diabetic mellitus occurs due to excessive growth hormone production by the pitu-
itary gland due to a pituitary adenoma. It comes in different types and stages and
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has the ability to metastasize and infect the excretory system. Therefore, early diag-
nosis and treatment should be essential to alleviate this disease. This study aims to
apply FUZZY preference ranking organization method for enrichment of evaluation
(PROMETHEE) in the analysis of the techniques for diabetes treatment where we
were able to achieve reliable results that can aid physicians and patients to embark
on a favorable treatment option. Decision-Making Trial and Evaluation Labora-
tory Method (DEMATEL) are separately applied to derive the risk criterion and
decision-makers’ notions. Diabetic mellitus is a health problem which may occur if
the diabetic is uncontrolled. High blood sugar will still affect the body and offers a
certain lethargic feeling during the whole day. Diabetic is always a silent killer for all
of the patients affected by this disease. Physicians always monitor the patient blood
sugar level before treating with good medications. The history of the patient must
be studied in detail by the physicians before delivering the appropriate treatment.
This is also highly appreciated and valued, and the same must be followed by the
physicians inshore and offshore. With the diabetic mellitus, patients are sorted by the
physicians based on three thresholds using the patient’s preferences. PROMOTHEE
concept helps in finding out the good rankingmethodologywhich is useful to exercise
their medications. In the case of existing models, the decision-makers find it difficult
to obtain a clear view of the problem and to evaluate the results. PROMETHEE
is one of the fuzzy techniques which set out guidelines for weighing the attributes
according to their preferences. Typically, decision-makers can provide a rational
linguistics and intuitionism for the given data set which may be the reason why
PROMOTHEE ends up with a good outranking framework. The hesitant fuzzy has
alternatives and preferred criteria with respective membership weightage. The objec-
tives and the fuzzy weightage for the attributes provide the good précised answer for
outranking in PROMOTHEE methodology.

2 Relative Work

In this paper, a best-worst PROMETHEE method is deployed to rank schools avail-
able in the program for international student assessment [PISA] to guide the decision-
makers to take the right decision [1]. In the paper, a failure mode and result anal-
ysis (FMEA), preference ranking organization technique for enrichment evaluation
[PROMETHEE] approach and also the technique for order preferences in ideal solu-
tion [TOPSIS] are used to derive the risk factors for decision-makers [2]. In the
paper, this case study emphasizes individualized shopper fulfillment, as per personal
interests by using the neutrosophic PROMETHEE methodology utilized in matched
selling [3]. In this paper, a decision framework is leveraged for the site selection in
offshore wind power station, wherein PROMETHEE method is used for deploying
the assumption andmethodological support for site selection and decision-making in
the proposed coastal wind power project to proceed further and enhance the benefits
of the proposed integrated coastal management [4]. In another research work, the
preference ranking organization method for enrichment evaluation (PROMETHEE)
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method is applied to perform standard evaluation of hospital service by considering
the patient’s case study in a public hospital, and further, the resultant outputs are
compared with the TOPSIS services [5]. In the next research work, a Pythagorean
fuzzy-based PROMETHEE method is utilized for validating its applicability and
feasibility in incorporating a multi-criteria decision-making challenge associated
with the bridge-superstructure construction methods [6]. Consecutively, in the next
paper, the parabolic trough concentrating solar power plant (PT-CSPP) and fuzzy-
driven PROMETHEE II method is used to generate electricity and tackle the sharp
increase in the finite amount of fossil fuel and the general energy requirements to
quantify the eligible alternatives [7]. Followed by this, the nest research work is
primarily focused on selecting the location for incorporating a military airport using
multi-criteria decision-makingmethodologies by integratingAHP, ranking and selec-
tion processes that are deployedbyusingPROMETHEEpreference ranking approach
[8]. The paper aims to find the destinations and measure the address of the competi-
tiveness of tourism destinations at the regional level by using PROMETHEEmethod
[9]. Finally, [10] has developed a fuzzy-driven PROMETHEE approach to perform
material selection and further the ranking and selection processes are deployed using
PROMETHEE method for validating and comparing the corresponding criteria.

In this paper, PROMETHEE is used for selecting the seal strips used in turbines
to select the most appropriate stainless steel material [11]. In the next paper,
PROMETHEE is employed for enhancing mobile application recommendations by
reducing the cognitive efforts of users to a minimal level [12], whereas in the next
paper, a unicriterion analysis based on the PROMETHEE principles is performed
to deploy multi-criteria ordered clustering [13]. Next, this research paper leverages
renewable energy sources accompanied with PROMETHEE II method is utilized
here for analyzing the climate change mitigation, safeguard energy security and
strengthens environmental protection [14]. Here, in this paper, an evaluation is
performed on the Web sites of hotels, and PROMOTHEE and GAIA methods are
utilized here to deploy a visual assistance for suchWeb sites [15]. This paper aims to
determine four significant perspectives, namely societal, economical, technological
and environmental perspectives to meet the increasing societal demands and devel-
opment by using the PROMETHEE method [16]. In this paper, the PROMETHEE
II method and ArcGIS software are used to rank the particular sub-watershed by
incorporating the AHP method [17]. In this paper, PROMETHEE method is used to
sort out the schools according to their academic performance and quality [18]. In
this case study, PROMETHEE-driven decision-making methods are used to select
the appropriate equipment to build construction that remains as a challenging task
[20].
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3 Methods

Step 1: Attributes are considered here as a criterion j= 1, 2,…,m for the alternatives
available in the rows for the decision-making problems

Step 2: Weightage of each and every criterion can be determined through∑k
j=1 w

∗
j

Step 3: 0-1 mapping for the decision-making problems can be obtained through
normalization

Ri j = [
Xi j − Minimum

(
Xi j

)][
Maximum(Xi j ) − Minimum(Xi j )

]
(1)

For the decision-makers i= 1, 2,…, n can be found through the evaluation variable
Xi j where i = 1, 2, …, n and j = 1, 2, …, m.

Step 4: Pairwise comparison of the alternatives can be formed by the notation

d̄ j (a, b) = ḡ j (a) − ḡ j (b)d̄ j (a, b) = ḡ j (a) − ḡ j (b) (2)

where d̄ j (a, b) represents evaluation difference between a and b for the criteria in
each tuple.

Step 5: Preference function can be defined as P j (a, b) = F
[
d̄ j (a, b)

]
where P j (a, b)

express the difference between a and b for the evaluation of alternatives in degree
ranging 0–1. If the difference between the alternatives in the negative side is similar,
on the other side positive value represents no similarity in the alternatives.

Step 6: Multi-criteria preference can be obtained through the formulae

�(a, b) =
k∑

j=1

P(a, b)w̄ jπ(a, b) =
k∑

j=1

P(a, b)w̄ j (3)

where w̄ j > 0 are the weights related to each criterion in the column.
π (a, b) adheres that the degree preferred by a and b in the overall criteria. The

numeric value of π (a, b) = 0 refers weak preference of a over b and 1 represents a
stronger preference.

Step 7: Determined the preference order.

In PROMETHEE I, partial ranking can be possible because of their low precision
values, and in the PROMETHEE II, the complete solution of the ranking is possible
because of the high precision values.

a. Partial ranking obtained only through PROMETHEE I.
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aP + b :
{

P iff ϕ̄
+
(a) > ϕ̄

+
(b) , for every a, b ∈ A

I iff

{

ϕ̄
+
(a) = ϕ̄

+
(b) , for every a, b ∈ A

aP − b :
{
P iff ϕ̄ − (a) < ϕ̄ − (b) , for every a, b ∈ A

I iff

{

ϕ̄ − (a) > ϕ̄
+
(b) , for every a, b ∈ A (4)

ϕ̄
+
(a) denotes +ve outranking flow or outgoing flow (how ‘a’ literally

predominates all the alternative tuples).

ϕ̄
−
(a) denotes –ve outward flow or incoming flow (how ‘predominates all the

alternative tuples).

ϕ̄
+
(a) and ϕ̄

−
(a) represent the preference relation for ranking alternatives.

Where former denotes partial ranking and the later denotes complete ranking
without any errors and precision difference.

aP + b :
{

P iff ϕ̄
+
(a) > ϕ̄

+
(b) , for every a, b ∈ A

I iff

{

ϕ̄
+
(a) = ϕ̄

+
(b) , for every a, b ∈ A

aP − b :
{
P iff ϕ̄ − (a) < ϕ̄ − (b) , for every a, b ∈ A

I iff

{

ϕ̄ − (a) > ϕ̄
+
(b) , for every a, b ∈ A

Compute the resultant outgoing flow by the following steps.
b. PROMETHEE II provides a complete ranking among the alternatives using their

preference criterion and avoids annoyable comparison.

ϕ̄(a) = ϕ̄
+
(a) − ϕ̄

−
(a) (5)

where ϕ̄(a) represents the net outranking flow for each alternative.

The preference relation functions are as follows:

PROMOTHEE-I is the decision-making method for all types of domains in the
research origin. Preference and priorities have to be given to the alternatives
according to their criteria. Here, we are considering two factors like dominance
and sub-dominance which will provide high mileage and milestone in decision-
making systems. Row-wise total of each alternative is referred to as dominance,
and the criteria’s total is called as sub-dominance. Pairwise comparisons among
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the alternatives will leave the entropy in the semantic table. PROMOTHEE-I will
give an extent result rather than partial results.
PROMOTHEE-II is based on quantitative and qualitative measures among
the criteria. The outranking decision-making by using this method is always
balanced because of comparing positive and negative sides. PROMOTHEE-II
is the complete ranking method rather than rational method in decision-making
scenarios.

3.1 Process Flow

Definition 1
Type 1: Let us define the preference criterion function as

P(x) =
{
0; x ≤ 0
1; x > 0

(6)

here, x refers the variation between two tuples or alternatives.
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In type 1, if f (a)= f (b), then indifference will occur. If the decision-makers never
give any importance or vital weightage given to the criteria and try to go for pairwise
comparisons among the alternatives will end up in erroneous results.

Definition 2
Type 2: Let us define the criterion preference function in a linear form as

P(x) =
⎧
⎨

⎩

0; x < 0
x/m; 0 ≤ x ≥ m
1; x > 0

Definition 3
Type 4: Let us define the level criterion function as

P(x) =
⎧
⎨

⎩

0; x ≤ q ′

1/2; q ′ < x ≤ q ′ + p′

1; x > q ′ + p′

indifference will occur on the interval [−q ′, q ′] where q ′ = 1, 2, …, r (<n) and s =
1, 2, …, s (<n). Quantitative criteria can be achieved by type 4.

4 Results and Discussions

See Table 1.

4.1 Illustration Work

Diabetic symptoms

1 Frequent urination

2 Fatigue

3 Blurred vision

4 Slow healing

Diabetic patients

(continued)
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(continued)

Diabetic patients

1 Patient 1

2 Patient 2

3 Patient 3

4 Patient 4

5 Patient 5

In the above-said Sects. 4 and 4.1, the research paper discussed comparison anal-
ysis about the relative articles, and it will reveal the application, methods applied
and outcome of that work. The later section has got patient 1 to patient 5 and has
alternatives, and diabetic symptoms are the criterion for the research scenario. Using
diabetic patients and diabetic symptoms were deployed in the illustration work.

Table 2 discusses linguistics values provided by the decision-maker rather than
domain expert in the particular field. Normally, linguistics refers to a low, medium,
high and very high. Table 2 is the training set for the coming calculation and compu-
tation. Each and every linguistic value has got its significance for a particular cell to
say the intersection of rows and columns.

In Table 3, alternatives and criteria are having intuitionistic values to linguistic
values, which is available in Table 2. Intuitionistic values are 1, 5, 7 and 9, and this
is referred to as scale 10. So for each and every linguistic value, one corresponding
cardinal value is assigned, and it is always unique in nature.

In Table 4, the first objective has been defined with two jargons like beneficial and
non-beneficial, and the same will be assigned for the criteria in terms of cost factors
toward criteria, and the same will be deployed in Table 5. In Table 5, maximum and
minimum values are taken from the column attributes or criteria.

Table 6 refers to the aggregation which is all calculated through pairwise compar-
isons among the alternatives. The need behind having pairwise comparison is only to
know about the similarity between the alternatives and rather between the tuples. If
theminus value comes between the pairwise comparison referred to as high similarity
and positive values are considered as no similarity.

In Table 7, zeros are assigned for the pairwise comparison cells which are having
a negative sign in the previous Table 6. Positive values got right from Table 6 as kept
as such without any modification in this table.

In Table 8, the second objective fuzzy weightage has been given in terms of
the membership function between 0.0 and 1.0 for the preference criterion. Using
the first objective, the second objective has been formulated according to the cost-
benefit ratio. So the criterion has got fuzzy weightage values 0.9, 0.3, 0.5 and 0.7,
respectively.

In Table 9, the respective fuzzy value of the criterion has been multiplied with
each and entries of that column. For example, in the first criterion frequent urination,
the fuzzy membership weightage function 0.9 has been multiplied with the first entry
(intersection of rows and columns) 0. Similarly, have to continue the operation of
each and every respective column.
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Table 1 Comparative analysis

S. No. Reference Application Methods Aggregation Outcome

1 #Ref 1 evaluating
school
performance

Best-Worst
PROMETHEE method

Yes Multi
dimensional

2 #Ref 4 Industries PROMETHEE method Yes To derive the
risk priority of
failure modes

3 #Ref 7 Marketing neutrosophic
PROMETHEE method

Yes Accurate and
more effective

4 #Ref 8 Power station PROMETHEE method Yes Site selection
decision-making

5 #Ref 9 Hospital PROMETHEE method Yes Evaluating the
standard service

6 #Ref 20 develops a
Pythagorean
fuzzy

PROMETHEE-method Yes Multiple criteria
decision making

7 #Ref 13 solar power
plant

PROMETHEE method Yes Site selection

8 #Ref 16 airport AHP integrated
PROMETHEE and
VIKOR method

Yes Location
selection

9 #Ref 19 tourism the PROMETHEE
method

Yes Destinations and
measure the
address of the
competitiveness
of tourism

10 #Ref 31 A fuzzy logic PROMETHEE method Yes Material
selection
problems

11 #Ref 17 Turbine seal
strips

PROMETHEE-GAIA
method

Yes Material
selection

12 #Ref 22 mobile
application

PROMETHEE Yes Ranking
methods

13 #Ref 29 A unicriterion
analysis

PROMETHEE method Yes Multicriteria

14 #Ref 36 Renewable
energy sources

PROMETHEE II Yes Ranking
websites to
support market

15 #Ref 37 Hotel PROMETHEE and
GAIA

Yes Multi criteria
analysis

16 #Ref 33 Energy plant
site

PROMETHEE method Yes Selection and
multicriteria

17 #Ref 34 Sub-watersheds PROMETHEE method Yes Multi-criteria
decision analysis

(continued)
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Table 1 (continued)

S. No. Reference Application Methods Aggregation Outcome

18 #Ref 55 Schools PROMETHEE method Yes Measuring
Performance
Quality

19 #Ref 62 Water
protection

PROMETHEE II
method

Yes evaluation of
source water
protection

20 #Ref 15 Construction
equipment

Multi-criteria Decision
Making Methods

Yes Selection

Table 2 DM linguistic values

Decision-making Frequent urination Fatigue Blurred vision Slow healing

P1 Low Very high High Medium

P2 Very high High Medium Low

P3 High Medium Low Very high

P4 Medium Low Very high High

P5 Very high High Medium Low

Table 3 DM intuitionistic values

Decision-making Frequent urination Fatigue Blurred vision Slow healing

P1 1 9 7 5

P2 9 7 5 1

P3 7 5 1 9

P4 5 1 9 7

P5 9 7 5 1

Table 4 Multi-objectives Frequent urination—Beneficial

Fatigue—Non-beneficial

Blurred vision—Beneficial

Slow healing—Beneficial

Table 10 has been normalized through their column total of each and every column.
So that to remove entropy and table disorders rather make them the semantic with
all equalities.

Tables 11 and 12 describe the following inference. The two factors like dominance
and sub-dominance.Dominance refers to row total, and the sub-dominance is referred
to as column total say ϕ+ Leaving flow and ϕ− Entering flow. Leaving flow is the
incurring loss, and the entering flow is the capital of the business.
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Table 5 Find maximum and minimum values

Decision-making Frequent urination
(B)

Fatigue (NB) Blurred vision (B) Slow healing (B)

P1 1 9 7 5

P2 9 7 5 1

P3 7 5 1 9

P4 5 1 9 7

P5 9 7 5 1

Maximum 9 1 9 9

Minimum 1 9 1 1

Using (3)

Table 6 Aggregation values

Decision making Frequent urination Fatigue Blurred vision Slow healing

D(P1-P2) −8 2 2 4

D(P1-P3) −6 4 6 −4

D(P1-P4) −4 8 −2 −2

D(P1-P5) −8 2 2 4

D(P2-P1) 8 −2 −2 4

D(P2-P3) 2 2 4 −8

D(P2-P4) 4 6 −4 −6

D(P2-P5) 0 0 0 0

D(P3-P1) 6 −4 −6 4

D(P3-P2) −2 −2 −4 8

D(P3-P4) 2 4 −8 2

D(P3-P5) −2 −2 −4 8

D(P4-P1) 4 −8 2 2

D(P4-P2) −4 −6 4 6

D(P4-P3) −2 −4 8 −2

D(P4-P5) −4 −6 4 6

Using (2)

In the above-said Table 13, dominance and sub-dominance outcomes like ϕ+ and
ϕ− are taken into account rather for calculating the value of ϕ. Using the outcome
values of ϕ, the ranking has been decided right from top to bottom. Using ranking,
the last criterion treatment has been credited in this research work.
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Table 7 Calculate the preference function

Decision-making Frequent urination Fatigue Blurred vision Slow healing

D(P1-P2) 0 2 2 4

D(P1-P3) 0 4 6 0

D(P1-P4) 0 8 0 0

D(P1-P5) 0 2 2 4

D(P2-P1) 8 0 0 4

D(P2-P3) 2 2 4 0

D(P2-P4) 4 6 0 0

D(P2-P5) 0 0 0 0

D(P3-P1) 6 0 0 4

D(P3-P2) 0 0 0 8

D(P3-P4) 2 4 0 2

D(P3-P5) 0 0 0 8

D(P4-P1) 4 0 2 2

D(P4-P2) 0 0 4 6

D(P4-P3) 0 0 8 0

D(P4-P5) 0 0 4 6

Table 8 Add weightage for the criteria according to priority

WEIGHTAGE 0.9 0.3 0.5 0.7

Decision making Frequent urination Fatigue Blurred vision Slow healing

D(P1-P2) 0 2 2 4

D(P1-P3) 0 4 6 0

D(P1-P4) 0 8 0 0

D(P1-P5) 0 2 2 4

D(P2-P1) 8 0 0 4

D(P2-P3) 2 2 4 0

D(P2-P4) 4 6 0 0

D(P2-P5) 0 0 0 0

D(P3-P1) 6 0 0 4

D(P3-P2) 0 0 0 8

D(P3-P4) 2 4 0 2

D(P3-P5) 0 0 0 8

D(P4-P1) 4 0 2 2

D(P4-P2) 0 0 4 6

D(P4-P3) 0 0 8 0

D(P4-P5) 0 0 4 6
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Table 9 Find the total for each column

Weightage 0.9 0.3 0.5 0.7

Decision making Frequent urination Fatigue Blurred vision Slow healing

D(P1-P2) 0 0.6 1 2.8

D(P1-P3) 0 1.2 3 0

D(P1-P4) 0 2.4 0 0

D(P1-P5) 0 0.6 1 2.8

D(P2-P1) 7.2 0 0 2.8

D(P2-P3) 1.8 0.6 2 0

D(P2-P4) 3.6 1.8 0 0

D(P2-P5) 0 0 0 0

D(P3-P1) 5.4 0 0 2.8

D(P3-P2) 0 0 0 5.6

D(P3-P4) 1.9 1.2 0 1.4

D(P3-P5) 0 0 0 5.6

D(P4-P1) 3.6 0 1 1.4

D(P4-P2) 0 0 2 4.2

D(P4-P3) 0 0 4 0

D(P4-P5) 0 0 2 4.2

Total 23.5 8.4 16 33.6

5 Conclusion

In the research work, hesitant PROMOTHEE fuzzy is employed for the healthcare
system to find the best selection of severity of the patients to give at most treatment
and to provide the greater priority. Outranking is needed for the decision support
system using the above-said method.

Table 10 Calculate the aggregated normalized preference values

Weightage total 23.5 8.4 16 33.6

Decision making Frequent urination Fatigue Blurred vision Slow healing

D(P1-P2) 0 0.071428571 0.0625 0.083333333

D(P1-P3) 0 0.14285714 0.1875 0

D(P1-P4) 0 0.285714286 0 0

D(P1-P5) 0 0.071428571 0.0625 0.08333333

D(P2-P1) 0.3063829 0 0 0.08333333

D(P2-P3) 0.076595745 0.071428571 0.125 0

D(P2-P4) 0.1531914 0.214857143 0 0

(continued)
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Table 10 (continued)

Weightage total 23.5 8.4 16 33.6

D(P2-P5) 0 0 0 0

D(P3-P1) 0.22978723 0 0 0.083333333

D(P3-P2) 0 0 0 0.166666667

D(P3-P4) 0.0808510 0.1428571 0 0.04166666

D(P3-P5) 0 0 0 0.166666667

D(P4-P1) 0.1531914 0 0.0625 0.041666666

D(P4-P2) 0 0 0.125 0.125

D(P4-P3) 0 0 0.25 0

D(P4-P5) 0 0 0.125 0.125

Using (1)

Table 11 Find the total for each row

Decision
making

Frequent
urination

Fatigue Blurred vision Slow healing TOTAL

D(P1-P2) 0 0.071428571 0.0625 0.083333333 0.217261904

D(P1-P3) 0 0.14285714 0.1875 0 0.33035714

D(P1-P4) 0 0.285714286 0 0 0.285714286

D(P1-P5) 0 0.071428571 0.0625 0.08333333 0.217261901

D(P2-P1) 0.3063829 0 0 0.083333333 0.389716233

D(P2-P3) 0.076595745 0.071428571 0.125 0 0.273024316

D(P2-P4) 0.1531914 0.214857143 0 0 0.368048543

D(P2-P5) 0 0 0 0 0

D(P3-P1) 0.22978723 0 0 0.083333333 0.313120563

D(P3-P2) 0 0 0 0.166666667 0.166666667

D(P3-P4) 0.0808510 0.1428571 0 0.04166666 0.18452376

D(P3-P5) 0 0 0 0.166666666 0.166666666

D(P4-P1) 0.1531914 0 0.0625 0.041666667 0.257358067

D(P4-P2) 0 0 0.125 0.125 0.25

D(P4-P3) 0 0 0.25 0 0.25

D(P4-P5) 0 0 0.125 0.125 0.25

The following are the outcomes through the article research.

(i) Hesitant PROMOTHEE fuzzy is the newer technique for the best ranking and
selection.

(ii) Thismethod removes all the entropies in the semantic training set, so we cannot
find any disorder.
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Table 12 Determine the leaving and the entering outranking flows

Aggregated
preference
function

P1 P2 P3 P4 P5 ϕ +
Leaving
flow

P1 0 0.217261904 0.33035714 0.285714286 0.217261901 1.050595

P2 0.389716233 0 0.273024316 0.368048543 0 1.030789

P3 0.313120563 0.16666666 0 0.18452376 0.166666666 0.830978

P4 0.257358067 0.25 0.25 0 0.25 1.007358

P5 0 0 0 0 0 0

ϕ—Entering
flow

0.960194863 0.633928564 0.853381456 0.838286589 0.633928567

Using (4)

Table 13 Out ranking

ϕ+ ϕ− ϕ Rank Treatment

1.0506 0.960194864 2.010794864 1 Immediate

1.03079 0.633928564 1.664718564 4 Medication

0.83098 0.853381456 1.684361456 3 immediate

1.00736 0.838286589 1.845646589 2 Immediate

0 0.633928567 0.633928567 5 Medications

Using (5)

(iii) Alternatives are well established and given preference and priorities according
to their criteria.

(iv) Dominance and sub-dominance are calculated before the pairwise compar-
isons.

(v) Pairwise comparisons are the best way for any type of best selection
methodology.

Considering the above facts, this PROMOTHEE fuzzy is the best method for the
best selection in healthcare systems.
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Hybrid Recommendation System
for Scientific Literature

Indraneel Amara, K Sai Pranav, and H. R. Mamatha

Abstract This paper aims to create a recommendation system for scientific articles.
The system can help both researchers and students in finding suitable articles related
to their fields of study in a time-efficient manner. This paper proposes a model that
uses the DBLP-Citation-network V10Dataset and a secondmodel that uses a custom
dataset created by combining an existing CORA dataset with web scraped informa-
tion. The core idea of this paper is to use the latent relationships found in the citation
data to find more relevant papers. An additional feature provided by this system is
that it can scale to any number of new scientific articles. The proposed approach
uses various pre-processing techniques and algorithms to calculate scores such as
PageRank, TextRank, cosine similarity, author score, etc. Since the content-based
and collaborative methods are used to calculate the scores, the proposed system is
a hybrid recommendation system. The final recommendations are made by normal-
izing the scores and selecting the top 10 scores. The system was found to provide
suitable recommendations to the user achieving accuracies of 76.4% and 81.4% for
the two models, respectively.

Keywords TextRank · Recommendation · PageRank · NLP · Scientific articles

1 Introduction

Over the years, the quantity of published scientific articles has been exponentially
increasing. This is because of a multiple of reasons—growing research community
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leading to more and more scientific articles is being published each year, the ease
of publishing a paper has drastically changed, and the number of journals has also
increased. According to the National Science Foundation (NSF), the number of
scientific articles published in the world changed from 1,755,850 in the year 2008 to
2,555,959 in just 10 years for the topics under science and engineering only. Due to
this, a researcher wastes a lot of valuable time in trying to understand the current field
the researcher is working in and learn about state-of-the-art research articles. This
time could otherwise be spent on understanding and improving influential works.
The total amount of global research that was measured by peer-reviewed science
and engineering conference articles and journal articles grew around 4% annually
during the last decade. Owing to this, there is an upscaling demand for better methods
to identify quality scientific articles as old ways of human consumption is lacking.
Even though there are advances in search engine technology, it is not very easy
and still quite hard for a researcher or student to find new technology to satisfy
his/her needs.Under the current circumstances, almost all researchers browse through
various works that can be found in top conferences or journals or they depend on
key-based searches to find similar work. To make things easier for researchers and
students, a recommendation system for scientific articles could help easily identify
related or similar articles for each researcher.

2 Related Work

In this section, some of the research literature related to recommender systems in
general, academic paper recommendation systems and evaluation of recommender
systems is presented.

The first and foremost step while creating a recommendation system is to select
the right dataset. There were multiple datasets to choose from [1], but the DBLP
dataset was chosen since it had information on all the features that were required by
the proposed system. There are various methods for research paper recommendation
systems available. Some authors suggest using a bag-of-words model on the corpus
followed by k-nearest neighbour (kNN) and clustering algorithms to find the recom-
mendations [2] or use NLTK for stemming and lemmatization and then calculate
TFIDF followed by creating a similarity matrix to recommend [3]. With the help of
a reference-citation matrix, the references and citations by the input paper can be
used to get other papers that cited and referenced the same papers respectively and
then using a similarity measure recommendation can be made [4].

These approaches are primitive, and a lot of other features can be used to create a
much more robust system. For example, keyword-based search, reference analysis,
authors, ratings and source analysis [5] or using references and citations of cita-
tions to find scientific articles that could have potentially been cited making it a very
similar and relevant recommendation [6]. This has been possible with the growing
availability of citation data enabling the use of algorithms like PageRank which
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provides a complete picture than using just the number of citations to build recom-
mendation systems [7]. If recommendations are required based on past publications
of the author, then the paper text and the text from its references and citations can be
used to find similar and relevant papers [8]. Some authors also suggest creating an
information graph by using a term extractor to achieve state-of-the-art efficiency [9].
A mixture of Paper centric features, Author centric features, Venue centric features
and Citation context centric features could help understand the impact of early cita-
tions [10]. Hence, a subset of these features can be used to try to find papers that
would be more impactful. Another method uses network information and content
information and puts forth a method to combine the two modalities with the help
of canonical correlation analysis (CCA) [11]. Numerous papers propose the use of
explicit ratings as a feature for making recommendations [12], but this comes at
its own cost as to obtain implicit ratings, continuous monitoring of the researcher’s
work is necessary, which raises privacy issues. It is also possible that users would
be unwilling to spend time for explicitly rating research papers. [13, 14] suggests
the use of capsule networks for text classification tasks. But the dataset used in this
project also has citation information due to which graph convolutional networks will
be a better fit for the problem.

Most of the articles published are not correctly evaluated. When a research paper
recommender system survey was conducted, it was found that about one-fifth of the
total approaches were not evaluated, and one-fourth of the total evaluated approaches
did not have any baseline. It also showed more than half of these studies had too
few participants, and in many cases, there was no mention of how many people
participated [15]. Due to this, it is not very easy to compare the performance of
different recommender systems.

Results were not mentioned in 45% of the papers that were surveyed and the ones
that had anywere calculated very differently.Calculate the classification accuracy and
explicit rating of recommendation which is 84% forML papers and an average rating
of 3.88 out of 5, respectively [2]. Calculate precision, recall, F1 and mean average
precision (MAP) for varying sizes of parameter N [4] and use mean reciprocal rank
(MRR) and normalized discounted cumulative gain (nDCG) [6, 8]. [9] use F1 score
for comparing the various methods they used. [9]. Use coefficient of determination
(R2) and Pearson correlation coefficient (ρ) and get the best results of 0.82 and 0.915,
respectively [10]. Use MAP and nDCG and finds canonical correlation analysis
(CCA) which gives the best results −0.6961 and 0.4510 respectively among their
other methods [11]. This shows how the comparison of these systems is not an easy
task.

3 Methodology

In this section, how the two datasets were compiled, and the processes involved in
creating the models are discussed. The first model was created using PageRank and
TextRank. The reason why TextRank works well is that it includes the information
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recursively drawn from the entire text and not just relies on the local context. The
second model works by converting each of the articles to vectors and recommends
based on the cosine similarity score combined with PageRank. In the subsequent
sections, all the modules are explained separately to each of the datasets.

3.1 Data Collection and Cleaning

The DBLP-Citation-network V10 Dataset was freely available on Aminer.org [16]
and consisted of information such as author, title, abstract, year of publishing and cita-
tions. The cleaned dataset finally contained over 900,000 articles. A second dataset
consisting of only machine learning articles was also created. The features of this
dataset were title, abstract, category, authors and citations. This was successfully
created by using the CORA dataset [17]. Missing fields had to either be manually
filled in or scraped from the web, and if the process failed, then the record was
skipped. The titles, references and links of the various articles were in different
files haphazardly. The files were parsed through, and the final dataset was brought
together.

3.2 Data Pre-processing

Various pre-processing techniques were used to obtain the features to be used by the
recommendation system. The abstract is split into sentences, and pre-processing is
carried out. This was possible using the spacy library in python. Spacy is an advanced
natural language processing library that helped in splitting the sentences and pre-
processing. For every abstract, the first step was to remove all the stop words, e.g.,
words likeme,my, ours, she, its, etc. POS tagging is labelling eachword in a sentence
with its appropriate parts of speech. Using POS tagging, all words other than nouns
and proper nouns were discarded, and this was done because not all words in the
sentence are useful. Using a window size of 4, the directed graphs were created and
could get the top 20 words from each abstract. Windows are a group of words from
the entire set, and each pair in a window has an undirected edge between them.

The text in the scientific articles was also quantified by applying feature extrac-
tion. Each abstract was converted to vectors so that the cosine similarity among the
documents could be calculated. To do this, the first step was to tokenize each word.
This is defined as a way of obtaining meaningful basic units from large samples of
text. Simple tokenization can be done by splitting each sentence whenever a white
space is encountered. After tokenization, important pre-processing steps like lemma-
tization and stemming were applied. They both share a common goal and are used
to reduce inflectional forms of a word. Stemming is the process wherein the ends
of the words are chopped off in the hope that the goal is achieved. Most of the time
derivational affixes are also removed. Lemmatization, on the other hand, refers to the
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actual use of vocabulary andmorphological analysis of words and usually aims to get
rid of the inflectional endings only and finally return the base form of the word which
is known as the lemma. The next step was to count each word, and these counts are
used to assign weights to tokens in articles. It is later also used for dimensionality
reduction.

Finally, the tokens were weighed. Assigning weights to tokens can be done in a
variety of ways. The method that has been adopted in this project is feature presence
(FP). In FP, the weight of a token is simply given by a binary variable which is 1 if the
token occurs in an article and 0 otherwise. Since the dimensionality of the obtained
vector will be very high, dimensionality reduction was then done. This is done using
the singular value decomposition (SVD) algorithm. SVD decomposes vectors onto
their orthogonal axes. Dimensionality reduction can be achieved by simply dropping
columns. But it can also be achieved by deriving new columns based on linear
combinations of the original columns. It was found that the use of SVD resulted in
the yield of faster model build times, faster, and a more accurate model. On applying
the feature recommendation method as stated above, a list of features is obtained to
numerically represent each article. Instead of checking for similarity in such a high
dimension, a few features do not indicate similarity between articles (e.g., use of the
words “is” or “a”), and hence, they can be removed from the feature set. This not
only reduces the number of features but also improves the quality and speed of the
recommendation system.

3.3 Creation of Graph

To create a graph, networkx [9], which is a python library, was used for making,
manipulating and studying complex networks. Using this library, each scientific
article is treated as a node and a directed graph is built. The graph is built using
information from references and citations. This means each edge between the nodes
represents a directed link signifying a citation or reference. Using this graph, the
PageRank scores of each scientific article were calculated. To make the system scal-
able and also help in building graphs, graph convolution network was used. It uses a
representation learning technique best suited for dynamic graphs. Graph convolution
network helps us by predicting embedding of a new node, and it can do this without
retraining. To do so, it learns aggregator functions using which embedding of a given
node, and its features and neighbourhood can be induced. This is also known as
inductive learning. Inductive learning is learning by discovery, and in this method,
the model discovers rules by observing examples. Graph convolution network which
assumes nodes in the same neighbourhood will have the same embedding. So, using
a parameter K, which denotes the number of neighbours, how many nodes will be
considered similar is decided. It was important to choose the right value for K as
a large value will cause undesired sharing of information between the nodes. The
parameters of the GCNmodel used are as follows—filter size (16× 16), dropout rate
0.5, optimizer is Adam, ReLU activation in the initial layers and SoftMax activation
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Fig. 1 Citation graph creation process

Fig. 2 Citation graph
formed using ML dataset.
Nodes and lines represent
papers and citations,
respectively

in the final layer, and the number of nodes is equal to the number of papers. Early
stopping was also used to reduce over-fitting on the test dataset (Figs. 1 and 2).

3.4 Calculation of Scores

Two separate models were built on different datasets. The first model provides a
user with two ways to get recommendations: using keywords or using the abstract
of another article. Once the input is given, the TextRank algorithm is used and the
top 20 keywords are identified. Next, the input keywords are compared to each of
the keywords in an article and note the scores of overlapping words. This score is
used to find out how relevant an article is to the input query. Using the graph created
by networkx, the PageRank values were calculated. PageRank is an algorithm used
by Google to measure the importance of web pages. It is calculated by analysing
the number of incoming and outgoing links to all the pages. In this research, this
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Fig. 3 Architecture of the system

was calculated using the references and the citations of each paper. Another feature
used was the H-index of authors. All authors have an H-index. This is the maximum
value of h such that h number of articles has at least h citations. Next, an average
of the H-index of all the authors for each paper is calculated. This helps assign a
score to how influential the author might be. The rationale behind using the average
of H-index as a feature is that an influential author will most likely publish another
influential paper and also people would be more interested in reading their articles.
Finally, a preassigned score for each year is used. The more recent the paper is, the
higher the value is for that paper. Doing this will enable us to give more importance
to recent work. This array of scores (PageRank, TextRank, author score, year score)
is then used to make recommendations. In the ML dataset, since the same data is not
available, instead PageRank and cosine similarity scoreswere used. After vectorizing
the scientific articles, cosine similarity of the input with other papers was used as the
metric for calculating a score (Fig. 3).

3.5 Normalizing Scores and Final Recommendation

The final steps and module of the recommendation system were to normalize and
make recommendations. The scores were normalized linearly between 0 and 1 using
MinMax normalization to ensure equal representation of each feature. Using the final
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Table 1 Results using
DBLP-Citation-network V10
Dataset

Category Accuracy (%)

Genetic algorithms 88.2

Case based 69.3

Neural networks 65.5

Probabilistic methods 82.6

Table 2 Results using
machine learning dataset

Category Accuracy (%)

Genetic algorithms 76.0

Case based 74.2

Neural networks 83.5

Probabilistic methods 67.7

obtained score, all the scientific articles were sorted. The recommendations are then
given by choosing the top 10 scientific articles.

4 Results

The metric used to evaluate this system was accuracy. For each input query, the
model was run on the entire corpus and the top few recommendations were taken
into consideration. The accuracy was calculated by checking the abstracts of the
recommended scientific articles and checking if it was coherent with keyword inputs.
Below are the results for DBLP-Citation-network V10 (Table 1).

The system produced an accuracy of 76.4% for the DBLP-Citation-network V10.
For the machine learning dataset, the same few categories of research were tested,
and the accuracies are shown (Table 2).

Finally, a graph convolution network model is used to predict the category of a
paper that a user wants to add to the corpus. This model achieved an accuracy of
81.4%. Due to this, the addition of new scientific articles becomes very easy. In
this way, our dataset would become open-source with regular contributions from the
research community. While these contributions have to be peer-reviewed to prevent
malfeasance, the additional effort can strongly impact the performance of all the
above models and hence make a robust system (Fig. 4).

5 Conclusion

The final result of this paper is a hybrid recommendation system that recommends
suitable articles to the researchers and students. Two models were created, and they
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Fig. 4 Results of the two models

were each modelled on separate datasets. The techniques used in each of the models
were unique since the hybrid recommender uses content-based features such as
TextRank, cosine similarity and collaborative features such as PageRank, references,
citations coupled with author information and year of publishing. The recommender
systems formed using both models were tested and found to be producing good
quality recommendations.

Most recommender systems use keyword analysis to recommend articles. The
recommendation system that has been created takes into consideration various
attributes like title, abstract, references, year and author importance and produces
superior results. Additionally, the proposed systemallows for amore narrowed search
and provides queries for a specific domain, which is not a common feature of other
available recommenders. Existing sites likeGoogle Scholar, CiteSeer, ResearchGate,
etc. allow querying with keywords and paper titles only. The proposed approach
enables users to get recommendations using not just keywords and titles but also
abstracts of papers.

To enable ubiquitous and easy usage of the proposed system, a web interface has
been implemented so that people can use it on their local systems as did for imple-
menting and testing. Students and researchers can find suitable recommendations
using this web interface, hence reducing the time spent on finding papers to read.

6 Future Work

The recommendation system built for the first dataset uses TextRank and PageRank
for recommendation and cosine similarity and PageRank for the second dataset. The
system currently only uses the text present in the abstract; due to this, the accuracy
of the system is less than 90%. This can be improved by considering the text present
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in the entire scientific article. It would help in improving the recommendations as
other features like In-Text Impact factor can also be considered while determining
the top-recommended articles. One observed limitation is that the dataset corpus that
is being used does not comprise of all the currently published papers. An increase
in the size of the dataset can also help in improving the recommendations given
by the system. When a user wants to add a new paper, he must also provide the
citation details since the model will not have enough information to calculate the
scores without it. With the addition of more categories and scientific articles, the
PageRank algorithm becomes more effective. Various other models can be trained
on the content data to obtain the most essential data. The scores obtained from these
models can then be combined with the PageRank scores to recommend articles.
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Classification of VEP-Based EEG Signals
Using Time and Time-Frequency Domain
Features

M. Bhuvaneshwari and E. Grace Mary Kanaga

Abstract The Evoked Potential (EP) is a term that refers to the response generated
by the brain in effect to the external stimuli. The response is measured by the strength
of the electric potential generated by the brain. Themeasured response varies depends
upon the flickering speed of the stimuli through which the stimuli can be identified.
In this study, the activity of the brain while perceiving the visual stimuli of varying
frequency has been investigated. The studywasmade on the Electroencephalography
(EEG) dataset designed by the authors that were acquired from the healthy seven
subjects whose mean age is 22. The acquired is transformed to the time-frequency
domain by applying wavelet transforms, and the statistical features were extracted
from the acquired and transformed EEG signals for classification The proposed study
applied machine learning algorithms to classify the appropriate stimuli. The study
has experimented with machine learning algorithms like Support Vector Machines
(SVM), random forest, K-nearest neighbour, multi-layer perceptron, linear discrim-
inant analysis with the accuracy of 93.14%, 97.85%, 71.08%, 79.65%, 81.46% and
94.09%, 99.06%, 90.02%, 85.16%, 82.91% in time and time-frequency domain,
respectively.

Keywords Evoked potential · Electroencephalography · Time domain ·
Time-Frequency domain

1 Introduction

The human nervous system is a complex system that consists of billions and billions
of neurone which communicates with each other through electrical signals. The
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electrical impulse is encoded with some useful information which can be decoded
outside the human body using a system called Brain–Computer Interface (BCI).
Brain–computer interface has been emanated as a prominent communication tech-
nology between the human and the computer. BCI system benefits people with severe
motor disability in rehabilitation and also to communicate with the outside world.
The brain signals are acquired using electrophysiological signals such as EEG, ECoG
and MEG to capture the signals from the brain. The brain signals thus acquired is
processed in the computer to generate the real-time output to accomplish certain
tasks. The task includes gaming, rehabilitation, communication and assistive tool
for severely disabled people. This real-time output generated is not associated with
the normal neural output. The neuromuscular movement plays a prominent role in
building these types of application.

Based on the placement of electrodes BCI further classified as invasive (elec-
trodes placed inside the brain region), semi-invasive (electrodes placed between the
scalp and the brain), non-invasive (electrodes are placed in the scalp region). Inva-
sive method of signal acquisition has high Information Transfer Rate (ITR) [1],
and less noise hence results in high system output. Though the invasive method is
more accurate and reliable because of its complexity in implanting, it has not taken
for the study. In non-invasive method, electrodes are placed on the scalp, which
not only records the brain signals but also the artifacts (muscular movements and
voluntary actions), the later can be removed by pre-processing. Manoharan 2019
formulated pre-preprocessing techniques for text and image processing.

Based on themethod of generation of electric potential BCIs is classified as active,
passive and reactive. In active BCI, the electric potential is generated by voluntary
actions of the brain. Passive BCI utilises the potential generated by the non-voluntary
actions of the brain. Reactive BCI uses the electric potential generated in response to
external stimuli which may be audio, video or somatosensory. This type of potential
is called evoked potential.

Biologically the neurons are triggered when an internal stimuli is evoked; internal
stimuli here is the human thoughts. Researches have proved that the potential can
also be triggered by the external stimuli. This paper focuses on the prediction of
stimuli based on sensory stimulation-based evoked potential which is highly useful
for paralytic people to communicate their needs.

2 Previous Work

Most of the BCI-based communication system was based on speller [2] and oculog-
raphy [3] methods. For this speller-based system, an electrocortical potential called
Event Related Potential (ERP) after triggering an event is measured and analysed.
For different types of stimuli, different ERPs are evoked which can be characterised
by the time delay. P300 and Steady State Visual Evoked Potential (SSVEP) are the
most common ERPs applied for speller-based systems. The positive deflection of the
electrocortical potential derived at 300ms after the stimulus is evoked is termed P300
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[4]. Presented a visual P300-based system as a possible alternative communication
for paralytic people.

SSVEP is characterised by positive and negative deflection in the EEG signal in
response to a visual stimulus. The stimuli flickering at a constant speed generate a
peak frequency matching the stimuli frequency is termed SSVEP [5]. Designed a
high-performance SSVEP-based speller system for paralytic people. The existing
works have evidenced that EP and ERP can discriminate from stimuli to stimuli and
proposed work focus on flickering stimuli based system.

3 Methodology

EEG is an empirical method of recording the brain signals noninvasively that gener-
ates specific signal potential based on the subject’s attention. The subjects atten-
tion can be triggered by sensory stimulation methods whose response is deemed
evoked potential. These potential are originated from the corresponding cortical
region of the brain stalk. This study triggers the visual cortex of the brain stem to
generate the evoked response. Visual-based stimuli are used in prediction of various
neurodegenerative diseases such as Alzheimer, Schizophrenia.

3.1 Dataset

The EEG data is acquired from seven healthy subjects whose mean age is found to
be 22.5. The seven subjects are proportioned based on gender into 6:1. The subjects
were made to focus on the 5 min visual stimuli that has six images flickered between
5 and 20 Hz with a refreshing rate of 60 Hz per second. 10 s of the interval was given
to each image. The placement of the electrode follows the international standard
of the 10–20 system. The acquisition maintains a 256 Hz sampling frequency. For
signal acquisition, g-USB amp and g-tec recorder are used.

3.2 Stimuli Design

The stimulus is designed using six flickering images of different frequency ranges.
These six images are made to flicker at different frequencies say 5, 6, 9, 10, 14,
20 Hz are combined with 10 s of resting period between each stimulus. The subjects
are made to focus the visual stimulus under different environmental conditions (say
noisy/silent environment). The subjects view the stimulus through a LED monitor.
Since the refreshing rate or flickering speed reflects in the signal strength constant
distance of 75 cm is maintained for all the subjects. As the proposed system is
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the naïve method in BCI-based communication system, for paralytic people no
benchmark datasets are available for comparison.

3.3 Evoked Potential

The evoked potential is the electrical potential generated from the visual cortex in
response to the visual stimuli. The strength of the non-evoked potential is stronger
than evoked potential which might be of few millivolts. The generated EP is unique
to objects [6] henceforth can be applied to categorise the objects [7] viewed by the
subjects. Since the signals are of very low potential signal averaging is applied to
boost up the signal strength. EP usually contains distinct frequency components
which have constant phase and latency for a certain time period which helps in the
prediction phase [8]. Used EP to recognise the alertness of the driver based on the
EP generated in the brain due to the colour intensity of the stimuli.

4 Experimental Design

The visual stimulus included 5 min of video for every three trails. Each trial begins
with 2 min of preparation time for the subject to focus on the stimulus followed by
six images flickered at different frequencies. 10 s of time interval was given after
every image to better differentiate the evoked and non-evoked potential (Fig. 1).

Fig. 1 Architecture diagram of the proposed system
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4.1 Feature Extraction

Feature extraction is an important step in the classification process as it emerges
out to be the essence of the whole dataset. There are many features used in the
researches in recent days like time, frequency and time-frequency-related features in
the field of EEG signal processing. In this study, the classification results of time and
time-frequency-related features have been compared. The univariate andmultivariate
features like mean, standard deviation, skew, kurtosis, power spectral density (psd)
and de-trended fluctuation analysis (dfa) were extracted from the original data. The
extracted features were used for classification and prediction process. The archived
data was split into test and training dataset in the ratio of 2:5. The data used for
prediction was not used in the training phase.

4.1.1 Time Domain Features

The EEG signal acquired from the subject is always projected in the time domain.
The features mean, standard deviation, skew, kurtosis, power spectral density and
de-trended fluctuation analysis are extracted from the original data. The first four
features represent the statistical features for all the domain, and the latter represents
the frequency-related features. Hence, these six features are taken for the study. The
descriptions about the features are elaborated in Table 1.

4.1.2 Time-Frequency Domain Features

The time-frequency domain features represent both temporal and spatial character-
istics of the data. This can be transformed by applying wavelet transforms into the
original data. The wavelet transform decomposes the signal into chunks by applying
windowing technique. The basic functional unit of this transform is the wavelet. The
wavelet transform can be represented as

Fxy =
+∞∫

−∞
g(t)ϕxy(t)dt (1)

where g(t) is the original wave, and ϕ is the arbitrary mother wavelet; x is the
size of the window, and y is the translation function. After the transformation to
the time-frequency domain, the features tabulated in Table 1 are extracted from the
transformed data for classification.
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Table 1 Description of the hybrid features extracted in the proposed work

Features Description Formulae

Mean This represents the average
of the signal μ = 1

m

m∑
j=1

n j

Standard deviation This represents the
distribution of the signal

σ =
√

1
m−1

m∑
j=1

∣∣n j − μ
∣∣ 2

Skew This represents the degree
of asymmetry of the
distribution of the signal

S = C3
C2

√
C2

where

Ck = 1
m

m∑
i−1

(
n j − π

)k

Kurtosis This measures the highest
value of the entire dataset

K = C4
C2C2

where

Ck = 1
m

m∑
i=1

(
n j − π

)k

Power spectral density It is defined as the power
present in the signal as a
function of frequency

Pa( f ) = +∞∫
−∞

Ra(τ )e−2 jπ f τ

where j = √−1

De-trended fluctuation analysis This measures the
self-affinity of the signal f (n) =

√
1
m

√
m∑
t=1

(Xt − Yt )2

4.2 Classification

Classification is a technique to predict the class of the new observation based on
the training data whose class labels are known. The classes here are the six images,
each image represents a class, and since the class names are known and have many
classes this classification comes under supervised multiclass classification. From the
archived dataset, 70%was used as training and 30% as test data. The archived dataset
is considered as raw data, and the feature extracted dataset is considered as another
dataset. The performance of both the datasets is compared.

4.2.1 SVM

SVM, one of the most commonly used supervised machine learning algorithm for
EEG classification builds a hyperplane whose equation is given by

WT X + b = 0 (2)

wherew is theweight vector, and x is the input andb be the bias. Though there are facts
and myths that SVM is suitable for binary classification problem, there are proven
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researches [9, 10] for SVMapplied inmulticlass classification problem.Many hyper-
planes can be drawn to distinguish different classes. From the hyperplane, optimal
hyperplane for each class can be chosen based on themargin, i.e. the distance between
the outer data point of a class and the hyperplane. For a non-linear dataset a function
called kernel or kernel trick is applied. This method classifies the data by plotting
the data points in a high dimensional space by constructing a hyperplane. As per
the research work of [11], SVM performs well on sparse datasets, and for its gener-
alisation characteristics, it is frequently used in EEG-based classification methods
and also outperforms for multiclass classification. The classification accuracy results
93.14% and 99.09% with the time domain EEG data and the time-frequency domain
data, respectively.

4.2.2 Random Forest

Random forest is one of the tree-based learning algorithms outpaces classifier accu-
racy for large dataset the implementation is also extended to this algorithm. It is one of
the ensemble models that construct a set of decision tree from the randomly selected
subset of input data and aggregates the result of each decision tree and predicts the
final decision based on the majority voting method. Let {x1, x2, x3, x4} be the input
data and {y1, y2, y3, y4} be the label then the decision tree constructed by random
forest be {x1, x2, x3},{x1, x2, x4},{x2, x3, x4}. This particular classifier outperforms
on raw data than on feature extracted data. This creates tree randomly taking the
subset of the data. The classification accuracy results in 99.85% and 93.06% in time
and time-frequency domain, respectively.

4.2.3 K-Nearest Neighbour

It is a supervised machine learning algorithm that learns from the labelled input data
and predicts the output when an unlabelled data is provided. This classifies the data
by determining the distance between the data points and sorts them in the ascending
order. From the sorted array, first k entries belong to the same label and so on until all
the labels are classified. The distance proximity can be measured by distance metrics
like Euclidean distance [12] which is calculated as

Distance d(a, b) =
√∑

i

(ai − bi )
2 (3)

The classification accuracy of this algorithm varies highly for time and time-
frequency domain by ±20%.
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4.2.4 Multi-layer Perceptron

The perceptron is applied to classify the linearly separable data with some limitations
for non-linearly separable data. Multi-Layer Perceptron (MLP) fixes this issue by
classifying the data that are not linearly separable.MLPhas input, output andmultiple
hidden layers hence the name MLP. At each layer dot product of the activation
function such as Rectified Linear Unit (ReLU), sigmoid, tanh and the corresponding
weight is pushed to the next layer.

The MLP classifies the dataset in two steps: (i) the data is fed to the input layer
and the resulting flow across the hidden layers along with the activation function,
(ii) the output of the hidden layer is compared with the desired output. If the derived
output has deviated from the desired output, then the weights of the hidden layer
are modified and backpropagated again. At the output layer, the backpropagation
learning algorithm is applied to reduce the erroneous output.

4.2.5 Linear Determinant Analysis

It is one of the popular dimensionality reduction algorithms which can also be used
as a classification algorithm. Linear Determinant Analysis (LDA) performs binary
and multiclass classification problem. The model works with an assumption that
the data are (i) Gaussian and (ii) each attribute contributes the same variance to the
dataset. LDA applies Bayes theorem to predict the probability of the classes. For a
multiclass classification problem, the difference between the variability of the classes
are defined by the sample covariance of the class which is given by

∑
b = 1

X

X∑
i=1

(μi − μ)(μi − μ)T (4)

where μ is the mean of each class. LDA classifies the provided dataset with the
accuracy of 81.46% and 82.91% of time and time-frequency domain features,
respectively.

5 Results and Discussion

VEP signals were recorded when the subject look into the stimuli of a certain
frequency [13]. The potential of the EEG signal varies with the stimuli frequency
which was at a specific range when analysed with different subjects. Figure 2 shows
the VEP acquired from channel C4 of two different subjects while perceiving the
5 min visual stimuli. The time to evoked potential graph shows a distinct variation
among the two subjects for the same stimuli. This shows that the evoked potential
falls in a certain range for particular stimuli frequency. By fixing a certain range for
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Fig. 2 Comparison of (a) precision (b) recall and (c) classification accuracy with time and time-
frequency domain

specific frequency, the stimuli focused by the subjects can be identified. The clas-
sification result of statistical features only data has given poor results. Hence, the
hybrid features were extracted, a combination of statistical and frequency features,
as tabulated in Tables 2 and 3.

Table 2 Performance metrics
of time domain features

Classifiers Accuracy (%) Precision Recall

SVM 93.14 0.87 0.78

Random forest 97.85 0.91 0.83

k-NN 71.08 0.89 0.89

MLP 79.65 0.86 0.82

LDA 81.46 0.81 0.79
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Table 3 Performance
metrics of time-frequency
domain features

Classifiers Accuracy (%) Precision Recall

SVM 94.09 0.93 0.86

Random forest 99.06 0.97 0.88

k-NN 90.02 0.94 0.96

MLP 85.16 0.81 0.79

LDA 82.91 0.83 0.76

The original EEG data acquired from the healthy subjects is the time domain data.
The statistical features extracted from the original data refer to the time domain data.
The transformation algorithm, wavelet transform is applied to the acquired data that
represents the data both in time and frequency domain forms the time-frequency
domain data. The statistical features extracted from both the data are used for the
classification process, and the results of the same are shown in Tables 2 and 3.

Fig. 2 shows the classification accuracy of various classifiers in time and time-
frequency domain. From the figure, it was very clear that the classification accuracy
of k-NN in time-frequency domain outperforms the time domain approximately by
20%. Hence, for this type of data time-frequency domain is suitable. On comparing
the results of precision and recall, time-frequency domain features is found to be
better than time domain features.

6 Conclusion

This study infers the brain stem response of visual cortex region when subjected to
visual stimuli of a certain frequency. It clarifies that the stimuli with high frequency
show notable variation than the normal potential. The proposed work applied statis-
tical features and hybrid features separately on the machine learning techniques, in
which hybrid features outperforms. The study also compared the classification results
of the time domain and time-frequency domain. On comparing the two domains,
the time-frequency domain produces and enhances the classification accuracy 20%
approximately. Further research can be explored in this area using P300, P100 peaks
generated from some other region of the brain.
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Performance Analysis of Matching
Criteria in Block-Based Motion
Estimation for Video Encoding

Awanish Kumar Mishra and Narendra Kohli

Abstract Nowadays, in the era of Covid-19, the demand for video data have grown
exponentially due to online activities at every level. Online classes, conferences,
meetings are everywhere all around us. All business activities are governed by online
platforms.Due to the high demand for video data, it has been themain area of research
to compress the video size. For all these activities, lossy compression is very useful,
due to the limitation of the human visual system, as it can tolerate micro details in
any image or video. Block matching algorithms are mostly used to determine motion
estimation of the blocks for the video compression in available standards for the
video encoding like AVC–Advanced video coding, HEVC–High-efficiency video
coding, HDR video encoding compression (N-HVEC) and VVC–Versatile video
coding. Motion estimation along with deep learning-based method is showing very
motivating results in the field of video compression. Performances of blockmatching
algorithmsdependon thematching criterion. In this paper, various availablematching
criteria are reviewed based on—mean of the number of search locations for every
block, average MAD per pixel and average peak signal to noise ratio (PSNR).

Keywords Motion estimation · Matching criterion · Search window · Block
matching · MAE

1 Introduction

Video data have redundant data in terms of spatial redundancy and temporal redun-
dancy. Size of video data may be reduced in both ways, i.e. by reducing spatial
redundancy and by reducing temporal redundancy. In any real-time video, most of
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Fig. 1 Video encoder and decoder

the data in adjacent frames are redundant, and hence, by removing temporal redun-
dancy, the size of video data can be reduced up to great scale. There are many
effective algorithms for the reduction of temporal redundancy, but among them,
block matching algorithms are producing the best results in terms of predicted image
quality and execution time. In block matching algorithms for the motion estimation
and compensation of the blocks, one matching criterion is also used to measure the
matching degree of the blocks. In this process, video data is converted into frames,
and the first frame is not changed. The first frame works as the reference frame for
the reduction of temporal redundancy from the second frame, i.e. current frame.
This motion vector is the root of the encoding and decoding of the frames in video
data. Any real-time video has approximately 30 frames per second, and hence, the
movement of the block in adjacent frames is assumed to be within some range p.
Full search block matching algorithm produces the best results, but it is too time-
consuming as it searches all locations. To reduce the time complexity, various block
matching algorithms have been presented like three-step search [1], four-step search
[2], diamond search [3], hexagon-based search [4], adaptive rood pattern search [5],
fast motion estimation [6], zero motion prejudgment [7], adaptive diamond search
algorithm [8]. These block matching algorithms are using only selected points in the
search window to search the matching block. Block matching algorithms are used to
match blocks of the current frame and reference frame using the matching criterion.
This paper is reviewing matching criteria available to be used with block matching
algorithms based on various parameters mean of the number of search locations for
every block, average MAE per pixel, the average number of bits per pixel value and
average peak signal to noise ratio (PSNR) (Fig. 1).

Performance of matching criteria is evaluated when used with the adaptive
diamond search algorithm to check the similarity between the blocks of the current
frame and reference frame. Size of the window that is used to search the similar block
is 7. Size of the search window tells about the maximum deviation of the block from
the current frame to the reference frame.

2 Block Matching Criteria

A video sequence contains many objects in it, and these objects are moving in all
directions with some geometric operations like rotation, translation, scaling and
zooming. To study any moving object in detail, it is essential to extract frames
from the video data and then to process. To study about the contents of any frame, it
is preferred to divide the frame into equal size blocks. Blocks of the current frame
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Fig. 2 Motion compensation

are mapped with blocks of the reference frame in the searched window based on
some suitable matching criterion. There are various matching criteria to study the
matching degree of the blocks. The most common and effective criterion to measure
the similarity of the block is MAD–Mean absolute difference (Fig. 2).

2.1 Mean Absolute Difference (MAD)

The matching criterion that is mostly used with all block matching algorithm and
found in all the literature of block matching techniques is mean absolute difference
or mean absolute error. Block with minimumMAD is chosen as the block of choice.

Func_MAD(u, v) = 1

N 2

∑

x,y

|curr(x, y) − ref(x + u, y + v)| (1)

Position of the block in the current frame is represented by the point (u, v) and the
size of the block isN ×N. Search window is of size (2p + 1)× (2 p + 1); hence, –p <=
u and j <=+p. curr(x, y) and ref(x, y) are intensity values of pixel (x, y), respectively, in
the current frame and reference frame. The motion vector for the given arrangement
is (u, v), which produces the least cost using the function Func_MAD(u, v). The
minimum value of the Func_MAD gives the measure of the residual error between
the predicted block and the actual block. Mean absolute difference and mean square
error (MSE) both are equivalent in terms of performances but MSE highlights the
residual error.

Func_MSE(u, v) = 1

N 2

∑

x,y

(curr(x, y) − ref(x + u, y + v))2 (2)
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Fig. 3 Vector matching criterion

2.2 Vector Matching Criterion (VMC)

In the mean absolute difference criterion for the block matching, the decision is
taken based on the average of the absolute differences between the corresponding
intensities of the pixels of the current block and reference block. MAD does not
consider any high error value of any particular pixel. MAD rejects those matching
blocks in which error of very few pixels dominates all the other matching pixels. Due
to this reason, some times MAD selects blocks from the reference frame with least
residual error but mismatching block. This problem of MAD was resolved in vector
matching criterion proposed by Wang and Chen [9]. In vector matching criterion,
block of size N × N is further subdivided into N 2

4 macroblocks each of size 2 ×
2. All macroblocks are compared with the corresponding macroblock of the block
of the reference frame. In VMC, some threshold value is fixed based on allowed
residual content. The macroblocks with less than threshold MAD value are counted
for all candidate blocks in the search window of the reference frame. Block from the
reference frame with the highest number of the counted macroblock is selected as
the mapped block. It is called vector matching criterion because in this every block
is represented as a vector, and every macroblock is a member of that vector. VMC
removes the problem of MAD, but practical implementation of MAD is simple if
compared with VMC (Fig. 3).

2.3 Smooth Constrained MAD (SC-MAD) Criterion

In video compression to reduce temporal redundancy, residual error plays a signif-
icant role. The residual frame is obtained by subtracting the coded frame from the
actual frame. This residual frame is transformed in different form using the discrete
cosine transform (DCT). As per the characteristics of discrete cosine transform, the
smooth residual frame takes less bits in transformation, whereas the non-smooth
residual frame takes more bits in transformation. Based on this property of DCT, a
new matching criterion was proposed by Jing et al. [10] called smooth constrained
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mean absolute difference (SC-MAD). Smooth constrained MAD is the criterion to
measure the similarity of the block for the motion estimation and compensation to
minimize the bits required to code. Smooth constrained MAD also reduces distor-
tion. In this criterion to measure the similarity of the block for motion compen-
sation, residual frame is an essential component, along with this SC-MAD also
uses minimum residual value and the maximum residual value. To apply SC-MAD,
residual frame is to be transformed in DCT, and DCT is applied in the blocks of
size 8 × 8. Due to the size restriction of DCT, the residual frame of size 16 × 16 is
further subdivided into four small size residual frame of size 8 × 8. For each small
size residual frame minimum and the maximum residual value is estimated, and for
each small size residual block MaxMinError(i) is calculated as

MaxMinError(i) = MaxResidual(i) − MinResidual(i) (3)

MaxResidual(i) is the maximum intensity of the subblock, and MinResidual is
the minimum intensity. Smooth constrained mean absolute error is computed in the
following way

Func_SC − MAD = Func_MAD + α

4∑

i=1

MaxMinError(i) (4)

where α is the weighing factor to estimate the value of Func_SC-MAD. Block in the
searchwindowof the reference framewith theminimumvalue of the Func_SC-MAD
is selected as the matching block.

2.4 Scaled Value Criterion

To overcome the problem of MAD, VMC and SC-MAD, a new scaled value crite-
rion [11, 12] were suggested in which the pixel values are scaled to lie between
0 and 1. This matching criterion is very effective, especially in case of rotation,
zoom and affine transformation. Ref is the reference frame, and Curr is the current
frame of size (N × N). Intensity values of the pixels in the current frame and
reference frame are, respectively, denoted by Ref = [Ref1,Ref2, . . .RefN2 ] and
Curr = [Curr1Curr22, . . .CurrN2 ]. New scaled intensity values of the frames are
obtained by the following formula:

Refnew = Refold − Refmin

Refmax − Refmin + 1
(5)

Currnew = Currold − Currmin

Currmax − Currmin + 1
(6)

Cost function is applied over these scaled values:
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Cost (Ref,Curr) = 1

N 2

N 2∑

k=1

func(|Refnew − Currnew, τ |) (7)

where

func(val,τ) =
{
1 − τ ∗ val, if τ ∗ val ≤ 1
1, else

(8)

A minimum value of Cost (Ref, Curr) will decide the matching block in the
reference frame and hence will produce a motion vector.

2.5 Modified Scaled Value Criterion

In the entire available block matching criteria, the final decision is taken based on the
intensity values of the pixels in the block.These criteriawill nevermatch a blockof the
current frame with a matching block of the reference frame even for the duplicate but
differently shaded frames. To remove this problem of the matching criterion, Purwar
[13] suggested a new scaled value criterion, in which the intensity of the frames is
scaled based on below described rules, and then, the cost function is applied to finally
select a matching block in a reference frame. The scaled value criterion is used with
blockmatching techniques to verify that the block from the current frame ismatching
to the selected block from a reference frame or not based on the cost function. Ref is
the reference frame, and Curr is the current frame of size (N × N). Intensity values
of the pixels in the current frame and reference frame are, respectively, denoted by
Ref = [Ref1,Ref2, . . . ,RefN2 ] and Curr = [Curr1Curr22 . . .CurrN2 ].

The scaled value criterion is very useful in case of zoomed videos and videos with
rotation effect. Every frame has a different range of pixel values in it.Maximumvalue
and minimum value of pixels in the reference frame are Refmax and Refmin, and
maximum value and minimum value of pixels in the current frame are Currmax and
Currmin. To apply blockmatching with scaled value criterion, pixel values are scaled
in the following way:

Step1: If (Currmax − Currmin) ≤ (Refmax − Refmin), then

Refnew = (Refold − Refmin) (9)

Currnew = (Currold − Currmin)round

{
(Refmax − Refmin)

(Currmax − Currmin)

}
(10)

Otherwise

Currnew = (Curro ld − Currmin) (11)
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Refnew = (Refold − Refmin)round

{
(Currmax − Currmin)

(Refmax − Refmin)

}
(12)

Using the above given four equations modified values of the intensities for the
pixels of the current frame and reference are obtained. The cost function to evaluate
the matched block is applied over the new values of the intensities in the following
way:

Cost(Ref, Curr) is the function to evaluate the matching cost of the blocks from
the current frame and reference frame

Cost(Ref,Curr) = 1

N 2

N 2∑

k=1

function(|(Refnew) − (Currnew)|, τau) (13)

where function function(val, τau) is defined as,

function(val, τau) =
{
val if val ≤ τau
max(Refmax,Currmax) else

(14)

The cost function function((|Refnew) − (Currnew|), τau) evaluates the matching
degree of the blocks in the current frame and reference frame using the new scaled
intensities Currnew and Refnew, and the value threshold tau is defined in the following
given way:

τau = max((Currmax − Currmin), (Refmax − Refmin)) (15)

it is clear that only those pixels will have the role in the decision of the matching for
which the value of the threshold τau is greater than equal to |(Refnew) − (Currnew)|,
i.e. τau >= |(Refnew) − (Currnew)|.

Finally, the block with least value of the cost function Cost(Ref,Curr) will be
chosen as the matching block, and the motion vector for the chosen block will be the
correct and acceptable one.

3 Results

Experimental results to evaluate five criteria mean absolute difference MAD, vector
matching criterion VMS, smooth constrained mean absolute difference SC-MAD,
scaled value criterion SVC and modified scaled value criterion MSVC using block
matching algorithm adaptive pattern selection strategy for diamond search are shown
in tables based on themean of the number of search locations for every block, average
MAD per pixel and average peak signal to noise ratio (PSNR). Value of search
parameter is ±7, and the value of threshold τ has been chosen as 10. Total seven
videos have been used in this analysis, and these are Miss America, Multibar, Susie,
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Table 1 Comparison of performance in terms of an average MAD per pixel using adaptive pattern
selection strategy for diamond search

Video data Average MAD per pixel

MAD-based
criterion

VMC-based
criterion

SC-MAD
criterion

Scaled VC
criterion

Modified SVC
criterion

Miss America 4.77 5.92 5.88 5.05 4.55

Multibar 5.37 15.25 15.6 5.39 5.55

Susie 4.76 4.42 7.22 4.38 4.22

Airbus 10.07 12.94 15.27 6.22 9.19

Cactus Comb 14.21 14.88 13.1 12.35 11.54

Flower 17.75 22.92 19.37 16.14 15.8

Carphone 12.56 17.56 14.85 11.33 9.44

Table 2 Comparison of performance in terms of the mean of the number of search locations for
every block using adaptive pattern selection strategy for diamond search

Video data Mean of number of search locations for every block

MAD-based
criterion

VMC-based
criterion

SC-MAD
criterion

Scaled VC
criterion

Modified SVC
criterion

Miss America 21.89 22.57 24.08 22.46 21.9

Multibar 24.23 24.54 24.56 24.37 24.1

Susie 23.34 22.83 24.35 22.98 22.75

Airbus 23.79 24.11 25.11 23.36 22.78

Cactus Comb 23.76 23.92 24.02 23.54 22.4

Flower 23.76 23.94 23.75 23.56 23.39

Carphone 21.93 22.28 22.88 21.33 21.1

Airbus, Cactus Comb, Flower and Carphone. Results are shown in the following
tables and graphs (Tables 1,2 and 3; Figs. 4, 5 and 6).

4 Conclusion

Various existing block matching criteria are reviewed in this paper. In the avail-
able literature, most of the block matching algorithms for the motion estimation and
compensation are using mean absolute difference (MAD) as a matching criterion. In
a practical scenario, other matching criteria are very effective and are used in various
coding standards. One matching criterion is more suitable for one situation while
in another situation some other matching criterion performs better. Mean absolute
difference (MAD) is simple in understanding and application too. The problem of
mean absolute difference (MAD) is resolved by the vectormatching criterion (VMC).
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Table 3 Comparison of performance in PSNRusing adaptive pattern selection strategy for diamond
search

Video data PSNR

MAD-based
criterion

VMC-based
criterion

SC-MAD
criterion

Scaled VC
criterion

Modified SVC
criterion

Miss America 33.89 33.3 33.25 33.96 34.4

Multibar 32.38 29.77 29.85 32.22 32.45

Susie 32.5 32.44 31.1 34.35 34.2

Airbus 31 29.96 29.21 32.28 31.85

Cactus Comb 29.31 29.21 30.45 30.29 31.04

Flower 29.07 28.51 29.55 29.64 30.65

Carphone 29.61 28.74 29.14 29.93 30.18

0
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15

20

25
Average MAD per pixel MAD
based criterion

Average MAD per pixel VMC
based criterion

Average MAD per pixel SC-
MAD criterion

Average MAD per pixel
Scaled VC criterion

Average MAD per pixel
Modified SVC Criterion

Fig. 4 Comparison of performance in terms of an average MAD per pixel using adaptive pattern
selection strategy for diamond search
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20
21
22
23
24
25
26 Mean of number of search

locations for every block MAD
based criterion
Mean of number of search
locations for every block VMC
based Criterion
Mean of number of search
locations for every block SC-
MAD criterion
Mean of number of search
locations for every block Scaled
VC criterion
Mean of number of search
locations for every block
Modified SVC Criterion

Fig. 5 Comparison of performance in terms of mean of number of search locations for every block
using adaptive pattern selection strategy for diamond search
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0
10
20
30
40 PSNR MAD based criterion

PSNR VMC based Criterion

PSNR SC-MAD  criterion

PSNR Scaled VC  criterion

PSNR Modified SVC
Criterion

Fig. 6 Comparison of performance in PSNR using adaptive pattern selection strategy for diamond
search

Smooth constrainedmean absolute difference (SC-MAD) is better than others in tack-
ling discrete cosine transform. To optimize the performance of the block matching
algorithm, by ignoring the effect of rotation and zoom, the scaled value criterion was
proposed. To further enhance the performance scaled value, criterion was modified
to include affine transformation. In the coming days of tremendous growth in video
data, it will be essential to further minimize the video data size using some coding.
One matching criterion is not sufficient to encode video of different situations and
types. All criteria are important but the performance shows that the scaled value
criterion is above all.
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Convolutional Recurrent Neural
Network Framework for Autonomous
Driving Behavioral Model

V. A. Vijayakumar, J. Shanthini, and S. Karthick

Abstract Autonomous vehicles, without the help of a human, support challenging
tasks for sensing the environment and vehicle navigation. The driving behavior
is controlled automatically from the observed surroundings using many super-
vised learning methods that provide action output based on matching the visual
inputs and training labels. Most essentially, deep learning algorithms offer improved
processing of observed input data but with the increased training, the complexity
in processing the real-time data eventually becomes complex. In this paper, an
autonomous driving model driven by a behavioral model is designed incorporating
(a) recognition, (b) planning and (c) prediction modules. Each module is designed
to regulate the processing of input trajectory video data. Additionally, deep learning
classifiers are included to improve the automated ability of planning and prediction
modules. Initially, the recognitionmodule is planned to limit the redundant data from
the raw input data. Secondly, the planning module is designed with convolutional
neural network (CNN) to classify the predictable and unpredictable objects from the
surrounding trajectories occurring in the line of sight. Finally, the prediction module
is designedwith recurrent neural network (RNN) to predict the future driving patterns
based on the present condition and past driving outputs. The simulation results show
that the proposedhybrid deep learningbehavioralmodel offers improved autonomous
driving than other existing autonomous driving models. The results of different envi-
ronments prove that the proposed hybrid model offers increased scalability in terms
of improved recall rate of 95.15%, 96.13% and 97.72% in terrain, dense and light
traffic zones, respectively, than existing methods.
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Keywords Convolutional neural network · Recurrent neural network ·
Recognition · Planning and prediction · Autonomous driving

1 Introduction

Autonomous vehicles in the recent past have improved the potential of efficiency
and safety. This, in turn, reduces the road fatalities and increases the productivity
and quality of the time spent in cars. The transformation of autonomous vehicles into
utility requires major factors like vehicle autonomy by varying the vehicle design,
perception and human interaction via control, coordination and planning [1].

The operability of autonomous vehicles in the complex environments and the
dynamic surroundings requires the use of generalization capability to control, coor-
dinate and plan the predictable and unpredictable situations along the trajectories.
The generalization capability requires the operation on time to attain the human-level
reliability and safety in a complex rugged and terrain environment. Here, both the
informed and uninformed decisions by a prediction model should require an accurate
perception [2].

Various computer vision systems are deployed so far on autonomous driving to
achieve the error rate in a minimal and acceptable range. However, most systems
fail in achieving the acceptable error rates due to incorrect decision making by
the computer vision navigation system. In recent times, the approaches combining
decision making, control and perception modules obtain promising results [1].

Most recently, the machine and deep learning modules incorporate well with
complex planning and decision making, where the definite performance of driving
still has been a challenge that requires future solutions. Deep learning models have
proven its success in various object tracking systems; however, it requires a lot of
supervised labelled training that eventually increases the complexity in tracking [3].
The generation of unlimited labelled data would eventually affect the performance of
deep learning classificationmodelswith redundant training sets.Hence, the challenge
is to limit the training data on a deep learning model for recognizing the surrounding
environment considering both predictable and unpredictable objects.

Considering the above challenge, in this paper, a model is designed and developed
that plans and makes optimal decisions for autonomous vehicles using its limited
datasets. Themodel further adopts learningpattern for the interactionwith its adjacent
vehicle(s) and its driving pattern based on past patterns with proper control reaching
its destination range.

The main contribution of the paper involves the following

(a) The authors design an autonomous driving model with a hybrid deep learning
model that comprises a convolutional neural network (CNN) and recurrent
neural network (RNN).

(b) The author(s) has planned to execute the deep learning hybrid modules in a path
planning behavioral module that involves recognition, prediction and planning
behavior of autonomous driving on a rugged and terrain surface. The hybrid



Convolutional Recurrent Neural Network Framework … 763

CNN with RNN is developed to equip with the recognition, prediction and
planning behavior of autonomous driving.

(c) The prediction in this behavioral model uses CNN for classification of
predictable and unpredictable behavior into classes, and the planning module
uses RNN for future prediction of vehicle smooth movement based on CNN
input classes.

The outline of the paper is given below: Sect. 2 provides the related works.
Section 3 details the proposed method with three different models using CNN-RNN
methods. Section 4 evaluates the performance of the proposed model. Section 5
concludes the entire work with possible directions for future scope.

2 Related Works

Various existing deep learning classifiers are considered to develop the present study,
out of which, YOLO [4] using CNN detects the objects from the input images [5–7].
However, this method uses a road lane detector for the track detection from the input
video frames and it provides the decision-making driving behavior to the autonomous
cars. CNNs are also used for human tracking [8] but it suffers from the lack of input
training data. This limitation is avoided in [9], where the CNNs are trained in prior
with a large dataset for the classification and it is fine-tuned with limited tracking
data. To study further the temporal correlation between the objects, RNN [10] is
also used in automated self-driving cars [11, 12]. The RNNs handle the sequential
prediction and it can process on a multi-dimensional image [13]. The RNNs fully
utilizes the temporal and semantic information; however, with the increasing frame
size, the RNN performance is limited under complex scenarios, especially in traffic
conditions [14].

3 Proposed Method

The most significant feature of the present study involves the selection of neural
network architecture for the proposed deep learning algorithm that can provide
similar performance w.r.t real-time driving performance of a car. In this section,
to achieve a proper selection of neural network architecture, the autonomous driving
model (Fig. 1) is presented using a hybrid deep learning model that involves the use
of convolutional neural network (CNN) and recurrent neural network (RNN).

For autonomous driving, the system is illustrated in Fig. 1, which uses CNN to
detect the objects and multiple objects in a video frame is selected using the stacked
ensemble CNN framework. This is responsible for recognition and prediction of
objects. The predicted outputs from CNN are given to inputs RNN planning module
that offers path planning based on the objects present in the road segments.
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Fig. 1 Framework of
proposed CNN-RNN model
for autonomous driving

Recognition: 
Objects present in 
the Trajectories

Graphical User 
Interface

Car

Prediction Engine: 
Classification using 

CNN

Planning Engine: 
Smooth driving 

using RNN

It is not enough for an autonomous driving agent to recognize its environment;
it must also be able to build internal models that predict the future states of the
environment. The level of intelligence using the hybrid deep learning model is used
to operate the car autonomously on rugged and terrain surfaces.

The hybrid CNNwith RNN is developed to equip with the recognition, prediction
and planning behavior of autonomous driving.

Step 1. The recognitionmodule estimates the path and accepts the input objects that
include both predictable and unpredictable objects from the surroundings,
and sends it to the prediction module.

Step 2. The prediction module using CNN classifies the predictable and unpre-
dictable classes (behavior), and it is then updated continuously with the
trajectories in an iterative manner to achieve the task of an accurate
autonomous driving.

Step 3. The planning module using RNN interacts actively to the changes
(predictable and unpredictable classes) to the indicated task (i.e., accident-
free driving that should enable collision-free driving in cluttered environ-
ments). RNN makes the planning of future prediction, where the model
incorporates the results of classification to plan the smooth driving action
sequences. The planning model handles the objective function in a time-
variant mode and it achieves optimal high-quality motion while driving
using this hybrid deep learning model (Fig. 2).

a. Recognition
In the recognition model, the objects in the external environments are extracted
during the testing phase. The redundant frames like objects not on the trajectories
are considered as redundant and eliminated as input data. The residual data with
objects is sent as an input to the CNN classifier.

b. Prediction or classification using CNN
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Fig. 2 Deep learning model
with automated detection
module

RNN for Planning

Input from Recognition

CNN for Prediction

Batch Normalization

Maximum Pooling

Dropout unit

Bidirectional Gated Recurrent Unit

Softmax Activation

Output

Convolutional layers

Permutation layer

Objects in the movement are extracted with increasing convolutional layers with
more solidity. After the training using ImageNet, the convolution layer extracts
the moving objects in motion. In addition, it extracts objects that are static in the
input video frames in the foreground.

1. Convolutional layers perform the processing operation that is a linear oper-
ation when a series of weights is multiplied using the video input data array.
A filter is used to scan the entire image, which is referred to as a trans-
lation invariance, to detect the saliency from the input image. Since filters
are repeatedly used with the input array, a two-dimensional feature map is
created.

2. Permutation layers confirm the object classified (predictable objects and
unpredictable objects) by the convolution layer, which lists the reference
objects in the order in a permutation-based representation. The similarity is
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estimated by using the two permutations instead of using the distance func-
tion. Between the reference object and the ground truth. This relationship
tends to be closest to that shown by distance.

c. Planning using RNN

The regular operations of RNN for planning to drive the self-driving cars are thus
given below:

1. Batch normalization reduces the number of hidden layers required for processing
the input features from CNN. It adjusts the scaling and activation function to
speed up the learning process.

2. The batch normalization lowers the number of hidden layers necessary for
processing CNN inputs. It adapts the activation and scaling function to speed
up the process of learning.

3. Softmax Activation produces a vector that shows a list of potential outcomes in
the probability distribution.

4. Maximum pooling is a packing process that calculates the maximum or largest
value in each patch of every feature map, where the packing and permutation
layers are processed.

5. Dropout unit ignores many hidden units on the forward pass, which are likely to
drop the individual nodes so that a reduced network is left; the entry and output
edges of a dropped node, on the other hand, are also removable. These operations
are performed to prevent overfitting.

6. To address the gradient problem, the bidirectional gated recurrent unit is used to
make operation more rapid and efficient.

The RNN video frames are first converted to one-dimensional image sequences
by directional scanning of a two-dimensional video frame. The regional sequence
is then used to train the RL to learn in motion video temporal and spatial objects.
With feedback loops, the learning strategy is increased, as the network can remember
past data. This, however, leads to a memory space limit, as the amount of video data
increases. The corresponding functions are updated and the past sequences are ideally
remembered. This shows a significant observation between objects of the past and
present. Recurrent layers are employed to learn the relationship between areas in the
video frames.

4 Results and Discussions

The code is written in Python using the Pytorch framework, so basic knowledge of
the language and the framework is recommended. The coding is executed on a Python
programming language and CUDA. The operating system requirements involve the
Windows 10 operating system with Intel Core i5 processor, 16 GB of RAM, and
NVIDIA GTX 1070 GPU 8 GB.
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The datasets are collected from BDD100K: A large-scale diverse driving video
database [15]. The entire system is trained involving CNN with RNN over several
iterations, such that the proposed model achieves minimum error.

The proposed method is evaluated against existing CNN and RNN models in
terrain, traffic and free roads. The recall results in all these three environments
show that the proposed hybrid model attains improved self-driving performance than
existing CNN and RNN methods. The models are trained with various objects that
include traffic symbols, type of cars, road lines, obstacles, and other unpredictable
behaviors of vehicles, animal/human crossings and road blockages.

The study is evaluated under three different settings that include Set A: Traffic
symbols, type of cars and other unpredictable vehicles behavior. Set B: Road lines,
obstacles, and other unpredictable vehicles behavior and road blockages. Set C:
traffic symbols, type of cars, road lines, obstacles, and other unpredictable behaviors
of vehicles, animal/human crossings and road blockages.

Figures 3, 4 and 5 show the testing recall results in a terrain environment, dense
traffic roads and less traffic roads after 1000 runs of training the hybrid model with
training datasets. The results show that the proposed method has a higher recall
rate than the existing CNN or RNN deep learning classifier. The evaluation of set
A, B and C shows that the set C with an increased number of features has higher
recall rate, i.e., with increasing features, the recall results show more optimal results
in proposed and in existing classifiers. The increased performance in the proposed
method is due to the elimination of redundant datasets at the initial screening level
and use of individual deep learning classifiers for prediction and planning stages.

The proposed system is tested over 50,000 test images to predict the performance
of the model. The testing process does not consider discrete labels; hence, the study
uses root mean square error (RMSE) to evaluate the hybrid model performance on
all the set A, B and C.

The results of Figs. 6, 7 and 8 show theRMSEof test results in terrain environment,
dense traffic roads and less traffic roads. The results of RMSE between the proposed

Fig. 3 Testing recall results
in terrain environment after
1000 runs of training the
hybrid model with training
datasets
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Fig. 4 Testing recall results
in dense traffic roads after
1000 runs of training the
hybrid model with training
datasets

Fig. 5 Testing recall results
in less traffic roads after 1000
runs of training the hybrid
model with training datasets

Fig. 6 RMSE of test results
in terrain environment
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Fig. 7 RMSE of test results
in dense traffic roads

Fig. 8 RMSE of test results
in less traffic roads

CNN-RNN and existing CNN and RNN show that the proposed method achieves
reduced RMSE rate for Set C than Set A and Set B, where Set B has higher RMSE
than all the other methods. On the other hand, the proposed method offers reduced
RMSE in less traffic roads than high dense roads and terrain environment.

Figures 9, 10 and 11 show the testing precision results in a terrain environment,
dense traffic roads and less traffic roads after 1000 runs of training the hybrid model
with training datasets. The results show that the proposed method has a higher recall
rate than the existing CNN or RNN deep learning classifier.
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Fig. 9 Precision of the
proposed model on terrain
environment

Fig. 10 Precision of the
proposed model on dense
traffic roads

Fig. 11 Precision of the
proposed model on less
traffic roads
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5 Conclusions

In this paper, an autonomous hybrid deep learning model is developed to improve the
smooth driving of cars in rugged and terrain environment and high traffic conditions.
The hybrid deep learning methods using CNN and RNN for optimal planning and
prediction in autonomous driving behavior facilitate the improved performance of
cars. The experimental results from the available datasets have proven the optimal
efficacy of the model with accident-free driving. Further, eradicating numerous or
redundant labelled datasets at the initial recognition stage has effectively improved
the decision-making ability of both CNN and RNN. The outcome has shown that the
proposed method using CNN for planning and RNN for prediction has improved the
capability of vehicle driving with optimal detection of the object from trajectories,
classifying it into predictable and unpredictable behaviors and finally, the prediction
of vehicle movement. In future, the study can be improved by reducing the redun-
dancy at the recognition stage by considering the spatial and temporal features of the
video, thereby the labelled datasets can be limited at the initial stage, especially in
case of level 5 autonomous vehicles. The design of the present driving behavior on
level 5 autonomous vehicles can be considered for future endeavors.
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Video Enhancement and Low-Resolution
Facial Image Reconstruction for Crime
Investigation

Joel Eliza Jacob and S. Saritha

Abstract In video examination, image or video quality improvement is an emanant
area of research. Images and videos acquired by the imaging sensors have rich
and detailed information. The viewable representation of low-quality videos can
be improved using video enhancement techniques. A video enhancement and recon-
struction framework for facial images with low resolution are proposed in this paper.
The video enhancement phase improves the appearance of images that are not sharply
defined. In the reconstruction phase, the facial regions are selected from the high-
quality video frames and the resolutions of these selected facial regions are increased.
After reconstructing the facial regions, the aim is to authenticate and verify the human
face through a face recognition network. A detailed analysis of the experiments is
reported and is observed that the results obtained are significant.

Keywords Convolutional neural networks · Video enhancement ·
Super-resolution · Face recognition

1 Introduction

In crime analysis and evidence acquisition, security cameras, mobile devices, CCTV
systems, and other imaging sensors are considered as sources for evidence gath-
ering. Videos and images collected from these sources are mostly used in crime
investigation. The video surveillance devices are used as security cameras as well
as monitoring systems at homes, shopping centers, and road intersections, parking
areas, and banks. The precision of data that is acquired from videos and images
depends on video texture and quality. Poor quality video footage can lead to infor-
mation loss, reducing the efficiency of crime investigation. The quality of video
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footage can affect many evidence extraction techniques such as object recognition
and detection. The accuracy of most of the machine learning tasks which is used
to perform video analysis can be improved by enhancing the image appearance and
quality [1]. Propose a crime evidence collection and culprit identification technique
for poor resolution surveillance videos, by enhancing the quality of video footages.

The video enhancement and reconstruction are used in different fields like video
surveillance, remote sensing, medical imaging, traffic management, satellite images,
and abnormal activity detection. Some of the important techniques used for video
enhancement and reconstruction are histogram equalization [2, 3], retinex theory
[4], super-resolution [5], and deep learning techniques [6]. Histogram equalization
method uniformly distributes or equalizes the histogram corresponding to each image
as explained in [7]. Another method for enhancement is retinex theory which follows
the sameway of the physical image capturingmodel and how the human eye responds
when it sees an object. It is based on how the human eyes and brain communicate
with each other. The retinex-based method is based on a contrast enrichment method
which is done using the luminance adaptation technique to refine the sharpness of
footages in [4, 8]. Video enhancement and reconstruction can also be achieved by
applying a super-resolution method. The super-resolution techniques upscale the
resolution of poor resolution images. It involves zooming a particular area in the
image where there is a need for a high-resolution image.

In this paper, deep learning models are used for video enhancement and human
face reconstruction. Deep learning approaches follow the same concept used for the
working of the neurons present inside the brain. Deep learning algorithms are formed
by using different layers such as the input layer, output layer, and hidden layers that
are linked to each other. Each layer contains neurons that are attached to neurons in
the next layer. Neurons that exist in these layers will consume the input data and then
process it and will pass it to the layers next to it. The activation function, weight,
and bias determine the strength of the neurons in each layer. Large amounts of data
are consumed by each neuron and then propagate them to multiple layers. In video
analysis for crime identification, there is a need to identify and recognize human
faces, suspicious objects, and tools. The problems in object recognition are due to
the small area of the object, blurry and dim footages occurred due to lighting and
environmental conditions (weather, fog, etc.), and position of the imaging sensors.
The significant ideas of this paper include:

• A video enhancement module that enhances the entire video frame by frame and
thereby extracting the required information.

• A face reconstruction module involves selecting a particular area of interest in
each frame (e.g., human face) and applying the super-resolution methodology to
refine the resolution of the selected human facial regions.

• A face recognition module which helps to identify or recognize the person.

Here, efficient techniques for video enhancement and human face recognition in
low-quality surveillance videos are emphasized. Section 2 contains the review of
works used for enhancement and super-resolution techniques for face recognition
in low-quality images. The proposed system architecture and the implementation
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details are explained in Sect. 3. The results and analysis of this work are discussed
in Sect. 4. Future work and conclusion are given in Sect. 5.

2 Related Works

Video enhancement is a fundamental step in many computer vision and image
processing tasks. An image enhancement algorithm is introduced in [6] using a
CNN-based method. To avoid the gradient vanishing problem, a special module is
designed which uses multi-scale feature maps. Here, a special convolutional module
is designed which is based on the inception and residual models. The model used in
[6] only concentrated on enhancing the content details of the image. In [9], hybrid
network is proposed to enhance the appearance of low-quality images. The proposed
architecture is based on an encoder–decoder network. Sometimes structural details
of the image are lost even though an encoder-based network is used here. To remedy
this, and to improve the edge details, a spatially variant recurrent neural network
(RNN) is used along with a new autoencoder is introduced in [9]. Here, hybrid
network architecture which includes both CNN and RNN is used to perform image
enhancement of low-quality images. Also, the adversarial loss functions and percep-
tual loss are combined with the proposed network to increase the appearance and
visual quality of the enhanced results. A deep autoencoder-based approach is intro-
duced in [9] to extract features from lowlight images and enhance images without
over-brightening the lighter parts of the images are proposed in [9]. A stacked-sparse
denoising autoencoder in [10] is applied to enhance and denoise images. In [11],
architecture based on discrete wavelet transformation (DWT) and fully convolutional
networks are proposed. Further architecture for image resampling and enhancement
net is included in the neural network proposed in [11]. Most of the video enhance-
ment algorithms lead to either over enhancement or under enhancement problems.
The video enhancement using histogram equalization causes over brightness and
was mainly used for grayscale images only. Another method for enhancement was
a variation of histogram equalization known as contrast limited adaptive histogram
equalization which led to the loss of natural image features. Many algorithms using
deep learning was also proposed to upscale the image or video quality, but most of
these deep learning algorithms affected the content details of the image. In this, a
video enhancement technique based on the residual dense network is proposedwhich
improves the image quality without affecting the natural image features.

A super-resolution (SR) technique using a deep learning model is detailed in
[12]. The model is based on a learning method that includes a mapping of low- and
high-resolution images.A connection between the high- and low-resolution images is
created using a deep convolutional neural network. The architecture proposed in [12]
takes input as low-resolution images. Deep convolutional neural networks are used
to improve the performance and accuracy of super-resolutionmethodologies. But the
system proposed in [12] caused computational complexity and cost. [13] introduces
a dense deep network using skip connections for image super-resolution. An image
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super-resolution mechanism emphasis on a registration algorithm for image recon-
struction is proposed in [14]. At first, there is a registration algorithm for the selec-
tion of sub-pixel shifted images and then an interpolation-based method is used to
attain high-resolution (HR) image. The architecture explained in [14] had a complex
structure. A real-time super-resolution of videos is presented using a convolutional
neural network (CNN) in [15] extracts feature maps from the low-resolution space.
The model introduces the sub-pixel convolution layer, wherein the feature maps
of low-resolution images are upscaled to obtain the HR output. This is done by
training the upscaling filters. A “sub-pixel motion compensation” layer in a CNN
framework proposed in [16] is used in the video super-resolution. In [17], a super-
resolution method is introduced using a deep layer that has more performance than
those explained in other SR methods such as the method explained in [12]. A video
restoration architecture using enhanced deformable convolutions is proposed in [18].
Both themethods described in [17, 18] show better results in upgrading the resolution
of the video and image.

Face recognition in low-resolution images is one of the difficulties encoun-
tered by the research community. The various factors that affect the resolution of
imaging sensors are equipment quality, camera distance, angle, and other envi-
ronmental factors. Face recognition in low-resolution images is mainly concerned
with the identification and verification of facial images in low-resolution videos or
images. In surveillance videos, human faces are blurry and are difficult to obtain
and thus an alternative technique known as person reidentification is used to match
person’s images across cameras.Aperson reidentification on super-resolution images
is proposed in [19]. The model is based on an integrated attention block and
residual dense block (RDB). A super-resolution method for face recognition on
high dimensional features using unsupervised algorithms is proposed in [20]. A
super-resolution technique using interpolation-based methods along with a smooth
regression structure for mapping the relationship between low-resolution pixels and
missing high-resolution pixels is proposed in [21].

3 Proposed System

The architecture of video enhancement and human face recognition in low-quality
surveillance videos for crime analysis is explained in this section. The low-quality
videos are extracted frame by frame and then applied to a video enhancement model
where high-quality frames are generated. These high-quality frames are further
combined to produce a video of better quality. The video enhancement model is
based on a residual dense network. Residual dense network (RDN) works based on
the principle of dense connected convolutional layers. The model based on RDN
extracts rich features and enhances the video quality from the acquired low-quality
videos. After enhancing the video, target frames are identified and these frames are
then used for detecting the suspected human face from the crime scene. For detecting
the human face, haar-based classifiers are used. Haar features work on the principle
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Fig. 1 Architecture of the proposed system

of differences of sums of intensity and are used for detecting the face. After identi-
fying the face with the help of a haar classifier and bounding box, the region which
includes the face is cropped and given to the next section for further analysis. Then,
a super-resolution technique is applied to the cropped facial region to upscale the
resolution of the selected area. Super-resolution is a technique that can restore the
details of the image and improve image resolution. The basic idea is to reconstruct a
target face and then use it for face recognition tasks. The super-resolution techniques
can be done using different deep learning models. In this paper, the super-resolution
is done by using convolutional layers. After improving the resolution of the selected
face, face recognition is done to identify the target. It is a technique that is used for
authenticating and identifying an individual from an image. Here, a dataset is created
using images of different persons who need to be recognized. Then, this dataset is
trained and tested by using a face recognition network. The proposed system is
split into three different modules: video enhancement module, face reconstruction
module, and the face recognition module. The proposed system is depicted in Fig. 1.

3.1 Video Enhancement Module

The video enhancement process includes techniques that increase the visual appear-
ance of the original data before processing. By using the video enhancement method,
noise can be removed and increase the sharpness and brightness of the frames. Video
enhancement is an image preprocessing method, and the primary objective is to
process the image and produce a more enhanced image than the original input image,
and this can be applied to several areas such as surveillance systems, medical images,
and satellite images. The video enhancement technique used here helps to recognize
and identify a criminal or suspect from a low-quality video. The overall architecture
of the video enhancement module is given in Fig. 2.

In the video enhancement module, a convolutional neural networks-based model
is applied to upgrade the appearance of the given input video. In this, a residual
dense network (RDN)-based model is used for enhancing the video appearance. The
video enhancement techniques using other CNN-based models cannot extract the
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Fig. 2 Video enhancement architecture

hierarchical features of the low-quality videos completely which causes low perfor-
mance. But, the RDN-based model can extract the hierarchical image features. The
network parameters used by the RDN is less in comparison with other techniques,
which increased its performance effectively. A video enhancement techniques based
on RDN-based model is proposed here for enhancing the video appearance since it
provides better performance than other models. Here, six low-quality video datasets
are used for performing the experiments. From the low-quality video, the low-quality
video frames are extracted. The resolution of the input videos is 854× 48. The frame
per rate of the videos used here varies from 15 to 25 fps. After extracting the video
frames, a pre-trained RDN-based model is loaded for enhancing the video frames.
The RDN used here to extract the image features from the low-quality input video
frames and then combines the relevant image characteristics from all the layers and
produces enhanced video frames. The RDN-based network contains residual dense
blocks (RDBs),which contains densely connected layers and local feature fusion.The
convolutional layers of current residual dense block connect to the previous residual
dense block, resulting in a continuous state pass known as contiguousmemorymech-
anism, which preserves the information that needs to be passed. In each of the RDBs,
the information in previous and current residual dense blocks is concatenated using
a local feature fusion module to extract local dense features. After identifying the
local dense features, the hierarchical features of the image are preserved using a
global feature fusion framework. Here, a pre-trained residual dense network for video
enhancement is being used. The architecture of the RDN in [22] is given in Fig. 3.
The fundamental components of the architecture are (a) D—residual dense blocks
(RDB), (b) C—convolutional layers inside the RDBs, (c) G—feature maps of each
convolutional layers inside theRDBs, (d) F—extracted features, (e) LQ—low-quality
image, and (f) HQ—high-quality image. The RDN-based models generate enhanced

Fig. 3 Residual dense network [22]
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high-quality frames from the low-quality frames. After enhancing the video frames,
these frames are then combined to form a high-quality video. The high-quality videos
obtained are of resolution 1708 × 960. The high-quality video generated using an
RDN-based model will be given as an input to the face reconstruction module.

3.2 Face Reconstruction Module

After enhancing the low-quality video, the next process is to reconstruct the human
facial image from the video. From the enhanced video, the frames are extracted and
target frames are identified. Human faces are detected from the target frames and are
then used to recognize the face. The human face detection is done using haar cascade
classifiers. The detected facial regions are of low resolution, so the super-resolution
technique can be applied for identifying the facial images more accurately. In this
work, haar cascade classifiers are used for detecting the face. After detecting the
face, the face region is marked using a bounding box and the resolution of the facial
region is increased. Super-resolution techniques use deep learning methodologies
to add the missing pixels. This project proposes a convolutional neural network
layer for image upscaling. After identifying the region which includes the face, the
facial region is cropped and given to the model which is created using convolutional
layers. The output will be a high-resolution facial image. The entire workflow of face
reconstruction is given in Fig. 4.

The model for super-resolution is done using a convolutional neural network
which requires mainly three convolutional layers. Then, the model is trained by
using a set of images of low and high resolution. The dataset used here is the Celebhq
dataset, which includes high-quality images of the human face. Then using thismodel
the high-resolution face is obtained from the low-resolution images. Super-resolution
aims to attain a high-resolution output image. The initial step is the preprocessing
of the image which includes increasing the resolution of the low-resolution images,
using one of the convolutional layers. For extracting the features, a convolution

Fig. 4 Workflow of face reconstruction
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operationwithReLU is performed. The values in every layer are updated tomaximize
PSNR or minimize MSE. Finally, in the output phase, the convolution operation is
performed to produce a high-resolution image.

3.3 Face Recognition

Face recognition systems include identifying or authenticating a human face. The
main technique used in the face recognition technology is to compare the distinct
facial characteristics of a human image with a custom dataset. The facial landmarks
of the facial image can be extracted to identify the unique features of the face and then
recognize the face. The facial landmark identifies the position, size, and structure of
the nose, eyes, ears, and frontal face features. These features are used formatching the
database images. The framework of the face recognition system is given in Fig. 5. The
facial recognition method used in this work includes two steps to create encoding
and names of faces in the dataset and to recognize faces in the video frames. In
this, a dataset is created which includes the facial images. In this, facial images of
six persons are used for recognition, and corresponding to each person 10 facial
images are taken. The next step is to generate facial encoding using the function
face_encoding () for each facial image in the dataset. Then for recognizing the faces,
from the input video, the facial image is detected and facial encoded are generated.
The facial image is compared with the encoded dataset using compare_faces (). If
facial images in the dataset is a match with the detected face, then return the name
of the person along with a bounding box.

Fig. 5 Face recognition architecture
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4 Results and Discussions

The results of the work for each module are described in detail in this section. In the
video enhancement module, six videos were taken; from these videos, the frames are
extracted. The resolution of the videos taken is of resolution 854× 480. The extracted
frames are given to the residual dense network. The output enhanced frames obtained
after passing through the RDN model is of resolution 1708 × 960. Sample video
frames are shown in Fig. 6. The input frames of low quality are depicted in Fig. 6a,
b, and the high-quality frames after passing through the residual network are given
in Fig. 6c, d.

To establish the merits of the proposed method, the results are compared with
techniques like histogram equalization (HE) and contrast limited adaptive histogram
equalization method (CLAHE) which are reported in the literature. The comparison
of the above said enhancement methods are shown in Fig. 7.

The video enhancement process is further analyzed using image quality metrics.
The metrics used for this evaluation are peak signal-to-noise ratio (PSNR), structural
similarity index (SSIM), mean squared error (MSE).

Here, six video datasets prepared using camera resolution ranging from 13 to 5
MP are taken for study, and different enhancement techniques are applied to these
videos for improving its quality. The frame rate of the videos ranges from 15 to
25 fps. Using a chosen reference frame, the image quality is calculated for each
technique. The average PSNR value for histogram equalization is 11.8, contrast
limited histogram equalization is 10.1, andRDN is 14.3. The PSNRvalue usingRDN
is larger. Therefore, the enhancement technique using RDN has better quality. The
average SSIM value for histogram equalization is 0.41, contrast limited histogram
equalization is 0.28, and RDN is 0.55. The SSIM value is used to check the similarity
of the input frame with the enhanced results. Here, RDN-based technique used for
enhancement is more similar to the input frame. The average MSE value for HE is
16,640, CLAHE is 21,509, and RDN is 8726. The MSE value is less for the RDN-
based technique, so it gives a better outcome when compared with other techniques.
The entire result analysis is presented in Table 1.

The face detectionmodule is used to detect regions that include human faces.Here,
haar cascade classifiers are used for identifying the faces. The face super-resolution is
done to increase the resolution of the detected face. After cropping the facial region,
it is used to apply the super-resolution technique. Here, five video datasets of camera
resolution are being chosen ranging from 13 to 5 MP which is enhanced using the
RDN, as the input and frame per rate range from 15 to 25 fps. From each input video
frame, the face area is detected and cropped and then given to the super-resolution
network. The results are presented in Fig. 8.

The image quality metrics are used for analyzing the quality of facial images after
applying the super-resolution technique. For evaluating the image quality, a facial
image of each person is kept as the reference image. The results of this analysis are
given in Table 2. Here, the average PSNR value of the low-resolution faces is 14.38
and the high-resolution face is 25.9. So, the PSNR value of high-resolution face is
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Fig. 6 Video enhancement a, b input low-quality frames. c, d High-quality frames
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Fig. 7 Comparison of different video enhancement techniques. a Input frames, b histogram
equalization, c contrast limited adaptive histogram equalization, and d residual dense networks

larger. Thus, it has more quality. The average MSE value of low-resolution faces is
5449.6 and high-resolution faces are 519.53. The MSE value of the high-resolution
face is smaller, so it has better quality. The average SSIM value of low-resolution
faces is 0.54 and high-resolution faces are 0.94. So, high-resolution faces have more
quality.

The accuracy and loss curves of the super-resolution model are also presented in
Fig. 9. The accuracy curve includes training accuracy and validation accuracy. The
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Table 1 Image quality metrics for video enhancement

Video Frame
rate

PSNR SSIM MSE

HE CLAHE RDN HE CLAHE RDN HE CLAHE RDN

1 24 11.9 10.8 19.02 0.37 0.27 0.79 12,313 16,091 2443

2 15 13.9 15.7 15.81 0.53 0.44 0.57 8319 5142 5116

3 20 11.5 7.9 11.93 0.55 0.15 0.56 13,515 31,462 12,503

4 25 13.4 8.6 13.6 0.56 0.11 0.58 8838 26,589 9637

5 22 14.3 9.8 14.57 0.35 0.15 0.36 7246 20,303 6808

6 14 5.9 8.2 10.9 0.13 0.18 0.47 49,611 29,468 15,849

Average 11.8 10.1 14.30 0.41 0.28 0.55 16,640 21,509 8726

Fig. 8 Face regions for image quality analysis a input low-resolution faces, b face super-resolution

training accuracy is approximately 92%. The loss curve includes the details about
the training loss and validation loss.

For the face recognition module, a dataset is prepared which includes images of
different persons. The results are depicted in Fig. 10.

To analyze the face recognition results, measures such as precision, recall, and
accuracy can be used. From Table 3, the overall accuracy of the face recognition
network is 71.42%. The accuracy is found by calculating the number of correct
recognitions divided by the overall recognitions. The precision is found to be 77.65%
and recall is 87.95%. The average F1 score of the model is 82.35%.
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Fig. 9 Accuracy and loss curves

Fig. 10 Face recognition results

Table 3 Face recognition analysis

Video Frame rate (frames/second) Precision (%) Recall (%) Accuracy (%) F1 score (%)

1 15 76.19 88.88 69.56 82.04

2 14 76.92 90.09 71.42 82.58

3 15 78.94 88.23 71.40 83.32

4 15 78.57 84.61 73.33 81.47

Average 77.65 87.95 71.42 82.35

5 Conclusions

The video enhancement is a preprocessing technique in image processing which is
used to refine the video quality. The quality and informative content of original data
can be improved before processing using the video enhancement techniques. Here,
a technique is proposed to enhance a low-quality video and reconstruct a selected
region. The video enhancement technique includes a residual dense network that is
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used to generate a high-quality video. Here, the enhancement method showed better
results for scenarios that includemedium low light images, but the performance is less
while enhancing extremely dark images is a drawback of the proposed system. In the
future, this module can be extended in enhancing the extremely dark videos, night-
vision surveillance videos, and enhancement during unfavorable weather conditions.
The enhancement techniques used here can also be used in different applications
such as traffic management, autonomous self-driven vehicles, medical images, and
satellite imagery. After enhancing the high-quality video, the videos are converted
into frames. From these frames, target frames are identified and these frames are used
for facial reconstruction. The face reconstruction module includes face detection
and super-resolution. The face detection is done using a haar cascade classifiers.
Super-resolution is done using a network build using convolutional layers. The super-
resolution is used to increase the resolution of the selected area. One of the limitations
of this technique is that the efficiency of the super-resolution model is less in smaller
regions. Multiple face super-resolutions can be done in the future so that the overall
efficiency of this system can be improved. After reconstructing the facial image, this
image can be used for face recognition to identify the face of an individual. In the
future, face recognition can also be attempted using deep learning models, so that the
face recognition process may speed up and performance is improved. Here, a dataset
is created which includes images of different persons. Instead of creating a dataset, in
future usage, the social network image dataset can be tried. By using a social media
dataset, the number of persons whose images can be used for face recognition can
be increased.
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Facial Emotion Recognition System
for Unusual Behaviour Identification
and Alert Generation

P. Sarath Chandran and A. Binu

Abstract Facial emotion recognition using expression analysis of human face is
one of the important areas in video analysis which uses deep learning concepts to
predict the state of mind of a person. Human facial expressions include means of
communication through body language, eye behaviour and gestures. Facial emotion
recognition discussed in this paper deals with the analysis of the state of mind of
a person through his/her facial expressions. The main aim is to propose an unusual
behaviour identification and alert generation system using facial expressions. The
primary step in facial emotion analysis is to identify faces. After detecting the face,
the expression analysis of the person is done by using a convolutional neural network.
Through this analysis, unusual behaviour can be identified and an alert is sent to the
corresponding authorities so that it can be useful for them in case if any incidents
happen.

Keywords Video analysis · Deep learning · Emotion classification · Simple mail
transfer protocol

1 Introduction

Facial expression analysis is the method of classifying one’s emotional state based
on facial expressions. Facial expression plays a dominant role in communication
between two human beings and can also strengthen the relationship between them.
The emotional state of the person may affect the decision-making skills, concen-
tration and affect the activities of a person. The frame of mind of a person can be
determined by the expressions of that person. Facial expressions are resulted due to
movements of the muscles under the skin. The movement of these muscles causes
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folds and lines and causes movement of mouth and eyebrows which create a facial
expression. A person’s eye plays a vital part in the estimation of their mental state;
for example, how happy a person is or how stressed. The analysis of human expres-
sions is applied in different fields such as video surveillance camera, safe driving,
intelligent family robot, effective biometric identification, virtual games and expres-
sion classification. The emotional states of a person are generalized into seven main
categories such as fear, happy, surprise, anger, sadness, neutral and disgust. Deep
Learning is a branch of artificial intelligence which tells the computer to do the exact
copy of what human does. The different types of deep learning neural networks are
convolutional neural networks, feed-forward neural networks and recurrent neural
networks. A machine learning technique is discussed in [1] for expression analysis.
Here, characteristics such as eyes, eyebrows, nose and mouth are identified from
a facial image and then morphological operations and edge detection technique is
applied to identify the feature vectors. A feed-forward neural network is used to
recognize the expression and classify the emotions into different types [2]. Provide a
study of expression analysis based on videos footages. One of the major applications
of analysis of mental state of the humans is abnormal behaviour detection. Through
this, any abnormal activities can be identified that has occurred. In this project, an
ATM scenario is being taken and how a suspect is identified in an ATM based on
his/her behaviour. Here, deep learning-based convolutional neural networks are used
for abnormal behaviour detection. The main provisions included in this paper are:

• A video pre-processing module uses a heat map for visualizing the area of interest
and improves the prediction quality.

• Afacial expression analysismodule identifies faces of humans and creates amodel
which extracts facial attributes to classify the emotion.

• Abnormal behaviour alert generation module which sends an alert if any unusual
behaviour is detected.

2 Literature Survey

Rajesh Kumar et al. [3] described a method which will predict human emotions
from videos using deep convolution neural network (CNN). The proposed system
in [3] analyses several emotional states (happiness, anger, sadness, surprise, disgust
and fear) in a face [4]. Fatemeh Noroozi et al. introduced an emotion classification
system, based on audio and visual analysis. In the visual analysis, first, facial land-
marks are calculated, i.e. angles and distance. In [4], using a CNN-based model,
the emotional states of different individuals can be summarized from the videos.
[5] suggests a methodology that is used to classify human behaviour. In [5], the
different steps include feature extraction, face identification and classification of
emotion. [6] proposes a method which uses a combination of local binary pattern
(LBP) features and grey pixel value along with principal component analysis (PCA).
In this, a softmax regression classifier is used to classify the emotions based on the
six categories. Nimish Ronghe et al. define a CNN-RNN hybrid architecture in [7]
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that models the spatiotemporal and spectral characteristics of emotions over variable
time and predicts correct emotional reaction. In addition, it also employed a simple
support vector machine (SVM) pipeline over time and frequency domain features
for emotion recognition from speech in a video. Kah phooi seng et al. [8] classify
the emotions into six categories (angry, happy, sad, surprise, fear and disgust) using
an audio–visual emotion recognition system.

Abdoul Matine Ousmane et al. [9] Propose a system based on deep CNNs. Here,
the OpenCV library and Viola and Jones algorithm are applied for detection of
faces. Ji-hae-kim et al. [10] introduce a recognition system for emotion analysis
based on hierarchical deep learning. The facial attributes are obtained using LBP-
based features and facial landmarks. Heechul Jung et al. [11] put forward a deep
network based on two different models. From the image sequences, the initial deep
network extracts appearance features and the second deep network attains geometry
coordinates of a face from facial landmarks. The features from these two models
are fused to speed up the efficiency of the facial expression classification [12].
Also, a joint fine-tuning method for combining the two networks to achieve perfor-
mance improvement in means of recognition rates is presented. Biao Yang et al. [13]
Propose a weighted mixture deep neural network which extracts features used for
FER tasks, processes greyscale images and local binary pattern of facial images.
Different pre-processing mechanisms, like rotation rectification and face detection
are implemented. A partial VGG-16 fine-tuning is used in extracting the key points of
the facial expression-related attributes of greyscale images. A shallow convolutional
neural network (CNN) built based on DeepID extracts LBP-based facial expressions.
The result of emotion recognition is calculated using a softmax classification.

In [7], an expression recognition system using a hybrid CNN-RNN architecture
for emotion analysis is mainly focused on which can recognize emotion in a video
and predict the emotions. The facial emotion recognition system proposed in this
paper outperforms most of the existing emotion recognition methods. Most of the
existing systems proposed in the literature survey classify the emotions into six basic
emotions like anger, disgust, fear, happy, sad and surprise. Here, the emotion is being
classified into seven categories such as happy, sad, anger, neutral, surprise, fear and
disgust. The existing models used for face recognition do not apply to real-time
analysis and have less accuracy compared to the model proposed in this paper.

3 System Architecture

In this project, a facial expression analysis-based model has been used to identify
an abnormal behaviour from the analysis of that individual’s facial expression. The
architecture of the proposed work is shown in Fig. 1.

In this architecture, from the data set, the appearance-based and geometric-based
features of the human face are extracted. The data set used here is a FER2013
data set which includes labelled emotions and its corresponding pixel values. A
model is trained using these features. A CNN-based network is used to create a
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Fig. 1 System architecture

model for emotion classification. From the video, the initial stage is to identify and
recognize the facial area. After identifying the target face, it is cropped and used
for expression classification. Face detection and identification can be done using
haar cascade classifiers. After detecting the facial region, appearance-based feature
and geometric-based features are extracted and are given to the CNN structure for
training. After training, the CNN model will predict emotion for facial expression
recognition. Based on the prediction, unusual behaviour alerts are sent via e-mail if
the predicted expressions are sad, anger or fear. The entire framework of the proposed
model can be split into three submodules.

3.1 Video Pre-processing

In this project, the initial step is to load the input video. Here, the input video which is
loaded is converted into video frames. Each frame is processed for getting better visu-
alization and analysis results. Video pre-processing is the method of enhancing and
processing video frames. In this project, the video frames are enhanced at the time of
emotion prediction. The different methods included in the video pre-processing are
heat map generation, kernel sharpening and image denoising. A heat map is a repre-
sentation of two-dimensional information which are represented by using colours.
A heat map can be created on the image using the function cv2.applyColorMap
() available in OpenCV. Kernel sharpening extracts the image features by increasing
the contrast of the darker and brighter regions of the image. Image denoising is
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obtained by removing the noise from the images which are blurred due to noise and
artifacts, thereby improving the appearance of the image.

3.2 Facial Expression Analysis

In this module, the main aim is to identify the faces from the video and then create
a facial expression model to classify the expression.

Face Detection In this module, from the given input video, the faces are detected
using bounding boxes. Detection of the face is done using haar cascade classifier
(Fig. 2).

Haar cascade algorithms are pre-trained classifiers which can be used in detecting
faces. It is popular for detecting faces and humans; however, it can be learned to
identify any object. The AdaBoost learning algorithm is used with haar cascades
and selects some relevant features from a large set to provide accurate results. It is
the best detector in terms of speed and reliability. The face detection using haar-like
features is based on computing the sum of the difference between white pixels and
black pixels. The advantage of this method is the face computation of integral image
values. Haar-like features-based object detection gives better results when compared
to other object detection techniques like LBP-based feature extraction techniques.
The haar cascade-based algorithms can also be used for real-time object detection

Fig. 2 Face detection
architecture
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Fig. 3 Facial expression
model

and are more robust to illumination changes. Here, a face detection method is being
proposed using haar cascade classifiers.

Facial Expression Model
From the region of interest (i.e. the detected facial image), appearance-based
features are extracted. The appearance-based features are extracted using local binary
patterns. Local binary pattern (LBP) is a texture operator labels each pixel in an image
by thresholding each pixel neighbourhood and results in a binary number. LBPs are
used to compute a local representation of texture. Then using the histogram of local
binary patterns, the final feature vector is calculated. Along with the appearance-
based features, geometric-based characteristics are also obtained. Geometric feature
learning methods extract unique geometric attributes from facial images and are
constructed by a set of geometric coordinates like points, lines and curves or surfaces.
Using a pre-trained shape predictor known as 68-point facial landmark detector, the
facial coordinates are identified.Thenusing the features obtained fromLBPand facial
landmarks, the facial expression classification such as sad, stress, happy, disgust,
surprise, fear and neutral are classified using CNN-based network. The architecture
of the CNN-based model is given in Fig. 4 (Fig. 3).

3.3 Alert Generation

A model is created using a CNN-based network. Figure 5 shows a detailed architec-
ture of how an alert is generated. The facial expressions are predicted from the given
input video using a CNN-based network. Based on the obtained results, unusual
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Fig. 4 Convolutional neural network

Fig. 5 Alert generation

behaviour alerts are provided by sending an e-mail to the corresponding authorities.
The mail contains the behaviour predicted along with the image of the person. The
mail is send using simple mail transfer protocol (SMTP).

4 Implementation Details

The implementation details of the project facial expression analysis for abnormal
behaviour detection is discussed in this section. Using facial analysis, different
emotional condition of the human can be identified and this can be used for identi-
fying the abnormal behaviours. Table 1 shows a comparison of the existing methods
for face recognition analysis as mentioned in the literature survey.

4.1 Data set Used

The data set used in this project is FER2013. The data set includes facial images
of size 48*48. In this data set, the facial images are categorized and labelled into
seven emotions. The csv file used as FER2013 data set includes two columns one for
storing the information about emotions and another for storing corresponding pixel
values.
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Table 1 Comparison based on existing techniques used for literature survey

Method Data set Advantage Disadvantage

Rajesh Kumar
et al. [3]

CNN FERC-2013 • Percentage
variations in
emotions are
useful for
exploring micro-
expressions

• The faces are not
detected correctly
due to pose
variation and
alignment of the
face

Emotions like
happy and surprise
are often classified
as neutral

Jayalekshmi J
et al. [5]

SVM, random
classifier, KNN
classifier

JAFFE • The emotion
classifiers based
on SVM works
well for
high-dimensional
data

• The models used
for emotion
classification
cause overfitting

Yanpeng Liu
et al. [6]

LBP, PCA, softmax
regression classifier

Ck+ • The use of LBP
features decreases
the computational
cost

The PCA method
used here reduces
dimensions,
computational and
memory cost

• Difficult to
recognize
expression from
videos

Only classifies six
basic emotions

Ours LBP, facial
landmarks, CNN

FER2013 • Combination of
LBP-based
features and facial
landmarks
increases the
accuracy and
performance

• The emotion
‘disgust’ cannot
be predicted
correctly and is
often
misinterpreted as
other emotions

4.2 Video Pre-processing

In video pre-processing, the input video frames are enhanced and appearance details
are improved. In this project, a video pre-processing is done during the time of
emotion prediction. At the time of prediction, input video is read frame by frame and
then each frame is converted into greyscale. Then, heat map normalization, kernel
sharpening and image denoising are applied to improve the image quality.
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4.3 Training

In this section, the data set is loaded. From the data set, the pixel values of the image
corresponding to each emotion are taken as the training data. The facial expression
analysis model using CNN-based network is used for emotion prediction. At first, the
required packages and data set are loaded. The local binary patterns are obtained by
using the function LocalBinaryPatterns (). Along with the local binary patterns, the
facial landmarks are also extracted. The local binary pattern-based features and facial
landmarks are combined and given to the model for training. A CNN-based model is
used for model creation. A sequential model is used for adding the layers. A conv2D
layer is added with 64 filters, and then batch normalization layer is added and ReLU
activation function used. Another 2D convolutional layer, batch normalization and
ReLU function are added. Three sets of conv2D with 32 filters, batch normalization
and activation function are added. Finally, the softmax layer is used for the prediction.
The model created is saved and then used for testing.

4.4 Testing

Here, after creating the model, the next step is to test the model. The CNN-based
model is used for emotion prediction. At first, load the required packages and model
created. From the given input video, frames are extracted and emotion is detected
from the input frames. The model predicts facial expression (angry, sad, fear, happy,
surprise, disgust and neutral).

4.5 Working

The working of the project, facial expression analysis, for abnormal behaviour detec-
tion is discussed in this section. The data set is loaded, and features are acquired from
the data set. The features are extracted based on local binary patterns and facial land-
marks. These features are used in training CNN-based model. Finally, the facial
expressions are classified as angry, sad, fear, happy, disgust, surprise and neutral. If
the facial expressions are identified as unusual, then an alert message is sent via a
mail.

4.6 Alert Generation

Through facial expression analysis, different types of emotions are detected. If
any unusual behaviour is detected, a mail is sent to alert the authorities. The mail
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includes the predicted unusual emotion, and the image of the person whose emotion
is predicted. The mail is sent using a simple mail transfer protocol. A smptlib module
is used in Python, which is used for sending a mail.

5 Results and Discussion

Facial expression analysis for abnormal behaviour detection is a method of analysing
human expressions into different categories such as happy, sad, anger, surprise,
disgust, neutral and fear. In this project, the ATM-based scenario is being consid-
ered. If any abnormal events occurred then the system proposed here will alert the
corresponding authorities about the unusual event that has occurred. For this, at first,
an input surveillance video is given to the model. From each frame, human faces are
identified using haar cascade classifier. After detecting the face, the corresponding
emotion of that face is identified. If any unusual behaviour is identified, then an
alert message is generated and sent to the corresponding authorities. The human face
detection using haar classifiers is given in Fig. 6.

After detecting the human face, the emotions are classified as anger, sad, disgust,
surprise, happy and neutral. The video frames are enhanced at the time of prediction.
The video chosen for the experiment is of resolution 640× 360, and the frame rate is
ranging from 7 to 11 fps. The response time analysis for detection is around 30–50 s.
The video pre-processing is done using heat map generation that are explained in
Fig. 7.

After image pre-processing, the local binary pattern-based feature extractions
and landmark-based feature extraction techniques are used to identify the character-
istics of the face. The local binary pattern-based feature extraction and landmarks
extraction are given in Fig. 8.

The facial features are extracted using local binary patterns and facial landmarks.
The model for emotion classification is created by using a CNN-based model. Using
this CNN-based model, the emotions are predicted as sad, neutral, happy, angry,
surprise and fear (Fig. 9).

Fig. 6 Face detection
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Fig. 7 Video pre-processing a input frame, b heatmap and c frame after pre-processing

After classifying the emotions, the alerts are generated in case of any abnormal
behaviour to send a warning message via mail. The alert mail sent includes the
behaviour detected along with the image of the person (Fig. 10).

In this, the efficiency of CNN-based model is evaluated based on the loss and
accuracy curves. The accuracy curves and loss curves give an idea about how effec-
tively the model is trained and tested. From these curves, how well the model is
learned based on underfit, overfit and good fit can be identified. From the accuracy
curve, the training accuracy and validation accuracy can be determined. The training
accuracy of the CNN-based model created for emotion classification is 95%. The
loss curve gives the details about the training loss and validation loss. The loss and
accuracy graph for the model is given in Fig. 11.

The analysis based on precision, accuracy, recall and F1 score is given in Table 2.
The assessment of the emotion analysis is based on statisticalmeasures of the number
of true positive (TP), true negative (TN), false positive (FP) and false negative (FN)
to determine whether the human emotions can be correctly identified. The aim is to
find out the accuracy, precision, recall and F1 score of the face recognition model.
The overall accuracy of the emotion classification model is 70.35%, precision is
70.94%, recall is 90.85% and F1 score is 79.61%.
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Fig. 8 a Local binary patterns and b facial landmarks

6 Future Works and Conclusion

Facial expressions are used for non-verbal communication. The state of mind of a
person can be identified from the facial expressions. Emotion recognition or facial
expression analysis is one of the emerging areas in artificial intelligencewhich is used
for predicting the emotional behaviour of a human being. This project tried to identify
the mental well-being of a human being based on the expressions of the individual.
While doing the human emotion recognition, the hand’s movements, as well as a
change in the posture of the human being, should be considered, so in future, if the
human posture is being incorporated along with facial expression, better prediction
of emotion can be done. Along with facial expression, audio analysis can also be
incorporated to predict the emotions of an individual. In this project, the case of ATM
scenarios only is being tried to take, which can be extended to other scenarios also.
The emotion predicted can be used in the identification of abnormal behaviour. In
this project, the initial step is to process the video frames. After processing the video
frames, human faces can be detected with the help of haar cascade classifiers. From
the detected faces, the emotional state of the human can be predicted with the help
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Fig. 9 Emotion classification

Fig. 10 Alert generation

of a deep learning model. Finally, the emotion is classified as happy, sad, disgust,
surprise, fear, anger and neutral. If the emotion is classified as fear, anger or sad,
then an alert message is sent to the corresponding authorities via mail. The main
drawback of the system is accuracy in classifying the emotion as disgust. In some
of the cases, the disgust is not correctly predicted and are misinterpreted as other
emotions. Another drawback of the proposed system is that the predicted emotions
can vary due to change in the alignment of the facial regions and other lighting
variations.
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Fig. 11 Accuracy and loss graphs

Table 2 Analysis of facial expression model

Video Frame rate (frames/second) Precision Recall Accuracy F1-score

Video 1 7 73.68 97.67 72.41 83.99

Video 2 17 71.11 86.48 71 78.04

Video 3 11 68.75 94.28 68 79.51

Video 4 7 70.24 85 70 76.9

Average 70.94 90.85 70.35 79.61
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Secure Digital Image Watermarking
by Using SVD and AES

K. M. Sahila and Bibu Thomas

Abstract In recent times, digital data is widely used for processing and some-
times the processed data is needed to be transmitted from one organization to other.
For such situations, secure transmission of digital data over the network is needed.
Digital watermarking provides authority by preventing unauthorized access of multi-
media data like audio, video and images. Our research work is based on an SVD-
AES-based digital image watermarking scheme to provide secure transmission of
digital images over networks. Initially, SVD-basedwatermarking is carried out. After
watermarking, image is encrypted by means of an Advanced Encryption Standard
(AES) algorithm. After that, encrypted image is shared over networks and finally
AES decryption gives the watermarked image. The proposed method uses AES-128
encryption algorithm. The algorithm shows robust nature towards attacks like content
removal, copy and paste attack and also cryptographic attacks like brute-force attack.

Keywords LSB watermarking · Arnold scrambling · SVD · AES-128 ·
Encryption · Decryption

1 Introduction

In recent times, due to the great advancement of network technology and computer
technology,multimedia data can be transferred through a betterway.However, digital
data can be easily modified by an attacker. Also, data can be easily duplicated and
spread all over the world. So, the security of digital data has become a prime concern.
To prevent illegal modifications and duplications, initially, image is encrypted by
means of an encryption algorithm [1]. Encryption [2] process involves the use of
a secret key that is transmitted along with the data. This same key is used for the
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decryption purpose at the receiver side. But this method can secure the data until it is
in the encrypted form. Once the decryption is carried out, then the data can be easily
duplicated. To prove the authority of the owner, some messages are hidden into the
image. For that watermarking technology [3] is used. After the watermarking, got
the watermarked image that is used for distribution. Through watermarking, then
only the owner can extract the watermark with the help of the extraction algorithm.
Watermarking can provide authority while encryption provides security.

With the integration of SVD [4], watermarking andAES encryption [5] technique,
image authority and security can be assured [6]. Thismethod iswidely adoptedwhere
both image security and image authority are important [7]. This paper is arranged in
five parts. Section 2 gives the methods used for implementation. Section 3 provides
the proposed scheme. Performance analysis and experimental results are discussed
in Sect. 4. Our research conclusion is given in Sect. 5.

2 Implementation Methods

2.1 Singular Value Decomposition (SVD)

In matrix algebra, SVD [8] decomposes any m × nmatrix A into three new matrices
that is

A = USV T (1)

where U and V are orthonormal matrices, i.e. UTU = I and V T V = I . Matrix S
is known as a singular matrix which contains singular values that can be arranged
diagonally in a decreasing manner. The singular values of S follow the property,

S1 ≥ S2 . . . Sn ≥ 0 (2)

In our research, SVD is used for watermarking [9] the digital images. It provides
copyright protection and authentication for the multimedia contents [10].

2.2 Advanced Encryption Standard (AES )

Advanced Encryption Standard (AES) is one of the most popularly used symmetric
key encryption algorithms in cryptography [11]. Comparing to TDES, it is six times
faster. Characteristics of AES involves the following,

• Symmetric key
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• 128-bit data with variable keys such as 128-bit (10 rounds) or 192-bit (12 rounds)
or 256 (14 rounds)-bit keys.

• Complete specifications and design details are provided.
• Stronger and six times faster than TDES.

AES algorithm is an iterative algorithm. It involves a series of linkedmathematical
operations known as substitutions and permutations networks (SPN). Also, AES
performs all its operations on bytes. Hence, 128 bits of the data block are arranged
as 4 × 4 matrix (that is 16 bytes). Depending upon the length of the key size, the
number of rounds in AES varies like AES-128 with 128-bit key needs 10 rounds,
AES-192 with 192-bit key needs 12 rounds and AES-256 with 256-bit key needs 14
rounds. From the input state key, each of the round keys is calculated.

3 Proposed Method

To provide a better transmission of the digital images over networks, digital image
watermarking is combined by using SVD with AES encryption technique. Initially,
the original image is watermarked by using SVD technique. After that, watermarked
image is encrypted by using AES algorithm [12]. This cipher image is sent through a
communication channel to the receiver. At the receiving end, AES encrypted image
is decrypted by using the AES decryption algorithm and finally watermark extraction
process by using SVD is carried out. Figure 1 gives the block diagram representation.

Fig. 1 Block diagram of the
proposed method
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The main features of our algorithm include the use of Arnold scrambling, which
helps to find the tampered block information accurately with the help of self-recovery
number. Also, only the greatest singular value has been used from each of the 4 ×
4 blocks for the calculation of the block authentication number. It will simplify the
calculations. Also, neighbourhood block-based recovery is performed for accurate
self-recovery. Another important feature is nothing but the use of the AES-128 algo-
rithm for the encryption purpose. AES-128 shows robust nature towards brute-force
attacks.

3.1 Watermark Embedding Process

In our method, SVD has been directly applied to digital images [13]. The diagonal
matrix S has diagonal elements that are known as singular values, which are kept
in descending order. This singular value contains the information of each layer in
the original image, which shows robust nature towards different types of attacks.
Arnold transformation gives the embedding area, which ensures the security and
self-recovery of the input image. Here, LSB watermarking [14] is used. Inserted
watermark is made up of two kinds of bits, i.e. block authentication number (BAN)
and self-recovery number (SRN). BAN provides image authenticity, and SRN is
used to recover the input image if it gets tampered. Initially, the original image
is divided into small 4 × 4 image blocks. After that replace LSB of each 4 × 4
blocks with zeros. Then, blockwise singular value decomposition (SVD) on each
4 × 4 blocks is performed. After the decomposition, three new matrices are got
from which singular values can be extracted. These singular values are used for the
determination of block authentication number (BAN). Then, determine the BAN by
simply converting the greatest singular value to 12-bit binary number. Finally, Arnold
scrambling is performed over each 4 × 4 blocks to find the self-recovery number
(SBN). After Arnold scrambling, 4 × 4 blocks are again decomposed into 2 × 2
blocks. Next step is to find the average values of each 2 × 2 blocks. Then determine
the SRN by taking the first 5 MSBs of final average values. Combine this 12-bit
BAN with 20-bit SRN to obtain the watermark information. Finally, the watermark
information is inserted into the LSBs of the original image by replacing the last two
LSBs of each of the 4 × 4 blocks with that of generated watermark information of
each 4 × 4 blocks to get the complete watermarked image. Steps involved in our
algorithm is given below.

1. Read the original image.
2. Convert it into a greyscale image.
3. Extract 4*4 blocks from the greyscale image.
4. Replace the four LSBs of 4*4 blocks with zeros.
5. Find singular values of 4*4 blocks.
6. Determine the block authentication number by converting the greatest singular

value to 12-bit binary number.
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7. Perform Arnold scrambling.
8. Compute the average values of each of the 2 × 2 blocks.
9. Determine the self-recovery bits by taking the first 5 MSBs of final average

values.
10. Repeat the above steps in order to obtain the complete watermarked image.

3.2 AES Encryption and Decryption Process

AES-128 involves series of linked mathematical operations, and each round’s output
is given as input to the next round. Each round needs 128-bit input data with 128-bit
key, which means in one round it involves 4 words of key, therefore the key size
decides the number of rounds. AES [15] simplifies the design by using the same
key for both encryption and decryption purpose. Figure 2 shows the flow diagram of
AES algorithm. AES transformations are given below.

Fig. 2 Flow diagram of AES algorithm (a) Encryption process (b) Decryption process
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Fig. 3 Byte substitution

Substitute Bytes (SubBytes) Here, each of the input state bytes are replaced by
another bytes from the substation table (S-Box). The result is in the form of 4 × 4
matrix. Figure 3 shows the operation.

ShiftRows In this round, without changing the first row of the input state, bytes in
the second, third and fourth positions are left shifted by 1, 2 and 3 bytes, respectively.
Figure 4 shows the result.

MixColumns In this transformation, each column of the input state is transformed
into a new column by multiplying it with a polynomial C(x). This function takes
one column of bytes and outputs completely new column of bytes. Mix Column
operation is not performed in the final round. Figure 5 shows the result.

Fig. 4 Shift row

Fig. 5 MixColumn



Secure Digital Image Watermarking by Using SVD and AES 811

Fig. 6 AddRoundKey

AddRoundKey This round is simply an XOR operation of input state bytes with
the round key. Key scheduling process derives the round key from the encryption
key. Figure 6 shows the result.

Decryption algorithm of AES-128 uses the inverse of transformations of encryp-
tion algorithm. Final round does not involve the use of MixColumn operation.

3.3 Watermark Extraction Algorithm

The extraction process is similar to the embedding process in the reverse order. Here,
first 4 × 4 blocks are extracted from the watermarked image. Then, BAN and SRN
from the 4× 4 block are extracted. Then, replace the LSBs of each 4× 4 blocks with
zeros. To obtain the singular values, SVD is applied over each 4 × 4 blocks. Then,
compute the BAN from the greatest singular value. In the next step, verify whether
the LSB extracted BAN and calculated BAN are equal, if not recover the blocks by
using self-recovery number. Calculation of SRN is same as in the embedding process.
Finally, regenerate the input image through neighbourhood block-based recovery by
using SRN. Various steps involved in the watermark extraction process are given
below.

1. Read the watermarked image.
2. Extract 4*4 blocks from the watermarked image.
3. Extract authentication bits and self-recovery bits from the 4*4 block.
4. To obtain the tampered region, authentication bits are calculated from4*4 block.
5. Replace the four LSBs of each 4*4 block with zeros.
6. Find singular values using SVD.
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7. Compute the block authentication bits from greatest singular value.
8. Verify the recovered BAN and calculated BAN is equal, if not recover the blocks

by using self-recovery bits.
9. Determine the self-recovery bits by taking the first 5 MSBs of final average

values.
10. Finally, regenerate the 4*4 block from the 2*2 blocks and then reconstruct the

input image.

4 Experimental Results

Performance of the algorithm is evaluated by using different digital images. All
the analyses are done using MATLAB version R2016b. Figure 7 shows the exper-
imental results, where (a) shows the input image and (b) shows the watermarked
image, respectively, (c) is encrypted watermarked image and (d) gives the decrypted
watermarked image. Table 1 shows watermark embedding time, encryption time,

Fig. 7 Output a original image, b watermarked image, c encrypted watermarked image and
d decrypted image
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Table 1 Performance analysis of the proposed algorithm

Types of attacks PSNR value of
watermarked
image in dB

PSNR value of
image after
extraction in dB

MSE value of
watermarked
image in dB

MSE value of
image after
watermarked
extraction in dB

Content removal
attack

44.1120 28.7591 2.5228 86.5298

Copy and paste
attack

39.1209 38.7815 7.9614 8.6085

decryption time and extraction time. Also, PSNR andMSE values of the input image
and watermarked image are calculated.

4.1 Robustness Analysis

To check the accuracy of our algorithm, two types of image attacks have been used,
content removal attack and copy and paste attack. Results of content removal attack
are shown in Fig. 8. Some of the contents are removed from the watermarked image
after these types of attacks. With the help of watermark extraction algorithm, the
tampered region [16] can be located and it also recovers the original image through
a neighbourhood block-based recovery method.

Content Removal Attack Here, some portion from the image “mandrill” is
removed. By using our extraction algorithm, the tampered region can be located.
Also, with the help of SRN, original image can be recovered. Results are shown
below.

Copy and Paste Attack In these types of attacks, some part of the image is copied
to the watermarked image. Extraction algorithm provides the exact tampered region
and recovers the original image. Results are given in Fig. 9.

4.2 Analysis with PSNR and MSE Values

To check the robustness of the proposed method, PSNR and MSE values are calcu-
lated. Table 2 shows PSNR and MSE values against content removal and copy and
paste attack. Figure 10 shows variations in the PSNR values of watermarked images
before and after extraction against two types of attacks. And Fig. 11 shows varia-
tions in theMSEvalues ofwatermarked images before and after extraction against the
same types of attacks. Analysing these graphs can be seen that there is around 20 dB
decrease in the PSNR values after the extraction due to the content removal attack.
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Fig. 8 a Watermarked image, b content removal attack, c tamper localization and d recovered
image

Also, MSE values of the watermarked images are increased by some percentage
after the attack. But during the copy and paste attack, there are a few dB decreases in
the PSNR values. However, the proposed algorithm is acceptably well and provides
secure transmission of digital images over networks.

5 Conclusion

In this research work, SVD-AES-based digital image watermarking scheme has been
proposed which ensure the security of the digital images as well as image authority.
Initially, SVD-based watermarking is carried out. After SVD watermarking, image
encryption is carried out by using the AES-128 algorithm. This encrypted image
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Fig. 9 aWatermarked image, b copy and paste attack, c tamper localization and d recovered image

is shared over networks and finally, AES decryption is performed to get the water-
marked image.Theproposedmethoduses the 128-bit keyAdvancedEncryptionStan-
dard. The algorithm shows robustness towards image attacks like content removal,
copy and paste attack and also cryptographic attacks like brute-force attack. In future,
the security of the algorithm against different types of image attacks is aimed to
improve.
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Fig. 10 Variations in the
PSNR values of
watermarked images before
and after extraction against
two types of attacks
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Fig. 11 Variations in the
MSE values of watermarked
images before and after
extraction against two types
of attacks
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BER Analysis of Power Rotational
Interleaver on OFDM-IDMA System
Over Powerline

Priyanka Agarwal, Ashish Pratap, and M. Shukla

Abstract Power line communication (PLC) is a technology of transferring data
over power lines. As the power lines were not designed to carry communication
signals, noise in the form of impulses and fading corrupt the signals. Researchers
have proposed various techniques to make communication over power lines feasible
such as interleave division multiple access (IDMA), code division multiple access
(CDMA), and orthogonal frequency division multiplexing (OFDM). The most
promising results have been obtained by employing a combination OFDM-IDMA
schemewhich tends to resolve both the issues caused due to impulse noise and fading.
But the key factor in the performance is based on the type of interleaver used in the
system. In literature, many interleavers have been proposed such as random, prime,
power, tree-based, and power rotational out of which the performance of power rota-
tional interleaver has not been implemented in OFDM-IDMA over PLC. The paper
aims to bring out the key aspects of power rotational interleaver and analyze the
performance in terms of bit error rate by performing simulations in MATLAB and
also present a comparative study with the other interleavers.

Keywords Power rotational interleaver · OFDM-IDMA · IDMA · Random
interleaver · Power line communications (PLC)

1 Introduction

Smart grid concept is gaining importance nowadays, as the shortage of electricity is
creating havoc in daily life and to fulfill the electricity demands, the grid needs to be
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evolved. The smart term refers to real-time communication with the grid to control
the consumption, to monitor the usage, and to rectify the network failures instanta-
neously [1]. For real-time communication and resolving network issues, communi-
cation signals are transmitted over power lines. But as the power lines are designed to
carry only electrical signals, lots of issues come up while conveying messages such
as noise in the form of impulses and frequency selective fading. Impulsive noise
is caused due to switching of appliances over the electrical network which causes
transients of very short duration thereby creating burst errors. Frequency selective
(FS) fading arises due to branching of the power cable, as when the signal passes
through any diversion reflection happens due to the discontinuities in impedance
[2]. The multiple reflections when reaching the receiver along with the main signal
might cause destructive interference, resulting in the loss of data. But along with
some cons of power line communication (PLC), the main benefit of employing this
method is the free installation cost as the power line are ubiquitous, and hardware
cost is a key component of any system. Therefore, to make communication feasible
over power lines, robust modulation techniques must be employed. The modulation
scheme must be able to counteract the effects of fading and impulsive noise [3].
One such method widely employed in the wireless medium is orthogonal frequency
division multiplexing (OFDM) and interleave division multiple access (IDMA).

OFDM is an upgraded version of frequency division multiplexing (FDM), and it
relies on orthogonal carriers for the transmission of data signals. The orthogonality
helps in nullifying the effects of FS fading as different bits are transported over the
different carrier, and as FS fading impacts signals over a particular frequency, only a
few bits are affected and the data can be reproduced with insignificant errors. OFDM
has some additional advantages such as less inter-carrier interference, high data rates,
and use of complex equalizers are avoided at the receiver which significantly lowers
the system cost, but OFDM fails to remove burst errors. To solve the problem of burst
errors, interleave division multiple access (IDMA) can be employed. This technique
relies on interleaving or scrambling the data, resulting in the random ordering of
bits followed by spreading [4]. Thus, even if burst error happens in the signal, on
re-ordering of the data at the receiver, burst error gets distributed and leads to almost
correct reception of data. Further, the spreading of data nullifies the effect of impulses.
Thus, OFDM-IDMA can collectively resolve the issues while communicating over
power lines [5]. OFDM-IDMAwas implemented in [6, 7] over wireless medium but
introduced over power lines in [8].

Amajor factor in the performance of the IDMA system is the choice of interleaver.
An efficient interleaver should be able to generate multiple interleaving patterns
for different users in a very short time, the correlation among the various patterns
must be low and computational complexity should be less [9]. Many interleavers
are proposed in literature such as random, master random, block, matrix, helical,
tree, prime, and power rotational [10, 11]. In [12], Shukla has proposed the use
of IDMA over power line channel and implemented it using random interleaver.
The performance was satisfactory and cheaper as the power lines already exist. The
paper [13], proposed a user-specific chip-level interleaver called as power or master
random interleaver. It performed almost the same as random interleaver with less



BER Analysis of Power Rotational Interleaver on OFDM-IDMA … 821

memory and bandwidth requirement. Recently, Yadav [14] analyzed the performance
of power interleavers on integrated IDMA, SC-FDMA-IDMA and OFDM-IDMA
and proved the enhanced performance of power interleaver as compared to random.
In [15], a novel tree-based interleaver was proposed and which proved superior to
master random and random interleavers in terms of BER, memory requirement. In
[16], Tripathi implemented tree-based interleaver over PLC and the results show
that it performs better than random interleaver even on other mediums. Yadav in
[17], compared the functioning of conventional IDMAwith grouped IDMA,OFDM-
IDMA, using tree-based interleaver and plotted the BER graph. The benefits of tree-
based interleaver along with the advantages OFDM-IDMA proved to be an excellent
choice for communication.

In [18], Sharma proposed power rotational interleaver, an improved version of
power interleaverwhich occupied lessmemory and had less computation complexity.
In [19], Tripathi and Shukla implemented power rotational interleaver in underwater
acoustic communication and plotted the results. The performance results were satis-
factory. In [20], Agarwal has compared the performance of various interleavers over
a power line based on BER, memory required, computation complexity. The three
interleavers implemented over power line; i.e., random, power, and tree-based have
some shortcomings such as random interleaver has high bandwidth requirement;
tree-based has less memory usage but large computation complexity, and power
has least bandwidth utilization but high cross-correlation. An interleaver which has
less bandwidth requirement, less cross-correlation, and less BER was lacking on
the power line channel. As per author knowledge, power rotational interleaver has
not been implemented on power lines with OFDM-IDMA. Therefore, in the paper
power, rotational interleaver is simulated with OFDM-IDMA over power lines and
the result is compared with other interleavers. The paper is organized as follows:
Sect. 2 describes the OFDM-IDMA and power line channel model. Next section
deals with the mechanism of power rotational interleaver. In Sect. 4, the simulation
results of power rotational interleaver are presented along with other interleavers.
Lastly, the paper is summarized in Sect. 5.

2 System Model

2.1 OFDM-IDMA System

Orthogonal frequency division multiplexing (OFDM) employs orthogonal subcar-
riers for transmission of data over the channel. The orthogonality is a boon as it helps
in reducing inter-carrier interference (ICI) and by the addition of cyclic prefix inter
symbol interference (ISI) can also be minimized. OFDM also supports by providing
collectively high data rates by transmitting symbols over low data rate carriers. Due to
many advantages, OFDM is highly preferred for less error transmission. But OFDM
is unable to tackle the burst errors. Burst errors are the loss in the actual data in which
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consecutive bits are affected; thus, while reproducing at the receiver, the group of
bits affected are not able to give the exact transmitted data. To resolve it, IDMA is
put to use which relies on interleaving as a mechanism of separation of user data.
It scrambles the data and thus burst error impacts different bits, resulting in easy
regeneration of original data at the receiver. Therefore, OFDM-IDMA can combat
multiple disturbances and is a great choice for modulation technique.

The block diagram of OFDM-IDMA is shown in Fig. 1. At the transmitter, the
data generator produces random data for N users (U1, U2, …, UN ). The data is
spread by a basic spreading sequence S = (+1, −1, +1, …, −1) to make it resistant
to impulses and is further interleaved. Each user has its own interleaving pattern
(π1, π2, …, πN ) in order to distinguish the data. Next data is symbol mapped (SM)
according to binary phase shift keying (BPSK), and then, before sending out the
signal over medium, IFFT is performed. Inverse fast fourier transform helps in the
generation of orthogonal carriers by keeping a separation of 1/f c between them and
converts the frequency domain subcarriers in time domain samples for transmission
over channel. Also, IFFT divides the spectrum into multiple segments, one for each
carrier and thus lowers the data rate of each carrier which results in less interference.
The expression for IFFT is given as:

xn = 1

N

N−1∑

k=0

X (k)e2π ink/N (1)

At the receiver, the signal obtained can be written as:

Y (k) = hn(k)xn(k) + ξn(k) (2)

where h is the power line channel transfer function, x is the transmitted signal, and
ξ is the AWGN noise for nth user and kth bit. Then, FFT and symbol demapping are
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Fig. 1 Block diagram of OFDM-IDMA system
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carried out before sending it to turbo processor. The turbo processor forms a major
part of IDMA receiver and consists of elementary signal estimator (ESE), blocks
of interleavers and de-interleavers, and a posteriori probability (APP) decoders. The
ESE works on the principle of minimum mean square error. The ESE starts by
predicting the symbol received in the form of log-likelihood ratio which is used
to update the values of mean and variance of symbol value. These ESE, bank of
interleaver and de-interleaver,APP are executedmultiple number of times to decrease
the error probability. The output of ESE and APP decoders is formulated as extrinsic
log-likelihood ratios (LLRs) and is given as:

e(xn(k)) = log

(
p(y/xn(k) = +1)

p(y/xn(k) = −1)

)
, for all k, n (3)

The LLRs from ESE are denoted as eESE and from APP decoder as eDEC. The
turbo processor carries out the decoding process by initializing mean and variance
and updating them by analyzing the generated LLRs in a series of steps which are
mentioned below:

Step 1: Updating the values of mean and variance
Initially, eDECxn(k) = 0
Then, E(r(k)) = ∑

n hnE(xn(k))

Var(r(k)) =
∑

n

|hn|2Var(xn(k)) + σ 2 (4)

E(ξn(k)) = E(r(k)) − hnE(xn(k)) (5)

Var(ξn(k)) = Var(r(k)) − |hn|2Var(xn(k)) (6)

Step 2: Generating LLRs

eESE(xn(k)) = 2hn
r(k) − E(r(k)) + hnE(xn(k))

Var(r(k)) − |hn|2Var(xn(k))
(7)

Step 3: Updating data

eDECxn(π(k)) =
K∑

k=1

eESE xn(π(k)) (8)

The ESE helps in reducing the interference and APP decoder helps in better
estimation of bits.
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2.2 Power Line Channel

The power line can be modeled by using an either top-down or bottom-up approach.
The former tries to model the PLC channel based on data collected from frequency
responses and employs the best data fitting approach, whereas the latter chooses
transmission line fundamentals for deriving the channel model. In this paper, the
bottom-up approach has been considered. The transmission line is considered as a
pair of two parallel wires which has its resistance (R), inductance (L), capacitance
(C), and conductance (G). The values of these parameters depend on material and
type ofwire used and the frequency of the signal to be transmitted [21]. The frequency
of the signal is kept high so that it does not interfere with the electrical signal flowing
in the wires. After calculating the parameter values, the transfer function of PLC is
drawn from the ABCD matrix method as follows:

H = Z0

AZ0 + B + CZ0Zs + DZs
(9)

where Z0 is the characteristics impedance and ZS is the source impedance. As the
signal is passed through PLC channel, it gets affected by various types of noise also.
In the paper, only AWGN noise is considered.

3 Power Rotational Interleaver

At the receiver to decode the data, the interleaving pattern is required. In random
interleaver each user has an independent interleaving pattern, and thus, at the receiver,
each permuter indices has to be transmitted which occupies loads of bandwidth.
In order to save the bandwidth power rotational interleaver is quite helpful. The
algorithm of the same is given as follows:

3.1 Algorithm

Let N users are having K bits of data after spreading process. These are rearranged
in the form of row and column having indices as r and c, such that (r × c = K).
Then, scrambling is performed in two steps: column shuffling and row shuffling.

Step 1: Numbers from 1 to K are filled in a row fashion in the r × c matrix. A
random sequence of length ‘r’ is generated abruptly by the user. These numbers
are divided by the number of columns (c), and the remainder is stored. Next,
rotation of numbers in the column is done according to the remainder values.
Step 2: The same process as in column permutation is carried out, except the
division step. The random number sequence from 1 to r is stored in the first row.
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For the subsequent row permuter indices, the first-row element is shifted right by
the value of row index. Next, the numbers in a row are rearranged according to
the face values in the same row.

For the next user, the concept of master random interleaver is used. The steps
are further explained by an example. The user data bits K = 18, r = 6, c = 3. The
original matrix is given as:

r

c 1 2 3 4 5 6

7 8 9 10 11 12

13 14 15 16 17 18

For column shuffling the random sequence generated is:

3 2 5 1 6 4

The numbers are divided by 3 to get the remainder

0 2 2 1 0 1

According to the remainder values, the column numbers are rotated

r

c 1 8 9 16 5 18

7 14 15 4 11 6

13 2 3 10 17 12

Now, for the row shuffling, again a random sequence is generated:

4 2 6 3 5 1

For subsequent rows, the series in the first row is shifted right according to row
indices:

r

c 4 2 6 3 5 1

1 4 2 6 3 5

3 5 1 4 2 6
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Finally, the permuter matrix after row shuffling is:

r

c 16 8 18 9 5 1

7 4 14 6 15 11

3 17 13 10 2 12

The matrix is reconverted to row form, and interleaving pattern is achieved.
Thus, to perform power rotational interleaving only two sequences: column random
sequence {3, 2, 5, 1, 6, 4} and row sequence {4, 2, 6, 3, 5, 1} are to be transmitted
for a single user instead of one K bits sequence. For subsequent users, the given
indices are used and master random interleaving concept is applied. Thus, power
rotational user occupies lesser memory and bandwidth as compared to random and
power interleaver.

4 Simulation Results

4.1 Comparison Based on Bit Error Rate

The performance of power rotational interleaver was judged against random, tree-
based, and power interleaver based on bit error rate (BER) onOFDM-IDMAplatform
over PLC on MATLAB. The stated interleavers have been implemented over PLC
in literature hence are taken as reference for the evaluation of power rotational inter-
leaver. For simulation, number of users n= 8, blocks= 10, data length= 512, spread
length= 16, and the iterations of the turbo processor were taken as 10. The frequency
of the signal was chosen as 10 MHz, which is very high to avoid interference with
the electrical signal. Some additional parameters of PLC are given in Table 1, and
the simulation result is depicted in Fig. 2.

From the graph, it is evident that the power rotational interleaver performs some-
what better than power, random, and tree-based interleavers. The BER decreases
more rapidly for power rotational interleavers due to column and row shufflingwhich
results in more randomization and hence less effect of burst error.

Table 1 Parameters of PLC
used for simulation

S. No Parameter Value

1. Frequency 10 MHz

2. Relative permittivity 3.6

3. Relative permeability 1

4. Conductivity 5.8e7

5. Radius of power line wire 1.12e−3
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Fig. 2 Simulation results of various interleavers on OFDM-IDMA system over PLC

Fig. 3 Simulation results of power rotational interleaver for variation in number of users

Another analysis was done by varying the number of users for power rotational
interleaver, and the result is plotted in Fig. 3. From the graph, it can be observed
as the number of users is increased the BER increases which are understandable, as
it results in multiple simultaneous transmission over the channel which raises the
interference for each signal and thus leads to errors (Fig. 4).

Lastly, the performanceof power rotational interleaverwas comparedwith random
interleaver on OFDM-IDMA and IDMA systems. For both, the power of the tech-
nique rotational performs better than random and the results are better for OFDM-
IDMA as this method has less influence of interference as compared to IDMA.
Thus, overall power rotational interleaver performs substantially better than other
interleavers.
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Fig. 4 BER comparison of power rotational and random interleaver on IDMA and OFDM-IDMA

4.2 Comparison Based on Other Parameters

In the communication system other thanBER, various other parameters such as band-
width utilization, memory requirement, computation complexity, cross-correlation
also play a significant role. The four interleavers random, power, tree-based, and
power rotational are compared on the grounds of stated factors. Random inter-
leaver has the highest bandwidth and memory requirement as each user has separate
permuter indices and thus has the least cross-correlation among various users. In
tree-based interleaver, two master random interleavers are generated, which are later
employed to create permuter indices for various clients and thus has higher compu-
tation complexity and cross-correlation than random but requires less bandwidth, as
only two masters random interleaver is required at receiver for regeneration. Power
interleaver needs onemaster random interleaver for the generation of further permuter
indices, and thus, spectrum utilization is less but cross-correlation is very high as all
the other permuter indices are powers of master random interleaver. Lastly, power
rotational interleaver has same features as power interleaver but has improved cross-
correlation as the permuter indices are further rotated both row and column-wise to
further randomize the permuter indices. The same has been represented in Table 2.

Table 2 Comparison of interleavers based on various parameters

Parameters Interleavers

Random Power Tree based Power rotational

Bandwidth utilization High Least Low Least

Memory requirement High Least Low Least

Computation complexity Low High Medium High

User-specific cross-correlation Low High Medium Medium
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5 Conclusion

The smart grid necessitates communication over power line for real-time services
such as fault repairing and tracking of consumption of electricity. To make transmis-
sion feasible, modulation technique OFDM-IDMA is quite useful as OFDMcombats
interferences and IDMA is successful in suppressing burst error. IDMA relies on
interleavers for its superior performance. In this paper, power rotational interleaver
is implemented over PLC and is compared with random, power, and tree-based
interleavers on the MATLAB platform and the results indicate the superior perfor-
mance of power rotational interleaver. Next simulation points out that power rota-
tional interleaver performs better than random interleaver over IDMA system also.
In less memory and bandwidth applications, power rotational interleaver is a viable
option. But, the computation complexity of power interleaver is high so applications
requiring very high speed cannot be implemented by it. In future, the performance of
power rotational can be studied over different modulation and mapping techniques.
Also, a new interleaver with lesser computation complexity can be designed.
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Offline 3D Indoor Navigation Using RSSI

S. Vivek Sidhaarthan, Anand Mukul, P. Ragul, R. Gokul Krishna,
and D. Bharathi

Abstract Indoor positioning and navigation systems are used to track entities in
indoor spaces using Global Positioning System (GPS) and other satellite technology.
The objective of this research is to demonstrate a semi-dynamic offline 3D indoor
navigation setup using Received Signal Strength Indicator (RSSI) values of WiFi
routers in the buildingwith the support of anAndroid application. The data collection
module in the application collects RSSI data along with the user’s co-ordinates
(Online Phase) and a TensorFlow model is trained on the collected data, converted
to TensorFlow Lite format and hosted online. In the Offline Phase, RSSI data is
recorded, processed with the machine learning model in the device and passed to a
module in the app developed with Unity that visualizes the user’s co-ordinates in a
three-dimensional model of the building. This paper is a bare-bones implementation
of the above mentioned ideologies of an indoor navigation system and can be fine-
tuned to use in specific applications.
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1 Introduction

This section gives a brief introduction to indoor navigation and some of the associated
challenges. A summary of the work done so far in this topic is explained in Sect. 2.
Section 3 describes the proposed solution, steps involved and the system architec-
ture of the solution. The implementation of the system and results are discussed in
Section 4. Section 5 concludes the proposed solution and suggests use-case specific
applications that can be built having the system proposed in this paper as the base.

1.1 Background

Maps application aids in travelling from Place A to Place B but fails when the user
needs to go from Point A to Point B inside a complex building. In such a scenario,
GPS may not provide an accurate representation as the signals get scattered and
attenuated by the building’s walls, roofs, furniture etc. [1].

Indoor Positioning and Navigation has been an interesting problem from the early
2000s till date [2]. There is no absolute solution that solves all challenges posed by
Indoor Localization and Navigation systems. The development of new technology
often changes the perspective that is usually associated with this problem such as the
widespread usage of smartphones in navigation.

1.2 Challenges

• Scalability—The proposed solution has to be repeated for each building in which
the navigation system is to be implemented.

• Cost—In some solutions, state-of-the-art equipment is required and that involves
high cost of initialization and/or operation. It also depends on the availability of
the equipment in that area. Such a solution might not be viable for everyone.

• Signal Noise—An indoor environment usually involves a lot of human movement
and objects. This results in distortion of the radio signals (noise) such as WiFi
and Bluetooth. Moreover, the layout of the objects in the building could also be
changed, altering the propagation of the signals and leading to inaccurate results.

• 3DNavigation—3Dnavigation is also a challenging aspect of indoor navigation. It
isn’t as straightforward as 2-dimensional navigation since the height-factor proves
to be a challenge to compute. It also involves redefining the User Experience (UX)
so that the solution is easy to interpret.
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2 Literature Survey

Indoor navigation can be carried out through various approaches such as with Sound
(audible and ultrasound), Light (visible and infrared), Radio Frequency (RF) sig-
nals (WiFi, Bluetooth), Magnetic Fields etc. [3]. Bluetooth-based and WiFi-based
solutions are the most commonly used due to low cost, ease of availability and com-
patibility with smartphones. Hence, WiFi-based solution is chosen for our research.

RF solutions are based on Angle of Arrival (AoA), Time of Arrival (ToA),
Received Signal Strength (RSS) or combinations or variations of the above
approaches [4]. AoA method makes use of the angle at which the signal is recorded
by the receiver. ToAmethod utilizes the time taken by the signal to travel from source
to destination. RSS-based solutions involve recording the intensity of the signal that
is received.

Based on the above mentioned aspects of signals, positioning of the user is done.
The main algorithms that help us position the user are: Triangulation, Trilatera-
tion and RSS fingerprint-based [5]. Triangulation uses the properties of triangles to
estimate the position of the user by calculating the angles relative to two known ref-
erence points. Trilateration is similar to Triangulation but instead uses three known
reference points. Fingerprint-based solutions involve the storage of Received Signal
Strength Indicator (RSSI) and position information in a database and later retrieving
the closest matching record to denote the position of the user.

Lately, the simplicity of RSSI-based solutions have been combined with Machine
Learning (ML) to provide good results [6]. k Nearest Neighbours (kNN) is a popular
algorithm that has been applied to RSSI fingerprint records, mainly owing to it’s ease
of understanding and implementation [7]. Clustering techniques have also been used
on the gathered RSSI data to predict the location of the user [8]. Principal Component
Analysis (PCA) is used for pre-processing the data and Ensemble Extreme Learning
Machine (ELM) can be used to locate the user [9]. Breakthroughs are also beingmade
with the usage of Deep Learning and Neural Networks for RSSI-based localization
[10].

The signal data obtained in an indoor environment is often noisy due to the pres-
ence of obstacles that scatter these signals. To overcome this, filtering techniques
are used. Particle filter and Kalman filter have shown promising results with regard
to RSSI data [11]. Few other filtering methods have also been tested, with varying
success rates [12]. Another interesting observation is that usage of Channel State
Information (CSI) rather than RSSI could yield better results [13].

The functionality of a smartphone and the ability to record RSSI makes it a
great tool for indoor localization [14]. Also with the help of gyroscopic sensor,
accelerometer and other sensors present in smartphones, indoor navigation can be
enabled [15].Different aspects of indoor positioning can be fused to provide excellent
results. One such novel idea is the combination of images of lights with particle filters
acting on sensor data [16].

Another aspect of indoor navigation using smartphones is the evolution of 2D
navigation into 3Dnavigation. One approach involves changing the circles associated
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with Trilateration to spheres, with WiFi routers acting as the reference points [17].
Visual data, sensor data and dead reckoning could also aid in creating a 3D indoor
navigation system for smartphones [18].Of late,many phoneswith inbuilt barometric
sensors have emerged. This could be key in identifying the height that the user is
located in, in addition to RSSI data [19].

An intriguing proposition for 3D navigation is the utilization of Unity, a game
engine, to generate a 3D layout of the building in which indoor navigation is to be
implemented [20].

Based on the literature studied, a solution based on RSSI fingerprints and ML
is propounded, owing to ease of implementation. Ease-of-implementation is picked
as the primary criterion since the focus of this paper is on the overall framework of
the solution and not on mere accuracy metrics. The default Android libraries help
leverage RSSI information of WiFi signals and open-source ML libraries help in
calculating the position of the user based onRSSI. The abovementioned concepts are
then combined with a Unity-based building model to complete the indoor navigation
system.

3 Methodology

3.1 Proposed Solution

The proposed system aims to solve the issue of navigation inside a building by
creating a semi-dynamic offline mobile application that helps the user navigate from
one point in a building to another point through a 3D representation of the building
on the phone screen, along with the path to be taken. The offline positioning of the
user is implemented by feeding the values of RSSI of theWiFi routers in the building
to an ML model in the application and plotting the resulting co-ordinates in the 3D
building model.

Our solution is somewhat scalable since we modularize the application into
reusable and modifiable components, involves zero additional cost, takes Height into
consideration in terms of floor number and provides a user-friendly visual output.

3.2 Specific Objectives

For the building taken into consideration for trial (Academic Block 3 in Amrita
University, Coimbatore, India):

1. To record the RSSI of the routers in the building from various points, along with
their corresponding Latitude, Longitude and Floor Numbers (Online Phase).

2. To develop a 3D model of the building and map the co-ordinates associated with
various locations in the building.
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3. To implement aMachine Learningmodel for Offline 3D Localisation using RSSI.
4. To find the best route from the current point to the target point and visualize the

same in the 3D model.
5. To integrate the above mentioned features into a single mobile application and

test for accuracy, ease of use and other metrics.

3.3 System Architecture and Specifications

The proposed system mainly consists of an Android application with the following
architecture:

• Adata collectionmodulewhich helps collect RSSI data using theAndroid device’s
WifiManager and BroadcastReceiver libraries.

• AMachine Learning model page which denotes the availability of the TensorFlow
Lite model trained on the collected data and provides an option to download the
same for offline usage.

• A 3D building model developed with Unity and integrated into the Android appli-
cation providing live visual output to the user.

• A custom-built Service that helps obtain RSSI data and converts it to co-ordinates
by passing it to the TensorFlow Lite model downloaded and stored locally (Fig. 1).

In the initial Online Phase, RSSI data is collected along with the device’s
co-ordinates using WifiManager and BroadcastReceiver libraries and stored in a
Comma-Separated Values (.csv) file. This is used to train a Machine Learning

Fig. 1 Android application
architecture
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Fig. 2 Online phase

Fig. 3 Offline phase

(TensorFlow) model. The model is then converted to TensorFlow Lite (.tflite) format
and saved to the device (Fig. 2).

An Android Service is a component without a User Interface (UI) performing
long tasks in the background. In the Offline Phase, a custom-built Android Service
helps detect RSSI values, passes them to the trained .tflite model in the device and
directs the predicted co-ordinates to the Unity-based 3D Building module that has
been integrated into the application (Fig. 3).

The proposed solution requires WiFi routers in the target building, a computer for
building theMLmodel and anAndroid (version≥6.0) phonewithWiFi functionality.
During runtime of the application, the following permissions are requested:

• WiFi access
• High accuracy location access
• Storage read and write.

4 Implementation, Results and Discussion

4.1 Application Overview

The app consists of 4 primary components—3 different Activities (UI pages) and a
Service that enables realtime indoor positioning using RSSI. The home screen has
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been designed with the step-by-step procedure for indoor navigation in mind and
consists of the sections:

• Data Collection
• Machine Learning (ML) Model
• 3D Building.

First, data is collected through the Data Collection screen, then a model is trained
based on the data and hosted online. The second screen enables the download of the
model for offline usage. The third screen is the one that the end-user interacts with
for offline indoor navigation (Fig. 4).

4.2 Data Collection

First, in the ‘Access Points’ section of the page, the name of the WiFi network is
entered. On clicking ‘Search’, MAC addresses (BSSIDs) corresponding to that name
will be obtained. This is to identify all the Access Points (AP) in the building. Once
all the APs in the given name are identified, it is saved in a CSV file. The CSV file
contains the columns: Latitude, Longitude, Floor and BSSIDs of every router. Once
it is completed, collection frequency and floor number are entered in the ‘Collect
RSSI Data’ section of the application. RSSI values are appended to the CSV file
every ‘x’ seconds until ‘Stop’ is pressed.

The WifiManager API (Application Program Interface) of the Android library
is the used to implement our system. Apart from this is a BroadcastReceiver that
receives updates on the WiFi scan request. BroadcastReceiver is the Android class
that listens for updates regarding specific requests. The BroadcastReceiver imple-
mentation registers to listen for updates regarding the device’s WiFi state such as
change in available APs and change in their signal strengths, and triggers the func-
tions that need to act when the associated buttons are pressed.

4.3 Data Processing and Machine Learning

The RSSI data obtained in the previous section is then analysed. The data was col-
lected over 17 routers placed in the building. The dataset has 3 target variables—
Latitude, Longitude and Floor Number. Each row corresponds to a point in the build-
ing where the RSSI values from the routers were recorded (visualized in Fig. 5).

The input values (features) of our ML model are the RSSI values obtained from
the 17 different routers in the building. In case there is no RSSI reading for certain
routers at specific locations, −100 is inputted in their place. The target variables
predicted by the model are Latitude, Longitude and Floor Number (Fig. 6).
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Fig. 4 Screenshots from the app in order of usage

Sample input: [−100.0, −87.0, −100.0, −80.0, …]

Sample output: [10.9061475, 76.8974424, 1.0]

Using Python’s Scikit-Learn [21] library, ML models like Linear Regression,
Decision Tree Regressor, kNN Regressor and Random Forest Regressor are tested.
These algorithms have been chosen due to ease of understanding and implementation
and also due to their proven success in similar works published in the past. Since the
takeaway of the paper is the framework for indoor navigation and not the accuracy
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Fig. 5 Points in the building where data was collected

Fig. 6 Few columns of the collected dataset

of the solution, accuracy (mean error) isn’t our primary criterion for choosing the 4
mentioned algorithms among the lot.

Mean, Standard Deviation and Five-Point Summary of the Error (in metres) are
the metrics that have been chosen to evaluate the performance of our models. From
the observations (refer Fig. 7), it can be concluded that kNN is the best-suited for our
application. It outperforms the other algorithms in all evaluation metrics taken into
consideration. Boxplots showing the Five-Point Summary and Lineplots showing
how the different models predicted each record have also been utilized for a clear
understanding of the performance of different algorithms on the dataset.

kNN algorithm is probably the most widely used ML algorithm for localiza-
tion due to its similarity to the working of a positioning system that predicts based
on known (past) data. It works by storing all records of the training set in an n-
dimensional structure (where n—number of features) and then predicts/classifies
the new record based on the target variables of the nearby k neighbouring records in
the training set.

The main parameters that determine the accuracy of the kNNmodel are ‘Number
of Neighbors’ (k) and ‘Distancemetric’. k is the number of neighbouring records that
the algorithm considers to compute the target variables. The best value here is chosen
as 1 after iterating the value of k from 1 to 10 and running the algorithm. Distance
metric is the method of calculation that is followed to obtain the distance between
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Fig. 7 Results of the tested algorithms

Table 1 kNN model fine-tuning

Distance metric Formula n_neighbours Mean positioning error
(m)

Manhanttan d = ∑ |Pi − Qi | 1 1.942

Euclidean d = √∑ |Pi − Qi |2 1 1.827

Chebyshev d = max |Pi − Qi | 1 2.214

Canberra d = ∑ |Pi −
Qi |/(Pi + Qi )

1 1.810

Bray-Curtis BCi j = ∑ |nik−n jk |
(nik+n jk )

1 1.917

two points (records) i.e. the unknown record (to be predicted) and a known record in
the dataset. Metrics such as Euclidean, Manhattan, Canberra, Chebyshev and Bray-
Curtis have been tried out, with Canberra providing the least mean positioning error
for the data (Table 1).

Since kNN proves to be the best algorithm (from the tested ones) for the given
dataset, the same is then built from scratch using TensorFlow, so that it can be saved
as a TensorFlow Lite (.tflite) model and then used in the Android application. The
saved TensorFlow Lite model is then hosted on Google Firebase and linked with the
app through Firebase’s ML Kit library. This helps in downloading the model to the
device. In case there are changes, the model hosted on Firebase can be swapped with
the new one and the model can be downloaded for offline usage again.
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Fig. 8 (left) Available floor plan of Academic Block 3 (2020), Amrita University and (right) model
built with Blender

4.4 3D Building Model—Blender Design

Blender is an open-source software which is mostly used for modelling objects and
animating films and sometimes for MRI scans. With a photo of the building’s floor
layout that was available, a rough layout of the top view of the building is created
using Blender. With the said top view, the walls of the building are designed by
projecting it to a plane perpendicular to the top view. Furthermore, planes are added
to the base of the walls to make up for the flooring of the building and stairs are
modelled from cubes. This results in the completion a floor of the building. The
rest of the floors are then duplicated from the initial ground floor which results in
making the required building. On completion of the design, it is imported to Unity
as a FilmBox (.fbx) model (Fig. 8).

4.5 3D Building Model—Unity

Unity is a cross-platform game engine used to develop video games for web plugins,
desktop platforms, consoles and mobile devices. GameObjects in Unity are building
blocks of the application that help one visualize various objects and setting of our
building. The following are the GameObjects used in the solution:

• The User—Represents the person using the app. It shows the location of the user
in the building. The user is represented by a cylinder. The user is tuned to move
towards a destination represented by a Sphere.

• Cameras—There are 2 cameras—One for the 3rd Person Point of View (PoV)
(Fig. 9) and the other for an Eagle Eye View (Fig. 10). In 3rd Person PoV, the user
can follow the path laid out in front of him/her to reach the destination. This mode
shows the location of user while traversing the assigned path. The Eagle Eye PoV
gives an aerial view of the building. In this mode, the person can look at different
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Fig. 9 User in third person PoV

rooms of interest in the building via the dropdown menu located in the top left
corner.

• Sphere—A spherical object which represents the destination to be reached. Its
location is assigned based on the choice selected from the drop down menu.

• AB3—Represents the model of the building that was chosen for the experiment.
In our case, it’s the Academic Block 3 located in Amrita Vishwa Vidyapeetham,
Coimbatore, India. It was initially modelled in Blender and then later on imported
to Unity. Different colours have been used to represent the different floors of the
building.

• EventManager and Manager—Co-ordinate in managing events and the state of
control in Unity. Here, it helps in the transition between Aerial PoV and 3rd Person
PoV, a zooming functionality and listing the roomsof interest to the user.Both act as
a link between independent GameObjects and prevent them from malfunctioning
when executing the Components (mesh renderer, scripts, transform) attached to
them.

• Canvas—It is the regionwhere all UI elements reside. TheCanvas is aGameObject
with a Canvas component in it, and all UI elements are children of the canvas and
.

Components are elements that can be attached to GameObjects for functionality.
Custom Components can be created with the help of scripts that assist in achieving
the desired functionality. The following are the scripts written for the solution:

• AerialScript.cs—Responsible for the aerial view provided by the two joysticks
“joymovement” and “joyrotation”. The “joymovement” joystick is responsible
for moving in a 2D plane and The “joyrotation” joystick is used for not only
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Fig. 10 Various GameObjects—1. List of rooms, 2. Changing PoV, 3. Zooming functions, 4.
Joystick for translation, 5. Joystick for rotation and changing floors, 6. User location

rotating around but also viewing the different floors which are provided bymoving
vertically.

• CameraChange.cs—Allows one to switch between the cameras (aerial and first
person view) whenever the Change PoV button is pressed.

• Zoom.cs—Responsible for zooming in and out of the Aerial View. This helps in
tailoring users’ needs such as viewing where they are in the building, what they’re
surrounded by, what all facilities are available in the building etc.

• DropDown.cs—Populates the list of locations (of interest) in the building in the
dropdown menu present in the app.

• FPScript.cs—Accounts for the 3rd Person’s PoV and shows both the user and the
path he/she is following.

• Navigation.cs—Responsible for the navigational aspect. Firstly, a NavMesh (Path
for the object to move on) is baked out of the AB3Model (Fig. 11). A NavMeshA-
gent is an object capable of traversing through theNavMesh. The path is calculated
by Dijkstra’s Shortest Path algorithm whenever a destination is assigned.

The light blue mesh shows navigable regions of the user. After baking the mesh,
a NavMeshAgent has to be assigned. In our case, it is the Cylinder (User). Its desti-
nation is always assigned where the Sphere resides.

The finalized Unity project is then built as a Gradle project and then integrated
into the Android application as an individual Activity (refer Fig. 4).
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Fig. 11 Building NavMesh

5 Conclusion and Future Work

The aim of this paper is to illustrate a semi-dynamic and offline setup for 3D indoor
navigation. This semi-dynamic setup that is proposed overcomes a major limitation
seen in conventional indoor navigation systems—Repeating the same task over and
over again for different scenarios.

The goal of the paper isn’t to provide the most accurate model for indoor posi-
tioning but to devise a modular framework that helps achieve indoor navigation. But
then again, the accuracy of an indoor navigation system is still a vital factor and
hence, various Machine Learning algorithms have been tested to find the best suited
one for the task at hand.

The objective of a mobile framework, easy-to-use UI, readily available and zero-
cost solution for offline indoor navigation has been completed. Devices that a com-
mon man possesses (smartphone, computer) are used to make the framework as
accessible as possible but this could be improvised in future. For example, if all
phones turned out to have barometric sensors, height could easily be calculated in
metres rather than floor number. Accelerometer and gyroscopic sensors could be
used to provide a completely offline solution.

Making a few changes to the infrastructure involved, the framework proposed in
this paper can be implemented in specific domains such as:

• Shopping—An AI-powered shop assistant that locates the required items
• Hospitals—To monitor the whereabouts of the patients
• Game Industry—AugmentedReality (AR) games that transform real indoor spaces
into virtual playgrounds
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• Information Kiosks—In exhibitions and similar spaces to provide the required
help without any manual labour.

The scope for indoor navigation systems has not reached an end since technologi-
cal advancements in the fields of pocket devices and location-based services are still
going strong. The primary tool for indoor navigation could switch from smartphones
to smart bands or smart watches soon as the pocket devices are gaining users. It is no
wonder that indoor navigation has been a popular topic for years, with tons of new
ideas and approaches being generated every now and then.
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Meanderline Pattern Wearable Textile
Antenna for Position Identification
in Military Applications

Pruthvi Tenginakai, V. Keerthana, Sowmini Srinath, Fauzan Syed,
and P. Parimala

Abstract In defence applications, tracking of every individual is necessary. The
devices and techniques used in the present world aremanual and externally equipped.
The automation of real-time tracking of every soldier without any external hindrance
is the need of the hour. This task can be accomplished by designing an antenna with
high frequency. The designed antenna is fabricated onto a textile (jeans) material
whichwill beworn by the soldiers during training or emergency periods. The antenna
is designed to operate at Wi-Fi frequency (2.4 GHz) for simplicity of sensor (GPS)
integration and utility. It is interfaced with the Arduino board which acts like a
transceiver to send the real-time location of the soldier in the form of latitudes and
longitudes. This setup is completely automated and integrated on the clothing of the
soldier,which eliminates carrying any extra device for tracking himself. The designed
meander line patch antenna on the ‘jeans’ textilematerial has the specificationswhich
are optimised to produce maximum directivity and gain despite the human torso.
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Serial communication is used to transmit and receive sensor data via a pre-coded
Arduino board. The project can also be extended to several other applications such
as heart monitoring of soldiers, etc.

Keywords Microstrip antenna · Meanderline antenna · SPI communication · Edge
line feed technique · HFSS

1 Introduction

Antennas have been the main communication component over the years. The minia-
turisation of antenna technology is the need of the present time. When an antenna
is etched on a board using microstrip techniques, it is called a microstrip antenna.
They are used at microwave frequencies, ranging from 1 to 1000 GHz. A thin metal
foil of various shapes on the surface of a custom substrate like ‘jeans’ with dielec-
tric constant 1.67 and loss tangent of 0.025, with a metal foil ground plane on the
other side of the board. An RF transmitting wearable antenna for real-time position
identification of soldiers, working at 2.4 GHz is designed. An arising category of
textile-based communication systems can be used. Awearable device is a technology
that is worn on the human body. The signals or pulse is sensed by the wearable device
can be mounted on the person to be monitored.

Bending a wire in a calculated geometrical configuration, such as the structure
of the meander line is a useful way to shorten the conventional linear wire antennas
[1]. A 20–50 mm ground plane and 10–20 printed meander-line antenna comprise
the RF section.

Experimental calculation, fabrication, and detailed simulation [2] of a 2.4 GHz
printed dipole antenna is presented for wireless communication applications. The
perfectly matched Berenger layer absorbing boundary condition is used for the
parameter computation. The characteristics of the antenna radiation include input
standing-wave ratio (VSWR), radiation patterns, and diversity in polarisation are
measured.

A suitable design for high data rate application is reported by a slotted rectangular
patch microstrip antenna [3]. The antenna is designed for a frequency of 2.4 GHz and
is fed by a microstrip line. The high-frequency structural simulator (HFSS) software
is used to design and simulate this antenna.

Internet of things (IoT) applications use printed inverted F antenna (PIFA) with
meandering line [4] and meandering shorting strip under 2.4 GHz in the indus-
trial, scientific, and medical (ISM) band. Commercial and medical applications use
printed circuit board (PCB) because of its compactness, low profile, and cheaper cost
compared to low temperature co-fired ceramic (LTCC) technology. The efficiency
and bandwidth of the PIFA increase when conventional PCB line is replaced by
PIFA.

The completemodule of position identification system usingmeanderline antenna
consists of transmitter and receiver devices. Transmitter end as shown in Fig. 1 of
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Fig. 1 Block diagram—transmitter end

the communication includes the designed transceiver, a GPS sensor setup bridged
by an Arduino microcontroller. The GPS sensor picks up the latitude and longitude
readings and the controller analyses this data and this is transmitted through the RF
module. Based on the same orientation, an extension of this project is that various
health parameters of a soldier such as temperature, blood pressure can be monitored
too.

The block diagram of the receiver end is illustrated in Fig. 2 that consists of the
designed transceiver, Arduino microcontroller. The data from the GPS module is
collected in CSV format which in turn is plotted on a pre-loaded map of the war
zone/training zone.

The overall functional block diagram can be designed as shown in Fig. 3. Every
individual soldier has a meanderline patch antenna on this textile (clothes) which is
wirelessly connected to the GPS module and other optional setups. The data from
everyGPS setup is received by themicrocontroller and processed further. This collec-
tive data is handled by the master microcontroller at the military base station to setup
and track the strategies and movement of the entire contingent.

Fig. 2 Block diagram—receiver end
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Fig. 3 Functional block diagram

In Fig. 3, other optional modules include heart rate monitoring, pulse monitoring,
and various other parameters of the soldier.

2 Design of Meander Line Antenna

Ameanderline antenna is a straight conductor line folded into horizontal and vertical
lines which form turns to reduce the total length of antenna smaller than the orig-
inal length. It looks like a zig-zag pattern as shown in Fig. 4. The number of
conductive turns is directly proportional to the output efficiency of the meander-
line antenna. This makes the antenna affordable, weightless, more efficient, better
electrical characteristics.

The width of the antenna is found using Eq. (1).

Width of patch (W ) = C

2 × Fr
×

(
εr + 1

2

) −1
2

(1)

where,
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Fig. 4 Meanderline
structure

c = speed of light (3*108 m/s)
Fr = operating frequency
εr = dielectric constant.

The length of the antenna is found using Eq. (2)

Length of patch (L) = Leff − (2 ∗ �L) (2)

where

Leff = effective length calculated by Eq. (3)

Effective length (Leff) = C

2 ∗ (Fr ) ∗ √
εe

(3)

where

εe = effective permittivity.

The effective dielectric constant is given by Eq. (4)

εe =
(

εr + 1

2

)
+

(
εr − 1

2

)
×

(
1 + 12 ∗ h

w

) −1
2

(4)

where

h = height of dielectric material (4 mm)
w = calculated width of the antenna.
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Fig. 5 Rectangular antenna
with meanderline pattern

The length of extension (�L) is found using Eq. (5),

(�L) = 0.412 ×
(

(εe + 0.3)
(
w
h + 0.264

)
(εe − 0.258)

(
w
h + 0.8

)
)

(5)

The ground plane dimensions are calculated using Eqs. (6) and (7),

Length of ground(Lg) = 6h + L (6)

Width of ground(Wg) = 6h + w (7)

The width of the designed patch antenna is 54.09 mm, and length is 55.4346 mm
with the ground dimensions being (79.4346 mm × 78.09 mm). The antenna is
powered by an edge line-feed cable. The meanderline is considered up to the second
iteration. The dielectric material used is a custom ‘jeans’ with the dielectric constant
of 1.67, loss tangent of 0.025 and thickness 4 mm as shown in Fig. 5.

3 Software Overview

Soldier identification module can be supported by the antenna simulation tool
ANSYS HFSS and Arduino UNO, user interface.

A. Antenna simulation—ANSYS high-frequency system simulator (HFSS) is a 3D
electromagnetic simulation software for designing high-frequency electronic
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products such as antennas, antenna arrays, RF or microwave components, high-
speed interconnects, filters, connectors, IC packages and printed circuit boards.

B. User Interface—Arduino UNO is a widely used and affordable open-source
microcontroller board based on the ATmega328P microcontroller. The board
consists of 14 digital pins and 6 analogue pins. The Arduino IDE can be used
via B type USB cable for programming the board accordingly.

C. Arduino libraries—IncludeRF24 libraries and create an RF24 object. Usage of
reading, listen, set PA level and channel pipe functions are exploited to bridge
the communication gap between transmitter and receiver.

4 Antenna Simulation

The antenna simulation is designed as single element meanderline antenna to operate
at the frequency of 2.4 GHz. After creating all the variables required initially, assign
variables, create a dielectric substance (jeans) as shown in Fig. 6 dropdown box in
HFSS tool.

By truncating infinite free space to a finite calculation domain, the radiation
boundary is used to mimic free space. A bugger distance of λ/4 from the radiating
surface is taken from all directions. Figure 7 represents the antenna with a visible
radiation box.

Fig. 6 Radiation box
dropdown box with
operating frequency 2.4 GHz
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Fig. 7 Meanderline antenna design with radiation box

5 Results and Discussion

The simulation of the meanderline pattern antenna was successful using the HFSS
v18 software. The impedance matching, VSWR, S-parameters, gain, directivity, 3D
radiation pattern and other such parameters were analysed.

Figure 8 representing the S-parameters has amajor lobe andminor lobe at 2.4GHz
and 1.86 GHz, respectively. The minor lobe has to be eliminated to avoid loss, this
can be achieved by using a reflector in the Z direction.

Figure 9 represents the optimised S parameter graph after inclusion of the reflector
plate. The antenna is optimised to 2.4 GHz only.

The voltage standingwave ratio (VSWR) is ameasure of the efficiency of radiation
which should be 1 for ideal conditions. Figure 10 shows the VSWR is 1.27 which is
almost equal to ideal conditions.

The antenna is given a frequency sweep of the desired duration and set to 2.4 GHz
functionality.

Table 1 shows the important parameters of antenna design like operating
frequency, VSWR, return loss obtained with the design values calculated.
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Fig. 8 S-parameters with jeans substrate

Fig. 9 S-parameters with jeans substrate and reflector

The antenna was simulated, and the radiation patterns are as follows:
Figure 11 represents the directivity of the designed antenna, on using a reflector.

An increased directivity is observed and is more focused.
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Fig. 10 VSWR plot of antenna designed for 2.4 GHz

Table 1 Meanderline
antenna parameters obtained

S. No. Parameters Simulation results of the
antenna

1. Operating frequency 2.4 GHz

2. VSWR 1.27

3. Return loss 18 dB

Figure 12 represents the loss in dB in and around the antenna, the loss is highest
at the centre of the antenna and decreases gradually resulting in more radiation in all
other directions.

Figure 13 shows the 3-D representation of the current emitted by the designed
antenna. The radiation is in the form of awell-directed beam in theX and Y directions
can be observed but obsolete in the Z due to the reflector.

Figure 14 represents the antenna gain to distance from the epicentre of the antenna.
Hence, the gain continues to increases away from the centre of the antenna until the
effective maximum reach (range) has been achieved.

The data thus received is imported to a CSV file with latitude and longitudinal
values as shown in Fig. 15. These values are further used to pinpoint the real-time
position of the soldier.



Meanderline Pattern Wearable Textile Antenna … 857

Fig. 11 Designed meanderline antenna directivity plot

Latitude Longitude (x, y)

−77.14456892 35.988677026 (1, 1)

−77.26936334 36.176730488 (2, 2)

−78.00000000 36.768578404 (3, 3)

−78.45372920 37.638400000 (4, 4)

−78.78574847 37.988364738 (5, 5)

−78.98335728 38.000000000 (6, 6)

−79.00003527 38.374872809 (7, 7)

−79.37874873 38.562730937 (8, 8)

−79.63807465 38.876347363 (9, 9)

−79.83746374 39.000034733 (10, 10)

−80.00000000 39.383483748 (11, 11)

−77.14456892 35.988677026 (12, 12)

−77.26936334 36.176730488 (13, 13)
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Fig. 12 dB loss representation of designed by meanderline antenna

Fig. 13 Surface current distribution
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Fig. 14 Meanderline antenna gain plot

Fig. 15 CSV data
containing lat/long data from
the GPS module

Latitude Longitude (x,y) 

-77.14456892 35.988677026 (1,1) 

-77.26936334 36.176730488 (2,2) 

-78.00000000 36.768578404 (3,3) 

-78.45372920 37.638400000 (4,4) 

-78.78574847 37.988364738 (5,5) 

-78.98335728 38.000000000 (6,6) 

-79.00003527 38.374872809 (7,7) 

-79.37874873 38.562730937 (8,8) 

-79.63807465 38.876347363 (9,9) 

-79.83746374 39.000034733 (10,10) 

-80.00000000 39.383483748 (11,11) 

-77.14456892 35.988677026 (12,12) 

-77.26936334 36.176730488 (13,13) 
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6 Conclusion

Meanderline pattern antenna simulated using HFSS software has the results tabu-
lated and plotted. The sensed data was successfully transmitted through the designed
transmitting antenna to the receiving antennawhichwas designed towork at 2.4GHz,
which is standard Wi-Fi frequency. The functioning frequency of the antenna can
be varied in accordance with its dimensions, to secure the transmission line from
an external threat by using the calculations explained in (II). The bandwidth of the
designedmeanderline antenna is found to be 100MHz, and the range of transmission
was approximately 100 m. Non-line of sight transmission was achieved successfully.

The size of the entire system can be made compact by restricting the number
of pins on the Arduino and RF module based on their usage. The antenna size can
also be minimised by using fabric as a substrate and by implementing embroidery
radiating materials.

This large amount of data collected can be used in predicting the future strategies
and performance of the soldiers individually in the war field.
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Authentication of Robots Using ECC
to Access Cloud-Based Services

Saurabh Jain and Rajesh Doriya

Abstract The advancement of internet technologies has led to the appearance of
cloud robotics.Besides the numerous benefits of cloud robotics, security threats affect
the growth of this field. Therefore, a secure and efficient authentication mechanism
are needed to prohibit numbers of outsider and insider attacks present in the system
model. Authentication of the robots plays an important role in safely access remote
resources and remove the many vulnerabilities present in the network. Elliptic curve
cryptography (ECC) gives better results in scarce computing resources and limited
energy systems such as cloud robotics. In this paper, an ECC-based authenticating
scheme has been proposed to facilitate access to cloud-based robots. The proposed
scheme uniquely identifies the robots before using cloud-based robotics services.
The security analysis using the proverif tool establishes that the proposed scheme
resists many well-known attacks.

Keywords Cloud robotics · Authentication · ECC · PKI · Robotic services ·
Security

1 Introduction

Formore thanfive decades, robots have been successfully employed in lieu of humans
to perform hazardous and tedious tasks. They have been used in a variety of appli-
cations such as health care, defense, space operations, education, etc. Cloud-based
robotics provides robot units with privileges like access to big data and shared knowl-
edge, and the ability to send computation-intensive tasks to the higher processing
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units in the cloud [1]. Moreover, the knowledge collected by one robot can be used
by other robots and the heavy computational tasks can be offloaded to the cloud.

Cloud robotics services are now extensively used in healthcare services, security
and crisis management services for smart cities, military missions and rescue opera-
tions, etc., resulting in the transaction of sensitive data that should solely be retrieved
by authenticated robots. The authors have raised a concern about the security and
trust challenges regarding the cloud provider, in the case of a robot trying to connect
to the cloud or while executing a task over the cloud. Moreover, storing confidential
or sensitive data over the cloud can be dangerous in a low-security environment.
Authentication plays an important role in the successful integration of robots and
cloud computing services. For identifying the legal users over the insecure commu-
nication network, remote user authentication is one of the best mechanisms. Mutual
authentication is one of the important aspect, robots, and cloud server both need to
authenticate each other, respectively, before using services.

In this paper, the proposed scheme that can be used to authenticate the robots
using ECC when they want to access the cloud-based robotic services like simul-
taneously localization and mapping (SLAM) [2], object detection and recognition,
and navigation [3]. ECC provides robust security compared to the other public-key
cryptography (PKI) with a small key size and verifies the good result with low-cost.

The rest of this paper is organized as follows; Preliminaries of ECC have been
described in Sect. 2. In Sect. 3 of the paper, describes related work. In Sect. 4,
the system model has been discussed. The proposed scheme using ECC has been
discussed inSect. 5. In Sect. 6, explains the security analysis. Lastly, Sect. 7 concludes
the proposed scheme.

2 Preliminaries of ECC

ECC is a perspective to public-key cryptography, based on the algebraic system of
elliptic curves over finite fields. ECC used the elliptic curve equation [4] to generate
the keys. ECC requires a smaller key size as compared to other public-key cryp-
tography algorithms, such as 256-bit ECC provides equivalent security to 3072-bit
RSA.

The Elliptic curve over real numbers is defined as given in the equation:

y2 = x3 + ax + b, where 4a3 + 27b2 �= 0. (1)

The set of points on the elliptic curve together with an infinity point P which
serves as an identity element forms an abelian group. Where a and b are the elements
that define the shape of the elliptic curve.

In ECC, scalarmultiplication is very excessively used operationwhich can be used
for different purposes such as encryption/decryption of data, verification of digital
signatures, and key generation. Three arithmetic operations namely scalar, point,
and field are performed in an elliptic curve. Many researchers have been concerned
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with the scalar and point arithmetic for fast solving the complex scalar multiplication
operations.

3 Related Work

Keeping the aspect of security as a major concern in developing technology,
password-based authentication is proposed by Lamport [5] in the year 1981. A
different version of this scheme is being introduced in the later year [6–8]. Juang
et al. [6] reduce computation cost in limited computation resource environment on
the smart card using elliptic curve cryptosystems-based user authentication. Sun et al.
[7] found the weaknesses in the work of Juang et al. [6] and improved the work by
reduces the storage and computation costs on the smart card. An efficient dynamic
key management scheme is presented by Lu et al. [8] for VANETs that achieve user’s
privacy in the vehicle and also resist the possible collusion from other vehicle users.
One of the most economical ways to implement security in embedded devices is
to use minimal key size, ECC is one among which offers the same specifically in
the case of a constrained environment [9]. Day by day ECC protocol is widening
acceptability in multiple security-based scenarios. ECC is one of the vibrant proto-
cols being tested in recent times. An intensive survey is being done by Carla and
Sood [10] based on ECC protocol in the year 2011. Thus, in the age, where severe
security requirement is in need, though with the availability plethora of public-key
cryptographies techniques ECC stands out to be the first pick.

The feature of achieving mutual authentication between smart devices and the
server makes it more acceptable. Smart devices using ECC-based authentication
were proposed by Abichar et al. [11], Tian et al. [12], and Wu et al. [13] had various
limitations. There are protocols proposed by Abichar et al. [11], Tian et al. [12],
and Wu et al. [13] which mainly focuses on server-side user authentication. This
technique is not too safe as their a high chance that an intruder can play the role
of middle man a pretend to become a server to retrieve secure data and information
from the user. There is another method of providing mutual authentication with the
issuance of a certificate; this particular method is comparably costly and it is being
proposed bymany researchers [14–17]. This technique is also called certificate-based
mutual authentication which sometimes also used as timestamps whose range may
vary as per the requirement and need of the instance. In 2014, Moosavi et al. [18]
were developed an authentication scheme for IoT networks that are based on ECC
for RFID systems.

In 2018,Kumari et al. [19] found that scheme [20] is not achievingmutual authenti-
cation as well as vulnerable to other attacks such as offline password-guessing attack,
insider attack, and session key agreement. Therefore, they proposed a method that
overcomes these well-known attacks. Challa et al. [21] also found that scheme [22]
is vulnerable to many attacks such as stolen smart card attacks, user impersonation
attacks, and it is also not achieving mutual authentication. Therefore, they proposed
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the ECC-based user authentication scheme and it claims to have overcome the known
network attacks.

In 2020, Sahoo et al. [23] explored the need for a better authentication scheme
for lightweight IoT networks. Therefore, they proposed an ECC-based interoperable
lightweight authentication scheme thatminimizes the number of well-known attacks,
and comparison analysis shows that the proposed scheme minimizes the computa-
tion cost as well. Fang et al. [24] also proposed an authentication scheme for the
resource-constraint IoT devices which do not only provides mutual authentication
but provides forward and end-to-end security too. The proposed scheme works in
heterogeneous IoT environments and gives better results in terms of computation
and communication costs.

4 System Model

In cloud robotics, services are stored in the cloud that can be accessed by robots
from the remote location. Figure 1 describes the conceptual authentication model.
The different services like SLAM, object recognition, path planning, and navigation,
etc., hosted in the cloud. The following steps describe the process:

In this step, client robots send the request to a cloud server for accessing the service
hosted by the cloud. Robots should be registered within the cloud for accessing
that service. After registration, login credential sends to client robot. In this step,
after receiving the login credential the client robot sends a login request, where the
authentication server authenticates the client robot. Mutual authentication is one of
the important aspect, robots, and cloud server both need to authenticate each other,
respectively, before using services. They should agree on a session key that will
be used for encryption. In this step, after a successful login, the client robot sends

Fig. 1 Conceptual authentication model
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the service request to the cloud server in encrypted form. The authentication server
forwards a request to the robotic service interface. The interface decrypts the request
message and forwards it to an appropriate service host. Finally, robot gets a response
in an encrypted form.

5 Proposed Scheme

In this section, the proposed scheme will present the importance of authentication
of robots to secure access to cloud-based robotics applications and services in the
cloud has been shown. Authentication plays an important role in the context of secure
access to the resources over the network. The entire work is based on a private cloud
setup. The application is deployed over it. The proposed scheme is based on this
particular setup. Notations used in the paper are presented in Table 1. The proposed
scheme is illustrated in Fig. 2.

5.1 Registration Phase

When robots Ri wants to attain service from the server S, first Ri register itself to S
in this phase. For this, Ri sends its unique id IDi to S. After receiving the unique ids
of the robots, S generates the unique passwords PWi and also random nonce Ni for
every Ri. For this,S computes

DK = H (Ni || K || I Di ),

DK′ = DK × P,

Table 1 Notation guide ID
Ri
PW

Identity of the robot
Robot
Password of the robot

P
K

Generator point on the elliptic curve with
order n
Private key of the server

S Cloud server

N1 Random nonce generated by server

G1, G2 Random nonce generated by ECC
parameters

⊕ XOR operator

Concatenation operator

DK′ Authentication token

DK, Di, Bi, Bi
′, Zi Variables
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Robot                                                                                                    Server
IDi

Generates password PWi

Selects a random number Ni

Computes 
DK = H (Ni || K || IDi)
DK’ = DK × P
Di = Ni ⊕ H(K)
Bi = H (Ni ⊕ H(K) ⊕ H(PWi)) ⊕ DK’)

DK’ and H(PWi)                          Bi’ = Bi × P
Stores Bi’, Di, and IDi

Selects a random nonce G1
Computes
P1 = G1 × P
P2 = H(G1 × DK’) 

IDi, P1, and P2
Computes 
Ni = Di ⊕ H(K)
DK = H (Ni || K || IDi)
P2’ = H(P1 × DK)
Verifies  P2’ == P2

Select a random nonce G2 
Computes
P3 = G2 × P

P3, P4 and Di P4 = G2 × Bi’ 
Computes 
Bi = H (Di ⊕ H(PWi)) ⊕ DK’)  
P4’ =  P3 × Bi 
Verifies P4’ == P4

Computes                                                                Zi

Zi = H ((G1 × DK’) || P4’)                                                                                  Computes 
Zi’ = H((P1 × DK) || P4)
Verifies Zi’ == Zi 

Session Key 
H(IDi || G1  × G2 × P)

Fig. 2 ECC-based authentication scheme for robots in cloud

Di = Ni ⊕ H(K ),

Bi = H(Ni ⊕ H(K ) ⊕ H (PWi ) ⊕ DK ′),
and B ′

i = Bi × P. (2)

where K is a random number that selects S as a private key. Finally, S sends the DK′
and hashed password H(PWi) to Ri and stores {IDi, Di, and Bi} in its database.
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5.2 Login Phase

Robot Ri gets the authentication token DK′ and hashed password H(PWi) after
successfully registering in the above phase. Ri can use this authentication token DK′
to get the authentication required message. For getting this, Ri selects the random
nonce G1 and use DK′ to compute

P1 = G1 × P and

P2 = H
(
G1 × DK′) (3)

Finally, Ri sends the login credentials {IDi, P1, and P2} to the S for getting the
authentication required message.

5.3 Authentication Phase

In this phase, S receives the login credentials {IDi, P1, and P2} from Ri. Firstly, S
checks the IDi of Ri in its database. If S finds the records {IDi, Di and Bi} in its
database, then S uses Di and private key K to compute

Ni = Di ⊕ H(K ),

DK = H(Ni || K ||IDi ),

And, P ′
2 = H(P1 × DK) (4)

Then, S verifies the P2
′ == P2, in case P2

′ is not equal to P2 which implies Robot
Ri is not a legal user and terminates the authentication process. If the condition is
true then proceed further S chooses the random nonce G2 and compute

P3 = G2 × P, and P4 = G2 × B ′
i (5)

Then, S sends the parameters {P3, P4, and Di} as a response message to Ri. Ri

uses these parameters to compute

Bi = H (Di ⊕ H (PWi ) ⊕ K ′) and P ′
4 = P3 × Bi (6)

Later on, Ri verifies P4
′ = P4. In case, P4

′ is equal to the P4 which implies S is a
legal server. So, Ri computes

Zi = H
((
G1 × DK′)||P ′

4

)
(7)

and sends to the S. S receives the Zi and computes
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Z ′
i = H((P1 × DK)||P4). (8)

Finally, S verifies the Zi
′ = Zi, if both are equal, then Robot Ri will share the

session key SK with the server S that will be computed by using the formula:

H(IDi ||G1×G2 × P). (9)

6 Security Analysis

The adversary can join in several outlaw ways to gain susceptive information to a
user. The following steps are defined as attack model to acquire information from
the system used by an adversary:

i. Messages between client and server travel through an insecure channel that can
be captured by adversary via eavesdropping.

ii. An adversary can transmit eavesdropping messages during the authentication
process.

iii. An adversary can impersonate the legitimate robot to transmit the response to
the server.

iv. An adversary can public the login credential of the legitimate robots.

Informal security analysis of the proposed scheme shows that the presented
scheme is robust against many well-known attacks. The following steps describe
the procedure to analyze the security of the proposed scheme:

i. Provides mutual authentication: In our proposed scheme, the client robot can
receive the DK′, H(PWi), and Di from the server. Then, the client robot can
successfully calculate the Bi and verifies the equality P4

′ == P4hold or not.
Thus, the proposed system fulfills the requirement of mutual authentication
between client robots and servers.

ii. Provides user anonymity: User anonymity says that an adversary should not
know the identity (IDi) of the robot in time of transmitting the message during
the login phase. In our proposed scheme, adversary also needs to know the
value of P1and P2 for successful login in the system that is very difficult to
find out without knowing theG1, DK′, and P. Hence, anonymity is maintained
in the proposed scheme.

iii. Resistance to a MITM attack: Mutual authentication is achieved between the
client robot and the server in the proposed scheme. Therefore, the presented
scheme resists this type of attack.

iv. Resistance to an offline password-guessing attack: An adversary collects the
communication messages between legitimate robot and server then try to find
out the password from them. In our proposed scheme, it is very difficult to guess
the three secret parameters that are not possible to compute in polynomial time.
Therefore, the proposed scheme resists the offline password-guessing attack.
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v. Known session key security: If the server successfully computes P2
′ == P2,

that shows client robot is legal and client robot also computes P4
′ == P4

successfully that shows server is legal. After getting both are legal, then, the
session key will share between the client robot and server in our proposed
scheme. Thus, our proposed scheme achieves session key security.

vi. No clock synchronization: In the proposed scheme, there is no clock synchro-
nization is used between the client robot and server. For saving the resource
consumptionmaintained by the randomnonce in time ofmutual authentication.

vii. Resistance to an impersonation attack: An adversary will have to generate
the login credentials for access to the system. Similarly, if the adversary wants
to act as a server, then it needs security parameters such as random nonce and
also needs to know the secret key of the server. Hence, the proposed scheme
resists the impersonation attack on both client and server.

viii. Provides forward secrecy: It is required that an adversary cannot be detected
before transmitting information on the bases of the current transmitted informa-
tion of the robot. So, it is very difficult for an adversary to computes the secret
key without knowing G2 and G3. Therefore, the proposed scheme provides
forward secrecy.

ix. Resistance to brute force attack: An adversary applies the brute force attack
on the system and gather information such as parameter P, but is still unable
to obtain the client robot’s password. Because there is no way to find random
nonce G1 and G2, and it is not possible to guess the secret key of the server.
Therefore, our system opposes brute force attacks.

7 Conclusion

This paper has proposed an authentication scheme to explain the secure way of inter-
action between the robots and the cloud server to access the robotic services deployed
in the server. The proposed scheme prohibits unauthorized access to cloud-based
robotics applications. ECC-based authentication scheme which does not require
high cost and gives guaranteed security with a small key size. ECC is a lightweight
cryptography algorithm that reduces the power consumption of the robot with the
minimum computation. The proposed scheme provides authentication as well as
protection against security threats. The security analysis shows that the proposed
scheme resists many well-known attacks.
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Intelligent Web of Things Based on Fuzzy
Neural Networks
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Abstract Web of thing is modern technology and a subset of the internet of things
(IoT) which brings many application and new possibilities to improve usability and
the interoperability of IoT. WoT has many challenges spatially data analytics and
storage due to the increasing number of sensing devices capable of acquiring huge
amounts of data. This paper presents two techniques of analytics sensors data which
distributed in smart home to measure temperature and humidity of rooms: firstly,
clustering analysis to sensors measurements of room’s temperature and humidity in
the smart home as one solution to the challenge of data analytics and storage and to
determine the temperature and humidity patterns which help in making better deci-
sions at right time, secondly, prediction model of room’s temperature and humidity
as a safety system in the smart home when compared the current value with predic-
tive value depends on historical data to detect the deviation of the measured data
from the sensors, then the output of two techniques are shown in designed web pages
to provide better services for the citizens living in the home. Those techniques are
implemented by using intelligence neural networks and fuzzy logic, fuzzy adap-
tive resonance theory neural network (Fuzzy ART—NN) for clustering model and
long-short termmemory recurrent neural network (LSTM—RNN) for the prediction
model. The performance of the clustering model evaluated by training time and the
accuracy when the results are shown the clustering approach has short training time
and accuracy reached 99%.While the performance of prediction approach evaluated
using root mean square error (RMSE) and training time, and the results are shown
RMSE reached 0.02 and training time approximation of 4.76 s for 4550 samples.
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1 Introduction

The idea of the Web as an application-layer for the IoT scenario began to emerge in
2007 [1]. While the internet of things (IoT) is a global network infrastructure, that
enables the communication between physical objects to the network layer, theWeb of
things (WoT) bring interoperability at the application layer which a top layer of IoT.
WoT considered numerous platforms and frameworks that integrate heterogeneous
of various embedded physical resources(coordinators, sensors, actuators) and real-
world services at theWeb platforms by using internet network [2]. WoT brings many
possibilities to IoT applications that improve human comfort and quality of life.WoT
based on application layer for monitoring services, periodic sensor reporting, notifi-
cation controlling, and triggering action events in the smart system. The application
loads dynamic information from devices online mode or offline mode to a friendly
user interface in anytime and anywhere. The proposed system is based on the lambda
architecture which proposed by Nathan Marz [3] lambda consists of three distinct
layers to process data(speed layer, batch layer, service layer) [4], the system involving
analytics the environment that help in taking effective decisions and more accurate
prediction at right time to provide better services to the citizens where is necessary
to use both entire datasets from sources: historical data stored earlier in the batch
layer as well as real-time data in speed layer [5]. So, the architecture of the system
involved collecting sensor reading and route it to edge computing then processed two
times: in speed layer once to cluster the arrived records of temperature with humidity
(real-time data analytics) and to raise alarms where the measured value out of ranges
to take better decisions at right time, second in the batch layer which considers the
master database to build prediction model with time-series algorithm LSTM—RNN
on historical data stored per time interval and to perform deeper analytics [6], this
layer aggregates the raw data in csv format and trains model. The result of the batch
layer is then transferred to a service layer for the application to the surface. While
the speed layer allows the web application to access the most current data to ad hoc
cater the pending queries [7], these layers are shown in Fig. 1.

Room temperature and humidity monitoring system in real-time for a smart home
is necessary for a safety system (fire disasters)and helps to improve managing the
property [8]. Monitoring environment system for room temperature and humidity
helps to detect heating and ventilation equipment failures at the early stage and reduce
costs of operation [9]. Smart home can use a set of sensors to automatically room
heating, lighting to reduce the consumed energy by using monitoring of environment
system that integrating smart grid web services [10]. Frequently IoT devices generate
huge amounts of streaming data per time interval. Streaming data analysis in real-
time seemed to be taking a lot of attention to what mattered in many applications
and systems [11]. The streaming data clustering analytics proposed with fuzzy ART
neural network for temperature and humidity sensors (DHT-22) reading is useful
to determine the temperature and humidity pattern (cluster number) which help in
making better decisions at right time when the measured value out of ranges and
generate the alert through monitoring system based on WoT in real time. And, the
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Fig. 1 Modeling sensor data architecture

proposed model of clustering analytics to sensor (DHT-22) data with fuzzy ART is
useful to reduce raw data by sending the cluster number to the database server. The
clustering analytics approach as an unsupervised learning technique implemented in
edge computing (management station)-based WoT-emerging sensor network (ESN)
architecture [12].

Predicting potential sensor values over time from previous values so that the next
value will be can be known and detecting extreme (abnormal) values by comparing
current values with projected values in normal cases and using warning systems
such as e-mail or SMS warning to avoid or detect unexpected problems in smart
buildings [13] and detect internet intrusion of items intrusion detection of the internet
of things (IoT) as a security system in network information [14]. LSTM recurrent
neural network is used to construct the predictive technic of sensor readings such
as humidity and temperature that is a non-linear process for dynamic data over time
and analyzing time-series data.Temperature forecasting for position are produced by
artificial neural networks and improved by Jain et al. [15, 16].

2 Methodology

2.1 Fuzzy ART Neural Network to Clustering Model

Fuzzy ART network is an unsupervised learning technique depends on fuzzy set
theory into ART neural network to cluster sensors data into many categories in
changing environment, which take input a set of rows and gives the output a set of
clusters. Clustering is an important tool in knowledge discovery and data science by
grouping the same data together and to analysis temperature and humidity pattern.
This method will lead to summarize the data amount into a small number of clusters
and easily manage and arrange data. Fuzzy ART method has been used because of
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its properties, which are fast, self- organizing [17], small memory requirements,
and stability [18], stability refers the ability to create a new category when an
input vector does not match prototype vector but the input does not change proto-
type pattern. Fuzzy ART includes three layers: input layer F0(complement coding),
F1(comparison layer), output layer F2(competition layer) without hidden layer and
with many neurons in each layer. For cluster input vector (P) into pattern j, fuzzy
ART network depends on two criteria, choice and match function. The set of weight
values isW = {Wji: i = 1, 2, …, 2M; j = 1, 2, …, N}, where P ≡ (P1,P2, …, PN),
input vector which represent the real values in [0,1] interval is normalized by using
complement code formula (1) on F0 to prevent cluster proliferation and became I of
2N elements(two dimensional vector):

Where

I ≡ (P, Pc) = (P1, P2, . . . , PN ; PC
1 , PC

2 , . . . , PC
N ) ,

PC
i = 1 − Pi (1)

where Pi is the input vector.
To calculate the choice (matching) function for each node using the Eq. (2):

Tj =
∣
∣I ∧ Wji

∣
∣

a + ∣
∣Wji

∣
∣

(2)

where α is a choice parameter and α > 0.
The fuzzy AND operator ˆ is defined by Eq. (3):

I ∧ Wji = min(Ii ,Wji ,min(I2,Wj2) . . .min(I2N ,Wj2N )) (3)

To find similarities between the input vector I and theweight vector of the winning

neurons (Wji) by using the following test:
|I∧Wji |

I ≥ ρ where ρ is vigilance parameter
and value of ρ between zero and one, the comparison carried on F1 layer.

If the condition is met, then j is selected and allowed to update the weight vector,
otherwise, neurons j is deactivated for existing input I and Tj is set equal to −1.

The weight vector is updated according to Eq. (4)

Znew
j = β

(

I ∧ Zold
j

) + (1 − β)Zold
j (4)

where β represents learning rate and β = [0,1] to fast learning rate when β set equal
to 1.

Figure 2 Summarizes the fuzzy ART algorithm
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NO
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YES                                                                     NO

START

Initialization the weights 
and Parameters ( ,  , β)

Apply complement coding of a 
new input on F0: = 1 −

Apply choice function for all 

nodes in F2: Tj = ⃓ ˄ ⃓+⃓ ⃓

Competition for winning node: 
Tj = max {Tj: j= 1….N}

Present 1

Reactivate all nodes in F2

Vigilance 

test:
⃓ ˄ ⃓⃓ ⃓ ≥

More Blocks 
to search in 

F2

Deactivate neuron j: Tj= -1
Weight vector update 

Fig. 2 Flowchart for fuzzy ART neural network algorithm

2.2 Long Short Term Memory (LSTM) Neural Network
for Prediction

LSTM is a particular type of recurrent neural networks used for sequence data
processing and suitable for predictive approach because it has a sequential memory
technique designed to capture sequence or time-series data such as a sensor
reading [14, 19], handwriting recognition [20], etc. Hochreiter, Schmidhuber [21],
proposed LSTM. LSTM capable of remembering long term dependency to prevent
gradient problems from vanishing and exploding with using explicit gating mecha-
nism to save sequential data [20]. The concept of using explicit gating architectures
is to have the major channel that flows over time and getting gate-controlled and
linked modules that decide how much the node will put in the channel. Originally,
the cell gates are logistic sigmoid units with a point-wise multiplication that consti-
tute smooth curves in the range 0–1, while one represents that all values passes
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Fig. 3 LSTM memory block architecture

through the gate, but zero represents that nothing passes through the gate. These
modules work to delete or add channel content, and the gates decide what to save or
discard. LSTM has memory cells that contain (three internal cell gates to provide the
details in a sense wide-ranging, these gates are: (1) Input gate controls whether the
memory cell is change; (2) Forget gate controls if the memory cell is reset to zero;
(3) Output gate decides whether the information of the current cell is made visible.
Each gate depends on the previous cell hidden state (ht−1) and on the existing input
(x) as a vector concatenation input applies a sigmoid Ć range that reflects new values
for candidates which can be added to the cell hidden state. Let Wf , Wi,, Wo are
independent three-gates weight matrices and bi, bf , bo represent bias vector for each
gate. WhileW c, bc corresponding the weight vector, the bias to adapt cell state, that
is illustrated in Fig. 3.

The input gate is calculated I t using Eq. (5)

It = σ (Wi ∗ [ht−1, xt ] + bi ) (5)

The forget gate is Ft which has been obtained as follows:

Ft = σ (W f ∗ [ht−1, xt ] + b f ) (6)

The Eq. (7) is used for calculating Ot by output gat

Ot = σ (Wo ∗ [ht−1, xt ] + bo) (7)

The new hidden state obtained according to formula (8)

ht = Ot∗ tanh(Ct ) (8)

To calculate and update the state of the cell as follows:
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( )1 *   *( )t t t t tC F C I Ć−= + (9)

where

1[  * ,( ]t t t cĆ tanh W h x b−= +c
(10)

σ and tanh are used as activation function, where σ is a sigmoid activation which
generating numbers between zero and one and defined by formula (11) while tanh
is hyperbolic tangent function obtained according to formula (12) and includes a set
of real values ranging from 1 to −1.

σ(x) = ex

1 + ex
(11)

tanh(x) = ex − e−x

ex + e−x
(12)

3 Materials

3.1 Network Architecture System

The architecture network of the proposed system is shown in Fig. 4.

Fig. 4 The network architecture of the proposed system
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3.2 Data Set Description

The real measured data used in the peoposed system, obtained from aDHT-22 sensor
which produces digital values for temperature and humidity in real time. The sensor
has been placed in the living room and associated with the raspberry pi system
(microcontroller) while raspberry pi connected to the computer through theVNC-
viewer application by using IP address, then data collected while the room in regular
use and the measured data stored in csv (comma separated values) file which allows
data to be stored and retrieved. To boost data quality, the preprocessing stage is used
to delete data redundancy and the missing values are filled with the last reported
humidity and temperature value. After that normalization phase, it was appropriate
to rescue the data in the range of zero to one using the MinMaxScaler, and then the
data set divided to two sets the train set and test set with a partition ratio is 0.5 (50%
train set and 50%test set).

3.3 Designing Fuzzy ART Model for Clustering

The values of temperature and humidity obtained from the sensor and reported as csv
file which used to training sets and testing set. To represent the nine labels of temper-
ature AND humidity, three sets for temperature and three sets for humidity (high,
medium, low) are determined by using the fuzzy set. As shown in Tables 1, 2 and 3.

Table 1 The distribution of
category index to temperature
values

Category index 1 (low) 2 (medium) 3 (high)

Distribution 1–18 19–23 24–30

Table 2 The distribution of
category index to humidity
values

Category index 1 (low) 2 (medium) 3 (high)

Distribution 1–20 21–30 31–40

Table 3 The distribution of category index to temperature values AND humidity values

Category
index

1 2 3 4 5 6 7 8 9

Distribution 1
AND 1

1
AND 2

1
AND 3

2
AND 1

2
AND 2

2
AND 3

3
AND 1

3
AND 2

3
AND 3



Intelligent Web of Things Based on Fuzzy Neural Networks 879

3.4 Designing LSTM Model for Prediction

The data set entered into the model is a time series (sensor readings over time) with
window method, so we set 7 for window size and customize the input layer size
is one with the sequential model, then add to the model one hidden layer with one
dense layer to produce a single output. By using mean squared error (MSE) as a
loss function with adaptive moment estimation (Adam) as an optimizer to reduce
gradient descent, sigmoid activation function is used in the model. The number of
iterations (epoch), number of blocks, and the batch size are determined for the LSTM
network in experiments step. Implementation of the LSTM neural network in python
language (v.3.7) after importation Keras package (library for Theano and Tensorflow
in deep learning framework).

• Evaluation Criteria of the LSTM Model

According to Eq. (13), the root mean squared error (RMSE) is calculated to assess
the errormetric for numerical prediction, which is an approximation of how badly the
network performs at the last propagation that measurs the gradients for each node in
the network, the gradient aparameter usage to alter the inner weights of the networks
allowing the network to know the greater gradient of the bigger changes and vice
versa with determining the Epoch. The model of prediction is efficient when RMSE
is small.

(13)

(Where yi is real observed value, ýi is predicted value at a time i, and N is the sum
number of times for the evaluation).

4 Results and Discussion

4.1 Prediction Model

Prediction model performance depends on execution time and the root mean square
error (RMSE) with the mean square error (MSE) that represent a loss function. These
measurements were utilized for evaluation the performance of the prediction model.

Initially, we used actual temperature values for four days reported with (4550)
test samples; the data set is then divided into (70%) training set and (30%) expected
test set, the iteration number (Epoch) set to100 at first then increase its value by a
hundred each time; the number of hidden layers is set to one and batch size set to one
too. Table 4 compares the quality results RMSE, loss, training time when increasing
the number of iteration at the same data set while Fig. 5 explains the output of the
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Table 4 Quality comparison for the loss, training time, RMSE when increasing epoch number

Data set Epoch no Loss Train time in sec Training RMSE Testing RMSE

4550 samples 100 8.8653e-05 493.27 0.04 0.04

4550 samples 200 8.4329e-05 892. 13 0.04 0.05

4550 samples 300 8.2607e-05 1922.05 0.04 0.04

Fig. 5 prediction of temperature values for four days

LSTM neural network to predict the temperature values for four days with iteration
number equal to 200.

The blue color is the original data set, the orange color for the train data set and
the green color for the prediction test set, and Fig. 6 explains the number of iterations
(Epoch) that impact the training period and the loss (MSE) when adjusting.

Fig.6 The connection
between time and loss of
training with a changing
epoch

0

500

1000

1500

2000

2500

100 epoch 200epoch 300 epoch

loss

time
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Through Table 4 and Fig. 6, the results show an increase in training time in second
when increasing epoch values with a very slight decrease in the value of the loss.

Then, the number of block is adjusted for the LSTM model with using humidity
values for one day as dataset and measured the RMSE of training and testing sets
and training time; Table 5 presented the results, and Fig. 7 shows the output neural
network to prediction humidity for one day with Epoche qual to 200.

Table 5 compares training time, loss, and RMSE of a dataset-based LSTM predic-
tion model according to a different number of neurons, so increasing in training time
is noted when increasing the number of neurons and decrease in values of RMSE for
the test set.

Figure 8 explains how the numbers of blocks to effected on the train time of the
LSTM network and on the RMSE of the training set and the RMSE of the testing
set.

Then, the data entered to the model represents the temperature measurements for
four days with 4550 test samples and 70 percent splitting ratio (0.70 training set, 0.30
testing set) and the same prediction model applied for it with changing the batch-
size, Table 6 shows the results for RMSE, train time, loss function, where Fig. 9

Table 5 Comparison of RMSE results, training time, and loss when changing block number

Data set Epoch no. No. of block Loss Training
time in sec

Training
RMSE

Testing
RMSE

580 samples 200 4 2.3707e−04 45.297 0.10 0.14

580 samples 200 8 2.3820e−04 111.087 0.10 0.06

580 samples 200 16 2.4664e−04 125.943 0.11 0.06

Fig. 7 Prediction of relative humidity for one day
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Fig. 8 The relationship
between training time and
RMSE with changing
number of blocks
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Table 6 Comparison of results to the loss, train time, RMSE with changing value of the batch-size

Data set Batch-size Loss Train time in sec Training RMSE Testing RMSE

4550 samples 1 8.8653e-05 493.67 0.04 0.04

4550 samples 10 8.1412e-05 45.67 0.03 0.05

4550 samples 100 8.8845e-05 6.26 0.04 0.07

4550 samples 200 1.0189e-04 4.76 0.04 0.09

Fig. 9 Temperature prediction values for four days with batch-size (100), splitting ratio 70%

presented the output of the LSTM network to temperature prediction for four days
with batch-size equal to100 and Epoch equal to100 too.
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Fig. 10 The relationship
between training time and
RMSE with changing the
value of batch-size
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Table 7 Comparison the performance of loss, train time, RMSEwhen changing value of batch-size
and splitting ratio 50%

Data set Batch-size Loss values Training time in
sec

Training RMSE Testing RMSE

4550 samples 1 8.5752e−05 302.08 0.03 0.07

4550 samples 10 7.6706e−05 34.66 0.03 0.07

4550 samples 100 7.9951e−05 5.14 0.03 0.10

4550 samples 200 3.7494e−04 3.54 0.07 0.19

Table 6 compares training time, loss, and RMSE of dataset-based LSTM predic-
tion model according to different batch number-size, so a decrease in training time is
noted when batch number-size increases and RMSE values for the test set increase.

Figure 10 shows how changing the value of batch-size that effects on training
time and the RMSE of the train set and the test set.

The data set of temperature values is then entered to the model for four days( 4550
test samples and splitting ratio 50% for training set and testing set) and the LSTM
network applied for it with changing the value of the batch-size, the experiences
results are illustraten inTable 7. ForRMSE, train time, loss function, Fig. 11presented
the outputs of the neural network to temperature prediction for four days at Epoch
equal to100 and the splitting ratio 50%.

Through Table 7 shows the results of loss, training time, and RMSE of the model
significantly at the same dataset at different batch-size values, so we can note a clear
decrease in training time and in the loss value while an increase in testing RMSE.

4.2 Clustering Model

By using the dataset (train set, test set) which include nine categories of temperature
and humidity of sensor readings in different cases and time with two attribute and
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Fig. 11 Predictions of temperature values for four days with batch-size (100), splitting ratio 50%

nine rows. After implementation, the clustering model on training and testing set
with determining the parameters are learning rate (beta), vigilance threshold (rho),
and choice parameter (alpha), respectively, the values (beta = 1, rho = l, alpha =
0.00001), Fig. 12 shows the results of clustering training and testing set after carried
out the fuzzy ART model, and the accuracy reached 100% and the execution time
(CPU time) = 0.0272 s, novel list represent the number of categories that are not
found in the memory of model, in this state novel list = 9.

And this model can determine the max, min value in the single-column whether
in training and testing set as shown below.

Fig. 12 Clustering training and the testing dataset at rho = 1
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when testing the same dataset (training, testing) on the clustering model with
changing parameter vigilance threshold (rho) to 0.8, the results are shown that the
novel list is empty and the execution Time = 0.0043 s.

when rho = 0.5, the novel list = 2, the execution time = 0.0021 s, the output
shows in Fig. 13.

when rho = 0.2, the novel list = 0, the execution time = 0.0027 s, the output
shows in Fig. 14.

Through the above three figures, the effect of the rho coefficient onmodel accuracy
and learning time can be seen where the best learning value of rho = 1.

Fig. 13 Clustering training and testing dataset at rho = 0.5

Fig. 14 Clustering training and the testing dataset at rho = 0.2
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Table 8 Training time and
novel list for the first data set
when changing the value of
parameter rho

Data set Rho Training time (s) Novel list no.

Dataset 1 1 0.0272 9

Dataset 1 0.8 0.0043 0

Dataset 1 0.5 0.0021 2

Dataset 1 0.2 0.0018 0

Dataset 1 1 0.0064 9

Fig. 15 Humidity page (127.0.0.1:8000/humidity/)

When rho = 1, the novel list = 9, the time = 0.0064 s. Where a decrease in the
execution time is noted when testing the model in rho = 1 that difference on the
execution time when training the model in rho = 1; Table 8 shows the performance
comparison when adjusting the parameter value (rho), and Fig. 15 shows the page
of the designed web to monitoring the humidity values.

5 Conclusion

WoT is a very effective technology that enables developers to innovate and evolve
freely, reducing the need to wait for new components in networks, build new infras-
tructure, or reinvent how our applications are built. WoT can be monitoring the
temperature and humidity of rooms in a smart home with dilution the risk of severe
damage and high costs due to predictions and early detection of incidents. The expe-
rienced results of the prediction model are illustrated the recurrent neural network
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based on LSTM can predict a fixed length of values from the historical data sequence
with the same length and presented how the neurons number, batch-size, and number
of iterations are effect on training time ofLSTMnetwork and on theRMSEof training
set and of testing set. The LSTM network for prediction is better accurate where the
value of RMSE is smaller, particularly, when using 4550 test samples the training
RMSE reached 0.04. The efficient performance is found through the results obtained,
and the predicted values are similar to the real measured data with a very low error
rate and short training time. While the results of the clustering model are shown, the
execution time of clustering model is very small approximately depending on the
size of data set but the reduction in the required space is very large, this indicates of
effectiveness of the clustering model. The accuracy of the clustering model mainly
depends on the parameter vigilance threshold (rho), when the rho closer to value 1,
the accuracy becomes better and up to 100%.
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