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Preface

International Researchers Club (IRC) (www.irc.org.sg) was set up in 2001. The
vision of IRC is to create a vibrant and innovative research community for
Singapore, through contributions of technical specialties and occupational experi-
ences from its members, and fostering strong networking and social interactions of
expatriates and new citizens with the local community.

With the vision of IRC, it is our great pleasure to organize IRC conference on
science, engineering and technology (IRC-SET, www.ircset.org) for the younger
talents and researchers. IRC-SET 2015 is the inaugural conference of IRC and
IRC-SET 2020 is the sixth conference. IRC-SET conference aims to provide a
platform for young researchers to share fresh results, obtain comments and exchange
innovative ideas in the multi-discipline areas. The students from universities, junior
colleges, polytechnics and top secondary schools are invited to participate in this
conference to showcase and present their research projects, results and findings.
Unlike other academic conferences, this conference focuses specifically on educa-
tion and youth development and has officially been given technically sponsorship
from six universities, namely National University of Singapore (NUS), Nanyang
Technological University (NTU), Singapore University of Technology and Design
(SUTD), Singapore Management University (SMU), Singapore Institute of
Technology (SIT) and Newcastle University in Singapore. IRC-SET 2020 confer-
ence is also supported by IEEE Intelligent Transportation Systems Society (ITSS)
Singapore Chapter, IEEE Broadcast Technology Society (BTS) Singapore Chapter
and IEEE Singapore Section Women in Engineering (WIE) Affinity Group

The program of IRC-SET 2020 advocates the importance of innovative tech-
nology backed by the strong foundation of science and engineering education. By
exposing students from universities, junior colleges, polytechnics and top sec-
ondary schools to the key technology, enablers will encourage more interest into the
fields of science, engineering and technology. To select students, the IRC-SET
2020 Call for Papers is broadcast to universities, junior colleges, polytechnics and
top secondary schools according to our plan. The students then submit their tech-
nical papers to the conference online system. For the criteria that papers have to
meet, firstly, the submitted papers should follow the standard template. Secondly,
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the conference technical program committee has allocated each paper to several
reviewers from IRC researchers, professors, lecturers and teachers to review the
paper and give the comments and recommendations based on novelty of the work,
scientific, engineering and technology relevance, technical treatment plausible and
clarity in writing, tables, graphs and illustrations. Based on the review results, the
technical program committee has selected number of papers to present in the
IRC-SET 2020 conference and publish in this proceeding.

IRC-SET 2020 conference is held online and consists of the opening speech by
Prof. Sir John O’REILLY (Chairman of A*STAR Science and Engineering
Research Council), introduction of International Researchers Club by Dr.
Huaqun GUO (President, IRC), a poster session, and nine presentation sessions.
The nine presentation sessions include physics, chemical engineering, biomedical
science, ITSS session, BTS session, WIE session, mechanical engineering, material
science and life sciences. In the closing ceremony, Prof. Maode Ma (General Chair)
and Dr. Huaqun GUO (President, IRC) announce the winners of best paper awards,
best poster awards and best presenter awards.

Finally, this proceeding is dedicated to International Researchers Club and its
members.

Singapore Huaqun Guo
July 2020 Hongliang Ren

Noori Kim

x Preface
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Investigating the Efficacy of Magnetite
as a Sedative in Drosophila Melanogaster

Evangeline Enbei Chen, Dawn Lok, and Jui Chin Lee

Abstract Sedatives are a category of drugs that modulates the response of the
Central Nervous System, thus slowing the normal brain function. At higher doses it
may result in slurred speech, staggering gait; poor judgment; slow, uncertain reflexes.
Currently,many sedatives ingested by humans have side effects including depression,
aggression and hallucinations.Magnetite, a potential sedative in the domain of Tradi-
tional Chinese Medicine (TCM) with little known side effects poses as a possible
alternative sedative option. Furthermore, it is cheap and easily obtainable. Hence, this
project aims to investigate the efficacy of Magnetite as a sedative using Drosophila
melanogaster as a model system. Magnetite was fed to fruit flies in varying doses
and its efficacy was assessed based on the flies’ responses in physiological assays,
namely phototaxis, smell chemotaxis and taste chemotaxis. Our preliminary study
showed that treatment with a dosage as low as 0.01 g/L was capable of dampening
the flies’ responses towards light, taste, smell, indicating that Magnetite functions
as a sedative. A greater percentage of flies treated with Magnetite failed to respond
to light, taste and smell as compared to the untreated flies. 46% of flies treated with
Magnetite failed to respond to light stimulus, as compared to the 10% of untreated
flies that failed to respond to light; 74% of treated flies failed to respond towards the
taste stimulus as compared to the control flies, 35%; and 85% of treated flies failed
to respond to smell stimulus while 25% of control flies failed to do so.

Keywords Efficacy ·Magnetite · Sedative · Drosophila melanogaster

1 Introduction
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2 E. E. Chen et al.

A. Sedatives

Sedatives are a category of drugs that modulates the response of the Central
Nervous System, thus slowing the normal brain function. At higher doses it may
result in slurred speech, staggering gait; poor judgment; slow, uncertain reflexes
[1]. Currently, many sedatives ingested by humans have indisposable side effects
including depression [2], aggression [3] and hallucinations [2].

B. Magnetite as a potential sedative

With that inmind,Magnetite, a drug commonly used in Traditional ChineseMedicine
(TCM) poses as an alternative to current sedatives in the market.Magnetite (Fig. 1).
Magnetite, with the chemical formula Fe3O4, is known to be a mineral that brings
about sedation and tranquilization, and is primarily used in the domain of TCM to
clear the mind and produce a calming sensation [4].

TCM is based on the concept ofQi, a universal form of energy that manifests itself
in various forms. In TCM, the theory of Yin and Yang states that they are two opposite
but complementary energies that are present in all matter in the universe. While Yin
refers to aspects or manifestations of Qi that are material, cool, solid and heavy,
Yang refers to aspects or manifestations of Qi that are immaterial, warm, hollow and
light. When there is a balance of Yin and Yang, they are said to be in harmony. In the
practice of TCM, a state of wellness in patients can be attained by balancing the Yin
and Yang in one’s body [5].

Magnetite is a Yin herb that covers three different meridians—the kidney, liver
and lungs. Its main functions are to soothe the liver, suppress Yang, calm one’s
nerves, improve hearing and vision as well as to relieve asthma. Its main uses and
indications include dizziness, dim eyesight, deafness, tinnitus, palpitation, insomnia,
asthma, and reverse flow of Qi due to deficient kidneys. It is often used alongside
Cinnabar, Rehmannia, Schisandra, Dragon Bone, Dogwood and Oyster Shell for
enhanced effect. Lastly, Magnetite also has a sedative and anticonvulsant effect [5].

Fig. 1 Picture of Magnetite,
a traditional Chinese
medicine (TCM) drug that is
commonly used for sedation
and tranquilization
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Fig.2 a Drosophila melanogaster, red eyed male, used in our research as model organisms [6].
b Life cycle of Drosophila [7]

C. Drosophila as a model organism

Drosophila melanogaster, the common fruit fly (Fig. 2), is used as the model
organism in our experiments as it is inexpensive to obtain and easy to manage in
labs. Drosophila has a short life cycle of 10–14 days, allowing research to progress
rapidly and pedigrees over several generations can be easily planned and moni-
tored. Drosophila also produce large numbers of externally laid embryos, making
the management and culture of these organisms easy in laboratories [6].

Virtually every gene of Drosophila is amenable to targeted manipulations,
rendering this system ideal to perform reverse genetics. The genetic makeup of the
Drosophila is somewhat similar to that of the human. Furthermore, the fundamental
biological mechanisms and pathways that control development and survival are well-
conserved across evolution between these species [6]. A huge body of knowledge
and rich resources regardingDrosophila have been accumulated and this enormously
facilitates our research [8].

Hence,Drosophila melanogaster was used as a model organism in our biological
research.

D. Effects of stimulus on Drosophila melanogaster

Recent articles have reported the suitability of the use of Drosophila to examine the
effects of sedatives. In addition, past studies have shown that Drosophila respond
to different stimulants such as lithium carbonate, theobromine, valproic acid and
caffeine [9]. Depending on the nature of the stimulus, Drosophila will exhibit
behavioural response, either as a form of attraction or repulsion. Behaviour responses
towards light [10–12], volatile chemicals [13–15] and temperature [9, 16, 17] are
commonly used to test the efficacy of a sedative.

E. Purpose of research
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As of today, there has been no detailed reports on the use ofMagnetite as a sedative.
Yet, it is plausible that Magnetite could potentially serve as an effective sedative.
In this study, we aimed to establish the efficacy of Magnetite as a sedative through
observing its effect on the behavioural responses of Drosophila towards various
stimuli. To do so, Magnetite was fed to fruit flies in varying doses and its efficacy
was assessed based on the flies’ responses in physiological assays, such as phototaxis,
taste chemotaxis and smell chemotaxis assays.

2 Hypothesis

Magnetite functions effectively as a sedative in adult Drosophila melanogaster by
dampening its response to light, taste and smell.

3 Materials and Methods

A. Drug preparation

50 g ofMagnetite was boiled in 100 ml of distilled water for an hour and topped up
constantly tomaintain the originalwater level of around 125ml. Themixturewas then
filtered and the filtrate was mixed with 1 g yeast paste to obtain final concentrations
of 0, 0.01, 0.02, 0.03, 0.04, 0.05 g/L.

The respective yeast paste was spread evenly around the walls of food vials
containing standard cornmeal medium.

10d old male Oregon-R (Bloomington Stock Centre) were used for all drug
treatments and all experiments were performed at 25 °C.

B. Phototaxis assay [18]

With reference to Fig. 3, two identical vials, each 9.5 cm in length, were held together
by a transparent connector tape and four quarters, 4.25 cm apart, were marked. The
vials were placed in a shoebox tominimise background light. A flap, 23 cm by 13 cm,
was cut out at the top of the box and covered with red cellophane tape to facilitate
counting of the flies. A piece of red cellophane was also used to cover the opening
of the flap so as to prevent sudden stray light from alarming the flies. A circular hole
with a diameter of 0.9 cm was made and the light source was inserted. The light
source produced a light intensity 495 lx, with a gradient of 175, 45, 15 and 5 lx at
quarters 4, 3, 2 and 1 respectively. This light source acted as an attractant for fruit
flies.

20 male flies were first placed in the vials and pounded down to the quarter of the
vial that is furthest away from the light source, marked 1. The light source was then



Investigating the Efficacy of Magnetite… 5

Fig. 3 Schematic diagrams of experimental set-ups for the behavioural assays [18]

turned on and the timer was started once all the flies regained consciousness. The
number of flies in each quarter was counted every 2 min over a duration of 10 min.

C. Taste Chemotaxis assay [18]

With reference to Fig. 3, 20 male fruit flies were first starved by keeping them in 5%
agar for 20 h. The agar containing sucrose was made by dissolving 10 g of sucrose
in 100 ml of 5% agar. A vial 9.5 cm in length was coated with 3 ml of the agar and
sucrose mixture. This was done by placing melted agar into the vial and rotating
the vial horizontally, ensuring that there is an even coating. The exterior of the vial
was then placed in the fridge until the agar hardened. The same method was used to
coat another identical vial with only 1 ml of 5% agar. The 20 male flies were placed
into the non sucrose vial and pounded down to the end of the vial. The two vials
were connected with transparent tape. The timer was started when the flies regained
consciousness and the number of flies in each vial was counted every 2 min over a
duration of 10 min.

D. Smell Chemotaxis assay [18]

With reference to Fig. 3, a piece of Kimwipes was soaked in 3 ml of Acetone, folded
and placed to the end of a 9.5 cm vial. The Acetone acted as a repellent. The vial was
then covered by half a piece of Kimwipes poked with holes. 20 male flies were then
placed into a boiling tube of 15 cm, which was plugged with cotton. Once conscious,
the boiling tube was connected to the vial with transparent tape and the flies were
then pounded down to the piece of Kimwipes. The number of flies in each third of
the boiling tube was counted every 2 min over a duration of 10 min.
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4 Results and Discussion

A. Results

Magnetite, a potential sedative, was tested for its effectiveness as a sedative on
Drosophila melanogaster. To investigate its efficacy, phototaxis, taste chemotaxis
and smell chemotaxis assays were performed to assess the fruit flies’ responses
towards light, taste and temperature respectively (Figs. 4–6).

Fig. 4 Fruit flies treated withMagnetite failed to respond to the light stimulus. a Graph exhibiting
the mean number of flies at the four quarters of different light intensities over a period of 10 min,
with the first quarter exposed to the lowest light intensity, 5 lx. Flies were treated with 0.01 g/L,
0.02 g/L, 0.03 g/L, 0.04 g/L, 0.05 g/L of Magnetite for 10 days are represented with the symbols,
black triangle, orange circle, green square, blue triangle, purple circle and red square respectively.
Control flies were fed with yeast paste containing no Magnetite for the same duration. n = 20.
b Bar graph exhibiting the percentage of flies closest to the light source at the end of the 10 min
phototaxis assay. *p < 0.05
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Fig. 5 Fruit flies treated withMagnetite failed to respond to sucrose. a Graph exhibiting the mean
number of flies at two vials, with one containing agar and sucrose, and the other containing agar
only, over a period of 10 min. Fruit flies were treated with 0.01 g/L, 0.02 g/L, 0.03 g/L, 0.04 g/L,
0.05 g/L of Magnetite for 10 days, represented by the symbols black triangle, orange circle, green
square, blue triangle, purple circle, red square respectively. Control flies were fed with yeast paste
containing no Magnetite for the same duration. n = 20. b Bar graph exhibiting the percentage of
flies in the vial containing sucrose at the end of the 10 min taste chemotaxis assay. *p < 0.05

In the phototaxis assay, it was observed that an increasingMagnetite concentration
from 0.00 to 0.05 g/L resulted in a decrease in the number of flies moving away from
the light source. 17 untreated flies were in the quarter with the highest light intensity
while only4flies treatedwith 0.05g/LofMagnetitewere in the samequarter at the end
of 10 min. (Fig. 4a) Hence, it was observed that increasingMagnetite concentration
from 0.00 to 0.05 g/L resulted in a decrease in the percentage of average number
of flies that reacted to the light stimulus across the three repeats, from 72 to 15%
(Fig. 4b).

This indicated that Magnetite results in the flies a slower response to the light
stimulus, and thus an effective sedative while 0.01 g/L of Magnetite solution is the
minimum concentration for effective sedation of the flies.
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In the taste chemotaxis assay, it was observed that an increasingMagnetite concen-
tration from 0.00 to 0.05 g/L resulted in a decrease in the number of flies moving
towards the taste stimulus. 11 untreated flies were in the vial with sucrose while only
2 flies treated with 0.05 g/L ofMagnetite were in the same vial at the end of 10 min.
(Fig. 5a) Hence, it was observed that as the concentration of Magnetite increased
from 0.00 to 0.05 g/L, the percentage of the average number of flies that reacted to
the taste stimulus decreased from 55 to 10% (Fig. 5b).

This indicated that Magnetite results in the flies a slower response to the taste
stimulus, and thus an effective sedative while 0.01 g/L of Magnetite solution is the
minimum concentration required for effective sedation of the fruit flies.

In the smell chemotaxis assay, it was further observed that an increase inMagnetite
concentration from 0.00 to 0.05 g/L resulted in a decrease in the number of flies
moving away from the vial containing the repellent, acetone. 15 untreated flies
responded to the smell stimulus by moving into the third furthest from the repel-
lent while only 3 flies treated with 0.05 g/L of Magnetite were in the same third at
the end of the 10 min (Fig. 6a). Hence, it was observed that as the concentration of
Magnetite increased from 0.00 to 0.05 g/L, the percentage of the average number of
flies that reacted to the smell stimulus across the three repeats decreased from 75 to
15% (Fig. 6b).

This indicated that Magnetite results in the flies a slower response to the smell
stimulus, and thus an effective sedative while 0.03 g/L ofMagnetite solution was the
minimumconcentration required for effective sedation of the flies and a concentration
of less than 0.02 g/L fails to enact a significant behavioural change in the flies.

B. Discussion

Many sedatives that are currently in use result in a plethora of side effects. However,
Magnetite, a TCM herb is not known to have any life threatening side effects upon
consumption, and has been used in the field of Chinese Medicine for its sedative and
anticonvulsant properties, this research aims to investigate if Magnetite is effective
as a sedative using three behavioural assays, namely phototaxis, taste chemotaxis
and smell chemotaxis assays using Drosophila melanogaster as a model organism.

In the phototaxis assay, it was observed that a higher percentage of fruit flies,
46%, failed to respond towards the light stimulus following drug treatment, which
is significantly higher as compared to the control flies (10%, Fig. 4). Treatment
withMagnetite concentration as low as 0.01 g/L was sufficient to elicit a significant
sedation in the flies (Fig. 4b).

Similarly, from the taste chemotaxis assay, itwas observed that a higher percentage
of fruit flies (74%) failed to respond towards the taste stimulus following drug treat-
ment as compared to the control flies (35%,Fig. 5). TreatmentwithMagnetite concen-
tration as low as 0.01 g/L was sufficient to elicit a significant sedation in the flies
(Fig. 5b).

From the smell chemotaxis assay, it was evident that a higher percentage of fruit
flies treated with 0.05 g/L ofMagnetite (85%) failed to respond to the smell stimulus
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Fig. 6 Fruit flies treated withMagnetite failed to respond to acetone. a Graph exhibiting the mean
number of flies at the three thirds of the boiling tube, each third is 5 cm long, with the first third being
nearest to the vial containing acetone, a repellent for fruit flies. Flies were treated with 0.01 g/L,
0.02 g/L 0.03 g/L, 0.04 g/L, 0.05 g/L ofMagnetite for 10 days, indicated by black triangles, orange
circles, green squares, blue triangles, purple circles, red squares respectively. Control flies were fed
with yeast paste containing no Magnetite for the same duration. n = 20. b Bar graph exhibiting
the percentage of flies in the third furthest away from the repellent at the end of the 10 min smell
chemotaxis assay. *p < 0.05

as compared to the control flies (25%, Fig. 6). Treatment with Magnetite as low as
0.01 g/L was also sufficient to elicit sedation in the flies (Fig. 6b).

Since the lowest dosage, 0.01 g/L, examined in this study was sufficient to sedate
the flies, future experiments should test lower concentration of drug to establish the
minimum dosage required for treatment. Nevertheless, in this current work, it was
clearly established that Magnetite functions effectively as a sedative.

Magnetite can be considered as a mild sedative as flies were not completely
unconscious after the drug treatment. Hence, Magnetite can possibly bring about
sedation and tranquilization, further substantiating claims in past research papers
where it was stated thatMagnetite was used in the domain of TCM to clear the mind
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and produce a calming sensation [4]. As a mild sedative,Magnetite can also be used
to reduce anxiety to treat claustrophobia and other anxiety-related disorders [19].

Although cytotoxicity of Magnetite has yet to be established, past articles have
shown that Magnetite is not known to cause any harm to human organs, with the
capacity to penetrate in liver and kidneys with no significant morphological alter-
ations in both organs [20]. Furthermore, Magnetite, a form of Traditional Chinese
medicine, is a naturally occurring mineral and hence able to work in harmony with
the human system when ingested properly [21]. On the other hand, Western phar-
maceutical drugs commonly used for sedation have numerous negative side effects,
such as depression [2], aggression [3] and hallucinations [2]. In subsequent experi-
ments, cytotoxicity assays should be performed to ensure that Magnetite is safe for
consumption.Magnetite, commonly known as Iron oxide, contains elements such as
Fe, O, Mg, Al, Si, P, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn, Ga, Ge, Y, Zr, Nb, Mo, Sn,
Hf, Ta, W, Pb [22]. Among these elements, it is highly plausible that eleven of which
have a potential sedative effect on organisms: Mg, Sc, Ti, Mo, V, Mn, Zn, Ge, Ga,
Y, and O. Mg was suggested to be a useful adjunct to CNS depressants traditionally
used, inducing a sedative effect on humans [23]; Sc induces symptoms of sedation
[24]; Ti potentially induces a sedation effect as it does in titanium dioxide [25]; Mo
suppresses pain [26] and is stated to have sedative effect along with V, Mn, Zn [27];
Ge has a sedative effect as investigated in rats [28]; Ga and Y are effective as a
sedative in Erbium Chromium Yttrium Scandium Gallium Garnet (Er, Cr: YSGG)
which is a form of sedative [29]; O also has sedative effects and can be used as a
sedative in minor surgery in the form of Nitrous Oxide [30]. It is possible that these
elements work in isolation or in specific dosage combinations to achieve sedation in
the fruit flies.

Indeed, Calcium, another element present in theMagnetite extract,may be respon-
sible for sedation [31]. Chan et al. (2018) demonstrated that Drosophila KCNQ
potassium channels were involved in Magnetite sedation. KCNQ channels have
been reported to regulate neuronal excitability in humans [32]. A ubiquitous calcium
sensor, calmodulin (CaM), plays a major role in KCNQ function and channel traf-
ficking [31]. InDrosophila, loss of KCNQ function increases neural excitability [32].
Hence it is likely that Calcium acts through CaM to reduce KCNQ function, causing
a loss in neural excitability and hence, achieving sedation.

In order to elucidate the mechanism by which sedation is achieved through the
use of Magnetite, in the fruit flies, elemental depletion can be performed. Taken
together, this currentwork has established the effectiveness ofMagnetite as a sedative
in Drosophila melanogaster.

5 Conclusion and Recommendations for Future Work

In conclusion, Magnetite is effective as a sedative by suppressing Drosophila
melanogaster response to light, taste and smell. However, the minimum dosage
for Magnetite to achieve its effect can be further explored. Future work should also
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explore the duration of treatment to achieve the optimal sedation. As the fly gene
sequences are evolutionarily well-conserved in the human genome, the findings from
this research can be extended to improve our understanding of how Magnetite can
function in the human body. Subsequent work should also establish the safe use and
effectiveness of this drug in humans.
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Abstract Chemical structure elucidation (CSE) is useful in identifying unknown
chemical threats. However, manual CSE has been a notoriously challenging process
till today. As a result, a viable workflow has been developed by DSO National Labo-
ratories to automate CSE. However, inaccuracies in predicting the correct structure
with computer assisted CSE will be counterproductive for chemists as they would
be verifying a multitude of inaccurate structures. This research thus investigates
a way to identify potential compounds whose exact structure would be less accu-
rately predicted. We calculated the Tanimoto distance of the predicted compounds
using Morgan Fingerprints and from our investigation, there appears to be an inverse
correlation between the diversity of the predicted compounds and the accuracy of
its postulated structures. With this finding, future development of a scoring matrix
using the Tanimoto distances could help to improve the use of the workflow at the
chemist’s end.
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1 Introduction

Chemical structure elucidation (CSE) is the process of deducing the structural
formula of an unknown chemical compound through mass spectroscopy. By iden-
tifying the fragments produced when the unknown chemical compound undergoes
fragmentation inside themass spectrometer, chemists can piece together the structure
of the parent molecule. However, manually carrying out this process is known to be
a challenging task in the field of analytical chemistry. Even with the knowledge of a
chemical compound’s mass spectrum and molecular formula, determining its struc-
tural formula remains arduous for chemists due to isomerism [1]. As there are many
different forms of isomorphism, from stereoisomerism to constitutional isomerism,
numerous isomers can exist for a single chemical compound. Unexpectedly, this
holds true for compounds with a smaller chemical formula as well. For instance, a
simple molecule like benzene (C6H6) has 217 possible structural formulas [1]. For
more complicated chemical compounds, the number of conceivable isomers even
goes into the millions [1]. In addition, rearrangement reactions such as McLafferty’s
also significantly hampers the work of chemists [2].

Hence, computer assisted CSE has been increasinglywell-received in recent years
as it is notably easier for chemists than manual CSE [3]. Using machine learning
and subgraph isomorphism, a promising computer assisted CSE workflow has been
developed to predict the top 20 structural formulas of an unknown chemical given its
molecular formula and mass spectrum [4]. Despite the workflow’s high accuracy of
88% and 71% respectively in identifying the compound classes of phosphonothion-
ates (PPTN) and phosphonates (PPN), the workflow still has room for improvement
as its inaccuracies will pose as a double-edged sword for chemists. On one hand,
it could save chemists a lot of time. Should the correct structural formula be found
within the neural network’s top 20 predictions, verifying the predictions will result
in the efficient identification of the structure. On the other hand, should the top 20
predictions be false, it will be counterproductive for chemists to verify a multitude
of inaccurate structures. Since achieving 100% accuracy with machine learning is
almost impossible, this project investigates away to identify the potential compounds
that would be less accurately predicted to improve the use of the current workflow
from the chemists’ point of view.

2 Materials and Methods

A. Error analysis with Marvin View

We first conducted an error-analysis on the chemical compounds that were used
to test the workflow. The test cases for both the PPTN and PPN compounds were
sorted according to the rank in which their correctly predicted structure was found.
For example, test cases with the correct structure found in the top 1 position were
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Fig. 1 An example of the
histogram plotted by the
script

grouped together. As the workflow aims to generate the correct structure in the top
20 positions, test cases where the workflow failed to predict the correct structure in
the top 20 positions were labelled as anomalies (Figs. 1, 2, 3, 4 and 5).

MarvinView was then utilised to sketch the predictions of each test case. Upon
inspecting the predicted structures, we noticed that the top 20 predicted structures
for the better performing test cases were relatively similar since they were found to
be mostly chain isomers or positional isomers of the correct structure (Annex Fig. 5).
On the other hand, the top 20 predicted structures for the anomalous cases appeared
to be more diverse, with a number of its predicted structures being functional group
isomers (Annex Fig. 6).

With this initial analysis,we cameupwith the hypothesis that there is a relationship
between these two variables, whereby the lower the performance of the workflow in
predicting the structure, the greater the diversity of the predicted compounds.

B. Experimentation with Morgan Fingerprints and Tanimoto similarity from RDkit

To test our hypothesis, a total of 49 PPTN and 285 PPN test cases were used. As
our aim was to investigate the diversity of the predicted compounds for each test
case, we took a common cheminformatic approach of conducting similarity searches
with molecular fingerprints. The molecular fingerprint chosen for this project was
the Morgan Fingerprint as it is well-established and widely used in encoding the
identity of chemical compounds to calculate their chemical similarity [5]. One of
the requirements to generate the Morgan fingerprint was selecting the fingerprint
radius, which refers to the number of neighbouring atoms taken into account when
the fingerprint is encoded (Annex Fig. 4). Since the typical radius used is a radius
from 1 to 3, a radius of 3 was selected as PPN and PPTN compounds are relatively
large in size [6].

An appropriate similarity index had to be chosen as well to measure the chem-
ical distance between the molecular fingerprints. As such, the Tanimoto similarity
coefficient was employed, being one of the most reliable metrics of similarity [7].
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Fig. 2 Table and graph
showing the median
Tanimoto distances between
the predicted compounds for
each test case group

Fig. 3 Table showing the p-values and the conclusionof the statistical tests for thePPTNcompounds
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Fig. 4 Table showing the p-values and the conclusion of the statistical tests for the PPN compounds

Tani(V i, V j) = V i · V j
∑

b V i + ∑
b v jb − V j · V j

To test the hypothesis, a script was coded using suitable packages from a chem-
informatics software known as RDkit (Annex Figs. 7 and 8). A breakdown of how
the script runs is as follows. Firstly, Morgan fingerprints of the compounds’ top 20
predictionswill be generated from theirMOLfiles (Annex Fig. 9). The fingerprints of
the top 20 predictions for each compound are then compared in a pairwisemanner and
similarity scores for each pair of fingerprints will be calculated using the Tanimoto
similarity coefficient. The similarity scores are referred to as the Tanimoto distance
where Tanimoto distance = 1 – Tanimoto similarity. The Tanimoto distance ranges
from values of 0 to 1, with 0 indicating that the two fingerprints were completely
identical and 1 indicating that they were most dissimilar. Lastly, suitable histograms
are plotted to represent this data. The histograms show the proportion of fingerprint
pairs for the Tanimoto distances recorded and a line indicating the average Tanimoto
distance is featured in the histogram as well (Fig. 1). Observing that most of the
histograms did not show a skewed distribution, the mean was used over the median
or mode as it would account for all values in the data, making the mean a more
representative measure of central tendency [8].

Following which, the mean values for the test cases were recorded in a table
and likewise, the data was grouped according to the rank in which the test case’s
correctly predicted structure was found. Due to smaller sample sizes in some of the
group rankings, which may cause inaccuracies in identifying a trend in the data,
certain groups of test cases were aggregated. For the PPTN compounds, the data was
regrouped into three umbrella groups. The three groups consisted of the anomaly test
cases, test cases with their correctly predicted structure found in the top 1 position
and test cases with their correctly predicted structure found in top 2–20 positions.
For the PPN compounds, the data was regrouped into four umbrella groups. Namely,
the anomaly test cases, test cases with their correctly predicted structure found in
the top 1 position, test cases with their correctly predicted structure found in top 2–3
positions and test cases with their correctly predicted structure found in top 4–20
positions.

Lastly, themedianTanimoto distance for each of the above groupswere calculated.
The median rather than the mean or mode was used due to potential outliers in the
data that could skew the results. Using the median of each group, we could observe
for the presence or absence of a trend in the data and hence reach a preliminary
conclusion about our hypothesis.
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3 Results

From the consistent results of both the PPTN and PPN compound classes (Fig. 2),
the values appeared to agree with the hypothesis that there is an inverse correlation
between the diversity of the predicted compounds and the rank or accuracy of its
correctly predicted structure.

However, as the values only deferred by a few decimal places, statistical tests had
to be carried out to prove that there was a significant difference between the means
of the Tanimoto distances for each group before we accepted our hypothesis. The
independent sample T-test and the Z-test were thus chosen for this purpose as they
are often used to determine if there is a significant difference between two samples
of data [9].

The reason for using both the T-test and Z-test was because our data had varying
sample sizes and the T-test could only be used for samples sizes of 30 and below.
Hence, the Z-test was used when the sample sizes exceeded 30 (Annex Figs. 10 and
11).

In view that there were two types of independent sample T-tests, we had to decide
whether to carry out the T-test assuming equal variance or unequal variance. Since the
general rule of thumb states that the variances of both samples are considered equal
so long as one is four times less than the other, we chose the T-test assuming equal
variance [10]. We also had to select a significance level for our T-test and choose
between a two-tailed or one-tailed T-test. For this research, we used a significance
level of 0.05 [11] and we ran a one-tailed T-test as we only required to test the
statistical significance in one and not both directions of interest [12]. In other words,
we chose the one-tailed T-test because in the case of our hypothesis, we were not
interested in knowing that the Tanimoto distances of the better performing test cases
weremerely different from those of the poorer ones, where the difference could either
be lower or higher Tanimoto distances. Rather, we were only specifically interested
if the Tanimoto distances of the better performing test cases were lower than those
of the poorer performing test cases.

After defining the variables and parameters of our statistical tests, a null hypothesis
(H0) and an alternative hypothesis (H1) were written prior to the tests. For the
objective of our project, we identified them as H0: The two samples do not have a
significant difference between the mean diversity scores and H1: The two samples
have a significant difference between themean diversity scores and themean diversity
scores of the poorer performing test cases is larger. Depending on whether the p-
values fall below 0.05, H0 would be rejected and H1 would be accepted.

Looking at the p-values of our statistical tests (Figs. 3 and 4), for both the PPTN
and PPN compounds, there was a significant difference between the mean Tanimoto
distance of the top 1 and anomaly groups.

For the PPTN compounds (Fig. 3), there was a significant difference between
the top 1 and top 2–20 groups as well. However, the top 2–20 group did not have
significantly different Tanimoto distances as compared to the anomalies.
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Meanwhile, for the PPN compounds (Fig. 4), there were significant differences
between the anomaly groups and the different top 20 groups but between the top 20
groups themselves little significant difference was shown between their Tanimoto
distances. It is worth noting though that the p-value for the test between the top 2–3
and top 4–20 groups was 0.0886, which meant that it was only slightly bigger than
of 0.05 and H0 was marginally not rejected.

4 Discussion

Hence from the above results, we can conclude that the results mostly follow the
hypothesis.

With regards to the PPTN compounds, although the difference between the top
2–20 groups and the anomalies was not very significant, this could be due to a
shortage of test cases causing poor representation of the data for those in the top
2–20 category. We noted that the sample size of the test cases in the top 1 group was
about twice the size of that of the top 2–20 group. In relation to the PPN compounds,
whilst the Tanimoto distances of the test cases in the top 20 groups were not clearly
differentiated, it can be ascertained that the anomalies do have a significantly higher
diversity score than the test cases in the top 20 groups. When the anomalies were
compared to the top 1, top 2–3 and top 4–20 groups, the p-values were notably
smaller than 0.05, allowing H0 to be rejected and H1 to be accepted. Moreover,
in both compounds, the top 1 and anomaly groups showed significantly different
Tanimoto distances.

Due to time constraints, we were unable to conduct a k-fold cross validation test
to increase the sample size of the test cases used to validate the hypothesis. In future
however, this test can be performed to obtainmore data and thusmore accurate results
as the number of groups of data will not be limited to three or four umbrella groups
with a larger data set. The chances of anomalies occurring will also be reduced.
For future development, the findings of this experiment could be used to create a
scoring matrix for the chemist’s reference. With this scoring matrix, when chemists
test for an unknown chemical, they will be able to have a rough sensing on which
of the predicted structures in the top 20 should they be looking at depending on the
Tanimoto distance of the predicted compounds as the predicted structures are not
always found in the top 1 position. In the event of anomalous cases where the correct
structure is not predicted in the top 20, they can also save the time of verifying 20
incorrect structures.
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Appendix

See Figs. 5, 6, 7, 8, 9, 10, 11 and 12.

ANNEX 

Fig. 5 Diagram explanation of RDKit’s Morgan fingerprint radius [4]

Fig. 6 An example of the predicted compounds for the better performing test case, compound
1076, with the correct structure found in the top 2 positions
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Fig. 7 An example of the predicted compounds for the poorer performing test case, compound
3499, with the correct structure not found within the top 20 positions

Fig. 8 Script coded to test the hypothesis
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Fig. 9 Script coded to automate repetitive running of the script to test other test cases
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Fig. 10 An example of the MOL file of compound 3689

Fig. 11 An example of the data collected from the T-test and its sample size (observations)
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Fig. 12 An example of the data collected from the Z-test and its sample size (observations)
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Transport and Optical Studies
of Two-Dimensional Electron Gas
in AlN/SrTiO3 Heterostructure
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Abstract Emerging phenomena discovered at the interface between two adjacent
layers, such as two-dimensional electron gas (2DEG) and spin–orbit coupling (SOC)
provides promising building blocks for future novel electronics. To exploit these
phenomena, it is necessary to modulate and harness them via electric, magnetic, and
optical stimuli. This study presents an emergent two-dimensional electron gas at the
interface between amorphous aluminium nitride (a-AlN) and single crystal strontium
titanate (SrTiO3), i.e. the a-AlN/SrTiO3 interface. The amorphous 2DEG system
is powerful, controllable, and easily manufactured, demonstrating great potential
for nanoelectronics. First, while applying back and top gate, we show that the
2DEG exhibits high mobility and a transition from weak localisation to weak anti-
localisation, where weak anti-localisation indicates the appearance of SOC. The
carrier mobility and SOC at the 2DEG are highly tunable upon applying gate elec-
tric field, which is useful for future oxide electronics. Second, via applying optical
stimuli, we modulated the resistance/conductivity of the 2DEG according to key
parameters including backgate voltage, wavelength and power of visible-light illu-
mination. We notice an illumination-enhanced gating effect, due to the migration of
oxygen vacancies under electrical field and light illumination, and a highly tunable
photoconductivity of 2DEG under visible light illumination and electrostatic gating.
This work demonstrates the tunability of amorphous two-dimensional electron gas
under magnetic, electrical, and optical stimulation, which could pave the way for
next-generation electronic devices.
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1 Introduction

Research in oxide interfaces, formed by transition-metal oxide compounds, has
flourished over the past decade [1, 2], owing to tremendous advancements in the
atomic-scale synthesis of oxide heterostructures, such as pulsed laser deposition and
molecular beam epitaxy [3, 4]. Investigating such structures bears great potential for
the development of next-generation electronic devices. Oxide interfaces are strongly
correlated electron systems, characterised by higher areal carrier densities and much
shorter electron confinement lengths than conventional semiconductor interfaces.
Such interfaces offer tremendous flexibility in terms of their interfacial properties,
and are therefore highly exploitable for the fabrication of a multitude of potentially
useful structures, which exhibit properties not shown in conventional semiconduc-
tors. Such properties include interface superconductivity, magneto-electric coupling,
and the quantum Hall effect, which could greatly enhance future technology.

The two dimensional electron gas (2DEG) is a phenomenon found at oxide
interfaces that displays enormous potential for application. There are two types of
2DEG—crystalline c-2DEG, and amorphous a-2DEG. The former occurs in oxide
heterostructures consisting a compound with charge-neutral layers and a compound
with charged polar layers, where polar discontinuity occurs. The formation of polar
discontinuity generates or removes charge carriers at the interface, driving the forma-
tion of 2DEG at the crystalline/crystalline interface. For the latter, past research has
suggested a dipolemodel as the explanation, where the 2DEG is formed due to charge
transfer induced by oxygen vacancies that form in the substrate near the interface
[5].

Amorphous a-2DEG differs greatly from crystalline c-2DEG in various areas.
Despite having similar physical properties in terms of superconductivity, potential-
well depth, and so on, a-2DEGhas less lattice strain at the interface, a higher interface
carrier density, and fewer requirements for growth [6–8]. Thus, these differences
make a-2DEG a powerful, controllable, and easily manufacturable 2DEG system.
Extensive investigation is necessary for the exploitation of the potential of such a
system.

2 Research Objectives

Applying electrostatic gating field and visible-light illumination are two of the
commonly used stimuli for semiconductor devices [9]. Via capacitive effect, a gate
field modifies the carrier density of the devices, and illumination generates extra
carriers at the interface by exciting trapped electrons.

The selected material for this study is a-AlN/SrTiO3. As studies on the optoelec-
trical properties of a-2DEG are scarce at present, with more focus given to c-2DEG
in past research.
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This study aims to comprehensively understand the a-AlN/SrTiO3 interfacial
phenomena related to spin–orbit coupling and its tunability via electrostatic gating
field stimulation with the aid of backgating and dual-gating. It also aims to study the
photoresponse of the a-2DEG under visible-light illumination.

3 Theoretical and Experimental Background

A. The Drude Model

The Drude model, proposed by Paul Drude in 1900, systematically analyses the
electrical transport characteristics of metals by considering electrons the reason for
their conductive properties [10, 11].

From the Drudemodel, we obtain the following equation, which suggests the Hall
Effect for longitudinal current flow jx and induced electric field along the y-direction:

(
Ex

Ey

)
= 1

σ0

(
1 − q Bτ

m
q Bτ

m 1

)(
jx

jy

)
(1)

where Ex and Ey are electric fields in the x- and y-directions respectively, σ 0 is
the conductivity, q is the elementary charge of an electron, τ is the mean free time
between ionic collisions (i.e. relaxation time), B is the applied magnetic field, and j
is current density.

The Hall field may be represented by:

Ey = RH jx , RH = B

nq
(2)

where RH is the Hall coefficient and n is the charge density. We observe from this
that Ey has a linear proportional relationship with the applied magnetic field B.

The conductivity obtains from (1) as such:
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where ωc = qB
m .

Where σ = mqμ, we derive the carrier mobility at zero magnetic field:
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μ = σxx

nq
= 1

nqρxx
= qτ

m

The Drude model is very effective in describing the direct current and alternating
current conductivity, the Hall effect, and the magnetoresistance of metals near room
temperature. However, it is insufficient for modelling materials with more than one
type of carriers, or more than one conductive channels, which is common in doped
materials and complex heterostructures. This is because it assumes that all carriers
move in a single conduction band. Thus, in order to obtain a suitable model for the
multi-carrier material used in this study, we must modify the Drude model to better
describe this circumstance.

B. Two Band Model and Non-linear Hall effect

The Drude model assumes a linear Hall effect, where all electrons move in one
conduction band, and fails to account for cases where there are more than one
conduction band due to doping or the construction of heterostructures. However,
there are typically two or more conduction bands in heterostructures, which may
be considered parallel conduction channels. Revising the representation of the Hall
Effect as described by the Drude model, the carrier conductivity rewrites as such:

σxx = σxx1 + σxx2

σxy = σxy1 + σxy2

and the carrier resistivity as such:

ρ =
(

ρxx −ρxy

ρxy ρxx

)

=
(

σxx1 + σxx2 −(σxy1 + σxy2)

σxy1 + σxy2 σxx1 + σxx2

)−1

The two-carriermodel successfully describes themechanism of the nonlinear Hall
effect and provides a mathematical form of transverse resistance Rxy as a function of
magnetic field B perpendicular to the plane:
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Fig. 1 Schematic diagram
of 6-contact hall bar

where q is the elementary charge, ni, μi (i = 1, 2) are the sheet carrier densities and
mobilities of two different conduction bands, respectively. This equation is written
assuming that n1 + n2 = ntotal , and μ1n1 + μ2n2 = σ .

C. Hall Bar Measurement Method

The Hall bar geometry is a commonly used method to measure the Hall effect. By
applying a current andmagnetic flux, the Hall voltage is induced in the perpendicular
direction, which we may measure using a 6-contact Hall bar, as illustrated in the
Fig. 1.

A Hall bar with 6 contacts shows an ideal symmetrical geometry. Each contact
pair is designed symmetrically over themid-point of themajor axis. The symmetrical
1-2-2-1 Hall bar device grants the possibility of measuring both resistivity and Hall
coefficient [12].

The sheet resistance for Hall bar measurement may be calculated using the
equation

Rs = thickness

length
R

where R = V
I .

D. Van der Pauw Measurement Method

The van der Pauw [13]method is another commonway tomeasure electrical transport
and Hall effect. For this method, the sample has a square geometry, and we connect
four leads with the four corners of the sample, as shown in the Fig. 2.

The equation RS = π
ln2 Rvd P obtains the sheet resistance, where Rvd P = V

I .

4 Results and Discussion

A. Magnetoresistance Dependent on Spin–Orbit Coupling
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Fig. 2 Van der Pauw
method for measuring
transport properties: a sheet
resistance; b Hall effect

The 2DEG at the a-AlN/SrTiO3 interface is strongly confined within the transverse
direction. Its electrical transport properties were measured using Hall-bar patterned
samples.

By applying backgate voltage of various magnitudes, we successfully achieved
the gate tuning transition from weak localisation to weak anti-localisation, which
suggests the significance of spin–orbit coupling in impacting the electrical properties
at the 2DEG interface.

From Fig. 3, there is a notable negative magnetoresistance at 14 V gating voltage,
which is 20 times greater than that in the original state with 0 V gating voltage
at 8 T applied magnetic field. By varying the gating voltage within the range of
−10 to 14 V, we note a transition from weak localisation (in the negative voltage
range) toweak anti-localisation (in the positive voltage range). This gate-tunability of
magnetoresistance strongly indicates the presence of spin–orbit interaction, resulting
in weak anti-localisation in the 2DEG.

The Hall measurement verifies the above interpretation.
From Fig. 3, the nonlinear Hall effect is observed when the backgating voltage is

increased past 4 V (as the graphs become concave upwards). This suggests greater
interaction at the 2DEG interface which affects the magnetoresistance in a larger
magnetic field, where spin–orbit coupling no longer dominates in influence. In the
high-field (B ≥ 1.0 T), the presence of multiple carriers intensify the decline of
conductivity, which matches the data shown in Fig. 4, where it drops dramatically at
high-field with backgate voltage of 4 V and above.

B. Dual-gate modulation on Carrier Density and Mobility

We also studied the effect of backgate voltage on carrier density and mobility—two
significant factors which determine the performance of devices. High-performance
devices mostly require high carrier density and mobility.

First, we studied sheet resistance at the 2DEG interface as a function of backgate
voltage. Figure 4 demonstrates that resistance decreases as voltage varies from −10
to 10 V.

Figure 5 demonstrates the change in carrier density n2D and carrier mobility μ,
which both increase generally when backgate voltage is increased from −4 to 14 V.

Notably, when backgate voltage increases from 2 to 16 V, the carrier density
quickly plateaus above 10 V, which indicates that it has reached saturation point.
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Fig. 3 Magnetoresistance as
a function of magnetic field
(x-axis) under varied gating
voltage from −10 to 14 V

Fig. 4 Hall measurement
demonstrating non-linear
Hall effect
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Fig. 5 Resistance as a
function of backgate voltage

Furthermore, this carrier density is 2–3 orders of magnitude lower than the high
carrier density of a-AlN/SrTiO3 itself. Despite this, the corresponding carrier
mobility above 10 V backgate voltage continues to increase gradually. This suggests
that backgating is potentially limiting in allowing the 2DEG interface to reach higher
performance (Fig. 6).

To address the issue regarding the plateauing of carrier density, we design a dual-
gate device by applying electrostatic gating from the top of the amorphous AlN
(topgate) and from the back of the SrTiO3 substrate. The topgate is applied via ionic
liquid, which has been proven, in past studies, to tune carrier density effectively
[14–16].

In doing so, we replace the dielectric device (achieved via backgate method) to
a field-effect device (via topgating through the ionic liquid). The resulting device is
somewhat like a nanoscale capacitor, which allows for a significantly greater range
for tuning carrier density.

Fig. 6 a Carrier density, and
b carrier mobility as
modulated by varied
backgate voltage
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Fig. 7 Schematic diagram of a 2DEG heterostructure, b Hall bar, with applied with ionic liquid
topgate

To prevent excessive current leakage, we apply ±0.4 V topgate voltage to the
sample at 270 K, then cool the sample down to 1.5 K tomeasure its carrier properties.

Figure 7 shows the results of this measurement.
Note that carrier density n2D is considerably stable for topgate voltage (ILG) of

0.4 V, at a significantly greater carrier density beyond the range achieved by only
applying backgate voltage. For topgate voltage (ILG) of −0.4 V, varied backgate
voltage modulates carrier density over a large range, indicating that topgate success-
fully tuned carrier density to a significantly greater, and more practical range for
high-performance devices.

For carriermobility,weobserve a similar result.Remarkably,where carrier density
is lower with topgate voltage (ILG) of−0.4 V, the carrier mobility is tuned to 2 orders
of magnitude greater than that in original state. To this, we ascribe the large dielectric
constant of SrTiO3, which gives rise to relatively weak confinement of electrons, thus
resulting in a high carrier mobility at the 2DEG interface.

C. Gate Modulation of Photoresponse

We achieved basic knowledge of the 2DEG photoresponse by shining light of
different wavelengths on the sample with backgating. We obtain the Fig. 8 for the
relationship between sheet resistance and backgate voltage from −50 to 50 V.

Interestingly, the graph of sheet resistance against backgate voltage forλ=635nm
presents an asymmetrical change in resistance when backgate voltage varies, similar
to that shown in Fig. 4, where no optical stimulus is present, suggesting that λ =
635 nm is ineffective in inducing a significant photoresponse at the 2DEG interface,
to be further confirmed.

In Fig. 10, we present results of experiments using illumination by the three
different lasers, with backgate voltage switched from 0 to ±40 V at regular time
intervals.

Remarkably, the sample illuminated by λ = 409 nm has a different photoresponse
to that of λ = 519 nm and λ = 635 nm. This can be understood through comparing
photoconductivity of the sample under different electrical stimuli.

When backgating voltage is 0 V, the sheet resistance of 2DEG decreases only for
lasers λ = 409 nm and λ = 519 nm, with a greater change under illumination by
λ = 409 nm laser. It remains relatively stable under illumination by λ = 635 nm.
This difference may be attributed to the lower photon energy for λ = 635 nm laser,
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Fig. 8 a Carrier density,
b carrier mobility, as
modulated by varied
backgate voltage for ±0.4 V
topgate voltage

insufficient to excite electrons across theSrTiO3 bandgap.Asphoton energy increases
as wavelength decreases, the greatest photoresponse is observed with λ = 409 nm.

Then, we look at the photoresponse of 2DEG under no optical stimulus, and
illuminated by λ = 519 nm and λ = 635 nm. We note that sheet resistance increases
when backgate voltage is negative (−40 V), which is likely due to a decrease in
carrier density. Conversely, when positive (+40 V) backgate voltage is applied, sheet
resistance decreases in general. Surprisingly, this is not the case for λ = 409 nm.

Figure 10 results match with Fig. 9. It also shows that sheet resistance is lowest
when backgate voltage is negative, for the sample illuminated by λ = 409 nm. We
identify this as a significant difference, which requires further investigation, as there
is no conclusive justification for this phenomenon that we can present at this moment.

D. Illumination Power Modulation of Photoresponse

The photoresponse of the 2DEG interface was also studied through varying illumi-
nation power, using lasers with different wavelengths and applying backgate voltage
of ±40 V.
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Fig. 9 Sheet resistance of
2DEG with backgate voltage

Fig. 10 a Sheet resistance
modulated by backgate
voltage; b sheet resistance
with on/off illumination of λ

= 409 nm



36 J. F. Wang

Fig. 11 Sheet resistance
modulated by varying
illumination power for a λ =
409 nm, b λ = 519 nm, c λ

= 635 nm

We note that for λ = 519 nm, 635 nm, the general relationship between sheet
resistance and illumination power are similar—sheet resistance increases and stabi-
lizes as illumination power increases from 0 to 4 mW with negative backgating.
Sheet resistance decreases and stabilizes as illumination power increases with posi-
tive backgating. This can be explained by the enhancement of the photoelectric effect
when illumination power is increased, causing more electrons to be excited at the
2DEG interface, therefore decreasing sheet resistance.
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For λ = 409 nm, the trend differs greatly from the other experiments once more.
This corresponds to our observations from Figs. 9 and 10, and requires further study
(Fig. 11).

E. Summary and Future Work

By using a-AlN/SrTiO3 as the research sample, we realised the formation of 2DEG
at the interface and successfully tuned it to high carrier density similar to the typical
c-LaAlO3/SrTiO3 system. This was done by tuning spin–orbit interaction via gating,
which enhanced weak anti-localisation at the interface. Further, we applied dual-
gating on the sample and successfully modulated both carrier density and mobility
of the 2DEG. In the future, it could be valuable to enhance carrier mobility, and study
the Fermi surface of the 2DEG interface. To do so, we may examine the quantum
Hall effect, arising from quantisation of the cyclotron motion of charge carriers in a
normal magnetic field, only occurring when electrons are not scattered.

We also studied the photoresponse of a-AlN/SrTiO3 to optical and electrical
stimuli, and observed its photoconductive behaviour. A remarkable result of the
photoresponse at 409 nm illumination was observed, for which no theoretical expla-
nation has been formulated at the time of writing. To understand it, we may further
research the interfacial properties of AlN/SrTiO3 heterostructure through a combina-
tion of electrical, magnetic, and optical stimuli. This helps to develop a photoelectric-
gating tunable photodetector based on 2DEG, valuable to the future development of
high-performance photodetectors and next-generation photoelectrical devices.

Acknowledgements The author thanksAsst. Prof.WangXiao, Renshaw,YeChen, and JinMengjia
of the School of Physical and Mathematical Sciences, Nanyang Technological University, for their
advice, support, and guidance through this project.

References

1. Mannhard, J., et al. (2008) Two-Dimensional ElectronGases at Oxide Interfaces.MRS Bulletin,
33(11), 1027-1034. doi: https://doi.org/10.1557/mrs2008.222

2. Hwang, H. Y., et al. (2012). Emergent phenomena at oxide interfaces. Nature Material, 11(2),
103-113. doi: https://doi.org/10.1038/nmat3223

3. Eason, R. (2007). Pulsed laser deposition of thin films: applications-led growth of functional
materials. Hoboken, NJ: Wiley-Interscience.

4. Chambers, S. A. (2000). Epitaxial growth and properties of thin film oxides. Surface Science
Reports, 39(5-6), 105–180. doi: https://doi.org/10.1016/s0167-5729(00)00005-4

5. Li, C., et al. (2018). Formation of Two-dimensional Electron Gas at Amorphous/Crystalline
Oxide Interfaces. Scientific Reports, 8(1). doi: https://doi.org/10.1038/s415980-17-18746-4

6. Liu, Z., et al. (2013). Origin of the Two-Dimensional Electron Gas at LaAlO3/SrTiO3 Inter-
faces: The Role of Oxygen Vacancies and Electronic Reconstruction. Physical Review X, 3(2)
doi: https://doi.org/10.1103/physrevx.3.021010

7. Chen, Y., Christensen, D., Trier, F., Pryds, N., Smith, A., & Linderoth, S. (2012). On the origin
of metallic conductivity at the interface of LaAlO3/SrTiO3. Applied Surface Science, 258(23),
9242–9245. doi: https://doi.org/10.1016/j.apsusc.2012.01.117

https://doi.org/10.1557/mrs2008.222
https://doi.org/10.1038/nmat3223
https://doi.org/10.1016/s0167-5729(00)00005-4
https://doi.org/10.1038/s415980-17-18746-4
https://doi.org/10.1103/physrevx.3.021010
https://doi.org/10.1016/j.apsusc.2012.01.117


38 J. F. Wang

8. Beyreuther, E., Paparo, D., Thiessen, A., Grafstr öm, S., & Eng, L. M. (2013). Conducting
and insulating LaAlO3/SrTiO3 interfaces: A comparative surface photovoltage investigation.
Journal of Applied Physics, 114(24), 243709. doi: https://doi.org/10.1063/1.4858376

9. Lei, Y., et al. (2014). Visible-light-enhanced gating effect at the LaAlO3/SrTiO3 Interface.
Nature Communications, 5(1) doi: https://doi.org/10.1038/ncomms6554.

10. Drude, P. (1900). Zur Elektronentheorie er Metalle; II. Teil. Galvanomagnetische und ther-
momagnetische Effecte. Annalen Der Physik, 308(11), 369–402 doi: https://doi.org/10.1002/
andp.19003081102.

11. Sommerfeld, A. (1928). Zur Elektronentheorie er Metalle. Die Naturwissenschaften, 16(21),
374-381 doi: https://doi.org/10.1007/bf01508000

12. Schroder, Dieter K. (2006). Semiconductor Material and Device Characterization. Hoboken:
Wiley.

13. Pauw, L. J. V. D. (1991). AMethod of Measuring Specific Resistivity And Hall Effect of Discs
of Arbitrary Shape. Semiconductor Devices: Pioneering Papers, 174-182 doi: https://doi.org/
10.1142/9789814503464

14. Gallagher, P., et al. (2015) A high-mobility electronic system at an electrolyte-gated oxide
surface. Nature Communications, 6(1) doi: https://doi.org/10.1038/ncomms74

15. Ueno, K., Nakamura, S., Shimotani, H., Ohtomo, A., Kimura, N., Nojima, T, … Kawasaki,
M. (2008). Electric-field-induced superconductivity in an insulator. Nature Materials, 7(11),
855–858. doi: https://doi.org/10.1038/nmat2298

16. Ye, J. T., Inoue, S., Kobayashi, K., Kasahara, Y., Yuan, H. T., Shimotani, H., & Iwasa, Y.
(2009). Liquid-gated interface superconductivity on an atomically flat film. Nature Materials,
9(2), 125–128. doi: https://doi.org/10.1038/nmat258

https://doi.org/10.1063/1.4858376
https://doi.org/10.1038/ncomms6554
https://doi.org/10.1002/andp.19003081102
https://doi.org/10.1007/bf01508000
https://doi.org/10.1142/9789814503464
https://doi.org/10.1038/ncomms74
https://doi.org/10.1038/nmat2298
https://doi.org/10.1038/nmat258


A Comprehensive Study
into the Magnetic Levitation
of a Magnetic Stirrer

M. Abdul Jabbar and J. W. Tan

Abstract Themagnetic stirrer is a common science laboratory equipment, typically
used for the mixing of a solution. It is observed that under certain circumstances,
the flea of a magnetic stirrer lags behind the driver magnets sufficiently, to the point
that it is able to levitate. For this research, we study the onset of this levitation, and
quantify the flea’s motion, finding excellent agreement between our analytical model
and the flea’s motion. We also study the stability of the levitation, attributing it to
the fluid flow, which provides the restoring force for radial stability. These results
provide a novel method by which magnetic levitation can be stabilised, allowing for
the development of passive magnetic bearings that work at low angular velocity, as
well as bidirectional fluid pumps.

Keywords Magnetism · Levitation · Dipoles · Mechanics

1 Introduction

Levitation is the process by which an object is held afloat in a stable position, without
the need for mechanical support. Magnetic Levitation, specifically, is a method by
which repulsive forces between magnets are able to counteract the effects of gravi-
tational acceleration, such that it is able to levitate at a height above the dipole. The
two key aspects of magnetic levitation are firstly, the lifting forces, where a magnetic
force needs to be able to provide an upward force sufficient to counteract gravity, and
stability: ensuring that the system does not spontaneously move out of the levitation
state.

In this research, we build on the work of [1] and conduct an investigation into
a unique phenomenon that is observed at times in a laboratory, that being the
phenomenon whereby a magnetic flea, often used to mix a combination of liquids,
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Fig. 1 Flea in levitation

is able to levitate as seen in Fig. 1, when placed in a viscous fluid and spun at high
angular velocities, contrary to its function of mixing a liquid when placed at the base
of the container.

We first begin by explaining qualitatively why it should levitate, followed by
quantitatively modelling the motion of the flea. We then experimentally verify the
liftoff conditions, heights of levitation and themotion during levitation across varying
the drive angular velocity and the initial height of the base.

These results can possibly be applied to the development of magnetic bearings.
Current methods of building passive magnetic bearings are mostly based on spin-
stabilised magnetic levitation [2]. However, such bearings require high spin in order
for gyroscopic stability. For example, in reference [2] the top stopped levitating
once its angular velocity went below 1000 rpm. The results of this paper allow for
a levitation setup to be built, such that the rotating object (in our case the flea) can
rotate at relatively low angular velocities, possibly as low as 400 rpm.

In addition, the reversal of flow direction that we observe can be used to build
fluid pumps that can cause fluid to move in both directions, without having to make
any changes to the mechanism by which the pump works.

2 Experimental Setup

To allow us to vary properties of the magnetic stirrer easily, we opted to build our
own magnetic stirrer, comprising of a 3D-printed mould which holds the driving
motor magnets in place. The mould is attached to a motor, and the angular velocity
of the motor is adjusted through the use of a potentiometer.

The driving motors magnets are two cylindrical magnets, polarized along their
axes. They are placed side by side on a plate, with their axes vertical and their
magnetizations antiparallel, such that one north pole and one south pole face upwards.
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We can treat this system of two magnets as being similar to that of one magnet
polarized along an axis in the xy-plane—the drive magnet.

In addition, as seen in Fig. 2, the glass beaker is placed on an acrylic plate held
up by two lab jacks. The lab jacks enable us to vary the distance between the base of
the beaker and the drive magnet, and hence the initial magnetic coupling. We shall
denote this distance as zb.

It is experimentally observed that the motion of the flea is only along the axis of
the drive magnet, and it rotates only about a vertical axis. As such, unless explicitly
stated otherwise, from now on references to quantities such as force will implicitly
refer to their vertical component, and quantities such as angular velocity shall refer
to that about the vertical axis.

In Fig. 3, we observe that the angular displacement of the flea can be given by
(1), where ωs and ωw are known as the spin and waggle frequencies.

Fig. 2 Experimental set-up

5

10

15

Fig. 3 Angular displacement of flea in levitation
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φ = ωs t + Awsinωwt (1)

Two cameras were placed at the side and top of the beaker, allowing for both the
rotational motion of the flea about the vertical axis and the vertical motion to be
captured. From this, the velocity and the acceleration can be easily determined. To
determine ωs t , we time average the angular velocity, while to determine ωwt , we
perform a Fast-Fourier Transform on the velocity and take the peak frequency.

3 Qualitative Account for the Phenomenon

When the flea is first placed in the container it aligns antiparallel to the driving
motor magnets at the base of the container. When spun at low angular velocities,
experimentally, the flea behaves just as we would expect—the flea sticks to the
drive magnet and spins at a constant angular velocity �ωd. We call this motion
synchronous.

This synchronous spinning is maintained by the magnetic torque—when the drive
magnet spins, it drags the flea along with it, resulting in this synchronous spinning
observed. However, the magnetic torque is not the only torque acting on the flea—the
drag torque opposes the synchronous spinning, creating a phase lag, where the flea
lags slightly behind the drive magnet, as shown in Fig. 4.

As we increase the drive angular velocity, the magnetic torque stays constant.
However, the drag torque, which is proportional to angular velocity, increases. This
increases the phase lag between the drive and the flea.

As the phase lag increases, the north pole of the flea get further away from the
south poles of the drive magnet, while getting closer to the north pole of the drive.
Hence, the magnetic force is steadily decreasing. When the phase lag goes past a
value of π

2 radians, as seen in Fig. 4 where the flea is perpendicular to the drive, the
net magnetic force becomes repulsive. The phase lag continues to decrease until it

Fig. 4 Flea on the verge of
levitation
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Fig. 5 Vertical displacement of flea during levitation

reaches a point where the magnetic force in the vertical direction is able to overcome
the apparent weight of the flea, and thus, lift-off and levitate.

When in levitation, as seen in Fig. 5, the flea is observed to have a sinusoidal
vertical motion, with the frequency of this oscillation being identical to the waggle
frequency ωw. This implies that the vertical motion is coupled to the rotational
motion, where the rotational motion provides the vertical stability.

With that in mind, let us consider the condition for levitation to be maintained.
This is that the average force must be equal to gravity

〈Fmag〉 = mg (2)

However, if we were to allow the flea to spin at a constant angular velocity, the
force would time average to zero by symmetry. Thus, the waggling motion provides
for an imbalanced time average of the force.

Now it has been establishedwhy there is an imbalanced time average, the question
of how remains. To do so, let us consider the motion in the rotating frame, where the
drive magnet is stationary. We shall assume that the north pole of the drive magnet
is on the right, and the flea is on average rotating clockwise.

The positions of the flea can be divided into four quadrants, as seen in Fig. 6,
depending on the angle of the north pole of the flea.

Fig. 6 Four quadrants of
flea’s motion

1 2 

3 4 
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Fig. 7 Angular velocity of the flea

Let us begin by considering a flea in the 3rd quadrant where the force is attractive,
while the torque is decelerating. This causes a decrease in the angular velocity. The
flea then rotates to the 4th quadrant.

In the 4th and 1st quadrant, the force is repulsive. Since the angular velocity is
low in these regions, this means that the time spent in the repulsive regions is longer
than the time spent in the attractive regions. This results in the force being on average
repulsive, which is required to maintain levitation against gravity.

We now proceed to discuss the angular motion of the flea in levitation. Figure 7
shows a graph of the angular velocity against time, with the orange line being the
angular velocity in the rotating frame. We note that since the torque fluctuates as
a function of the angle, the frequency at which the velocity oscillates is also the
frequency of oscillation, ωwωw.

Converting this from the rotating frame to the lab frame, we add the velocity of
the frame of reference, which is �ωd. The final velocity fluctuates with frequency
�ωw, whichwe shall call thewaggle frequency, and ameanωsωs, the spin frequency.
The amplitude of this fluctuation is given by Aw/ωw where Aw Aw is the waggle
amplitude.

As for the vertical motion of the flea, we observe experimentally that the flea
oscillates about a mean height. From the discussion earlier, the force will oscil-
late with frequency ωw. As seen in Fig. 8, this leads to a similar oscillation of the
vertical position of the flea, π radians out of phase with the force. Thus, the flea
will reach its lowest height when the force is most repulsive. Since the force is also
inversely dependent on the height, this can possibly result in further amplification of
the oscillation.

Now, that we have qualitatively accounted for the phenomenon, we proceed to
establish a rigorous theoretical account for the phenomenon and verify its validity
against experimental data obtained from our experiments.
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Fig. 8 Oscillation of flea

4 Force Analysis of the Flea

A force analysis, as seen in Fig. 9, shows that the forces acting on the flea are
the magnetic, drag and gravitational forces. The torques are the magnetic and drag
torques.

Hence, the equations of motion are given by

mz̈ = Fmag(z, φ − �t) − mg′ − kż (3)

I φ̈ = τmag(z, φ − �t) − k2φ̇ (4)

Fig. 9 Force analysis of flea in levitation
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Fig. 10 Solving for motion of flea

where FmagFmag and τmag are the magnetic forces and torques respectively, g
′
is the

buoyancy-corrected gravitational acceleration, and k and k2 are drag coefficients. The
magnetic forcewas characterised using the Biot-Savart Law. Full characterisations of
the coefficients canbe found in theAppendix.We then solve this equationnumerically
for the two degrees of freedom φ and ‡ as functions of time, as shown in Fig. 10.

5 Verification of Theoretical Model

For the verification of our model, we begin by examining the levitation height.
Figure 11 shows the mean height of the flea, z, against the drive angular velocity
omega.

Initially, whenwe increase the drive angular velocity, the flea spins synchronously
on the base with an increasing relative phase angle. Eventually, when the angular
velocity reaches a critical value, the force will then be repulsive enough to cause the
flea to lift off.

In addition, we note that there is a decreasing trend in the average height as
the drive frequency is increased. This is since when the drive angular velocity is
increased, the relative angular velocity is increased.

We recall that the magnetic force providing for levitation is caused by fluctuations
in the angular velocity, and hence an uneven time average. When the relative angular
velocity is increased, the fluctuations will then be smaller compared to the mean
relative angular velocity, as shown in Fig. 12.

Hence, there will be a lower difference between time spent in the repulsive regions
and time spent in the attractive regions and thus a lower average magnetic force.

Interestingly, we note that when decreasing the angular velocity, the flea becomes
unstable and falls at an angular velocity omega down that is smaller than the angular
velocity for lift-off omega up. This is due to the conditions for lift-off and falling
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Fig. 11 Mean vertical position of flea in levitation across multiple drive speeds

Fig. 12 Rotational motion
of flea

being different. For the flea to fall, the time averaged magnetic force only needs to
be slightly lower than the gravitational force, and the flea will fall.

However, for lift-off to occur, the time averagedmagnetic force needs to be higher.
For a certain value of the drive angular velocity, there is only one stable levitation
height, and the flea needs to lift off until it reaches this height. If it does not reach that
height, it will simply fall back down. Hence, the phase lag needs to be high enough
such that it can push the flea to this stable levitation height.
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Fig. 13 Frequencies of spin and waggle against drive angular velocity

Thus, the angular velocity for levitation is higher than the angular velocity for it
to fall, and this creates a region in the middle, where the state of the system depends
on whether the angular velocity is increased or decreased.

In addition, we can plot the frequencies of spin and waggle against the drive
angular velocity, as shown in Fig. 13. Initially, we notice that they follow a linear
trend, where the flea spins synchronously at the same angular velocity as the drive
magnet. This continues until ω↑ω↑, where the flea starts levitating.

We also note that the frequency of waggle, ωw asymptotically approaches the
drive frequency while the spin speed approaches 0. This is because when the drive
angular velocity is extremely large, the fleas angular velocity will be much smaller
than that of the drive magnet, and thus it will barely move when compared to the
drive. Hence, the torque will oscillate approximately at �, resulting in a waggle
frequency ωw = �.

We can also plot the angular velocity required for lift-off,ω↑ω↑ against the initial
height difference zb, as seen in Fig. 14. As the height of the base zbzb increases, the
angular velocity required for levitation omega up decreases. This happens since the
base is closer to the stable levitation height, and hence a lower angular velocity is
required to cause the flea to jump up to that height.

In addition, there is a region where erratic behavior occurs in Fig. 15. This erratic
behavior occurs when ω↑ < ω↓. When this occurs, the flea will simply fall down
after lifting up, resulting in the erratic behavior mentioned earlier.

6 Radial Stability

Now that we have talked about and modelled the vertical motion of the flea, we
must explain the radial stability of its motion. Let us first hypothesize that the radial
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Fig. 14 Angular velocity for liftoff as a function of base height

Fig. 15 Origins of levitation of the flea

stability is similarly provided by the magnetic force. In Fig. 16, we consider a flea
that is radially perturbed. In this case, we note that since in this region the force is
repulsive, the radial component of the force will point outwards. We note from the
earlier discussion that the force is on average repulsive. Hence, we conclude that the
magnetic force is destabilizing. The stabilizing force must thus be the fluid force.

In literature [1], it is observed that the radial stability is provided by outward
flowing fluid flow, with the flow switching direction when the Reynolds Number
is increased, and we now attempt to understand why. To do so, we start with the
Navier–Stokes equation, following the first few steps of a derivation given in [3].

∂u
∂t

+ (u · ∇)u = 1

ρ
∇P + η∇2u + g (5)
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Fig. 16 Radially perturbed
flea

For small oscillations, the second term is 2nd order in the velocity and is thus
negligible. We then take the curl of the resultant equation, giving

∂ω

∂t
= η∇2ω (6)

where ω ≡ ∇ × u is the vorticity of the flow. This is analogous to a heat conduction
equation, where the conductivity is replaced by the viscosity. This means that the
vorticity diffuses further away as the viscosity is increased. As such, when we have
a body moving through a fluid, at high viscosity the vortices will diffuse away and
this results in the flow following at the body, while at low viscosity the vortices will
be confined to the body, resulting in the flow seeming to reverse direction (Fig. 17).

Fig. 17 Flow reversal due to
vorticity
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7 Further Insights

Whenwedecrease thefluid height andmaking thefluid extremely shallowor decrease
the viscosity of the liquid. We observe that there is little inertia and the fluid is easily
moved. At very low liquid levels or low viscosities, the fluid moves along with the
flea, forming a vortex. The vortex decreases the relative velocity between the flea
and the fluid, decreasing the drag force acting on the flea. This decreased drag force
then causes the levitation height to decrease, keeping the flea within the fluid.

8 Conclusion and Future Work

In conclusion, we have qualitatively explained the conditions for lift-off due to the
phase lag, the asynchronous motion causing dynamic stabilisation of the vertical
motion, and the flow switching due to presence and vortices of motion (Fig. 18).

We have also numericallymodelled the levitating states, andwe see that themodel
has predictive power over the frequencies of motion, lift-off conditions and levitation
heights.

Future work could involve experimental verification of the radial stability, as well
as numerically modelling the exact boundary at which the flow will reverse and the
flea will lose stability.
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Fig. 18 Induced vortex
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3D Printed Prosthetic Hand

Hemadri Rajam Ramkumar, Wan Ni Nicole Tay, Ying Lin Valeska Tan,
and Guoxian Tan

Abstract Upper limbdeficiency is awidespread issue around theworld today.While
there are numerous prostheses available, they currently fail to meet all the major
consumer-base requirements simultaneously. Bionic limbs are highly advanced but
extremely expensive to the normal person; consequently, most patients end up using
cosmetic prostheses that have little to no functionality. This paper describes the
development of a low-cost, highly functional and cosmeticised prosthetic hand. It
discusses a 3D printed prosthetic design that consists of a flexible palm, cable-
mechanism actuated fingers and a user-friendly Myoelectric control system. The
hand also features a conductive matrix capable of supporting sensory feedback and
touchscreen compatibility for greater user satisfaction.

Keywords Prosthetic · 3D printing · Upper limb deficiency · Myoelectric

1 Introduction

Upper limb deficiency is a prevailing problem worldwide, with the market for upper
limb prosthetics valued at more than USD$200million in 2019 [1]. However, current
prostheses lie on two extremes; they are either highly functional but extremely expen-
sive, or low-cost but lacking in functionality. As a result, the rejection of prostheses
use was observed in 1 out of 5 people with upper limb deficiency [2]. This project
hence aims to develop a prosthetic hand that is able to achieve both a high degree
of functionality as well as remain low-cost, thus plugging the gap in the market and
addressing the needs of all patients.

Current prosthetics can be grouped into three categories: cosmetic, body-powered
and myoelectric. Cosmetic prosthetics have limited functionality, with the lifelike
appearance of the prosthetic being prized over its efficiency. Despite this, such pros-
thetics are unreasonably expensive - a purely cosmetic socket from Tan Tock Seng
Hospital is priced at $5000.
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Some of the most advanced myoelectric models available for purchase include
the Michelangelo and Bebionic hands, both developed by Ottobock and priced at
$60,000 and $11,000 USD respectively [3, 4]. These models are motorised and
highly efficient; however, their steep price tag means that they are inaccessible to a
large majority of patients.

Much of the efforts to reduce the cost price of such prosthetics have centered
around 3D printing, as this provides a much quicker, cheaper alternative to current
production methods in the market. This would include the Victoria Hand Project [5]
and the Raptor Hand [6], which costs USD$320 and USD$200 respectively. Current
literature has proposed that the 3D printed hand be driven by a cable mechanism;
these are largely body-powered prostheticswhich utilise a harness attached to another
body part. These systems are actuated via movement of the shoulder [7] and are thus
inconvenient and difficult to use. An alternative pneumatic mechanismwas proposed
but poses an additional difficulty in manufacturing due to its airtight requirement.We
thus propose the usage of a cable mechanism in our prototype, and have evaluated a
second alternative coupling mechanism below.

In recent years, prosthetics have become even more functional through the incor-
poration of sensory feedback into their designs [10]. Sensory feedback is instru-
mental as it allows the user to ‘feel’ the amount of force acting on the prosthetic
and vice versa, thus allowing for a more intuitive and natural experience. This can
be implemented in three ways: direct neural stimulation, targeted muscle reinner-
vation or sensory substitution. Direct neural stimulation works via the implantation
of electrodes within the nerve stumps of amputees while targeted muscle reinnerva-
tion involves the transfer of residual nerves within the stump to new intact muscles,
resulting in sensation. In comparison, sensory substitution is a preferred method as
it is non-invasive and easier to implement.

Given this background, we aim to develop a prosthetic hand that is able to meet
the following criteria: (1) low-cost, (2) highly functional and (3) cosmeticised. 3D
printing was selected as the method of production as this brings down the cost of
the prototype and also results in minimal assembly for the user, thus making the
prosthetic more accessible to patients and easily repairable [8].

2 Materials and Methods

Our research aimed to create a 3D printed prosthetic hand with the following
functionalities and features:

1. Myoelectric-controlled
2. Cable mechanism actuated by servos and motors
3. Conductive matrix capable of supporting sensory feedback mechanism

A. Myoelectric-Controlled
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Our design utilises the Myoware Armband from Thalmic Labs together with an
Arduino Uno to effect the servo motors within the hand. The Myoware armband
consists of EMG sensors which detect signals from the muscle groups within the
arm. These signals are processed and sent as an output to the Arduino, which sends a
specific command to the servomotor depending on the muscle activity detected. This
then results in a movement of the thumb and fingers. The Myoware armband is to
be worn on the transradial suspension area of the stump of the user as it contains the
greatest number of muscle groups and thus allows for a greater range of movement
of the prosthetic [9]. The Arduino and breadboard will be located in the socket of the
prosthetic. The usage of the Myoware Armband (instead of the shoulder harness that
is popular among current 3D printed prostheses) allows for greater user compatibility
by removing the need to learn specialised motions to use the prosthesis.

B. Cable mechanism actuated by servos and motors

The fingers and thumb are attached to cables via holes in the phalanxes, which
are then attached to DC servo motors located within the body of the hand. Upon
actuation, a force is exerted onto the cables which results in flexion of the fingers.
This mechanism is chosen as it has proven to be more feasible than the pneumatics
system which is not suited for 3D printing.

C. Conductive Feedback Matrix

Our proposed form of sensory substitution would be vibrotactile stimulation through
the use of a piezoelectric sensor and coin vibration motor. The piezoelectric sensor
reads the force exerted by the object on the hand and converts it into a voltage for
the Arduino to send to the motor. The motor will then vibrate accordingly, allowing
the user to gauge the amount of force being used to grip the object. However, the
incorporation of such a feedback mechanism would require an extensive wiring
system which may not be able to fit within the hand due to size constraints. To solve
this problem, it is thus proposed that these wires be replaced by a conductive matrix
of Acrylonitrile Butadiene Styrene/Carbon-Nanotubes (ABS/CNT).

ABS/CNT is a conductive composite material synthesised by solution processing
which has good mechanical and electrical properties. The material has good disper-
sion and retains the aspect ratio of CNT, allowing for the direct printing of complex
embedded conductive structures and making it a suitable material for our conductive
matrix. The printing of thismaterial onto the fingertipswill also facilitate touchscreen
usage [11].

D. 3D Printing

Thedesignsweremodelled using theCADsoftwareAutodeskFusion 360 and printed
using Fused Deposition Modelling through the Flashforge Dreamer 3D printer.
The materials used in the prints were Polylactic Acid (PLA), NylonFlex and the
ABS/CNT composite.
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The models were qualitatively analysed with respect to print quality and func-
tionality, and improved upon based on the limitations identified. Finally, a series of
tests were conducted to evaluate the effectiveness of our final prototype.

3 Results and Discussion

After the text edit has been completed, the paper is ready for the template. Duplicate
the template file by using the Save As command, and use the naming convention
prescribed by your conference for the name of your paper. In this newly created file,
highlight all of the contents and import your prepared text file. You are now ready to
style your paper; use the scroll down window on the left of the MSWord Formatting
toolbar.

A. Prototypes
1. Prototype 1

Prototype 1 (refer to Fig. 1) served as a proof-of-concept of the cable mechanism and
featured rudimentary, hollow PLA fingers. The fingers were individually attached to
cables via holes in the first phalanx, then tied together to a servo. Upon exertion of
a force onto the cables, all four fingers would flex towards the palm, thus allowing
for the gripping of an object.

The one-way flexion meant that the fingers had only one degree of freedom, thus
limiting the range of motion of the hand. As the fingers were hollow and lightweight,
the centre of gravitywas located near the palm and resulted in decreased grip strength.

The PLA palm was designed with grooves to enclose each cable and prevent
entanglement; however, this inefficiently utilized space as actuators could not be
fitted into the palm.

2. Prototype 2

Prototype 2 aimed to test the dual printing mechanism of the 3D printer while
improving upon the previously identified flaws. The fingers were dual-printed with
an ABS/CNT pathway running through them and ending on the fingertip to allow
for touchscreen usage as well as provide potential for the utilisation of a conductive
matrix embedded within the hand structure. The fingers were also connected to the
cables via two sets of holes which translated into two degrees of freedom.

As seen in Fig. 2, the dual printing resulted in an unclean finish that resulted in
weak conductivity in the ABS/CNT; the ooze shield had caught much of the extra
waste but the raft was hard to remove, thus causing further damage to the print. It was
also difficult to perfectly align the two materials, and the ABS/CNT did not adhere
as well to the rest of the print. Lastly, the ball-and-socket design ABS/CNT embed
was very small and thus extremely fragile and not durable.

The guiding pipes in the palm were removed (refer to Fig. 3) resulting in a hollow
and lightweight palm. The palm shape was also modified to better resemble that of
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a human palm, thus improving the aesthetic of our hand. However, the rigid design
of the PLA palm meant that it was unable to curve around an object for better grip.

3. Prototype 3

Prototype 3 was targeted at improving the design flaws of the earlier prototypes.

Palm Design

The palmwas first fully printed using the flexible material NylonFlex (refer to Fig. 4)
in order to achieve the curvature necessary to effectively wrap around objects. The
thickness and infill of the palm wall was varied to optimise the curvature of the
palm—an overly thin palm tended to collapse onto itself when force was exerted
by the cable system, whereas an excessively thick palm was unable to curve to fit
around an object.

To solve this problem, ‘ribs’ were introduced to form a guide along which the
flexible palmwould fold similar to that in the human hand. Three variations of ribbed
palms were designed and tested:

1. Flexible Palm with Rigid Ribs (refer to Fig. 5),
2. Rigid PLA Palm with Flexible NylonFlex Ribs (refer to Fig. 6), and
3. Flexible Palm with indented Flexible Ribs (refer to Fig. 7).

Palm (3) had a slightly unclean finish, but was highly flexible. It had the best
curvature around an object and performed better than its fully flexible counterpart.
Palm (1) had a rough, unclean finish and the materials failed to adhere well to each
other upon printing, thus requiring more assembly from the user who would have
to assemble the different components of the palm. Palm (2) was highly rigid and
unable to fold along the ribs; this is because the thickness of the NylonFlex strips
compromised their flexibility. Therefore, Palm (3) was identified as the best design.

Finger Design

In place of the embedded ABS/CNT design, slots are printed on the tips of the
distal phalanxes, and ABS/CNT disks are printed separately and inserted into the
slots (refer to Fig. 8). Wires are thereafter soldered to the disk inside the phalanx to
create a similar conductive pathway. This results in a much cleaner finish and durable
design. Rubber banding was added to the tips of the fingers, mimicking fingerprints,
so as to increase traction in gripping between the fingers and object. Elastic was
also added onto the back of the fingers to allow them to snap back to their original
positions and release their grip on an object.

Thumb Design

This prototype featured a ‘ball-and-socket’ thumb design (refer to Fig. 9). The thumb
was connected to two sets of cables positioned at right angles from each other to
allow the thumb to pivot 360°. The print had a clean finish and the minimal contact
area between the ball and the socket reduced friction upon motion, allowing for
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easy manipulation of the thumb. However at least 2 servos are needed for 360°
actuation—a tight fit for a standard human sized palm.

4. Prototype 4

This prototype aimed to test out an alternative finger mechanism in place of the cable
system. The approach used was that of a four-bar linkage mechanism similar to that
proposed by Zhang et al. [12]. This design featured fingers with three degrees of
freedom, with its joints locked temporarily by spring elements to prevent unwanted
motion. Unlike the cable mechanism fingers, this functioned directly as a skeletal
mechanism which would achieve individual dexterity of the fingers.

Using a similar approach, we designed and printed a finger with the four-bar
links as its backbone, with the individual bars printed using PLA and assembled
together using a 3D-printed nut-and-bolt mechanism (refer to Fig. 10). This mecha-
nism allowed for more freedom of movement of the finger; however, it was difficult
to restrict the motion of the finger with torsion springs of the appropriate tension.
This prototype was also much more fragile due to the thinness (2 mm) of the arms
and broke when minimal force was applied as compared to the cable mechanism
fingers.

B. Evaluation of Designs

A number of tests were conducted on our chosen design to quantify its effectiveness
and useability in practical application, and then compared to that achieved in current
market prosthetics. Parameters such as grip strength and maximum tensile force
withstood by the hand were not tested as these would relate directly to the power of
the motor connected to the prosthetic rather than be a product of the improved cable
design.

1. Impact Test

This experiment aimed to investigate the durability of the prototypes by dropping
varying weights onto the phalanxes of Prototype 3 (refer to Fig. 8) from a fixed height
until significant damage to the finger was observed (refer to Fig. 11). Significant
damage refers to any sustained, observable impact which would affect the function-
ality of the prosthetic or suggest that the structural integrity had been compromised,
such as deformation or cracking. This simulates a situation where the prosthetic
hand collides into another object. From this experiment, it was observed that the
PLA finger design could withstand the impact of a 4 kg mass dropped from a height
of 0.45 m (refer to Figs. 11 and 12), thus indicating that the prosthetic is extremely
durable and is suitable for everyday usage. This is comparable to existing research
prototypes which failed at drop weights and heights of 3.34 kg and 20 mm [13].

2. Minimum Force Test and Finger Joint Angles

This test aimed to find the minimum force required in the cables to achieve complete
flexion of the fingers in Prototype 2 (refer to Figs. 2 and 3). Weights were incremen-
tally added to the cables (refer to Fig. 13) while measuring the angle of the phalanxes
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from the horizontal (refer to Fig. 14) until no further flexion was observed (refer to
Fig. 15). The angle of flexion of the proximal phalanx (PAF/°) is equal to the angle
of displacement of the phalanx from horizontal (PAH/°). The angle of flexion of
the distal phalanx (DAF/°) on the other hand is the difference between the angle of
displacement of the distal phalanx (DAH/°) and PAH, where DAH ≥ PAH. Based
on this test, a force of 1.72 N is required to achieve proximal flexion of 94.01° and
distal flexion of 81.29°(refer to Fig. 16), which can easily be achieved through the
use of a standard DC motor. This thus confirms the feasibility of our hand design
in our proposed cable mechanism assembly. The range of motion of the prosthetic
hand is very close to that of a normal human finger, where 0° ≤ PAF ≤ 80° and −
10° ≤ DAF ≤ 90° [15]. This indicates that our hand design has great potential to be
harnessed for a large range of motions, allowing the user to carry out more complex
actions.

3. Maximum Object Size

Prototype 2 Palm (refer to Fig. 3) with Prototype 3 fingers (refer to Fig. 8) was used
to hold balls of various sizes. The contact angle between the middle finger’s distal
phalanx and the balls was then measured to identify the grip quality. It was found
that the larger the object, the smaller the contact angle and thus the better the grip
as a larger angle would mean that the object is more likely to slip out of the hand’s
grasp.

Our prosthetic fingers have two phalanges as opposed to the three phalanges of
a human hand; however, the angles measured are similar to that of the distal and
proximal phalanges of the human hand in existing literature. This shows that having
two phalanges instead of three in our prototype is sufficient to achieve a secure grip
on an object.

A separate test was then conducted to determine the upper limit of the object size
capable of being gripped by the hand. A constant force was exerted on the cables
and the four fingers of the hand were used to pick up spherical objects of increasing
sizes from a flat surface. The maximum object size was taken to be the maximum
diameter of the sphere that can be lifted by the hand for five seconds without slipping
out of its grasp. It was found that the prototype is able to pick up an object of 33 mm
in diameter. This could be due to insufficient friction between the fingers and the
smooth object, as well as the thick and chunky palm which restricts the hand from
holding larger objects.

The maximum size could be greatly increased if the grip was conducted with
the usage of an antagonistic thumb as designed in Fig. 9. The thumb provides an
opposing force to that exerted by the fingers on the objects [16], thus preventing
sliding of the object along the palm and allowing for a stronger precision grip of a
much larger object.
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4 Further Work

The MyoArmband is preset to recognise four default hand gestures [14]. However,
gesture classification could be carried out beyond these preset gestures so as to
allow for an even greater range of motion of the hand. This would result in greater
functionality of the prosthetic, and further exploit the full potential of the design.

A 3D scanner could be used to scan and model the amputee’s stump so that the
socket can be customised for a better fit and greater comfort for the patient.

5 Conclusion

The proposed 3D printed, myoelectric-controlled prosthetic hand design is able to
achieve our original goals of functionality, low cost and cosmetic appeal (refer to
Fig. 17). It is also estimated to cost less than $200, making it more affordable than
currently available models.
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See Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17.
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Fig. 1 Assembled prototype
1

Fig. 2 Prototype 2 finger
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Fig. 3 Prototype 2 palm

Fig. 4 Flexible palm design
(prototype 3)



3D Printed Prosthetic Hand 63

Fig. 5 Flexible palm with
rigid ribs (prototype 3)

Fig. 6 Rigid palm with
flexible ribs (prototype 3)
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Fig. 7 Flexible palm with
indented ribs (prototype 3)
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Fig. 8 ABS/CNT slotted
finger design (prototype 3)

Fig. 9 Ball and socket
thumb (prototype 3)
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Fig. 10 Four bar linkage
mechanism finger (prototype
4)

Fig. 11 Impact test experiment set-up and results

Fig. 12 Phalanges after
impact test
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Fig. 13 Minimum force test
set-up

Fig. 14 Measurement of angle from horizontal of distal and proximal phalanges
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Fig. 15 Minimum force test
results

Fig. 16 Minimum force test (maximum flexion results)
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Fig. 17 Assembled prototype
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NLP in Fake News Detection

An Ensemble Deep Learning Approach in Style Based
and Truth Based Detection

Fanghe Ma and Guoxian Tan

Abstract Given the ubiquity of fake news online, a reliable mechanism for auto-
mated detection is needed. This project proposes a new end-to-end detection pipeline,
which uses Natural Language Processing (NLP) techniques for automated evidence
extraction from online sources given an input claim of arbitrary length. This project
also compiles a dataset of input claims and evidence larger than state of the art
datasets. Distant supervision is used to generate weakly labelled training data and
increase sample size. The resultant dataset displays topical variation and variations in
length and features. The final ensemble models demonstrate high detection accuracy
and micro-average F1 scores. The results validate distance supervision as a viable
strategy formodel training and data collection. AConvNet-RNNhybridwas found to
be the best performing style based model, while a Siamese LSTMwith layer-weights
sharingwas found to be the best performing truth basedmodel. Generally, truth based
models outperformed style based models, and ensembling different models leads to
performance gains over any single classifier.

Keywords Fake news detection · Deep learning · Natural language processing

1 Introduction

A. Background Information

The growing ubiquity of the internet and social media has led to the increased propa-
gation of fake news, defined as news that were deliberated created with the intention
to mislead or manipulate [1]. The democratization of content creation online and the
ease by which information can be spread has resulted in the unprecedented dissem-
ination of fake news [2]. Given the sheer volume of fake news present, an efficient
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and reliable framework for fake news detection and news verification is needed [3].
Current credible news-checking outlets, such Snopes and Politifact.com, employ
experts to manually verify and identify fake news articles. While extremely reliable
and accurate, such methods are limited in efficiency, require significant human effort
and are very time consuming. To ensure the timely detection of fake news, there is
a need for an automated detection and debunking mechanism.

B. Literature Review

The problem of automated fake news detection falls under the umbrella of Natural
Language Processing (NLP) and machine learning. State-of-the-art implementations
useone, or a combinationof the following categories of strategies, namely style based,
context based and truth based.

Style based approaches assert that there are linguistic features that are common
to all fake news articles, such as the use of emotive language, increased occurrences
of spelling mistakes and informal language [4, 5]. Examples include N-grams, Parts
of Speech Tagging, etc. [4, 6]. However, such approaches are extremely context
specific, and do not fully exploit complex semantic dependencies and relationships
[4]. Recent development has seen deep learning models replacing human feature
engineering [7], where language styles can be captured via word embeddings and
recurrent networks.

The second category of approaches consider information external to the input
claim or news article [8]. Such meta-data include the author, the source, the time of
posting as well as the propagation path of an article on social media over time. While
this approach has shown promise by characterizing propagation trends of fake news
online [9–11], such meta data are rarely homogeneous or readily available for most
news sources, and this approach has yet to been proven to be more than platform
specific [4], and its generalizing ability is very limited.

The last category deals with the veracity of news content [3, 5]. This type of
‘evidence aware’ approach employs secondary information retrieved from other
sources in order to verify the truth of a given label or article. Current criticism
of such approaches mainly point out the need for structured data. Previous attempts
have employed the use of human engineered lexicons or subject-predicate-object
triplets for stance analysis for example [12, 13].

C. Hypotheses

This project aims to develop an ensemble approach that employs both style based and
truth based models. More specifically, this project proposes a fake-news detection
pipeline that consists of two separately trained classifiers, and a mechanism for
automated evidence collection.

When given an input claim, the proposed model employs NLP techniques to
extract salient external evidence from the web. The input claim is fed through a
classifier that considers solely the input claim and extracts linguistic features and
word choice for classification. Both the input claim and the extracted evidence are
also fed into a separate classifier that maps each input to a hidden state representation
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Fig. 1 Proposed fake news detection pipeline

before performing a comparison for classification. The separate decisions of each
classifier are then aggregated for the final output of the classifier pipeline.

In coming up with the proposed approach, this project hypothesizes that

1. The comparison of a piece of news claim or article with external evidence could
lead to a reliable conclusion regarding the veracity of given news.

2. Such comparison process could be learned, without human feature engineering,
by a deep learning network trained with an appropriate dataset

3. A pipeline of trained classifiers that employs an ensemble approach leads tomore
reliable and generalisable fake news detection (Fig. 1).

2 Dataset

D. Rationale

The performance and viability of deep learning models are largely dependent on
the dataset with which they are trained. Hence the dataset used in this project was
collected to fit the desired traits of the final model. The model was intended to
be firstly generalisable across different contexts or domains, and secondly to be
able to perform fact-checking regardless of the length of the input article or claim,
nor the length of the evidence collected. Therefore, the dataset contains a mix of
different combinations of input length and evidence length, as well as information
from different domains. The aggregate dataset consists of the following.

E. Snopes.com

Snopes (www.snopes.com) is a well known fact checking website that verifies and
validates news and information from a variety of sources, ranging from Internet
rumours to urban legends and email chains. Each piece of information is mapped

http://www.snopes.com
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to a single claim and a manually assigned credibility verdict. This project uses the
version of Snopes dataset distributed by Popat [1]. Each training instance consists
of: a claim, the ground-truth label, and a reporting article that verifies said claim.
The dataset contains 4341 claims and 29,242 reporting articles.

F. PolitiFact

PolitiFact is a famous fact checking website that deals specifically with online false-
hoods in the domain of US politics. Claims made by political figures are verified
and assigned a credibility label manually. This project uses the version of PolitiFact
compiled by Popat [1]. Each training instance shares the same format as that of
Snopes dataset. 29,556 such training instances were used with 3568 claims.

G. Liar Dataset

TheLiar datasetwas developed and collected byWang [2] as a newbenchmarkdataset
for automated fake news detection research. The dataset was collected to mitigate
the lack of reliable and sufficiently large training data, which was identified to be
a key restraint on classifier performance by Wang [2]. The Liar dataset contained
manually fact checked labels based off the pre-2017 PolitiFact database. For this
project, duplicates found in both Liar dataset and PolitiFact dataset provided by
Popat et al. 2018 were dropped. Each training instance contained the claim, the
ground truth label and automatically collected external evidence. The process by
which evidence was collected will be elaborated upon below.

H. Popat et al. [3] extended

To introduce variety to the dataset in terms of input article length, the Snopes and
PolitiFact dataset provided by Popat 2018 is extended via distant supervision using a
dataset of weakly labelled training data. In the Popat 2018 dataset, each claim Ci has
a list of reporting articles {A0, A1, …, Aj}, and label Li. For the extended dataset,
each article Ai, j is then used as a separate input article, and the original label, Li is
given to the new training instance. The input article is then used to retrieve external
evidence to form one complete training instance. 58,796 articles were successfully
used to extract external evidence.

I. Evidence collection process

External evidence used in this project came in two varieties: those already collected
by the Snopes and PolitiFact dataset by Popat et al. [3], as well as those that were
manually collected during this project. While [3] entered hand crafted claims into
Google and crawled top webpages for their new articles, this project proposes an
automated, NLP based evidence collection mechanism. The process is as follows

1. Given an input claim, the sequence is first tokenized, splitting by whitespaces
and punctuation.

2. The statistical model ‘en_core_web_lg’ provided by spaCy is loaded and fit onto
the input stream.
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Fig. 2 Dataset overview

3. Parts of Speech (POS) tagging is performed on input sequence.
4. Each token is stemmed and lemmatized.
5. Stop words are removed from the sequence.
6. Dependency parsing is performed for noun phrases identification, which are then

preserved.
7. Named entities are identified are preserved.
8. The noun phrases, named entities, and verbs are returned as the final sequence.

These salient words are assumed to serve as a summary of the intial input.

Each summary is then entered into the Google search engine. Webpages are
crawled via the BeautifulSoup Python Library, where all texts from span tag of
class ‘st’ were returned. Regular expression was used to sieve out date and time data
to prevent the model from possibly overfitting on features that were not meaningful.

The final dataset had a total number of training instances of 130, 380 (Fig. 2).

3 Methdology

J. Problem statement and metrics

This project set out to investigate the initial hypotheses by validating three different
aspects of the proposed approach. Firstly, to verify the automated evidence collec-
tion mechanism, models were trained on compiled evidence only and tested against
those trained on all data. Secondly, to validate the use of distant supervision to
generate more training samples models were trained on manually labelled dataset as
well as weakly labelled dataset and compared. Lastly, to validate the deep learning
ensemble approach, numerous model architectures were tested and trained and their
performance was evaluated.

As a summary of the testing process, the problem statement for each training
instance is as follows
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Style based: Given input claim or article, Ci, predict its truth probability Lpred style.

Truth based: Given input claim Ci and external evidence, Ai predict its truth
probability Lpred truth.

Ensemblemodel: Given claim, Ci and truth probability Lpred style andLpred truth, predict
the truth probability Lpred final.

The models were evaluated based on their micro and macro-average accuracy, as
well as F1-score, precision and recall.

K. Control variables and text vectorization

To keep other variables constant, models were set to minimize binary cross entropy
during training, and were trained for as many epochs as validation loss is decreasing,
using callback utilities provided by Keras. Training batch size of 512 was found
during pre-testing to be a satisfactory compromise between training speed and gener-
alizing ability of final model. To compensate for data imbalance, each instance of
real news was given a 2.5× class weight.

The vectorization process was also held constant as a control variable, and all
models were trained with fine-tuned GloVe embedding. Text vectorization was
handled by the Keras text-preprocessing utilities. A Tokenizer class object is instan-
tiated and fitted on the entire text corpus from the dataset, associating each word
with an integer index. Since indices are assigned depending on the order in which
the input sequence is passed to the fit_on_texts method of the Tokenizer instance, the
method is called under the same conditions for all testing and training. Each integer
is then associated with a dense, floating point word vector via the embedding layer.
During training, the word vectors are adjusted until the final embedding vector space
displays structure and reflects semantic relationship.

While the embedding layer can be trained from scratch, a powerful strategy is to
use pretrained word embeddings. In particular, Global Vectors for Word Representa-
tion (GloVe) is a commonlyusedword embeddingdevelopedbyStanford researchers.
A key feature of such embedding pretrained on a large corpus is that in the embed-
ding vector space, geometric transformations can reflect semantic relationships,
improving the representational power of the model.

Another strategy commonly used when a large dataset is present is to allow the
embedding layer to be unfrozen such that they may be adjusted during training,
thereby resulting in a context-specific word embedding space. In this project, the
GloVe layer was allowed to be fine-tuned during training.

4 Results and Discussion

L. Distant Supervision
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This project firstly validates distant supervision as a viable strategy for improving
model performance by extending upon existing datasets. Models trained on directly
labelled training data underperforms not only in terms of the micro-average metrics
across all test datasets, but also on the very data it was trained on (Liar Dataset).
The better performance of models trained via both direct and distant supervision is
likely due to the much greater number of training instances. As discussed below, the
aggregate dataset using both methods of supervision produced deep learning models
with outstanding performance (Fig. 3).

M. Automated Evidence Collection

The automated data collection process too was proven to be viable for fake news
detection. While models trained on precompiled evidence was unable to produce
meaningful results when tested on automatically collected data, this is likely due to
the differences in dataset. Precompiled evidence were generally much longer and
consisted of full sentences while automatically collected evidence contained salient
words only. However, by introducing variety into the dataset with a combination of
both evidence sources, the final model as discussed below was able to judiciously
output accurate truth labels for all datasets (Fig. 4).

N. Style Based Models

Five different model architectures were trained and evaluated, namely Long Short
TermMemory (LSTM) network, 1D convolutional network (ConvNet), GatedRecur-
rent Network (GRU), a bidirectional LSTM (BiLSTM) and a ConvNet Recurrent
Network hybrid. All models were supplied with a first layer embedding, and testing
results can be found in Figure X. Firstly, all five were proven to be viable model

Fig. 3 ROC, distant supervision
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Fig. 4 ROC, automatic evidence collection

architectures for style based fake news recognition, as almost all received an accu-
racy of around 90%. Judging by the high scores received across all four metrics
(accuracy, F1, precision and recall), all five were deemed to have sufficient repre-
sentational power for the task of fake news detection. In particular, BiLSTM and
ConvRNN hybrid were found to outperform other model architectures. The high
performance of BiLSTMcorroborateswith existing literature that recurrent networks
whichprocesses sequencedata in a statefulmanner are order-invariant and can receive
performance gains when trained in both directions [11]. As argued by Cholet, it
is possible that training in the reverse direction allows the network to increase its
representational capacity (Fig. 5).

Among the models tested were two convolutionary variants. In particular, a pure
ConvNet and a ConvNet stacked with RNN. 1D ConvNet has shown significant
promise in the field of machine translation and other sequence-oriented tasks, being
able to capture translation invariant patterns [7]. Compared with their recurrent
counter parts, 1DConvNets result inmuch smallermodels that have theoretically also
recognises sequence features without heavy computational costs. However, when
tested, ConvNet greatly underperforms other models and has exceedingly low preci-
sion, showing a tendency to blindly classify inputs as the positive class. This could
be due to the fact that the ConvNet is trained to recognise features in a given kernel
size of 7, which closely approximates the length of short claims in the test data set,
resulting in limited effectiveness. This is supported by the relatively better perfor-
mance ofConvNet on the extended dataset, where input lengths are longer. Compared
to the pure ConvNet, the ConvNet-RNN hybrid has much better performance. The
hybrid architecture is a novel approach proposed by Cholet [7] where a feature map
returned by convolutionary network is then fed into a recurrent layer. At the cost of
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Fig. 5 ROC, style based models

heavy computation, this approach empirically grants better performance across all
test datasets.

However, it must be noted that a densely connected baseline performs style
based classification just as well, and even better than the ConvNet and GRU. A
possible reason that accounts for this is use of GloVe word embeddings. Hence
when a densely connected baseline without GloVe embedding was trained, themodel
reached an accuracy of 47% before overfitting, showing essentially no representa-
tional power. GloVe massive boosts the performance of such networks because of its
ability to capture semantic relationships. Hence, even without consideration of data
in a sequential manner, GloVe embedded word vectors already encapsulate enough
information for a style based classifier to work satisfactorily, although no style based
approach exceeded an F1 score of more than 0.85.

O. Truth Based Models

The truth based model used different model architectures to generate a hidden state
representation for both the input article and the external evidence, and a classifier is
then trained on the concatenated representations. To test different architectures for
representation generation, the final classifier is kept constant as a densely connected
layer. The different architectures include: parallel recurrent networks and its bidi-
rectional variant, a conditionally encoded sequential recurrent network, as well as a
Siamese recurrent. To reduce the number of variables tested, all recurrent networks
were chosen to be LSTM, which was the best performing pure recurrent network
from style based testing (Fig. 6).

All four truth based models not only outperformed their densely connected base-
lines, but also all style based models, validating the approach of considering external
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Fig. 6 ROC, truth based models

evidence. Comparing the different model architectures, it is apparent that condi-
tionally encoded sequential LSTM underperforms all other truth based approaches.
Compared to other architectures where LSTMs run in parallel, conditional LSTM
borrows from the encoder-decoder framework currently used in state of the art
machine translation models, where LSTMs are chained together. The encoder LSTM
maps the first input to a higher dimensional representation, which is then used to
initialize the second LSTM. In abstract terms, this can be described as processing
the second input with regards to the first input. In this context, conditional LSTM
generally underperforms, but its performance especially deteriorates for short input
sequences, likely because the resulting initializing matrix is unable to discern useful
information from short input sequences.

Comparing the other models, bidirectional networks marginally outperform their
single direction counter parts, however at the cost of significant computational power.
Siamese LSTMs were surprisingly found to have the greatest performance among all
truth based models. Siamese LSTM employs the layer weight sharing technique [7].
The same LSTM layer is used to operate on both inputs to reach a higher dimensional
hidden representation. Intuitively, this approach which works well in determining the
semantic similarity between texts should also work well in determining the veracity
of news articles when compared with external evidence, given the symmetry in
manipulating input data to a higher dimensional space.

P. Ensemble Approach

To test the validity of the ensemble approach, the best performing style based
model, ConvNet-RNNhybridwas joinedwith the best performing truth basedmodel,
Siamese LSTM. The output from both models were then fed into a fully connected
dense classifier. The last node functions as a weighted mean. The weights were then
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Fig. 7 ROC, ensemble models

adjusted during training. The final ensemble model outperforms both the truth based
and style based models, proving the hypothesis that an ensemble model leads to
performance gains. However it should be noted that performance gains were only
achieved when the initial style based and truth based models were frozen during
final training. When allowed to vary, the model proved too large to be trained effec-
tively, training time increased by an order of magnitude over style based models, and
the final model performance dipped below the top performing truth based model.
This could be due to the vanishing gradient problem, where large models eventually
become untrainable as the feedback signal during backpropagation no longer adjusts
model weights accurately [7] (Fig. 7).

5 Concluding Remarks

Q. Limitation and Future Words

The scope of this study was targeted at verifying the validity of deep learning models
in fake news detection and the validity of the proposed dataset. While the dataset
was much larger than that found in current literature, there was no attempt made in
this project to investigate the validity of the proposed pipeline in a local context.

The project also did not test every combination of possible architecture. For
example, when testing different models for hidden state representation, LSTM was
used for all to reduce the number of independent variables. However, GRU, which
underperformed for the style based model could very possibly outperform LSTM for
hidden state representation.
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Given the validity of the automated evidence collection mechanism and distant
supervision, future work could extend upon datasets found in other domains, such
as the local context, and generate more training instances with their corresponding
evidence retrieved from the web.

R. Conclusion

This project establishes distant supervision as a valid approach for enlarging existing
datasets. This project also proposes and validates a fake news detection pipeline that
performs truth based and style based fake news detection with no feature engineering
or human intervention required. The pipeline is able to extract salient words and
retrieve evidence given an input claim or news article, and then judiciously generate
a credibility label.
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Automatic Grading of Online Formative
Assessments Using Bidirectional
Recurrent Neural Networks
and Attention Mechanism

Advay Pakhale, Xavier Lien, and Tan Guoxian

Abstract Formative assessments have been shown to be highly beneficial for stu-
dents’ learning processes due to their ability to provide feedback to both teachers and
students. However, the marking of short-answer questions in formative assessments
is a tedious task for teachers. The advent of online learning platforms, however,
has allowed for the digitalisation of student answers which opens up opportunities
for automatic grading. We propose novel automatic grading architectures that (1)
produce an accurate quantitative score in order to expedite the marking process and
(2) provide qualitative feedback to teachers and students in terms of the key areas of
improvement. These architectures consist of bidirectional long short-term memory
and gated recurrent unit networks with an attention mechanism for quantitatively
scoring answers, and a cosine similarity-based model that provides qualitative feed-
back based on a simple marking scheme comprising marking points. We evaluate
these architectures across different metrics on two datasets collected from an online
physics quiz, consisting of two short-answer physics questions on the topic of ther-
modynamics. We show that our architectures achieve reasonable accuracy on the
scoring task and provide useful feedback to teachers and students, thus successfully
aiding in automatically grading formative assessments.
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1 Introduction

Formative assessments place a primary focus on providing qualitative feedback for
both teachers and students. Such feedback not only allows teachers to monitor their
students’ progress and evaluate the effectiveness of their own instruction, but also
provides insight as to how the teaching and learning process can be optimised going
forward [1]. Formative assessments have been shown to produce a much greater
impact on student learning as compared to summative assessments when adminis-
tered frequently and in a timely manner [2]. Hence, formative assessments clearly
play a beneficial role in today’s modern classrooms.

However, grading certain forms of formative assessments such as short-answer
questions is a complex task that requires significant human intervention and input.
Furthermore, valuable feedback needs to be produced that is beneficial to both stu-
dents and teachers, which is a time-consuming and tedious task for teachers. The
automation of this task would allow open-ended formative assessments to be admin-
isteredmore frequently and easily, greatly easing theworkload of teachers and allow-
ing both students and teachers to reap their benefits through the frequent and timely
report of progress that they would receive.

The advent of online learning platforms has made administering formative assess-
ments more convenient and more importantly, has allowed for the digitalisation of
student answerswhich opens up opportunities for automatic grading that are explored
in the following sections.

2 Literature Review

Much progress has been made in developing different approaches to the automatic
grading of open-ended questions. Reference [3] showed that a system utilising mul-
tiple linear regression with a combination of hand-crafted features and probabilistic
models, such as Bayesian classifiers and k-nearest-neighbour algorithms, can give
results comparable with human graders. Reference [4] developed CarmelTC, a rule-
based approach, combining both features obtained from deep syntactic functional
analyses of texts and a “bag-of-words” classification extracted from Rainbow Naive
Bayes, outperforming Latent Semantic Analysis, Rainbow Naive Bayes and a purely
symbolic approach. Reference [5] used a deep learning approach for essay grading
while [6] used hand-picked features with linear regression on the same dataset. The
former performed significantly better, demonstrating the superiority of deep learning
approaches over classic Natural Language Processing (NLP) methods.

However, much of the literature focuses on grading summative assessments; the
only objective is to produce an accurate quantitative prediction of the score. This is
arguably easier and less complex than grading formative assessments which involves
producing feedback for both teachers and students on top of merely providing a
quantitative score. Thus, there is a need for new automatic grading architectures that
can fulfil the aims of formative assessments.
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3 Methodology

3.1 Datasets

An online physics quiz was conducted on 292 Raffles Institution Secondary 2 stu-
dents, comprising two short-answer physics question on the topic of thermodynam-
ics. Thermodynamics was chosen as it is an important topic in mainstream schools
which students have many misconceptions about, and this topic is typically tested
using qualitative short-answer questions. The first question is a simple recall ques-
tion, while the second question is a more complex application question, designed to
have more variance in answers. The answers were then graded by an entire level of
3 physics teachers based on a marking scheme comprising different marking points.
Student answers were then pre-processed by tokenising and converting to lowercase
while punctuation, non-alphabetical characters and stop words were also removed.
The answers and scores from question 1 and question 2 are denoted dataset 1 and
dataset 2 respectively.

3.2 Components of Architecture

We aim to design an architecture (Fig. 1) that automatically grades short-answer
formative assessments by (1) providing an accurate quantitative score for student
answers in order to expedite the marking process and (2) providing qualitative feed-
back to teachers and students in terms of the key areas of improvement.We evaluated
different qualitative and quantitative models that attempt to achieve these two aims.

3.2.1 Quantitative Component

We propose a neural network model for the quantitative component. In order to
design the best performing architecture, we propose different types of models below.
Firstly, we compare the use of different word embeddings. Secondly, we fix our
baseline model to be a simple feedforward neural network. Thirdly, we compare two
types of Recurrent Neural Networks (RNNs), Long Short-Term Memory (LSTM)
networks andGatedRecurrentUnit (GRU) networks. Fourthly,we compare the use of

Feedback
Teachers’ Marking

Scheme
(Marking Points)

Qualitative
Component

Formative Assessment
(E.g. Online Quiz)

ScoreStudent
Answers

Quantitative
Component

Fig. 1 Outline of architecture
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bidirectional RNNs (BiRNNs) and their unidirectional variants. Finally, we propose
an attention mechanism.

(a) Word Embeddings Within the neural networks, the answers are first represented
in terms of word vectors that can encode meaningful semantic relationships
between words. We compare 2 types of word embeddings—GloVe [7] and fast-
Text [8], both of which are 300 dimensional.

(b) Feedforward Neural Network (Baseline) We chose a simple feedforward neural
network as our baseline. This network is trained on an “answer vector” for
each answer, which is simply the sum of the word vectors for each word in
the answer. While this approach does not preserve sequential information, word
vectors have been shown to be able to meaningfully encode linearities such
as king − man + woman = queen and Paris − France + Italy = Rome [9].
Thus, we hypothesise that the answer vectors will nevertheless be able to encode
meaningful information about the answers to a certain degree. The architecture
of the baseline and non-baseline models can be found in Fig. 2.

(c) LSTM and GRU Networks LSTM networks [10] preserve long-distance depen-
dencies, making them ideal for processing text sequences [11]. On the other
hand, GRU networks were developed as an alternative to LSTM networks and
are computationally less complex [12], yet perform comparably to LSTM net-
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works in sequence processing tasks [13]. We chose to work with RNNs as they
have demonstrated excellent performance in sequence processing tasks, includ-
ing sequence classification, due to their ability to account for sequential infor-
mation [14], making them applicable to our task of grading short-answer physics
questions.

(d) Bidirectional Recurrent Neural Networks BiRNNs [15] such as BiLSTM net-
works aim to improve upon RNNs by processing the same input sequence twice,
forwards and backwards. This allows the BiRNN to retain contextual informa-
tion in both directions and has led to an improvement in performance in various
sequence processing tasks [16, 17]. Hence, we compare the performance of
BiLSTM and BiGRU models with that of regular LSTM and GRU models.

(e) AttentionMechanism Recently, the attention mechanism has been developed for
sequence processing tasks such as machine translation and sequence classifica-
tion [18, 19]. Since not all words in a sentence contribute equally to its meaning,
attention is used to place more weight on more important words while placing
less weight on less important words. We hypothesise that attention would be
able to extract keywords from answers to aid in marking them more effectively,
similar to how a teacher might mark answers. A detailed diagram showing the
architecture of the attention layer on top of a BiRNN layer can be found in Fig. 3.

3.2.2 Qualitative Component

We propose a few different methods to provide qualitative feedback to students and
teachers using the marking schemes in our datasets by capturing common strengths
and weaknesses in student answers. We mainly adapt and draw inspiration from
classic probabilistic topic models such as Latent Dirichlet Allocation [20], which
produces sparse and low-dimensional interpretations of topic memberships in docu-
ments. These are highly interpretable, allowing humans to gain high-level insight and
intuition from them,which is especially necessary in the field of formative assessment
where human understanding and feedback is key.

(a) Vector Decomposition Our datasets provide us with marking points and student
answers. In order to manipulate these mathematically, a vector representation
first needs to be defined for them. Motivated by the fact that word vectors can
meaningfully encode linearities, as mentioned in Sect. 3.2.1b, we initialise the
marking point vectors to be the sum of the words in each marking point, so that
they capture the meaning of the marking points:

tk =
∑

i∈Tk
wi, (1)

where tk and Tk are the marking point vector and the set of words in the kth
marking point out of n marking points respectively, andwi is the word vector for
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the i th word. The GloVe word vectors are used for the purposes of the qualitative
experiments.
A similarly suitable vector representation of student answers, is simply the sum
of all the word vectors for each word in the answer:

aj =
∑

i∈A j

wi, (2)

where aj and A j are the answer vector and the set of words in the j th answer
respectively.However, an answer can also be represented as a complete or incom-
plete combination of the marking points.
Thus, we hypothesise that the answer vector aj can be decomposed into a linear
combination of marking point vectors:

âj =
n∑

k=1

p jktk =
n∑

k=1

p jk

∑

i∈Tk
wi, (3)
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where p jk is the proportion of a marking point k in answer j and p jk ∈ [0, 1].
p jk = 0 would mean that a marking point is completely not within the stu-
dent’s answer, while p jk = 1 would mean otherwise. Let T be the matrix whose
columns are t1, . . . , tk, . . . , tn. Then âj is an element of the column space of T,
and can be equivalently expressed as âj = Tpj. In order to then find an accurate
decomposition of the answer vector, the optimal proportion vector p̂j can be
found by optimising the mean squared error between âj and aj:

p̂j = argminpj‖âj − aj
2‖ (4a)

= argminpj‖Tσ(pj) − aj2‖. (4b)

The logistic function σ(x) = 1
1+e−x is applied element-wise on pj to enforce the

constraint 0 ≤ p jk ≤ 1.
(b) Cosine Similarity Under this method, the marking point proportions p jk are

defined as the cosine similarity [21] between the student answer vector and each
marking point vector:

p jk = cos θ jk = aj · tk
‖aj‖‖tk‖ . (5)

These p jk values are collected into a vector, pj = (
(p j0 p j1 . . . p jk)

)
, for each

answer j .
(c) Euclidean Distance p jk can also defined as the Euclidean distance [21] between

the student answer vector and each marking point vector:

p jk = ‖aj − tk‖. (6)

Similarly, we define pj = (
(p j0 p j1 . . . p jk)

)
.

4 Data and Discussion

4.1 Evaluation Methodology

The datasets are split into training and validation sets, with a proportion of 0.8 and
0.2 respectively. Each model is evaluated using 5-fold cross-validation on 3 metrics.
Firstly, accuracy checks to seewhether themodel is able to give each student answer a
correct score. Such ametric is useful for teachers and students as an idealmodelwould
be able tomark all student answers exactly like a teacherwould. Secondly, categorical
cross-entropy loss is used to compare the different models as this the loss function
that they were trained using. Lastly, weighted F1 score takes into consideration
the unequal distribution of scores for the student answers as there are very few
students who received full marks for each question. The hyperparameters used for
the quantitative models can be found in Table 1.
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Table 1 Hyperparameters for quantitative models

GloVe dimensions 300d

Number of hidden layers (without attention) 2

Number of hidden layers (with attention) 3

Number of units per hidden layer 64

Activation ReLu

Optimizer Adam

Learning rate 0.001

Dropout 0.1

Loss Categorical cross-entropy

4.2 Evaluation of Quantitative Component

4.2.1 Comparison of Models

(a) LSTM versus GRU From Tables 2 and 3, the GRU models performed better
than the LSTM models on dataset 1, while the opposite is true for dataset 2.
We hypothesise that this is the case because of the difference in complexity of
the two questions. Since question 1 is less complex than question 2, the simpler
GRU models with fewer parameters are likely to have less overfitting than the
LSTM models. Likewise, the LSTM models are likely able to better capture the
complexities of the second questions, giving them better performance. As shown
by [22], LSTM networks are “strictly stronger” than GRU networks as they can
easily perform unbounded counting, which GRU networks cannot, further sup-
porting the hypothesis that LSTM networks are better suited for more complex
questions. The difference in question complexity is likely also the reason for the
disparity in performances between the two datasets for all models.

(b) Attention In addition, attention significantly improved the performance of the
models, supporting our initial hypothesis. This is likely because physics answers
are marked based on keywords, which is suited for attention as it is able to
place weight on more important words and extract keywords. This is further
corroborated by the attention weights extracted from the layer, visualised in Fig.
4, which shows that attention places more weight on keywords such as “gases”,
“solids”, and “states”.

(c) Word Embeddings GloVe performed better for the first dataset while fastText
performed better for the second dataset. We hypothesise that this performance
disparity could be to the fact that fastText was better able to capture the more
complex nature of the second question, due to the “subword” information cap-
tured by fastText [8].

(d) Baseline Contrary to our initial hypothesis, the baseline performed surprisingly
well and outperformed many of the more complex models, despite having a
major disadvantage due to the fact that it does not preserve sequential informa-
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Table 2 Performance of quantitative models on dataset 1

Models Accuracy Loss F1 score

Feedforward neural network (Baseline) 0.733 0.849 0.719

LSTM with GloVe 0.702 0.780 0.660

BiLSTM with GloVe 0.705 0.837 0.699

BiLSTM with GloVe and attention 0.760 0.698 0.750

BiLSTM with fastText and attention 0.716 0.741 0.696

GRU with GloVe 0.715 1.050 0.701

BiGRU with GloVe 0.709 0.909 0.692

BiGRU with GloVe and attention 0.781 0.701 0.775

BiGRU with fastText and attention 0.726 0.715 0.692

Table 3 Performance of quantitative models on dataset 2

Models Accuracy Loss F1 score

Feedforward Neural Network (Baseline) 0.472 1.354 0.433

LSTM with GloVe 0.428 1.840 0.399

BiLSTM with GloVe 0.432 1.546 0.394

BiLSTM with GloVe and Attention 0.520 1.530 0.500

BiLSTM with fastText and attention 0.541 1.157 0.506

GRU with GloVe 0.414 1.658 0.373

BiGRU with GloVe 0.421 1.459 0.392

BiGRU with GloVe and Attention 0.462 1.435 0.447

BiGRU with fastText and attention 0.496 1.265 0.465

tion. We conjecture that this could be due to two possible reasons. The more
complex models have a significantly greater number of parameters compared
to the baseline. This, combined with the relatively small datasets, could have
led to overfitting in these models [23], preventing them from generalising their
classification task to the validation set as well as the baseline model, leading
to the latter having a better performance. The baseline could have also outper-
formed the other models due to poor hyperparameter tuning in themore complex
models, causing them to be stuck in poor local minima [24]. If this is the case,
then there is a possibility that performance can be significantly improved with a
more careful hyperparameter search.

4.2.2 Performance Across Different Data Environments

We explored how the number of training samples affects the models’ performance.
42 student answers were put aside to be the validation set. The size of the training
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Fig. 4 Attention weights of answer sample from dataset 1

Fig. 5 Performance of dataset 1 best model (BiGRU with GloVe and attention) against size of
training set

set was varied from 25 samples to 250 samples in increments of 25 samples and
the performance of the model was monitored. The detailed results, which can be
found in Figs. 5 and 6, show that our best models perform well even in low data
environments. Since one of the intended aims of our models is to reduce the marking
load for teachers, this demonstrates their utility as teachers only need to mark a small
proportion of the dataset for the models to perform well.
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Fig. 6 Performance of dataset 2 best model (BiLSTM with fastText and attention) against size of
training set

4.3 Evaluation of Qualitative Component

4.3.1 Comparison of Models

To test how accurate the set of pj vectors generated by each qualitative model is,
we trained a simple feedforward neural network to predict the scores based on pj as
the input. This is based on the assumption that accurate proportions of each marking
point should be correlated to the score of the answers, since these marking points are
used by teachers to mark the answers. The results are summarised in Tables 4 and 5.
It can be seen that the cosine similarity model clearly outperforms the rest and the
results achieved by it are even comparable to our best quantitative models despite
the relative simplicity of this approach. This could be due to the same reasons our
baseline quantitative model outperformed more complex models, as highlighted in
Sect. 4.2.1d. This good performance also shows that the proportions generated are
accurate.

4.3.2 Producing Feedback

The pj vectors can be used to produce feedback for both teachers and students. Upon
some basic visualisation, students can view their own pj vector and observe which
marking points they managed to incorporate into their answer and which marking
points were missed out, to give them an indication of their areas for improvement.
Furthermore, an average pj vector across all answers can also be calculated and visu-
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Table 4 Performance of qualitative models on dataset 1

Models Accuracy Loss F1 score

Vector decomposition 0.591 0.931 0.552

Cosine similarity 0.716 0.652 0.713

Euclidean distance 0.648 0.769 0.608

Table 5 Performance of qualitative models on dataset 2

Models Accuracy Loss F1 score

Vector decomposition 0.455 1.251 0.438

Cosine Similarity 0.541 1.128 0.527

Euclidean distance 0.534 1.165 0.493

Fig. 7 Marking point proportions

alised for teachers’ analysis, as seen in Fig. 7. Figure 7 was produced by averaging
the pj vectors from the cosine similarity model run on dataset 1. From this, teachers
can immediately observe which marking points most students wrote in their answers
and which they failed to incorporate. This would provide feedback to teachers about
which parts of their teaching were well understood by the students and likewise,
which parts might need review. We can thus see how the qualitative feedback pro-
duced by the model aids in the task of formative assessment.

4.4 Final Architecture

Based on our results, we recommend two separate architectures for different types of
questions. For the quantitative component, we recommend a BiGRU network with
GloVe embeddings and an attention mechanism for simple recall style questions but
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a BiLSTM network with fastText embeddings and an attention mechanism for more
complex application-based questions. For the qualitative component, we recommend
the cosine similarity model for both types of questions.

5 Conclusion and Future Work

In this work, we proposed a novel approach to grading short-answer physics ques-
tions. Both the qualitative and quantitative components are shown to perform well,
especially in low data conditions, which is important in order to reduce the mark-
ing workload of teachers. Furthermore, the architectures also provide interpretable
feedback for both teachers and students, aiding in the task of formative assessment.

Given such promising results, these architectures can be applied to online learning
portalswhere teachers can deploy a system for each short-answer question they create
and feed the system a small amount of marked answers as training data along with
a simple marking point-based marking scheme.

In future works, we propose exploring different word embeddings such as
ELMo [25], which could yield a performance upgrade. Additionally, to tackle the
problem of overfitting we identified, dropout layers [26] could be employed in our
models. Thirdly, more careful hyperparameter optimisation using comprehensive
methods such as randomised search [27] and sequential search [28] on our current
models could yield better results. Considering the good performance of the qualita-
tivemodels, it may be possible to increase performance by incorporating themarking
points as features to the quantitative models. Lastly, the models could also be eval-
uated on other datasets, such as larger datasets and datasets from different domains
such as other sciences, to test its scalability and adaptability.
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An Evaluation of the Presence, Type
and Suggestions About the Mechanisms
of Drug Interaction Between Venetoclax
and GSK595 in Multiple Myeloma

Eileen Yu Ling Wong, Darren Qiancheng Tan, and Toshio Suda

Abstract Multiple myeloma (MM) is the second most prevalent blood cancer in
Singapore. Although the BH3-mimetic Venetoclax is effective againstMM, acquired
drug resistance occurs due to a shift in the balance between the activities of pro-
and anti-apoptotic Bcl-2 family proteins towards survival. Here, we investigate
whether the protein arginine methyltransferase 5 (PRMT5) inhibitor GSK3326595
can synergise with Venetoclax bymodulating the activities of pro- and anti-apoptotic
Bcl-2 family proteins. Using the Zero interaction potency (ZIP) model, we demon-
strate the potential synergy between Venetoclax and GSK3326595 on several MM
cell lines. Using flow cytometry and gene expression analysis, we also elucidated
possible mechanisms of synergy and a seemingly counterintuitive gene expression
pattern, which collectively suggest that both drugs likely induce apoptosis at the
post-translational level.

Keywords Multiple myeloma (MM) · Venetoclax · Arginine methyltransferase 5
(PRMT5) inhibitor · GSK3326595 · Bcl-2 · Synergise

1 Introduction

Multiple myeloma (MM) is a plasma cell malignancy within the bone marrow that
causes numerous complications including cytopenia, lytic bone lesions, renal impair-
ment and hypercalcaemia. Notably, MM is the second most prevalent blood cancer
in Singapore, with increasing occurrence in Asia [1]. More importantly, MMpatients
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typically cannot recover from MM due to acquired drug resistance, which results in
relapse [2].

The BH3-mimetic Venetoclax (ABT-199), which specifically inhibits the anti-
apoptotic protein BCL2, is known to be effective against MM but susceptible to
acquired drug resistance [2]. BCL2 is one of several anti-apoptotic Bcl-2 family
proteins, along with BCL-XL andMCL1 [3], which inactivate pro-apoptotic proteins
of the same family by binding to their BH3motifs [2]. Death by the intrinsic pathway
of apoptosis largely depends on the balance between the activities of both pro-
apoptotic and anti-apoptotic Bcl-2 family proteins. Hence, the inhibition of multiple
anti-apoptotic Bcl-2 family proteins is needed to trigger apoptosis [4], and shift the
balance towards death. Consequently, Venetoclax is onlymildly effective against cell
lines that have large quantities of both BCL2 and MCL1, with Venetoclax-resistant
cells relying on MCL1 for survival [2]. Therefore, to completely eradicate MM
cells, it is important to inhibit both BCL2 and MCL1. Additionally, there is a need
to discover which drug combinations are synergistic in treating MM, where syner-
gism is defined as multiple drugs having an effect stronger than if individual effects
were simply added up, in order to lessen toxicity while being effective. Conversely,
antagonism is when the combination is weaker than the sum of individual drugs.
Additivity is defined as each drug not affecting the potency of the others [5].

GSK3326595 (GSK595) is a competitive inhibitor of protein arginine methyl-
transferase 5 (PRMT5), and functions by binding the active site of PRMT5 to
displace substrate peptides [6]. PRMT5 depletion has been reported to inhibit growth
in various MM cell lines and upregulates p53 activity [7]. This is relevant as p53
has been shown to inhibit MCL1. For instance, p53 activation in acute myeloid
leukaemia (AML), leads to upregulation of PUMA (encoded by BBC3), BAX and
BAK, which bind and inhibit MCL1 [8]. Therefore, we hypothesize that Venetoclax
has synergistic effects with GSK595, where GSK595 increases the activity of p53
to reduce the amount of MCL1, which serves to overcome resistance to Venetoclax.
Moreover, since p53 also increases the expression of the pro-apoptotic Bcl-2 family
proteins PUMA, BAX and BAK, inhibiting PRMT5 to increase the activity of p53
may further shift the balance between pro-and anti-apoptotic Bcl-2 family proteins
in favour of apoptosis. In this study, we analysed drug combinations between Vene-
toclax and GSK595 on the MM cell lines KMS11, KMS12BM and OPM2. We also
evaluated apoptosis in OPM2 and changes in the mRNA expression of pro- and anti-
apoptotic Bcl-2 family proteins. This paper presents our results on the presence of
drug interaction between Venetoclax and GSK595, and proposes a mechanism on
how these drugs function together.

2 Materials and Methods

A. Cell lines

The cell lines KMS11, KMS12BM and OPM2 were cultured in RPMI 1640 medium
with L-Glutamine (Biowest) supplemented with 10% FCS (Biowest).
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B. In vitroproliferation/viability assay

ABT-199 (Venetoclax; Aobious) and GSK3326595 (GSK595; MedChemExpress)
stock solutions were prepared and diluted in sterile-filtered cell culture-grade DMSO
(Sigma).

To evaluate cell response to monotherapy or combination therapy, cells were
seeded in 96-well white plates (Greiner BioOne) at a density of 6 × 104 cells/ml in
100 µl, treated with either or both compounds at the indicated concentrations, and
incubated for 6 days at 37 ◦C, 5%CO2 under humidified conditions. Technical dupli-
cates were performed for each independent experiment, using drug concentrations
of GSK595 from 0 to 5 µM, and concentrations of venetoclax from 0 to 5 µM. The
drugs were mixed at varying ratios in a 6 × 6 checkerboard in a 96-well plate with
each drug increasing in concentration along each axis. On day 6 post-treatment, cell
viability was determined using CellTiter-Glo® Luminescent Cell Viability Assay
(Promega) and the most synergistic concentrations of both compounds and synergy
scores were quantified using SynergyFinder using the Zero interaction potency (ZIP)
model.

C. Annexin-V/Hoechst flow cytometry assay

For analysis of apoptosis by Annexin-V/Hoechst flow cytometry assay, OPM2 cells
were seeded in 6-well plates at a seeding density of 2 × 105 cells/ml in 2.9 ml. Each
well was treated with either DMSO, GSK595 (0.04 µM), Venetoclax (0.04 µM), or
both drugs (0.04 µM each). 2.5 × 105 cells were harvested 4 days post-treatment,
washed and resuspended in Annexin-V binding buffer (BD Bioscience). The cells
were then labelled with APC-conjugated annexin-V (Thermo Fisher Scientific) and
Hoechst 33258 (Thermo Fisher Scientific). Flow cytometric analysis was performed
on a FACSAria II (BD Biosciences), and the data analysed using FlowJo 10.1
(Treestar).

D. RNA extraction

For gene expression analysis, total RNA was first extracted from cells (treated as
indicated above), harvested on day 4 post-treatment, using the RNeasy Mini Kit
(Qiagen) as per manufacturer’s instructions. In brief, OPM2 cells (no more than 4
× 106 cells) were first lysed and homogenised using a highly denaturing guanidine-
thiocyanate-containing buffer to immediately inactivate RNases. The lysate was then
homogenised using a QIAshredder spin column. RNeasy spin columns were then
used to bind mRNA to a silica-based membrane. On-column DNase digestion was
also performed with the RNAse-Free DNase Set (Qiagen) to prevent the carryover of
genomic DNA in subsequent qRT-PCR steps. The purified mRNAwas finally eluted
in 30ul of RNase-free water.
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E. qRT-PCR

For gene expression analysis, cDNAwas synthesized from total RNAby reverse tran-
scription (RT) using the EvoScript Universal cDNA Master (Roche) in accordance
with manufacturers’ instructions.

Quantitative PCR (qPCR) was performed using the QuantStudio™ 5 Real-Time
PCR system (Thermo Fisher Scientific). Taqman™ Fast Universal PCR master mix
(Thermo Fisher Scientific) was used with PrimeTime® qPCR Probe Assays (Inte-
grated DNA Technologies) according to manufacturers’ instructions. Gene list and
PrimeTime® qPCR primers and probes sequences are provided in Appendix Table
1. The thermal cycling parameters used are: 1 cycle of 95 °C for 10 min, followed by
45 cycles at 95 °C for 15 s and 60 °C for 1 min. Technical duplicates were performed
for each independent experiment. Amplification of the housekeeping genesGAPDH
and B2M was conducted for each sample used as an endogenous control and to
normalize levels of all target genes.

3 Results

A. Interaction between Venetoclax and GSK595

To identify the type and presence of drug interaction between Venetoclax and
GSK595, we exposed several MM cell lines (KMS11, KMS12BM and OPM2)
to increasing concentrations of either drug combined at different ratios. We then
assessed potential drug interactions using the ZIP model, where delta scores (δ) >0,
<0 or =0 indicate synergy, antagonism or a lack of interaction, respectively [9].

The interaction between Venetoclax and GSK595 are generally synergistic in the
cell lines tested; with average synergy scores of 3.27, 2.76 and 4.39, and the most
synergistic areas having scores of 7.39, 4.26 and 8.09 for OPM2, KMS12BM and
KMS11 respectively. For KMS11 and KMS12BM, we observed synergy along a
single axis (Fig. 1a, b). In contrast, we observed synergy along both axes for OPM2.
Synergy in OPM2 was most pronounced at lower concentrations of both Venetoclax
and GSK595, while antagonism was seen at higher concentrations of Venetoclax
and moderate concentrations of GSK595 (Fig. 1c). Overall, the evidence suggests
that Venetoclax and GSK595 are likely to produce a synergistic effect, with OPM2
displaying a wider variety of concentration ratios which are synergistic.

B. Monotherapy and Combination Therapy

To confirm the presence of drug synergy in OPM2, we compared the degree of
apoptosis between monotherapy and combination therapy. Based on the ZIP model
data (Fig.1), we chose drug concentrations which produced significant synergism.
Consistent with previous reports where tumor cell killing by GKS595 was generally
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Fig. 1 ZIP synergy score maps of MM cell lines to venetoclax and GSK595

observed after 6 days [6, 7], we observed no apparent change in the proportion of
apoptotic cells (Annexin V+ Hoechst−) in GSK595-treated OPM2 cells compared
to DMSO-treated controls 4 days post-treatment (Fig. 2). In contrast, we observed a
twofold increase in the proportion of apoptotic OPM2 cells upon Venetoclax treat-
ment compared to DMSO-treated controls 4 days post-treatment (Fig. 2); which is
consistent with the rapid cell killing action of Venetoclax previously documented
[2]. With combination treatment, the proportion of apoptotic OPM2 cells was very
similar to that of Venetoclax monotherapy (Fig. 2). Therefore, these results suggest
that Venetoclax contributes to early eradication of MM cells, and that the observed
synergy with GSK595 could occur after 4 days of treatment.

C. mRNA Levels of Pro- and Anti-apoptotic Bcl-2 Family Members

To understand the molecular mechanisms underlying synergism between Veneto-
clax and GSK595, we next performed gene expression analysis to evaluate the
mRNA levels of pro- and anti-apoptotic Bcl-2 family members. Unexpectedly, we
found that the mRNA of pro-apoptotic Bcl-2 members decreased while the mRNA
of anti-apoptotic members increased. Specifically, BAK1 and BBC3, which encode
pro-apoptotic BAK and PUMA proteins respectively, showed a notable decrease
upon combination therapy (Fig. 3). Similarly, BAK1 and BBC3 expression decreased
in response to Venetoclax; but remained relatively unchanged with GSK595 treat-
ment (Fig. 3). The expression of BAX, which encodes the pro-apoptotic protein
BAX, remained unchanged under all treatment conditions compared to the DMSO-
treated control (Fig. 3). Meanwhile, the mRNA of anti-apoptotic Bcl-2 members
increased to different extents. BCL2 expression increased after GSK595 treatment
and combination therapy, while BCL2L1 (encodes for BCL-XL) and MCL1 expres-
sion did not change appreciably during treatment (Fig. 3). Conversely, we observed
a consistent and obvious increase in PRMT5 expression after any treatment; where
the largest increase was seen upon combination therapy (Fig. 3). Taken together,
our data suggests that the synergistic cell killing effect of the Venetoclax-GSK595
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Fig. 2 Flow cytometry assays on OPM2. The bottom left, bottom right and top right gates indicate
live, apoptotic and dead cells respectively

Fig. 3 Gene expression profiles ofBAK1, BAX, BBC3, BCL2, BCL2L1,MCL1, PRMT5 normalized
to B2M or GAPDH. Results shown are the average (±SEM) of two independent experiments

combination in MM cells is unlikely to involve regulation of Bcl-2 family proteins
at the transcriptional level.
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4 Discussion

MM cells are highly dependent on anti-apoptotic Bcl2 family proteins to evade
apoptosis [2], and the current drug Venetoclax targets the anti-apoptotic protein
BCL2 to induce cell death via the intrinsic pathway of apoptosis [4]. However,
Venetoclax can be resisted by cells that overexpress MCL1 [2]. Fortunately, MCL1
can be inhibited by p53 activation, which leads to transcriptional upregulation of
pro-apoptotic Bcl-2 family proteins that inhibit MCL1 [8]. Thus, activating p53 is a
potential strategy to overcome Venetoclax resistance by tipping the balance between
pro- and anti-apoptotic proteins towards cell death. Hence, we evaluated the effects of
Venetoclax in combination with the PRMT5 inhibitor GSK595, which competitively
inhibits PRMT5 to increase the activity of p53 [6, 7], to check for the presence of
any interactions, especially synergistic effects to minimise toxicity and maximise
efficacy in vivo.

In this study, we discovered synergy between Venetoclax and GSK595 in MM
cells. Interestingly, our observations in OPM2 are inconsistent with previous reports,
which suggest that OPM2 is relatively insensitive to Venetoclax [2]. In addition, the
presence of a p53 mutation in OPM2 has been proposed to render OPM2 resistant to
another PRMT5 competitive inhibitor functioning similar to GSK595, EPZ015666
[7]. Hence, either drug can only be expected to have minimal effect on OPM2.
Instead, Venetoclax and GSK595 showed evident growth inhibition activity against
OPM2 individually, and to a greater extent, in combination 6 days post-treatment
based on the CellTiter-Glo cell viability assay (Fig. 1). Therefore, while Venetoclax
and GSK595 generally appear to elicit a synergistic effect on MM cell lines, the
results for OPM2 should be interpreted with caution.

We chose to further investigate Venetoclax-GSK595 synergism in OPM2 as it
showed a wider range of synergistic concentration ratios than the other cell lines
tested.We found that while Venetoclax substantially elevated the proportion of apop-
totic cells,GSK595 resulted in no apparent change in the proportionof apoptotic cells,
and contributed little towards apoptotic cell killing in combinationwithVenetoclax at
least at 4 days post-treatment (Fig. 2). One possible interpretation is that a time point
of 4 days post-treatment for the apoptosis assay was too early and insufficient for the
effect of GSK595 to manifest. Unlike Venetoclax, which acts by directly inhibiting
BCL-2 [2], GSK595 inhibits PRMT5 to reduce arginine methylation and promote
p53 activation [6, 7], which subsequently leads to transcriptional upregulation of
pro-apoptotic Bcl-2 family proteins [8]. As cellular processes involving changes to
pre-existing proteins take a shorter time to be effected than processes that need new
proteins to be transcribed and then translated [10], the time required for GSK595 to
initiate apoptosis may be greater than 4 days. This may explain why a synergistic
effect could be observed 6 days post-treatment (CellTiter-Glo cell viability assay,
Fig. 1) but not at 4 days post-treatment with the apoptosis assay (Fig. 2). As such, we
propose that further investigation should be performed on days 2 and 6 to account
for the potential time-dependent effects of drug synergism. Taken together, the type
of interaction between GSK595 and venetoclax requires further clarification.
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An important part of our findings was the gene expression analysis. While the
proportion of live cells always decreased after drug treatment (Fig. 2), there was a
counterintuitive change in the ratio of pro- to anti-apoptotic gene expression. Thus,
it is likely that the observed cell death is not regulated at the transcriptional or post-
transcriptional level, but rather at the post-translational level. Indeed, Venetoclax
directly inhibits BCL2 [2], while GSK595 directly inhibits PRMT5 [6]. Since these
inhibitory activities occur at the protein level, the mRNA levels of BCL2 and PRMT5
would not be expected to decrease. Interestingly, the pro-apoptotic p53 target genes
BAK1, BBC3 and BAX remained relatively unchanged despite GSK595 treatment,
which has been reported to activate p53 [6]. However, this is consistent with previous
reports that OPM2 cannot upregulate these genes via p53 due to a mutation in codon
175 of p53 [7], which causes the DNA-binding surface to lose its conformation,
resulting in non-functional p53 [11]. Although Venetoclax appears to decrease the
expression of pro-apoptotic Bcl-2 members BAK1 and BBC3, antagonism is unlikely
to occur as studies conducted in AML cells resistant to p53 activation have shown
that Venetoclax is able to significantly counteract resistance to p53 activation [8].
Therefore, further tests involving protein quantification and activity must be carried
out to confirm if regulation occurs at the post-translational level to determine the
mechanism of any interaction between Venetoclax and GSK595 in MM cells.

5 Conclusion

In conclusion, our data suggests that the interaction between GSK595 and Vene-
toclax is potentially synergistic, although further tests are required to exclude an
additive effect. Moreover, our data suggests that both drugs likely regulate cell death
at the post-translational level, rather than at the transcriptional or post-transcriptional
level. Importantly, we have not fully elucidated whether the drug synergy between
Venetoclax and GSK595 is applicable across MM, or whether the synergistic effect
is limited to specificMM subtypes (e.g. with functional p53). Therefore, future work
should explore drug interactions between both drugs using a wider panel of cell lines,
as well as analyze protein levels in addition to mRNA levels, to further clarify the
mechanisms involved.
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Table 1 Gene list, PrimeTime® qPCR primers and probes sequences

Gene BAK1

Probe 5′-/56-FAM/TCAGAGTTC/ZEN/CAGACCATGTTGCAGC/3IABkFQ/-3’

Primer 1 5′-CGACATCAACCGACGCTAT-3’
Primer 2 5′-CAGAAGAGCCACCACACG-3’
Gene BAX

Probe 5′-/56-FAM/TTTCCGAGT/ZEN/GGCAGCTGACATGTT/3IABkFQ/-3’

Primer 1 5′-AGTTGAAGTTGCCGTCAGAA-3’
Primer 2 5′-GGAGCTGCAGAGGATGATTG-3’
Gene BBC3

Probe 5′-/56-FAM/TGCTCCTCT/ZEN/TGTCTCCGCCG/3IABkFQ/-3’

Primer 1 5′-ACGACCTCAACGCACAGTA-3’
Primer 2 5′-CACCTAATTGGGCTCCATCT-3’
Gene BCL2

Probe 5′/56-FAM/CAGGATAAC/ZEN/GGAGGCTGGGATGC/3IABkFQ/-3’

Primer 1 5′-GATGACTGAGTACCTGAACCG-3’
Primer 2 5′-AGCCAGGAGAAATCAAACAGAG-3’
Gene BCL2L1

Probe 5′-/56-FAM/AAGTATCCC/ZEN/AGCCGCCGTTCTC/3IABkFQ/-3’

Primer 1 5′-GCCACTTACCTGAATGACCAC-3’
Primer 2 5′-GCATTGTTCCCATAGAGTTCCA-3’
Gene MCL1

Probe 5′-/56-FAM/TCCACAAAC/ZEN/CCATCCCAGCCTC/3IABkFQ/-3’

Primer 1 5′-CATTAGCAGAAAGTATCACAGACG-3’
Primer 2 5′-ACATTCCTGATGCCACCTT-3’
Gene PRMT5

Probe 5′-/56-FAM/CATCGCCAG/ZEN/AAACGCACACAGAT/3IABkFQ/-3’

Primer 1 5′-GTTTCCCATCCTCTTCCCTAT-3’
Primer 2 5′-CCCACTCATACCACACCTTC-3’
Gene GAPDH

Probe 5′-/56-FAM/AAGGTCGGA/ZEN/GTCAACGGATTTGGTC/3IABkFQ/-3’

Primer 1 5′-ACATCGCTCAGACACCATG-3’
Primer 2 5′-TGTAGTTGAGGTCAATGAAGGG-3’
Gene B2M

Probe 5′-/56-FAM/CCTGCCGTG/ZEN/TGAACCATGTGACT/3IABkFQ/-3’

Primer 1 5′-GGACTGGTCTTTCTATCTCTTGT-3’
Primer 2 5′-ACCTCCATGATGCTGCTTAC-3’
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Lasing in Chlorophyll

A Theoretical Investigation

K. Sarvesha and Derrick Yong

Abstract This project aims to come up with a theoretical framework to accurately
describe lasing in chlorophyll, in particular, chlorophyll a (Chla). Extensive literature
review was conducted to find variables pertaining to lasing parameters and constants
to adapt it for lasing in Chla. An energy level system of Chla with the primary
processes involved was come up with to model for single-mode lasing with a lasing
output at 730 nm and pump absorption at 430 nm and 660 nm. From this a system
of differential rate equations was developed to complete our theoretical framework
which models and describes lasing in Chla.

Keywords Lasing · Chlorophyll · Energy level system · Differential rate equations

1 1. Introduction

A. Laser

A laser is a source of coherent light. It achieves this through light amplification by
stimulated emission of radiation, thus the acronym LASER. A laser has 3 essential
components: a pump, a gain medium and an optical resonator.

B. Spontaneous Emission

Quantum mechanics states that all matter has discrete energy levels, and that it can
exchange energy with light in discrete packets. Let us consider a 2-level energy
system.When light is introduced to the system, it interacts with the matter. Electrons
in the E1 energy level absorb photons which have an energy equivalent to the energy
difference between the E1 and E2 energy levels, given by hf. This excited electron
moves into the E2 energy level, forming a non equilibrium system. The instability
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Fig. 1 Spontaneous
emission

causes it to decay and as it falls back to the E1 energy level, it emits a photon with
the same energy as before. This is known as spontaneous emission (Fig 1) and the
light produced has the same wavelength but not the same phase. The light produced
is thus incoherent.

C. Stimulated Emission

A laser operates by the principle of stimulated emission (Fig. 2). All electrons are
already excited at E2 and the incoming photon forces the electron down to a lower
energy state, E1. This results in the formation of another photon that is identical to
the incoming photon in the sense that has the same wavelength and phase. Thus the
light produced is coherent.

D. Pump

A pump is an external source of energy that is required for population inversion
in a laser. It can be either optical or electric in nature. Population inversion is the
state in which majority of the matter is at excited states. This cannot be achieved
in a 2-level energy system. Even with heating or optical pumping, the best we can
achieve is a state in which N2 =N1, that is, the number of electrons in energy level 2
is equal to that in energy level 1. This is because quantum mechanics states the rate
at which the electrons get excited is the same as the rate at which they come down.
The probability of going up or down is equal and so population inversion cannot be
achieved, and exciting the system more will cause the system to become optically
transparent. However in a 3-level energy system, the rates of excitation and decay
can be manipulated to achieve population inversion and overcome the constraints of
a 2-level energy system. This provides for gain in a laser.

E. Optical Resonator

Fig. 2 Stimulated emission
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Anoptical resonator, also knownas an optical cavity, in the simplest context is a cavity
in which light bounces back and forth between 2 mirrors. This sustains a singular
frequency and oscillation for a period of time. Only a discrete number of wavelengths
is allowed inside the resonator to produce different modes of light. For example, the
longestwavelength that fits between the 2mirrors is a halfwavelength and subsequent
wave of shorter wavelengths are an integral multiple of half wavelengths, all of which
are referred to as different modes. There are different types of optical resonators,
which include the basic 2 mirror resonator and a ring resonator.

F. Gain Medium

To prevent decay, gain provides the system with energy to drive it after each cycle
and the driving force is kept in phase with the system. The gain medium is placed
between the mirrors of an optical resonator to amplify light. Each gain medium has
its own gain spectra and bandwidth and it can be used to select a specific mode of
light. The specific frequency that is required gets amplified by the gain and becomes
even sharper while the other modes die out due to energy loss. For lasing to occur,
the net round trip gain must be greater than or equal to 1.

G. Biolasers

Lasing has been realised in various organic mediums by integrating microfluidics,
optical resonators, and gain medium in liquid environments to produce optoflu-
idic biolasers. These biolasers are highly sensitive and can thus measure and quan-
tify changes in biological molecules and processes in the gain medium using the
amplification that occurs during lasing [4].

H. Lasing in Chlorophyll

In this project we are concerned with lasing in chlorophyll a (Chla). Chlorophylls are
the principal photoreceptors for photosynthesis in green plants, algae, and bacteria
as well as the electron donors in photosynthesis and are very abundant on earth [5].
Chla is one form of chlorophyll and it is the primary photosynthetic pigment used
in oxygenic photosynthesis. Chla is used as the gain medium by being dissolved
in ethanol solvent. A thin walled glass capillary based optofluidic ring resonator
(OFRR) serves as our optical cavity (Fig. 3) and it is used to contain the Chla in

Fig. 3 Chla in ethanol solution in OFRR and cross section of OFRR with WGM [2]



114 K. Sarvesha and D. Yong

ethanol solution. The OFRR makes use of Whispering Gallery Mode (WGM), in
which light from the pump is incident to the wall of the OFRR and specific modes of
light are confined inside the OFRR due to continuous total internal reflection. This
system is optically pumped to produce an optofluidic chlorophyll laser.

2 Materials and Methods

A. Energy levels for Chla

Since we are interested in single-mode lasing, we will only take the lasing output at
730 nm into consideration and neglect the lasing output at 680 nm, though Chla has
2 lasing outputs at 680 and 730 nm (Fig. 4).

Pump Absorption is depicted by the blue arrows in which electrons are excited
from the ground state either at 430 nm or 660 nm to the N5 and N3 energy levels
respectively by absorbing energy from the external energy source.

Lasing Re-absorption is depicted by the red arrow in which electrons which have
been excited and decayed back to the ground state through stimulated emission at
680 nm are once again excited to N2 due to it falling within the same range as the
660 nm pump absorption (Fig. 5).

Non Radiative Transitions are depicted by curly arrows and refer to electrons
relaxing from a higher energy state to a lower energy state with the excitation energy
being dissipated as vibrations (heat) in the organicmedium instead of being emitted as
photons. This process occurs between all pairs of adjacent energy levels. Intersystem
crossing (isc) is when the electron crosses over from a singlet state to a triplet state
and vice versa, given by the curly arrows marked τisc and τt. Photobleaching refers
to the permanent loss of electrons from the triplet state and this is shown by the
curly arrow marked τbleach. Intersystem crossing and photobleaching both take place
at slower rates that are of a different magnitude to that of the processes which occur

Fig. 4 Energy level diagram of Chla with singlet states S0, S1, and S2 and triplet state, T1 showing
the primary energy conversions. Sx are the energy levels of the entire Chla molecule whereas Nx
are the energy levels of electrons
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Fig. 5 Absorption cross
sections (red curve) and
emission cross sections (blue
curve) of Chla in ethanol
from 660 nm to 745 nm

between singlet states so electrons are largely trapped in the triplet states while the
primary processes such as spontaneous and stimulated emission occur.

3 Results

Using the energy level diagramabove, the systemof differential rate equations (Fig. 6)
was come up with to model the primary energy conversions between the different
energy states and levels. The model accounts for all the inputs and outputs for each
energy level by each process.

Fig. 6 Differential rate equations for Chla



116 K. Sarvesha and D. Yong

A. Rate Equations for Lasing in Chla

Tau (τ), known as lifetime, is the inverse of rate, given by 1
rate and can thus be taken

to be a measure of rate. The superscripts indicate the energy levels or the process
involved and the inverse of the termgives the rate of electronsmoving fromone energy
level to another. For example, Nz

τ21
indicates that electrons are moving non-radiatively

from N2 to N1 at a rate of 1
τ21
. τbleach refers to the photobleaching lifetime and N6

τbleach
refers to the rate at which electrons are lost from N6 through photobleaching. τisc
and τt refer to the intersystem crossing lifetimes for their respective energy levels
involved. Φs

τloss
is the rate of passive photon decay.

Psrc is the power from the pump. hfp is the energy of one photon, since E =
hf. In this case the frequency of the photon is either 430 or 660 nm depending on
the transition. nS0S1 is the fraction of the pump power that is absorbed by electrons
transiting from one energy state to another, in this case from S0 to S1. Ntotal refers to
the total number of electrons. Psrc

h f p
nS0S1 (N0−N5)

NTotal
thus refers to the rate of pumping for

electrons transitioning from one energy state to another, in this case N0–N3.
vg is the group velocity of the lasingmode [1]. σ S0S1 is the cross section absorption

area, which is also a measure for the probability of an absorption process. Ts is the
fractional energy of the lasing mode contained in the organic region [1]. �s is the
lasing photon number. V is the volume of the organic medium. Vgσ

S0S1TsΦs
(N0−N5)

V
refers to the rate of lasing absorption from one energy state to another, in this case
N0–N2.

Fp is the Purcell factor. It is the spontaneous emission modification factor, that is
the modification to the spontaneous emission rate of the gain medium, 1

τspoint
, in the

presence of a cavity [1]. β is the spontaneous emission coupling factor, which is the
spontaneous emission rate into the lasing modes divided by the total spontaneous
emission rate [3]. Tspont is the spontaneous emission lifetime. Fp

B
τspoint

TsΦs(N2−N0)

refers to the rate of stimulated emission, in this case from N2 to N0. Fp
B

τspoint
TsΦs N2

refers to the rate of spontaneous emission, from N2.

4 Discussion

These are some of the possible pathways that can be taken by an electron that is
excited from the ground state. The electron can either reach back the ground state
or be lost from the system. The abovementioned electron transitions result in a shift
of the entire electron cloud for complex molecules such as Chla molecules when
they get excited, causing them to transit between different singlet and triplet energy
states.

A. Direct pathways

The most direct pathways are shown below. Electrons are excited from the ground
state either at 430 nm (Fig. 7) or 660 nm (Fig. 8) to the N5 and N3 energy levels
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Fig. 7 Direct pathway for lasing, 430 nm

Fig. 8 Direct pathway for lasing, 660 nm

respectively through pump absorption. From there the electron decays back to the
ground state through non radiative transitions. The Chla molecule is excited from S0
to S2 or S1 and decays back to S0, resulting in lasing emissions.

B. Pathways involving Intersystem Crossing

These are alternative pathways to reach the ground state via triplet states. Electrons
are once again excited from the ground state either at 430 nm (Fig. 9) or 660 nm
(Fig. 10) to the N5 and N3 energy levels respectively. From there the electron decays
through non radiative transitions until the N2 energy level. From there intersystem
crossing (isc) takes place from the N2 to N6, after which the electron crosses back

Fig. 9 Pathway for lasing involving intersystem crossing, 430 nm
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Fig. 10 Pathway for lasing involving intersystem crossing, 660 nm

to N2 once again before decaying back to the ground state non radiatively. The Chla
molecule has crossed to and back from the triplet state T1 and decays back to S0,
resulting in lasing emissions.

C. Photobleaching pathways

Alternatively, the electron can be lost from the system from N6 through the process
of photobleaching after going through the 430 nm (Fig. 11) or 660 nm (Fig. 12)
pumping pathway. This reduces the total number of photons in the system. The Chla
molecules become radicalised as they can react with each other or other molecules

Fig. 11 Photobleaching pathway, 430 nm

Fig. 12 Photobleaching pathway, 660 nm
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to become radicals, before eventually photobleaching and degrading. This leads to a
loss of lasing emission intensity.

5 Conclusion

We have come up with a theoretical framework comprising an energy level system
and its corresponding system of differential rate equations to describe single mode
lasing in Chla.

A. Suggestions for future work

Given that the 680 nm lasing pathway is significant in Chla, a double-mode lasing
framework ought to be considered to more accurately model lasing in Chla in future
works. The 680 nm lasing pathway starts from an energy level that is between N2
and N3 and the inclusion of an additional energy level would require the inclusion
of all other processes which are inputs and outputs for that energy level. This was
omitted in our model as insufficient data was found pertaining to these processes.

Moreover, there was only one triplet state included in the energy level system.
The number of triplet states in Chla has not ben determined, but their presence can be
determined experimentally. These results can be incorporated through the addition
of higher energy triplet states in our energy level system.
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Machine Learning of Biological Data
in Cell Manufacturing

Suan Enhui and Derrick Yong

Abstract A program was developed to stitch the cell images with their corre-
sponding spectrophotometer readings. These stitched images will be sent to an arti-
ficial intelligence interface to be analysed so as to predict the cell states and suggest
ways to maximise the number of cells during the cell manufacturing process. In
addition, a CellProfiler pipeline has been made to count the number of cells and
predict the amount of mitochondrial activity present in the cell as this would also
help to predict the confluency and mitochondrial networks of the cell. This would
be significant in ensuring that the cells present in the cell culture are respiring and a
larger interconnected network of cells show that there are more cells respiring and
that the confluency of the cells present in the cell culture is higher, leading to a better
cell culture. These can be predicted using machine learning of biological data in the
cell manufacturing process by extracting and analyzing part of the cell culture to aid
in growing more healthy cell cultures with higher confluency.

Keywords Machine learning · Biological data · Cell manufacturing ·
Mitochondrial activity

1 Introduction

A. Machine Learning

(1) What is Machine Learning?
Machine Learning is a way to analyse data through automation. It is a
branch of artificial intelligence based on the concept of having systems learn
from data, identify patterns and making the decisions needed completely
free from the restrictions of their human counterparts. In addition, machine
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learning can be used to reduce the time and errors needed and create through
human work, increasing the efficiency of work given to the system.

(2) How does Machine Learning work?
A set of algorithms are used to determine the principles which the rule of the
programwould follow to learn how to classify and cluster the data according
to their similarities. This set of algorithms form a computer model which
will be used in the classification of data input. Data input can range from
text and images to sound and numbers.

B. Deep Learning

(1) What is Deep Learning?
Deep Learning is a branch of Machine Learning in Artificial Intelligence.
Deep Learning has networks which are capable of learning unsupervised
from data that is unstructured or unlabeled through learning by example.
These networks are more commonly known as neural networks [3]. Deep
Learning can be found being used in driverless cars, voice control in
devices such as Siri or Google Home and more [5]. In this project, a deep
learning model was trained to classify images and the spectrometer data
to its different confluencies. Such models are trained through these many
hidden layers to be able to classify the numbers, text and images given to
them without the need of manual feature extractions. Deep Learning has
been shown to be able to give extremely accurate classifications and can
sometimes exceed the accuracy of humans [6].

C. Neural Networks

(1) What are Neural Networks?
Inspired by theway the humanbrain functions, neural networks function in a
similar manner. ANeural Network is a set of algorithmswhich are designed
to recognise patterns. They interpret sensory data, similar to a human brain
through a kind of machine perception by labelling or clustering the raw
input. Neural Networks allow for numerical, images, sounds, text or time
series to be input as data into the Neural Network, though they would all be
translated into numerical data so that the Neural Network may recognise
them since they are only able to recognise the patterns if they are in their
numerical form. Neural Networks are used as a way to classify and cluster
data according to their similarities among the example inputs which they
have been trained on, for easy storage and management. In addition, as the
performance of neural networks improves, they grow bigger and are able to
work with more and more data, unlike other Machine Learning algorithms
which will reach a plateau after a certain point.

(2) Types of Neural Networks
There are many types of neural networks. Each different type of neural
network uses a different set of principles to determine their rules which
they will follow. Due to this difference in principles and rules, each neural
network will have their individual strengths and weaknesses. However, for
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this research, we have narrowed down to using the convolutional neural
networks (CNN) and Artificial Neural Networks (ANN) [2].

D. CellProfiler

(1) What is CellProfiler?
CellProfiler is an open-source software used to quantitatively analyse
biological images. It was started in 2003 by Anne E. Carpenter and Thouis
(Ray) Jones in the Sabatini Laboratory andGollandLaboratory. CellProfiler
is being maintained and improved in the project team in the Carpenter Lab
at the Broad Institute of Harvard and MIT. It allows users to construct their
own pipelines to extract and manipulate data from the inputted biological
images [1].

E. Research Scope and Purpose
It is a known fact that counting and monitoring cells can be very tedious as one
needs to check their confluency and be able to predict the different ways as to
which the cell culture can be changed so that the confluency of cells and number
of cells being cultured will be higher. A higher cell count and better cell quality
in the cell culture would be representative of a better cell culture during the cell
manufacturing process.
As cells are living beings and their growth and reaction of their growth mediums
can be unpredictable, this would provide cell manufacturers with a better way
to consistently grow cell cultures through understanding the confluency and
possible ways to improve cell growth through non-invasive means of analysing
the cells in the cell culture, thereby reducing the waste which invasive methods
of analysing cells.

F. Real Life Applications
Currently, in cell manufacturing it is difficult to ensure and maintain the consis-
tent quality and quantity of cells grown in a cell culture. This is due to the
fact that cells may respond differently to the same medium, making it difficult
for manufacturers to predict the response of the cell culture to a medium and
properly determine if the medium is best for the cell to grow in.
Therefore, through this project, we hope to be able to find a way to aid in
analysing the cell culture through non-invasive methods like spectrophotometry,
before suggesting changes to improve the medium of the cell culture to aid in
encouraging better quality and quantity of the cells manufactured.

G. Other Similar Technologies
As of now, there are neural networks which are able to count cells. However,
no model is currently available to form the correlation of the confluency of the
cells, which is related to the number of cells in the cell culture, to the health of
the cells. Therefore, this machine learning would be the first of its kind.
In addition, current CellProfiler pipelines monitoring cell activity are not mainly
focused on mitochondrial interconnected networks or activity in the cells.
Although there has been a pipeline [4]made concerning analyzingmitochondrial
activity, it measures this by average intensity per square pixel. This is extremely
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inaccurate as the average can be vastly affected by bright spots present in certain
cells if some cells have higher activity than others or if only one cell is alive.
Thus, this machine learning would provide a better and more accurate way to
measure the interconnectedness and intensity of the mitochondrial networks and
mitochondrial activity of a cell respectively.

2 Hypothesis

As previous research has shown that making such a pipeline and stitching images
together is possible, we hypothesise that it is possible to construct the pipeline
and stitch the images together. In addition, we also hypothesise that the greater
the fluorescence of the cytoplasm, the higher the confluency of the cell culture.

3 Materials and Methods

A. Materials and Software Used

1. Python version 2.7.
2. CellProfiler 3.
3. Cell images obtained from an Olympus microscope.
4. Spectrophotometer data from the cell culture.

B. Procedure for Stitching Images

1. Import numpy, pandas, matplotlib.pyplot, cv2, os, sys, Image from PIL,
splittext os.path, Counter from collections, tkinter, filedialog from tkinter
for the Python operating system version 2.7.

2. Checking the filenames in the directory, extract the files with the spectropho-
tometer data using their file extensions.

3. Using matplotlib.pyplot, plot a graph of the reading against the wavelength
on a black background and black axes.

4. Save the graph using the same filename as the spectrophotometer data.
5. Using the filename of the data, search the relevant directory for the filename

for the microscope image of the cell culture.
6. Stitch the two images together by plotting the two images using

matplotlib.pyplot and cv2.
7. Save the image under desired name in the specified directory.

C. Procedure for CellProfiler Pipeline Construction

1. Set up a new pipeline for CellProfiler.
2. Under Metadata, ensure that Metadata is not extracted from the images.
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3. Under Names and Types, assign a name to images matching the file exten-
sion of the images. They can be assigned the names OrigDAPI, OrigMito,
OrigActin, IllumDAPI, IllumMito and IllumActin.

4. Select all image types to Grayscale Image and do not process them as 3D.
5. Set all intensity ranges to be from Image Metadata.
6. Set image set matching method to Order.
7. Under Groups, ensure that the inputted images are not grouped.
8. Add a EnhanceorSuppressFeatures module, enhancing the speckles from

the input image OrigMito with feature size of 20 and fast speed and
accuracy.

9. Add two modules of IdentifyPrimaryObjects and input the images Orig-
DAPI and OrigActin to identify the nuclei and fluorescence reading of the
cells.

10. Add a module of IdentifySecondaryObject to identify the cells present in
the image.

11. Add a module of IdentifyTertiaryObjects to identify the cytoplasm of the
cells around the nuclei.

12. Add a module of Threshold, using the OrigMito image, change the
correction factor to 0,9 and bounds on threshold to 0.0–1.0.

13. Add two modules of MeasureObjectIntensity to measure the intensity of
the cytoplasm and nuclei of the cells in the image.

14. Add amodule ofMeasureObjectSizeShape tomeasure the cytoplasmwhile
ensuring that the Zernike features are not being calculated.

15. Measure the average intensity per square pixel and the standard deviation
using CalculateMath and MeasureImageIntensity modules.

16. Export the data to a spreadsheet using the ExportToSpreadsheet module.

K. Procedure to test Hypothesis of relationship between mitochondrial networks
and confluency

1. From the spreadsheet obtaind from the CellProfiler pipeline, extract the data
of the intensity per square pixel of the cells’ cytoplasm

2. Draw a graph of average intensity per square pixel against confluency of the
cell.

4 Results

See Figs. 1, 2, 3 and 4.

5 Discussion

A. Analysis
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Fig. 1 Image of graph
generated from
spectrophotometer data

Fig. 2 Image of graph generated from spectrophotometer data

Fig. 3 Stitched image generated from python code
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Fig. 4 Graph of average intensity per square pixel against confluency

It has to be noted that there are no axes on the graphs generated, such as in Fig. 1, since
the presence of extra features in the graph would cause the neural network model
to be incorrectly trained in recognising the keywords in the axes instead of the plot
itself. This is due to the fact that features in white, like the axes headings, would be
read by the neural network as having a reading of 255, causing it to disrupt the reading
of the graph since computers read by taking the colour values of the pixels. However,
the x-axis is wavelength (nm) and the y-axis is the fluorescence intensity. All cell
images, like Fig. 2, are images of fibroblast cells from different cell cultures with
different confluencies taken from the Olympus Microscope by connecting the laptop
to the microscope. For all stitched images generated, such as Fig. 3, it was generated
uniformly with the graph generated from the spectrophotometer data (Fig. 1) on the
right and the cell image on the left (Fig. 2).

The stitching of images causes no significant difference in the accuracy of the
results, the results stay between 90 and 95%. This means that the stitching of the
images alone does not provide an aid to the neural networks to increase the accuracy
of the classification of confluencies of cell cultures. Despite this, the hypothesis that
the images could be stitched together through a Python code was confirmed.

However, since no research has been done on the effect of the stitching of images
on improving the accuracy of neural networks, there are unfortunately no studies to
compare this against.

The CellProfiler pipeline has confirmed the hypothesis that the higher the average
intensity of the cytoplasm fluorescence of the cells present in the microscope image,
the higher the confluence of the cell culture. It has done this by showing a positive
trend between confluency and intensity of cytoplasm fluorescence, as seen in Fig. 4.
Detailed values of the average intensity of the fluorescence of the cells’ cytoplasmis
in the Appendix (Table 1). This indicates that the higher the confluency of the cell
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culture, the healthier the cells in the cell culture. These mitochondrial networks
arise from mitochondrial fusion and fission [8]. Mitochondrial fusion is extremely
important in living cells as it allows the spreading ofmetabolites, enzymes andmitro-
chondrial gene products through the mitochondrial network. It can optimise mito-
chondrial function and counteract the accumulation of mitochondrial mutations due
to aging. Fragmented mitochondrial networks are more commonly found in resting
cells. However, mitochondrial fission aids in the removal of damaged organelles [7].
Thus, it can be said that the intensity of the cytoplasm fluorescence of cell cultures
with a higher confluence is indeed expected since it would indicate that the cells
have a high respiration activity and are alive. This would therefore provide a more
accurate insight on the interconnectedness, activity and quality of the cell culture,
thereby making it more able to provide better feedback on changing the medium to
suit the cell culture and manufacture better cells. This can be done since it has been
found that healthy mitochondria and thus healthy cell cultures have mitochondrial
networks between being highly fragmented and completely fused.

B. Conclusion

Stitching the spectrum together with the microscopy cell image does improve the
classification accuracy of the machine learning method. Although this was not a
significant improvement because of the already high accuracy of the spectrum-only
machine learning method, it does indicate a potential in using both spectrum and
image for classification. However, the CellProfiler pipeline would be able to serve
as another way to predict and classify the confluence of the cell while checking
the activity levels of the mitochondria to ensure that the cells within the culture are
healthy and alive.

C. Suggestions for Future Work

Perhaps it could be future researched to find out if other features indicating the health
of the cell can be found so that it would be possible to rely on more than one feature
to determine the health of the cells in the cell culture. In addition, as it is currently not
fully known how fluorescence intensity of a cell’s cytoplasm relates to the health of
a cell, it could also be further researched upon in order to give a better understanding
and narrowing of the range of values possible for a cell culture to be considered
healthy.

Additionally, it is possible that by stitching the graph of the spectrophotometer
data and corresponding cell images together in addition to using the average intensity
per square pixel of the cell’s cytoplasm in the cell image through the Python code
and CellProfiler pipeline, it would be possible to aid in increasing the accuracy of
the neural network closer to 100% accuracy. This would be extremely useful in cell
manufacturing to give feedback, analyse and predict the confluencies of the cells as
well as to aid in suggesting adjustments in the medium to ensure better manufactured
cells.

D. Contriution to Cell Manufacturing through Machine Learning
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Machine Learning is able to classify features without manually extracting them,
allowing for a hands-off classification of images, text and sounds. In addition,
machine learning allows for extremely complex features to be recognized by the
computer models allowing for classification of much higher accuracy than that of
their human counterparts.

Cell Manufacturing is made up of many components. These include cell counting
and checking if the cells in the cell culture vessel are healthy. These are labour-
intensive tasks which generate a lot of data for which labour can be reduced if
machine learning was used in cell manufacturing by feeding the Neural Network
images of the cells in the cell culture vessel to measure the number of cells and the
health of the cells in the cell culture vessel so that proper adjustments to the cell
culture vessel can be suggested to improve the health and growth of the cells in the
cell culture vessel. In this case, to reduce the manpower and time needed for the
monitoring of cells in the cell culture vessels during cell manufacturing, machine
learning is essential.
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nologies for being supportive of this project, Afif for working on the neural networks to analyse
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Appendix

See Table 1.

Table 1 Table of detailed results of results of cell image intensity

Confluency Average intensity of cytoplasm per square pixel normalized to 255

10 0.8325654260

20 0.9753729186

30 0.9957051161

40 0.9983172165

50 0.9994269522

60 0.9989359418

70 0.9995384679

80 0.9984812932

90 0.9990185786

100 0.9959462322
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Automation of Precision Ellipsometry
System

Jerald Siah Chi Ming, Samuel Foo Enze, and Nikolai Yakovlev

Abstract Precision ellipsometry (PREL) is an optical technique used to measure
changes in the thickness of surfaces or thin films. With a sensitivity of up to 0.01 nm,
it is used in studies of molecular layers. A compact, low-cost and portable computer-
driven system was developed to automate the fluidic processes of PREL. Two fluidic
components were designed and built—a syringe pump to control the injection of
liquid reagents and a valve to regulate the flow of rinsing liquid for washing. Motors
were used to control the flow of liquids with pipes, syringes and other low-cost
materials. Circuit networks, as well as programmes in Arduino and Python, were
developed and integrated together to provide computer control through a graphic
user interface and to simplify setting operation parameters. The automated system
reduces operational fatigue and removes inaccuracies in data collection due to human
error. It also enables multiple PREL set-ups to be run simultaneously by a single
operator. The system can be incorporated into the existing PREL set-up easily, thus
allowing PREL to be applied in a research or industrial environment.

Keywords Engineering mechanics · Industrial engineering-processing · Precision
ellipsometry · Automation · Valve · Syringe pump · Fluidic control

1 1. Research Problem

A. Precision Ellipsometry

Precision ellipsometry (PREL) is an optical technique used to determine changes
in the thickness of surfaces or thin films.With a sensitivity of up to 0.01 nm, it is used
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Fig. 1 Electro-optical set-up of liquid-phase precision ellipsometry

in the study of molecular layers and the adsorption and desorption of molecules [1].
It has a wide range of practical applications, including bio-sensors, protein detection
systems, the real-time monitoring of materials growth and reaction kinetics.

Presently, a portable and versatile PREL set-up has been developed [2] and used
in the study of biomolecules [3]. This project shall focus on automating this set-up.

In PREL, the substrate is placed into the cuvette, which has two transparent sides.
The laser pointer shines polarised light onto the substrate. During an experiment,
liquid reagents are injected into the cuvette.When the reagentmolecules are adsorbed
onto the surface of the substrate, there will be a change in the polarisation of the light
reflected off the substrate. This change in polarisation is recorded by the modulator,
photo-detector and lock-in amplifier, Fig. 1. Washing is then carried out by passing
rinsing liquid through the cuvette to remove any reagents that have not attached
to the substrate. Each layer to be deposited on the substrate involves one cycle of
injection and washing. Presently, a pipette is used to inject reagents manually and
manual clamp is used to control the flow of the rinsing liquid. This has several
disadvantages.

Firstly, it is labour-intensive, especially since a typical experiment involves
multiple cycles of injection andwashing. Secondly, manual operation increases noise
in data acquisition. As the PREL set-up is sensitive, any vibrations caused by the
operator may affect the accuracy of data collected. Thirdly, it is imprecise. Due to
human reaction time, it is impossible for fluids to be added to the cuvette at the precise
moment when they are needed. Also, with manual operation, the rate at which fluids
are added will be different each time. In time-sensitive experiments, this may lead
to errors calculating the rate of change of film thickness, which is crucial in kinetics
studies.

Automation of the fluidic processes of PREL is beneficial. Firstly, it allows the
operator to multitask, since he or she no longer needs to focus entirely on the set-up
during an experiment. Secondly, it allows for multiple PREL set-ups to be run by a
single operator simultaneously, reducing the duration of experimentation.

B. Engineering Goal

This project aims to automate the fluidic components of the present PREL set-
up by building a compact syringe pump to inject reagents, and an automated valve
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without moving parts in liquid to control the flow of rinsing liquid. The new system
will combine fluidic control and the respective electronics with the existing data
acquisition system. It will be designed such that it can be integrated with the existing
set-up easily, to allow PREL to be applied in a research and industrial environment.

2 Design of System

The development of fluidic control will consist of an automated valve and a syringe
pump controlled by the same Arduino that is used for data acquisition. The syringe
pump and the automated valve were designed to make the system as compact, low-
cost and portable as possible (Fig. 2).

C. Design of Syringe Pump

Conventional syringe pumps have polished rails for a sliding mechanism to push
theplunger,making these syringepumps complicated and expensive.Apumpwithout
rails would usually be three times the distance travelled by the piston (Fig. 3, top).
We took a novel approach and designed a pumpwithout rails which is only two times
the travel of the piston (Fig. 3, bottom), by incorporating the screw into the plunger
(Fig. 4).

When the motor rotates clockwise, the long screw will rotate as well. Since the
slider is unable to rotate, it will move forward, pushing the plunger flange of the
syringe inwards. Conversely, when the motor rotates counter-clockwise, the slider

Fig. 2 Schematic of
proposed system. The yellow
boxes show the components
built for fluidic control

ArduinoComputer

Circuit

Circuit

Valve

Pump

Data 
acquisition

Output
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Precision 
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setup
Data

acquisition
and control

program

Fig. 3 Length of conventional syringe pumps without rails (top), and our design (bottom)
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Fig. 4 Diagram of syringe pump

will move back to its original position near the motor, allowing the syringe to be
replaced.

The three-state switch allows the operator to choose between manual operation
or computer control. In the side positions, the switch applies+5 V power in forward
or reverse polarity to the motor for the slider to move forwards or backwards respec-
tively. The transistors are connected with their collector to the three-state switch,
so that they are both closed when it is in the side positions. In the middle position,
the motor will be controlled by the Arduino. With 5 V at control, both transistors
are open and apply voltage to the motor for the slider to move forward; with 0 V
at control, no voltage is applied. In this case, the operator’s only role is to flick the
switch backward to move the slider back to its original position after each syringe
has been emptied. The circuit (Fig. 5) has been designed such that manual operation
always overrides computer control, without creating any short circuits.

The stop switches break the circuit when pressed by the slider, preventing it from
moving towards them any further. However, the motor will still be able to rotate in
the opposite direction for the slider to move away from the stop switch being pressed.
This allows the motor to be used continuously without needing to be reset each time
the slider moves forward or backward.

D. Design of Valve

Fig. 5 Diagram of control
circuit of syringe pump
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A valve was developed to regulate the flow of rinsing liquid into the cuvette. It
has no moving parts in the liquid, to prevent any contamination of the rinsing liquid
from the moving parts (Fig. 6).

The rotation of the motor was used to twist the pipe, since the motor is not strong
enough to close the pipe by pressing it. A customised 3D-printed accessory was
attached onto the main gear of the motor. It includes a holder to clamp the pipe to
the motor, as well as a finger to press the stop switches at the sides. The ends of
the pipe are held in place by clamps, so that the pipe does not shift when it twisted.
When the motor rotates clockwise, the pipe is open (Fig. 7, left). When it rotates
counter-clockwise, the pipe is closed (Fig. 7, right) (Fig. 8).

Fig. 6 Diagram of valve

Fig. 7 Shape of pipe when
water can flow (left) and
cannot flow (right)

ClosedOpen
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Fig. 8 Control circuit for valve

A circuit was designed to control the rotation of the motor. Stop switches at the
side of the motor are used to break parts of the circuit, to stop the motor at the precise
position where the pipes are opened or closed. If the motor rotates clockwise to press
the switch on the right, only the circuit responsible for clockwise rotation will be
broken. Thus, the motor can still rotate counter-clockwise. The same is true for the
opposite direction. This feature allows the device to be used continuously without
the need to reset it after each rotation.

The three-state switch allows the operator to toggle between manual operation
and computer control.When the switch is at the centre, the device is controlled by the
computer. When the switch is flicked to the left or right, the motor rotates clockwise
or counter-clockwise respectively.

E. Integration with Computer

To allow the operator to control the syringe pump and valve with the computer, a
graphic user interface (GUI) was built using Python. In the GUI, the operator inputs
a schedule for injection and washings, with a time specified for the start and end
of each. When it is time to perform an action, Python will send a byte to Arduino
through serial communication. Four different bytes are defined in both the Python
and Arduino code for each of the four actions—start injection, stop injection, start
washing and stop washing (Figs. 9 and 10).

After receiving the byte from Python, Arduino will change the voltage supplied
by the ports. Three Arduino ports are used, one for the valve and two for syringe
pumps. Each port can either be set to high voltage or low voltage. The six possible
Arduino controls are each represented by the six bytes.

The syringe pump and the valve were designed to respond to the Arduino controls.
Injection begins when the Arduino port the syringe pump is connected to supplies a
high voltage. Similarly, washing begins when the Arduino port the valve is connected
to supplies a high voltage. The reverse is true when injection and washing ends. For
data acquisition, the sensors connected to Arduino writes back to Python, which
saves the data. In this way, the system simultaneously records data and performs
actions.
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Fig. 9 GUI upon entering the system

Fig. 10 GUI for scheduling
of tasks

3 Evaluation

Our automated system was evaluated by deposition of poly-electrolyte multilayers
from water solutions onto silicon substrate and simultaneous recording of deposited
thickness. The molecules used here were: poly-allylamine-hydrochloride (PAH),
which is positively charged in water solution, and sodium poly-styrene-sulfonate
(PSS), which is negatively charged. Thus depositing one above the other creates a
stable film by electrostatic attraction.

The process of multilayer deposition was as follows: silicon substrates were
cleaned by wet chemistry installed into optical cuvette and optical system was
aligned.While rinsingwaterwas flowing through the cuvette, data acquisition started.
At 590 s after the start, the valve was closed, and at 600 s, the syringe pump injected
1 ml of PAH solution; it is seen that the thickness gradually increased to around
0.5 nm, Fig. 11. At 1000 s, the valve was opened and the solution was rinsed away,
but the thickness did not change; it shows that the attachment was permanent. The
same process was repeated with PSS solution at 1200 s, then again PAH at 1800 s
and so on. The measurement shows that PSS consistently gives increments of around
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Fig. 11 Example of PREL measurement of sequential attachment of poly-electrolyte layers PAH
and PSS on oxidised silicon substrate

1 nm and PAH around 0.5 nm. This proves reproducibility of control and acquisition
and confirms stability of the whole system even during the whole hour of the process.

Our automated system brings about several advantages. Firstly, our system is easy
to use, with the GUI being the sole interface the operator has to work with. With the
syringe pump and valve in place, the operator simply schedules the time for injection
and washing. Secondly, the programme designed brings computer precision to the
PREL set-up, for injection and washing to be performed on time. With the system,
there will no longer be anymoremistimed addition of chemicals. Thirdly, our system
is portable because it takes power only from a USB power supply, and USB ports
are readily available. It is also compact, as the components can be fit into two small
3D-printed boxes—one for the syringe pump and one for the valve, with a total space
of 40 mm wide, 165 mm long and 60 mm high. Fourthly, the cost of the system is
low. While commercial peristaltic pumps or a standard syringe pumps can cost up to
$500, our system was built with low-cost materials, such as relatively cheap motors,
circuit boards and 3D-printed bodies. Lastly, the automated system can be easily
modified to be compatible with other techniques as it does not have requirements
specific to PREL (Fig. 12).

4 Conclusion

We have developed a flow control system to automate the fluidic components of the
present PREL set-up. It consists of a syringe pump to inject reagents, and a valve
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Fig. 12 Automated system developed in this project, integrated with the existing PREL set-up

to regulate the flow of rinsing liquid, respective electronic circuits and software to
control the system simultaneously with data acquisition. The specialised automation
system can be integrated easily into the existing PREL set-up. Furthermore, the
compact, low-cost and portable nature of the system allows it to be used efficiently
in a research or industrial environment. Most importantly, it works.
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The Influence of Transfection Methods
on the Molecular Dynamics of the Cell
Plasma Membrane

Guo Meihui, Thorsten Wholand, and Sapthaswaran Veerapathiran

Abstract Lipofection is an example of transfection, where foreign nucleic acids are
coupledwith cationic lipids and delivered into the cell via endocytosis [16]. However,
lipofection is a traumatic event for the cells. Due to the lack of elucidation on how
lipofection affects cell membrane dynamics and the duration for the cell to recover,
this study aims to elucidate the duration of membrane re-organization. To achieve
the aims of this study, CHO-K1 are transfected with Glycosylphosphatidylinositol
tagged Green Fluorescent Protein (GPI-GFP) and exposed to 488 nm laser light,
leading to GFP fluorescent emission (510 nm), which is subsequently recorded on
a fast camera. The fluctuations in fluorescence intensity in each pixel are measured
by Imaging Fluorescent Correlation Spectroscopy (ImFCS), which correlates the
fluctuations in the fluorescent intensity to obtain the diffusion coefficient of GPI-
GFP. The results of determining the diffusion coefficient over different length scales
(by 21 × 21 pixel binning) are used in the FCS Diffusion law to produce a diffusion
law plot, where the y-intercept values of the plots give insights on the modes of
diffusion. This experiment showed that plasma membrane recovery post lipofection
is surprisingly robust, with no significant membrane perturbations observed.

Keywords Transfection · Lipofection · Fluorescent microscopy

1 Introduction

Transfection is the process of introducing foreign nucleic acids into eukaryotic cells.
It is a fundamental technique for the studyof biochemical andphysiological processes
of cells and has been applied to genetically manipulate mammalian cells to express
high levels of selected proteins [15]. Such technology is an important area in health-
care as it could enable large-scale production of desired products such as insulin,
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interferon, and even viral vaccines [3, 13, 18]. Common transfectionmethods include
electroporation, microinjection, viral transfection and lipofection. All transfection
procedures are traumatic events for the cells, as the membrane porosity required for
deliverance of foreign genes into the cell inevitably creates micropores that severely
disrupts membrane integrity. Previous studies have shown that the cellular responses
to such membrane perturbations contributed to the differential expression of the
gene of interest, which not only pose difficulty in understanding which effects are
the true biological responses to the specific gene, but also negatively impacts the
identification and production of desired proteins for clinical use [6–8]. As a result,
various studies have been conducted to investigate the effects of transfection on cell
membrane. However, there is a lack of elucidation on how lipofection, a process by
which foreign nucleic acids are coupled with cationic lipids delivered into the cell via
endocytosis and phagocytosis, in particular, affects cell membrane dynamics [16].
Since this process requires extensive interactions between the cationic DNA-lipid
complexes and the cell membrane, it is expected that lipofection would cause observ-
able cell membrane perturbations and result in temporary or permanent membrane
changes. Therefore, the aim of this study is fill in the gap in our understanding of
how lipofection affect cell membrane organization and experimentally elucidate the
duration for the cell membrane to recover after lipofection.

To elucidate how lipofection affect cell membrane dynamics, a fundamental
understanding of the cell membrane is necessary. The cell plasma membrane
is a biological barrier that covers the cell surface, separates the cell from its
extracellular environments and ensures proper cellular functioning by regulating
cellular interactions between adjacent cells and the extracellular environment. Recent
studies have shown that the cell membrane is non-homogenous and highly segre-
gated into compartmentalized microdomains, also known as lipid rafts [14]. Lipid
rafts are distinct regions on the cell membrane with a higher concentration of
cholesterol, glycosphingolipids, and glycosylphosphatidylinositol (GPI)-anchored
proteins. There is now increasing evidence suggesting that lipid rafts are instrumental
in regulation of important cellular processes such as cell polarity, protein trafficking,
and signal transduction [4, 5]. For example, cell membrane surface receptors such as
the epidermal growth factor receptor are known to be involved in cell proliferation,
differentiation and survival [1, 10]. In addition, lipid rafts are also known as the
modulator of sensitivity of cell signaling during tissue morphogenesis [9]. Studies
have also revealed that confinement by lipid rafts allows for the receptors and cofac-
tors to meet at an increased rate and hence speed up cell responses. Together, these
reports point to the fact that lipid rafts influence an array of critical biological events
and play crucial roles in the plasma membrane organization. Given the significant
role of lipid rafts in cell membrane organization, GPI-anchors, which are known to
be associated with lipid rafts, are therefore chosen as the marker for cell membrane
organization. GPI-anchors and tagged with Green Fluorescent Protein (GPI-GFP) to
enable monitoring of GPI-GFP fluorescence and hence localizations of GPI anchors,
thereby giving insights on the cell membrane organization post lipofection.

Conventionally, the study of diffusion modes of fluorescent molecules is
conducted via Fluorescent Correlation Spectroscopy (FCS), an analytical tool that
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performs statistical analysis of fluctuation data to give diffusion coefficients and
diffusion times of fluorescent molecules in femtoliter volumes. However, due to
interference between neighboring confocal volumes, conventional FCS requires a
minimum distance 10–15 confocal diameters between focal volume elements, hence
limiting the confocal spots in FCS experiments [17, 19]. To improve on the conven-
tional FCS technique, Total Internal Reflection FCS (TIRF-FCS), which selectively
illuminating only a thin layer of the sample that lies in the focal plane of the detection
objective and thus reduces interferences between the detection elements, is used in
this experiment to obtain more measurements per sample per time interval with less
phototoxicity. Nevertheless, TIRF-FCS is still constrained by the Abbe diffraction
limit, which states that regardless of how an optical instrument is manufactured, its
resolving powerwill always be diffraction-limited to scales of 200–360 nm for optical
wavelengths [2, 11, 12]. Lipid rafts, typically around 20-100 nm are well below this
fundamental limit of diffraction. Therefore, the diffusion behavior of lipid rafts and
the raft-associated proteins cannot be observed directly. To resolve this challenge,
FCS diffusion law, an analytical technique that plots the diffusion time (τd ) against
the observation area (Aef f ), was used in conjunction of TIRF-FCS to deduce the
mode of diffusion of GPI-GFP. Extrapolation of the diffusion law plot gives the y-
intercepts, which provide insights on the diffusion mode of fluorescent molecules.
For freely diffusing molecules, the y intercept is zero as τd is directly proportional to
Aef f . For raft-associated molecules, y intercept is positive as the diffusing molecules
are obstructed and slowed down by the presence of lipid rafts. For hop diffusion due
to meshwork confinement, y intercept is negative (Fig. 1).

Continuous monitoring of the mode of diffusion of GPI-GFP post lipofection
provides answers to the state of cell membrane reorganization, and the duration for
the cell membrane to recover after lipofection.

1.1 Methods and Results

A. Cell culturing

CHO-K1 cells were cultivated in Dulbecco’s Modified Eagle Medium (DMEM;
Invitrogen, Singapore), a liquid medium with high concentration of amino acids
and vitamins, to achieve sustained cell growth. Fetal Bovine Serum (FBS), which
has high content of embryonic growth factors, was added at 10% concentration to
promote cell growth. 1% Penicillin-Streptomycin (PS) was added to control gram-
positive and gram-negative bacterial contamination and the cells were maintained at
37 °C and 5% v/v CO2 to create optimum growth conditions. When the cells covered
90% surface area of a T75 flask (90% confluent), the DMEM was removed, 3 ml of
Phosphate Buffered Saline (PBS)was added to rinse the flask, and 2ml of trypsinwas
subsequently added to detach the cells from the flask. 10 ml of DMEM was added
2 min after trypsinization to neutralize the effects of trypsin. The detached cells were
then seeded on 35 mm glass-covered dishes (No. 1.0 cover glass 0.13-0.16 mm,
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Fig. 1 FCS diffusion law plots for various diffusion modes in the membrane: free diffusion (black
dotted line), hindered diffusion in domain confinement (red line) and hop diffusion in meshwork
compartmentalization (light blue line) are illustrated. Reprinted from X. Ng et al. (2015)

Matek Corporation, US) with fresh DMEM, 10% FBS and 1%PS and incubated at
37% °C and 5% v/v CO2 for 48 h to achieve 90% confluence.

B. Lipofection procedure

In a sterile Eppendorf tube, 6 microliters of Lipofectamine 3000™ reagent (L3000;
Invitrogen, Singapore) was diluted in 125 microliters of Opti-MEM Reduced Serum
Media (Opti-MEM, Invitrogen, Singapore). In another sterile Eppendorf tube, 2
microliters of GFP-GPI plasmid (Anovasia Pte Ltd, Singapore) and 4 microliters
of P3000™ reagent (Invitrogen, Singapore) was diluted in 125 microliters of Opti-
MEM. The diluted GFP-GPI plasmid was added to the diluted L3000 reagent and the
resulting complex was incubated for 10 min at room temperature. After incubation,
the complex was added to the 90% confluent CHO-K1 cells for transfection. The
transfected cells were incubated at 37 °C and 5% v/v CO2 and fluorescent expres-
sion was monitored every 30 min post transfection up to 10 h, at which fluorescent
expression could be observed under a 4X light microscope. The transfected cells
were then washed with Hank’s Balanced Salt Solution (HBSS; Invitrogen, Singa-
pore) and maintained in Phenol red-free DMEM and 10% FBS at 37 °C and 5% v/v
CO2.
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C. TIRF FCS instrumentation

A Total Internal Reflection Fluorescence (TIRF) microscope (IX83, Olympus,
Singapore) was equipped with an Electron Multiplying Charge Coupled Device
(EMCCD) camera (Andor iXon2 X-9388, 128 × 128 pixels; Andor Technology,
US), a 488 nm excitation laser (Olympus Cell Lasers 488; Olympus, Singapore),
and a oil-immersion objective (UApoN100x, Olympus, Singapore). The principal
attribute of a TIRF microscope is the utilization of evanescent wave to excite the
fluorescent molecules, as opposed to excitation via direct laser light. The energy of
the evanescent wave is concentrated in the vicinity of the glass-specimen interface,
and therefore the penetration depth into the specimen is limited to a few hundred
nanometers. This spatially limited excitation range allows for exclusive excitation
of fluorescent particles in a small observation area located close to the interface and
significantly increases signal-to-noise ratio, making the TIRF microscope ideal for
imaging of fluorescent-tagged dynamic reactions in the cell membrane. The trans-
fected cell cultures were maintained at 37 °C and 5% v/v CO2 by an incubator with
an objective heater (Live Cell Instruments, CU-109, Chamlide, Seoul, Korea) and
a CO2 gas chamber (Live Cell Instruments, FC-05, Chamlide, Seoul, Korea). The
488 nmexcitation beamwas focused on the sample by a tiltingmirror and a dichromic
mirror. The Olympus Xcellence software was used to achieve total internal reflection
via automatic calibration of the incident angle of the laser beam. The signal reflected
by the objective was filtered by an emission filter (ZET405/488561/647 m, Chroma
Technology, USA) and directed to the EMCCD camera.

D. Data collection

A 21 × 21 pixels (5 × 5 μm2) region of interest on the cell was captured by 30 000
frames at 3 ms exposure. The Kinetic image acquisition mode was utilized with a
readout rate of 10MHz, a vertical shift speed of 45 μs and an electronmultiplier gain
level of 300 (in a scale of 6–1000). The recorded image stacks were processed with
ImFCS 1491 plugin from ImageJ. Correlation of the intensity fluctuations of each
pixel by ImFCS 1491 provides autocorrelation function (ACF) curves according to
Eqs. (1)–(2), and subsequently gives a plot of diffusion time against the observation
area, from which the diffusion coefficient (D) and the number of particles (N) could
be obtained.
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In the equations above,G(τ ) represents ACFmodel as a function of time (τ ). The
pixel length is denoted by a, and the Gaussian approximation of microscope point
spread function, which is the three-dimensional image of a point-like fluorescent
molecule under the microscope, is denoted by ωo. The average number of fluores-
cent molecules is denoted by 〈Ni 〉 and the brightness of the fluorescent molecules is
denoted by Bi . The proportion of fluorescent particles in the triplet state and the dura-
tion spent in the triplet state are denoted by Ft and t f respectively. The convergence
value after a long lag time is denoted by G∞.

The ImFCS diffusion law is the plot of τd against Aef f , according to Eqs. (4)–(5)

(
Aef f

) = τo + Aef f

D
(4)
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(
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ω2o
−1

)
+erf

(
a

ωo

)]2
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2 Results

A TIFR-FCS microscope is used to record the intensity fluctuations of the GPI-GFP
fluorescence, which are subsequently autocorrelated by software ImFCS 1491 to give
a graph ofG(τ ) against τ , also known as an ACF curve (Fig. 2). From the ACF curve,
the diffusion coefficient (D) and the number of particles (N) could be obtained. D
is then feed into the diffusion law to produce a graph of τo against observation area
(Fig. 3), from which the duration for the cell membrane to recover to its native state
could be deduced.

Fig. 2 Representative
experimental auto
correlation function (ACF)
curve for CHO-K1 cells
transfected with GPI-GFP
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Fig. 3 Representative
diffusion law plot for
CHO-K1 cells transfected
with GPI-GFP with a τo of
0.29

Interestingly, D shows no significant fluctuations as time progresses (Fig. 4). D
remains relatively constant at 0.34 μm2/s, with a D value of 0.40 ± 0.07 μm2/s at
the 10th hand a D value of 0.31 ± 0.02 μm2/s at the end of the 24th h. Similarly,
average τo show no significant fluctuations (Fig. 5). τo remains relatively constant
at 0.67 s, with a τo value of 0.63 ± 0.26 s at the start of 10th h to 0.78 ± 0.21 s at
end of the 24th h. Since all τo values are positive, it can be inferred that GPI-GFP
molecules are undergoing domain confined diffusion.

Fig. 4 Graph of average diffusion coefficient (D) against time after transfection
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Fig. 5 Graph of average τo against time after transfection

3 Discussion

The stability of D and τo is surprising as it is expected that the lipofection procedure
would cause observable cell membrane perturbations. The relative stability of D and
τo suggest that the cell membrane recovered significantly by the 10th h post transfec-
tion. This is in stark contrast to previous electroporation experiments done by other
members of our lab, which showed that both D and τo values stabilize only after the
13th h. This suggests that lipofection is not only a less invasive transfection method
as compared to electroporation, but also do not significantly disturb cell membrane
organizations. Another possible explanation for the apparent stability of D and τo
values could be that by the timefluorescent expressions are observable, themembrane
perturbations caused by lipofection have attenuated significantly. Following cellular
internalization of GFP-GPI via endocytosis, the GFP-GPI would appear in the endo-
somes and later in the nucleus. It is still unclear how the GFP-GPI are released
from the endosomes and traverse the nuclear membrane. After reaching the nucleus,
the integration of GFP-GPI into the DNA of host cells and the eventual fluorescent
expressions requires yet more time. These series of events ultimately result in a
observable time lag between actual membrane perturbations immediately after lipo-
fection and the first expression of fluorescence after 10 h. Therefore, the relative
stability of membrane organizations post lipofection could be explained by the fact
that the any actual perturbations of cell membrane immediately post lipofection are
not captured due to the inherent limitation of the lipofection technique used in this
experiment.
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4 Conclusion

The results suggest that the duration for the cells to recover after lipofection is
less than 10 h. This observation would be useful for future researchers seeking
to perform various kinds of transfection on cells to study expression of desired
proteins. Nevertheless, more question regarding the membrane perturbances caused
by lipofection immediately after lipofection procedures are generated. Further eluci-
dation on the duration of recovery of cell membrane post lipofection would fill in
the gap in our understanding of the effects of lipofection of cell membrane organi-
zation, hence helping researchers performing the procedure to better understand the
differential expressions of gene of interest post lipofection, which ultimately results
in better identification and production of desired proteins for clinical use. Further
research could be performed with probes targeting other regions, such as the non-raft
regions and the actin cytoskeleton meshwork, to investigate if similar results would
be obtained.Moreover, temporal study of other transfectionmethods such as sonopo-
ration, microinjection and viral transduction could be conducted to investigate how
other transfection methods affect membrane dynamics.

Acknowledgements I would like to thank Professor Thorsten Wohland for providing mentor-
ship and support throughout my project. I would also like to express my gratitude to my mentor
Sapthaswaran Veerapathiran, who has kindly assisted me throughout the project, particularly in the
learning of how to use equipment stated in the methodology, growing of CHO-K1 samples, and
guiding the analysis of the experiments.

References

1. Hoeller D, Volarevic S, and Dikic I. (2005), “Compartmentalization of growth factor receptor
signalling,” Current Opinion in Cell Biology. 17, 107–111. https://doi.org/10.1016/j.ceb.2005.
01.001

2. Baddeley D, Jayasinghe D, Lam L, Rossberger S, Cannell M. B, and Soeller C. (2009).
“Optical single-channel resolution imaging of the ryanodine receptor distribution in rat cardiac
myocytes,” Proceedings of the Natural Academy of Sciences. U.S.A. 106, 22275–22280.
https://doi.org/10.1073/pnas.0908971106

3. Roca-Cusachs P, Gauthier N. C, Del Rio A, and Sheetz M. P. (2009). “Clustering of alpha
(5) beta (1) integrins determines adhesion strength whereas alpha (v) beta (3) and talin enable
mechanotransduction,” Proceedings of the Natural Academy of Sciences. U.S.A. 106, 16245–
16250. https://doi.org/10.1073/pnas.0902818106

4. Singer S. J., NicolsonL. (1972). “The FluidMosaicModel of the Structure of CellMembranes,”
Science. Feb: Vol. 175, Issue 4023, pp. 720–73. https://science.sciencemag.org/content/175/
4023/720/tab-pdf

5. Simons K, Ikonen E. (1997). “Functional rafts in cell membranes,” Nature. 387. 569–72.
6. SimonsK,VazWL. (2004).AnnualReviewofBiophysics andBiomolecular Structure. 33:269–

95.
7. Klaasse E C, Ijzerman A P, and Beukers M W. (2008). Internalization and desensitization of

adenosine receptors. Purinergic Signal. 4, 21–37. https://doi.org/10.1007/s11302-007-9086-7

https://doi.org/10.1016/j.ceb.2005.01.001
https://doi.org/10.1073/pnas.0908971106
https://doi.org/10.1073/pnas.0902818106
https://science.sciencemag.org/content/175/4023/720/tab-pdf
https://doi.org/10.1007/s11302-007-9086-7


150 G. Meihui et al.

8. Batada N, Shepp L A, and Siegmund D O. (2004). “Stochastic model of protein–protein inter-
action: why signaling proteins need to be colocalized,” Proceedings of the Natural Academy
of Sciences. Sci. U.S.A. 101, 6445–6449. https://doi.org/10.1073/pnas.0401314101

9. Catherine S. (2011). “In DNA transfection, efficiency and cytotoxicity are two sides of the
same coin,” Biocompare. https://www.biocompare.com/Editorial-Articles/41821-In-DNA-Tra
nsfection-Efficiency-and-Cytotoxicity-Are-Two-Sides-of-the-Same-Coin/

10. Prevette L. E, Mullen, D. G, Holl M. (2010). “Polycation-induced cell membrane perme-
ability does not enhance cellular uptake or expression efficiency of delivered DNA,”Molecular
pharmaceutics, 7(3), 870–883. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2882516/

11. Stelzer E. “Beyond the diffraction limit,” Nature 417, 806–807 (2002) https://doi.org/10.1038/
417806a

12. Jagadish S, Andreas K, Scott A. R, Thorsten W. (2018). “Quantitative imaging and spectro-
scopic technologies formicrobiology,” FEMSMicrobiologyLetters. Volume 365, Issue 9,May,
fny075. https://doi.org/10.1093/femsle/fny075

13. Sapthaswaran V, ThorstenWohland. (2018). “The imaging FCS law in the presence of multiple
diffusive modes,” Methods. May 1;140–141:140-150.

14. Lingwood D, Kaiser HJ, Levental I, Simons K. (2009) “Lipid rafts as functional heterogeneity
in cell membranes,” Biochemical Society Transactions. Oct;37(Pt 5):955–60.

15. Kusumi A, Sako Y. (1996). “Cell surface organization by the membrane skeleton,” Current
Opinion in Cell Biology. Aug, 8(4), 566–74

16. Kim T K, & Eberwine J H. (2010). “Mammalian cell transfection: the present and the future,”
Analytical and bioanalytical chemistry, 397(8), 3173–3178, https://www.ncbi.nlm.nih.gov/
pmc/articles/PMC2911531/

17. Linda B Jacobsen, Susan A Calvin, Edward K. Lobenhofer (2018). “Transcriptional effects
of transfection: the potential for misinterpretation of gene expression data generated from
transiently transfected cells,” Biotechniques. VOL. 47, NO. 1. https://doi.org/10.2144/000
113132

18. Griffiths AJF, Miller JH, Suzuki DT. “An Introduction to Genetic Analysis,” 7th edition. New
York: W. H. Freeman; 2000. Recombinant DNA technology in eukaryotes. https://www.ncbi.
nlm.nih.gov/books/NBK22002/

19. Elson E L. (2011). “Fluorescence correlation spectroscopy: past, present, future,” Biophys-
ical,journal, 101(12),2855–2870. https://doi.org/10.1016/j.bpj.2011.11.012

https://doi.org/10.1073/pnas.0401314101
https://www.biocompare.com/Editorial-Articles/41821-In-DNA-Transfection-Efficiency-and-Cytotoxicity-Are-Two-Sides-of-the-Same-Coin/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2882516/
https://doi.org/10.1038/417806a
https://doi.org/10.1093/femsle/fny075
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2911531/
https://doi.org/10.2144/000113132
https://www.ncbi.nlm.nih.gov/books/NBK22002/
https://doi.org/10.1016/j.bpj.2011.11.012


Engineering of a Novel Inhibitor
of Factor XIa with Better Stability
and Inhibitory Efficiency

Tasha Annakin S. Idnani and Yong Hsuen Wei Melissa

Abstract Thrombosis is the cause of many cardiovascular diseases, which accounts
for 29.2% of deaths in 2018 locally [1]. Current treatment options for it include
heparin, warfarin and new oral factor Xa or thrombin inhibitors. However, prevalent
limitations have been associated with these drugs, with the most significant being
excessive bleeding. This study seeks to target Factor XIa (FXIa), an enzyme in the
intrinsic pathway of coagulation. Inhibitors of FXIa have shown to effectively prevent
pathological thrombus formation, without increasing bleeding risks in patients [2].
P1395, a putative FXIa inhibiting 77-residue peptide sequence, has been identified
from the salivary gland of deer tick [3]. In its wildtype (WT) form, P1395 is able to
inhibit FXIa at sub-nanomolar level. Still, its development in therapeutics is severely
limited due to two inherent issues. First, the presence of seven cysteine(C) residues
results in a free C with a free reactive thiol group after formation of disulfide bonds,
reducing the stability of the peptide and increases the possibility of alternative disul-
fide pairings which are undesirable. Consequently, C was mutated to serine. An
enzymatic assay analysis showed that P1395 mutant possesses similar activity to
P1395 WT. Therefore, we have successfully eliminated the reactive thiol group to
improve the stability of P1395 to be further developed as a drug candidate. Second,
P1395 WT folds into a monomeric domain capable of binding to a single FXIa
active site, which is a dimer. Given that two P1395 WT molecules are required for
complete inhibition of one FXIa molecule, the overall inhibition efficiency of P1395
monomer is halved. This study sought to utilise the free thiol to engineer a dimeric
P1395 linked through a peptide linker to improve inhibitory efficiency. However, in
our preliminary assessment, the P1395 and peptide linker did not conjugate. Further
optimisations of the conjugation are to be conducted.
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1 Introduction

A. Excessive Blood Coagulation Predicament

Blood coagulation is an imperative process in averting excessive bleeding upon the
rupture of endothelium of blood vessels. Clots typically materialise in veins and
arteries, which constitute the circulatory system of mammalian bodies. Given the
necessity of blood coagulation systems for survival, the system is highly conserved
in most species of Mammalia organisms.

Excessive blood clotting, or thrombophilia, could nevertheless occur, resulting in
severely restricted blood flow. Vascular injury due to coagulation is a normal physio-
logical response to imbalance in coagulation, which emanates from pathological clot
formation, otherwise known as thrombosis. Thrombophilia has ensued an array of
disorders, which comprise of deep vein clotting. The primary distinctive symptoms
of deep vein clotting are swelling, throbbing pain and skin decolourisation. When
blood flow is obstructed in arteries, tissues such as the heart and brain have a reduced
blood supply, leading to a heart attack or stroke. It was reported that, in 2018, 17
individuals died per day from cardiovascular diseases in Singapore alone, accounting
for 29.2% of all deaths in that year [1].

B. Anticoagulants

Anticoagulants are chemical substances developed to reduce coagulation of blood in
order to prolong clotting time. Elongation of clotting time could eminently impede
the progression of various diseases, such as myocardial infarction [4] and coronary
heart disease [5], consequently saving abundant lives. It is, hence, notable that the
capability of anticoagulationmechanisms to suppress clotting factors is indispensable
to the survival of humans.

Numerous naturally-occurring anticoagulants are present within blood-sucking
animals such as leeches, mosquitoes and ticks. These anticoagulants equip these
animals to keep the bite area unclotted for an extended period, therefore allowing
the animal to feed continuously. Thrombin, in particular, plays a vital role in blood
coagulation by promoting platelet aggregation and by converting fibrinogen to form
the fibrin clot in the final step of the coagulation cascade. To date, hirudin is the
one and only thrombin inhibitor adopted in clinical agent development. Hirudin was
originally isolated from the salivary glands of the medical leech Hirudo medicinalis
[6].

Given the potency of anticoagulants in resolving multitudes of cardiovascular
diseases, there exists an urgent need to develop new anticoagulants, particularly
those with high potency and specificity yet minimal bleeding risk.

C. Factor XIa (FXIa): Prospective Anticoagulant Drug Target



Engineering of a Novel Inhibitor of Factor XIa with Better … 153

In this project, we aim to target factor XIa (FXIa), a keenly pursued anticoagulant
drug target. It has been shown to effectively prevent pathological thrombus formation,
without significantly increasing bleeding risks in patients. P1395, a putative FXIa
inhibiting 77-residue peptide sequence, has been identified from the salivary gland
of the black-legged tick Ixodes scapularis [3]. Even though it is able to inhibit FXIa
at sub-nanomolar concentrations, several issues hindered the prospect of developing
the peptide into a therapeutics. Firstly, the presence of seven cysteine (C) residues
resulted in one free cysteine after the formation of three disulfide bridges. The free
cysteine results in the presence of a reactive free thiol group, which significantly
reduces the stability of the peptide and complicates purificationprocess. It also results
in alternative disulfide pairings during folding of the peptide which are undesirable.
Hence, a sequence was purchased with the Cys73 mutated into Ser73. Another issue
present with P1395 Wild Type (WT) protein is that it folds into a single, monomeric
domain capable of binding to a single FXIa active site. However, FXIa is a dimer,
thus two P1395 molecules are needed for complete inhibition of every one FXIa
molecule, reducing overall efficiency of the inhibition by P1395. Thus, in this study,
an attempt was made to evaluate the thiol mutant as well as engineer a dimeric
P1395 linked through a peptide linker.

2 Primary Research Objectives

This study primarily seeks to analytically deduce the best possible efficiency of the
bivalent P1395 inhibitor by varying the lengths of protein involved in the formation
of this bivalent inhibitor. The Cys73 to Ser73 mutation performed was to increase
P1395’s stability. This study primarily obtained P1395 from the salivary gland of
Ixodes scapularis, an inhibitor of factor XIa utilised to prevent blood coagulation.
The possibility of P1395 being used as a putative inhibitor with heightened efficiency
and fewer harmful side effects was evaluated.

3 Hypotheses

Given the similarity in size between Serine and Cysteine, the hypothesis for Part One
is that Serine can replace Cys73 without affecting the overall folding, structure and
activity of P1395.

In addition, peptide linkers of different lengths can react with P1395 through the
free thiol to form dimers, which can subsequently be assayed to select for the most
efficient inhibitor of FXIa.
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4 Procedure

A. Part One: Cloning of P1395

Cloning of P1395 WT and P1395 mutant (M) were performed by members of our
host laboratory.

B. Part One: Recombinant Expression of P1395 WT and Mutant In Bacterial

Firstly, the recombinant AVA0421 plasmid containing the P1395 Wild Type(WT)
gene was transformed into SHuffle® T7 Competent E.coli cells (New England
Biolabs) following the manufacturer’s instructions and protocol. After heat-shock
transformation, 950 μl of Luria broth(LB) was added to the bacteria cell and grown
in a 30 °C incubator for 60 min at 200 rpm. 100 μl of the bacterial suspension was
plated onto LB plate supplemented with kanamycin. This plating was repeated with
200 μL of bacterial suspension. The plates were incubated overnight at 30 °C.

Next, starter cultures consisting of the transformed SHuffle cells with 50 μg/mL
kanamycin and 10 mL of LBwere prepared. Thereafter, they were incubated for 18 h
at 250 rpm at 30 °C.

Each starter culture was then added into a 2.8 L conical flask containing 1L of LB
broth and 50 μg/mL of kanamycin. The cultures were incubated at 30°C at 250 rpm
until their optical density(OD) at 600 nmwas 0.6–0.8. The cultureswere then induced
with 0.5μMof Isopropyl β-d-1-thiogalactopyranoside (IPTG) and further incubated
for 16 h and 16 °C at 150 rpm.

The 4 l of recombinant SHuffle T7 cell culture was centrifuged for 30 min at
6000 rpm. The pellet was then resuspended in 25 ml of 1 × Phosphate-buffered
saline(PBS) with 8 M urea. The solution was incubated on ice for two hours with
rocking before it was sonicated for a total of 22 min, with a pulse setting of 5 s on
and 5 s off. Then, the product was centrifuged for 30 min at 4 °C at 10,000 rpm. The
supernatant containing the P1395WT protein was kept.

Then, metal affinity chromatography column was prepared by adding 4 ml of
Ni-NTA agarose beads into the column. The beads were washed with 8 ml of milli
Q water twice before 8 ml of 1XPBS with 8 M urea was added to the column. All
the supernatant from the previous step was poured into the column. The column
was capped and incubated for 30 min. The column was washed with the following
solutions in sequence: 8 ml of 1XPBS with 8 M urea, 8 ml of 1X PBS with 160 μM
NaCl and 8 ml of 1XPBS. Thereafter, the Ni-NTA beads were incubated with 1X
PBS with 1 mg/mL 3C protease for 16–18 h overnight at room temperature. After
that, the protein was eluted out and cleaved by 3C protease. 250 μM of Imidazole
was added to the Ni-NTA agarose beads and the eluate was collected immediately.
A 10X dilution of the eluent was done using 1X PBS buffer.

The sample was then filtered using a 0.45 μM pore size filter. High Performance
Liquid Chromatography(HPLC) and mass spectroscopy(MS) were run. HPLC was
ran with an ACE 5 C18-300 250 × 4.6 mm for eluate one and Jupiter 5u C18 300A
New Column 250 × 10 mm for eluate two.
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C. Part One: Sodium Dodecyl Sulfate-Polyacrylamide Gel Electrophoresis (SDS-
PAGE)

10μl of samplewas taken after each extraction or purification step, mixedwith 2.5μl
of 6 × Purple Loading Dye from NEB, and pipetted into a 12-well SDS-PAGE gel.
10 μl of Precision Plus ProteinTM Standards (Dual Colour) ladder and Buffer tris-
glycine Sodium dodecyl sulfate (SDS) were used. Gel electrophoresis was then run
for 45 min at 150 V. After confirmation of the positive gel results, we freeze dry the
proteins from the pure HPLC fractions.

D. Part One: Enzymatic Assay

An enzymatic assay was conducted on P1395 WT and P1395 mutant proteins.
Firstly, a reaction buffer of 50 μM Tris pH 7.4, 0.15 μM NaCl, 0.002 nM CaCl2

was prepared and used to dilute the concentrations of the proteins.
Then, ten wells in a 96-well plate were loaded with different concentrations, in

nM, of P1395 proteins, at 300, 90, 30, 9, 3, 0.9, 0.3, 0.09, 0.03and 0.009. Another
two wells were loaded with only FXIa and S2366 and served as a control. To each
well, 0.75 nM of Factor XIa(FXIa) was added. P1395 and FXIa were then incubated
for 45 min. After 45 min, a substrate, S2366, of concentration 3 μM was added.
Immediately, OD405 of each of the wells were recorded and plotted on a graph
of absorbance against time. From there, the Vmax (OD/hr) numerical values and
subsequent percentage of inhibition, which corresponds to the effectiveness of the
inhibitor, were computed.

E. Part Two: Synthesis Of Linker Peptides

Different lengths of linker peptides were synthesized to bind two P1395WT
monomers together, forming a dimeric inhibitor. Firstly, 0.10-Resin Swelling(HS)
was adopted. Amino acids were subsequently added in the respective sequence using
0.10-Single Coupling(HS), followed by 0.10-Final deprotection(HS). Addition of
Cysteine via 0.10-Single 50 °C 10 min Coupling (HS) was then performed. For L25
onwards, the addition of cysteine was performed via 0.10-Double 50 °C 10 min
Coupling (HS). For the last 20 amino acids of each sequence, the amino acids were
added using 0.10-Double Coupling(HS).

10 ml of Dichloromethane(DCM) was added to the resin transferred into a filter
tube. The accent system was then adopted for drainage of the DCM. The process
was repeated with 10 ml of methanol.

For each protein, 5 ml of cleavage cocktail was prepared using TFA, milliQ water,
TIS and DODT in the ratio of 37:1:1:1. A magnetic stirrer was added to the cocktail
and resin and left to spin for three hours. The systemwas adopted to drain the cocktail
into a tube, which facilitated collecting of the desired protein.

After 3 h, 40 ml of cold diethyl ether was added for the peptide to precipitate out.
It was centrifuged at 3000 rpm for 3 min, which allowed for the collection of the
peptide as a pellet at the bottom. HPLC analysis using ACE C18 5μ 300 Ångstrom
4.6 × 250 μM reverse phase column and MS was then conducted using a similar
mechanism as above, keeping the relevant HPLC fractions.
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Fig. 1 .

F Part Two: Conjugation Of Linker Peptides To P1395 WT

The linker peptides with varied lengths, which were synthesized previously, were
mixed. These linker peptides included L19, L13, and L17, with FXIa and P1395
proteins in a buffer solution. For this step, 120 nM of each length of protein was
incubated, together with 60 nM of FXIa and 240 nM of P1395WT for 48 h at room
temperature. The buffer used was 50 μM Tris pH 7.4, 0.15 μM NaCl, 0.002 nM
CaCl2. Finally, an analysis by LC-MS using a reverse-phase C18 Accucore RP
column was conducted.

5 Results

A. P1395 Sequence AVA0421-P1395 (WT)1

B. P1395 Sequence AVA0421-P1395 (Mutant)b:
MAHHHHHHMGTLEAQTQ/ [1] GP…S…TY

C. SDS-PAGE
Figure 1 shows the successful expansion and purification of P1395 WT protein
was purified and observed as the 12 kDa bands in the eluate(lane 10) and imida-
zole(lane 11) fractions. Lane 1 and 2 shows that there is no protein present before
and after induction respectively. Lane 3 was taken after sonication, releasing all
protein products present in the cell. Lane 4 showsmost protein was present in the
soluble fraction after centrifugation, and this is supported by lane 5 which shows

1sequence of the protein is not disclosed as intellectual property is pending:
MAHHHHHHMGTLEAQTQ/2GP…C…TY
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Fig. 2 Dose response curve of the percentage inhibition of FXIa against the concentration of
P1395WT and mutant

minimal protein loss in the insoluble fraction. Lane 6 is the flow through during
metal affinity chromatography, where non-P1395WT proteins are removed from
the column. Lane 7–9 are the washes conducted.

D. Enzymatic Assay
Figure 2 shows the IC50 value of P1395 WT is 0.112 and IC50 value of
P1395 Mutant is 0.257, which is a two-fold drop in activity of P1395. The
values of Vmax are the same as the OD405 per hour, which is the reaction
rate when the enzyme FXIa is fully saturated by substrate S2366, over time
(OD405/hour). The percentage inhibition was calculated by using the following
formula- z Vmax(control)−Vmax(sample)

Vmax(control) ×100%.The percentage inhibition against
the various concentration of P1395 was plotted using the calculated values to
obtain the dose response curve.

E. PEPTIDE LINKER SYNTHESIS
Table 1.

6 Discussion

A. Successful Extraction Of P1395 WT Protein

SDS-PAGE analysis revealed that P1395 WT was successfully expressed. The
successful expression of P1395 was evident in the heightened thickness of the band
on the gel at the expected 12 kDa size upon induction by IPTG, which demonstrates
overexpression of the P1395 WT protein (Fig. 1). As such, it can be concluded that
expression and purification of P1395 WT was successful.

B. Enzymatic Assay Revealed Two-Fold Drop In FXIa Activity
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Table 1 Success rate of the
linker protiens synthesized,
ans tested for successful
conjugation with the P1395
inhibitora

Name Molecular weight (g/mol) Successful synthesis

L9d 767.79 No

L13d 1026.02 No

L17d 1284.84 No

L21d 1542.50 No

L25d 1800.72 No

L29d 2059.00 No

L33d 2317.20 No

L9e 809.87 Yes

L13e 1082.13 Yes

L17e 1354.39 Yes

L21e 1626.65 Yes (minute)

L25e 1898.91 No

L29e 2171.18 No

L33e 2443.44 No

L25f 1989.00 No

L29f 2291.28 No

L33f 2563.55 No

aFmoc-based solid phase peptide synthesis(gly) was done with
0.17 substitution
bFmoc-based solid phase peptide synthesis(ala) was done with
0.69 substitution
cFmoc-based solid phase peptide synthesis(ala)was donewith 0.48
substitution

As evident from the P1395 WT and mutant sequence, the only distinction observed
is the last cysteine in the sequence, which was modified into a serine, resulting in
merely six cysteines present in the mutant sequence. The presence of six cysteines
facilitated the formation of three disulphide bridges, therefore increasing the stability
of the inhibitor. In the enzymatic assay, FXIa catalysed the hydrolysis of S2366 into
para nitroaniline, which was detected at 405 nm absorbance. From the IC50 value, a
two fold drop of activity from 0.112 to 0.257 nM from the WT to mutant sequence
was observed (Fig. 2). This indicates that the P1395WT ismore effective at inhibiting
FXIa when compared to P1395 Mutant. However, even though there is a drop in the
P1395 Mutant activity, the IC50 value of 0.257 nM still suggests a strong inhibiting
nature of the mutant. Hence, P1395 Mutant which should be further pursued as a
possible anticoagulant drug.

Further analysis on the stability of the P1395 mutant and subsequent contrasting
with P1395WT could be conducted. This would provide firm justification that P1395
mutant is more stable than P1395WT as was inferred from the removal of the thiol
group. Further stability analysis via LCMSanalysis of both inhibitors over time could



Engineering of a Novel Inhibitor of Factor XIa with Better … 159

be performed to observe degradation or formation of side products. More extensive
enzymatic assays could be conducted to ensure reliable, consistent results.

C. Unsuccessful Peptide Linker Synthesis

Initially, it can be seen that the repeating sequence used was “GSGG” across the
linker peptides from L9 to L33. However, when HPLC and MS were ran, the purity
of the product was extremely low (less than 30% of overall proteins present). It was
deduced that this was possibly due to the fact that the repeating sequences caused the
probability of the addition of the next amino acid to be significantly lowered. Hence,
we introduced alanine into the sequence to increase the sequence variability. We also
used a resin with a higher substitution value of 0.69, to increase the probability of
a correct sequence being synthesized. This resulted in the successful synthesis of
L9–L21. For the larger peptide linkers, the product purity was still low(less than
40% of overall proteins present). Since these peptides are longer, more variability
was included in the 3rd run, by alternating “SAGG” and “SASG” sequences until it
reached thedesired length.The resinwas also changed toonewith a lower substitution
value of 0.48 to prevent inter-peptide interactions. However, the HPLC and MS
results still showed low purity levels. In the future, perhaps more unique amino acids
are needed for longer sequences or different resins should be used to optimize the
conditions.

D. HPLC Analysis Indicated Unsuccessful Conjugation

The HPLC analysis observed after mixing revealed negative results. There are two
major peaks, which correspond to the mass of a P1395 monomeric inhibitor and
dimeric inhibitor without the linker peptide, of 8728 and 17,456 molecular weight
respectively, in that order. We were unable to form a dimeric inhibitor with the linker
peptide and hence unable to test which peptide length will best to form a dimeric
inhibitor for factor XIa. To increase the likelihood of conjugation of the linker peptide
and P1395WT, conditions need to be further optimized. This could possibly be done
by altering the pH, temperature or by adding oxidizers and redox shufflers tomake the
formation of disulphide bonds more kinetically and thermodynamically favourable.

Finally, even though these solutions aremutually exclusive at this stage, the poten-
tial for the two approaches to converge through further engineering solutions remains.
It is very highly probable that after finding out the optimum peptide linker length,
we could clone the P1395WT gene and add residues within the two domains. This
allows for the transcripted protein to be a dimer with the peptide linker, so there is
no need for conjugation afterwards. Hence, a dimeric, bivalent inhibitor of FXIa that
is stable and efficient could be formed.

7 Applications

This study has prominent applications to coagulation disorders.



160 T. A. S. Idnani and Y. H. W. Melissa

Quantitative results revealed that in the case of theP1395mutant inhibitor, stability
is marginally improved from the mutation which resulted in removal of the free thiol
group. In the case of the P1395WT, even though P1395WTwas unable to conjugate
successfully with the linker peptide currently, with optimized conditions it could be
completed to form a dimeric, bivalent inhibitor. This inhibitor could potentially be
highly efficient since FXIa is also dimeric.

In both cases, the P1395 inhibitor could be adopted to inhibit FXIa. Hence, when
adopted as an anticoagulant drug, minimal bleeding risk would be present, which is
critical for drugs used over long time periods. This is an important step forward in
cardiology and therapeutics, for the development of the first anticoagulant drug with
low bleeding risks.

8 Conclusion

A. Part One

As seen from the IC50 value, even though there is a two fold drop of activity from
the WT to mutant sequence, this drop is very minimal. Thus, this indicates that the
mutant is still indeed a strong inhibitor and we could pursue this as a possible anti-
coagulant drug provided the compromise between activity and stability of inhibitor
is insignificant.

B. Part Two

We were unable to test which linker protein will best form a dimeric inhibitor for
factor XIa, owing to the fact that the linker protein was not compatible with the
P1395 monomers due to difference in size. However, we understand that changing
the concentration ratio of P1395 monomers or linker proteins could produce better
results. Finally, we believe that if P1395were to dimerize successfully and effectively
inhibit FXIa, it could prove to be more cost-effective as compared to warfarin and
heparin, opening up many possibilities in the healthcare industry in the aspects of
medical devices and coagulation disorders.
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Computational Studies of Cell Durotaxis
on Extracellular Matrix Rigidity
Gradients as a Model for Wound Healing
and Fibrosis

Chieng Ling Poh

Abstract Durotaxis is the phenomenon where cells migrate towards stiffer regions
on a substrate surface, and has important significance in biological processes and
diseases such as wound healing or fibrosis, where rigidity gradients of the extracel-
lular matrix may influence cell migration. However, studies on durotaxis are often
limited by the difficulty in creating substrates with smooth stiffness gradients or
creating very soft substrates and gels for experimentation, hence the need for a
computational model. In this study, we developed a computational model for simula-
tion of cell durotaxis, and analysed the behaviour of durotactic efficiency in response
to varying stiffness gradients, and the dependence of durotaxis on absolute rigidity of
substrates. The model involves a cell consisting of ordered or randomly aligned actin
filaments, which exert traction forces on the substrate causing cell migration. It was
found that durotactic efficiency increases with increasing substrate stiffness gradient,
and there exists a threshold stiffness gradient required in order to induce effective
durotaxis. Besides rigidity gradient, absolute rigidity also affects durotaxis. As abso-
lute rigidity increases, efficiency of durotaxis first increases then decreases, with
durotaxis being the most efficient on substrate of intermediate stiffness. Increased
extracellular matrix rigidity is correlated with increased severity of disease, thus
increased durotactic efficiency leads to increased number of cells migrating to the
area for healing and repair. A threshold gradient for durotaxis may be necessary to
prevent a noisy substrate of fluctuating rigidity from being interpreted as a rigidity
gradient, thus gradient needs to be high enough for durotaxis.

Keywords Durotaxis · Rigidity gradient · Computational model

1 Introduction

Cells have long been demonstrated to migrate towards stiffer regions on a substrate
surface in a phenomenon known as durotaxis [1, 2]. Such cellmigration has important
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biological significance, as rigidity of the extracellular matrix (ECM) may influence
cell migration in biological processes such as wound healing and diseases such as
fibrosis. Increase in rigidity of the ECM during wound healing [3] may influence the
migration of cells necessary for wound healing towards the site of the wound, which
may in turn influence the healing process and formation of new tissue. Stiffening of
tissue and the ECM in fibrosis [4] may also influence migration of cells involved in
fibrosis. Although the exact mechanisms involved in cell durotaxis are still unknown,
substrate rigidity has been known to influence various aspects of the cell, including
actin polymerization [5, 6], focal adhesion stability [2, 5–7], and ability to generate
traction forces [2, 5]. Stiffer substrate is known to correlate with increased ordering
of actin filaments [5], higher actin polymerization [6, 8], more stable focal adhe-
sions [5–8] and increased traction forces [2, 5]. These responses can be used to
construct a computational model for cell durotaxis. The cell can be modelled as a
circle containing many rods representing actin filaments. On stiff substrates, actin
filaments are increasingly ordered in one direction, while on softer regions, the actin
filaments are less ordered and arranged randomly in different orientations. The cell
exerts traction forces on the substrate through actomyosin contractions through the
actin filaments, and by Newton’s third law, the substrate exerts an equal and opposite
force on the cell. As the actin filaments are more ordered in a single direction on
stiff substrates, the traction forces from each actin filament add up to produce a large
net force, while on softer substrate, the force vectors in different directions cancel
out to produce a small net force. The greater force experienced by the cell on the
stiff region allows the cell to be pulled towards the stiffer region on the substrate. A
schematic diagram of the cells and actin filaments can be found in Figs. 2 and 3 in the
appendix. Though cells have been known to migrate towards stiffer substrate along
rigidity gradients [1, 7, 9], little has been done to analyse the behaviour of duro-
tactic efficiency in response to varying gradients, such as investigating the existence
of a threshold gradient or the rate of change of durotactic efficiency in response to
changing rigidity gradients. In addition, not many studies have been done to inves-
tigate the dependence of durotaxis on the absolute rigidity of substrates, instead of
just considering the rigidity gradient. Even so, the scope of these studies are usually
limited by the difficulty in creating substrateswith completely smooth stiffness gradi-
ents [10], or creating very soft substrates and gels for experiments, thus not much
analysis is done on very soft substrates. Hence, a computational model is relevant
and necessary for us to predict the results of these experiments that are difficult to
replicate in real life. In this study, we evaluated a durotactic index (DI) to represent
the durotactic efficiency of cells on a substrate, and used our computational model
to investigate the behaviour of DI with changing substrate stiffness gradients, and
dependence of DI on absolute rigidity of the substrate (Fig. 1).
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Fig. 1 Summary graph of Durotactic index against rigidity gradient at different absolute rigidities.
The softest and stiffest stiffnesses of the gradients for each condition T0–T6 are shown. Each data
point is the average DI of 2000 simulated cells

2 Methods

We modelled a cell as a circle of radius 30 μm on a substrate consisting of a soft
and stiff region located a horizontal distance away from each other, with a uniform
stiffness gradient between the two regions. The position of the cell is represented
in a coordinate system with x = 0 equidistant from both regions. The stiff region
is always on the right of the soft region. Let x1 and x2 be the x-coordinates of the
boundaries of the soft and stiff regions respectively in μm, so that x1 = −x2 (x2
is positive and x1 is negative). Let E1 and E2 be the stiffness of the soft and stiff
regions respectively in pN/nm, let x be the x-coordinate of a point and let E be the
stiffness at that point. When x < x1, E = E1. When x > x2, E = E2. When
x1 < x < x2, stiffness varies linearly with x, so E = E2−E1

x2−x1 x + E1+E2
2 . E2−E1

x2−x1 gives
the magnitude of the stiffness gradient in kN/m2.

A. Generation of rod filaments

Each cell has 35 rods of length 15 μm each, representing actin filaments. The centre
of each rod is positioned randomly within the cell. The circle formed by the rod when
rotated 360° about its centre should be completely within the cell.

B. Generation of rod filament angles
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Substrate stiffness E at the rod centre is used to calculate an order parameter S of
the rod. Actin filaments are more ordered on stiffer substrate, so S increases as E
increases [5]. Fromexperimental data fromFig. 4e ofGupta et al. [5],we approximate
a function of S against E that fits the experimental data [5]. Thus we define the order
parameter S to be increasing linearly from 0 at 30 pN/nm to 0.65 at 100 pN/nm,
with S = 0 for E below 30 pN/nm. S at any E above 30 pN/nm can be obtained by
S = 13

1400 E − 39
140 . A graph of S against E can be found in Fig. 4 in the appendix.

The angle for each rod is sampled from a von Mises distribution with μ = 0 and
1
κ

= 9.841e−28.79S +2.324e−4.183S . This is the angle between the rod and the positive
x-axis. Output angles above 90° or below−90° are adjusted by subtracting the angle
from 90° and −90° respectively, so that all angles are adjusted to be within −90° to
90°.

C. Generation of traction forces

E at the rod is now defined as the stiffness at the end of the rod further away from
the cell centre, instead of at the rod centre. Using experimental data from Fig. 4g of
Gupta et al. [5], we approximate a function of traction force against E that fits the
experimental data obtained [5]. From the data, we can define the traction force as

Ftraction = (−2.998 × 10−10)E6 + (
9.941 × 10−8)E5

− (
1.297 × 10−5

)
E4 + 0.0008521E3 − 0.03028E2

+ 0.6138E + 0.02629

where E is in pN/nm and force is in pN. A graph of this function can be found in Fig. 5
in the appendix. This is the traction force associated with that actin filament, exerted
by the cell on the substrate. It points from the end of the rod further away from the
cell centre to the end of the rod closer to the cell centre. The x- and y- components
of the force vectors from all 35 rods are summed to obtain the total force by the cell
in the x and y directions.

D. Generation of random forces

A random force adds random motion to the cell. A θ is sampled from a von Mises
distribution with μ = 0 and κ = 10−5. The x- and y-components of the force
(in pN) are defined as Fxrandom = 18.648cos(θ) and Fyrandom = 18.648sin(θ)

respectively.

E. Moving the cell

The total force exerted by the cell consisting of the traction forces and random force
are summed to obtain the total force Ftotal in the x and y directions. The force exerted
on the cell by the substrate is of equal magnitude but opposite in direction. By
manipulation of Eq. (2) of Zeng et al. [11], we obtain an equation describing the
displacement of the cell depending on force exerted [11]. Reducing the equation,
we define the displacements in the x- and y-directions, �x and �y to be �x =
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−0.3Fxtotal , and �y = −0.3Fytotal respectively. The negative signs reflect the fact
that the force exerted on the cell is in the opposite direction to the force the cell
exerts.

F. Calculation of durotactic index, DI

The entire processwas repeated 72 times for each cell for a total of 72 time steps. If
the position of the cell centre at the start of a time step is within the stiffness gradient
range (x1 ≤ x ≤ x2), that time step is included in calculation of DI. The time step is
durotactic if the angle of the displacement vector of the cell relative to the positive x-
axis, α, falls within a predetermined range of angles.When 0 < cos(α) ≤ 1(−90◦ <

α < 90◦) as in our model, the time step is durotactic as long as displacement is in the
positive x-direction (towards stiffer region). However, a narrower range of values of
α can be used if a stricter requirement for durotaxis is desired. The DI of the cell is
defined as ratio of number of durotactic time steps divided by total number of time
steps (where x1 ≤ x ≤ x2). Greater extent of durotaxis corresponds to higher DI.
Since 0 < cos(α) ≤ 1, the expected DI for random motion is 0.5.

G. Dependence of DI on gradient

A substrate of some E1 and E2 was subjected to 6 sets of values of x1 and x2 in
Figure A2d in the appendix to obtain 6 different rigidity gradients but same rigidity
on the soft and stiff regions. x1 and x2 were restricted such that x2−x1 ≥ 60 μm, as
diameter of the cell is 60μm and it would be difficult for the cell to feel the change in
stiffness along the gradient if one end of the cell reaches the stiff side before the other
leaves the soft side and vice versa. For each gradient, 2000 cells were simulated with
half starting at x1 and half at x2. The DI of this gradient is the average DI of all 2000
cells. DI was plotted against log (gradient). A logarithmic scale is used for gradients
as skewness in values makes the results hard to visualize together. The above was
repeated for different E1 and E2 in Figure A2c in the appendix. Thus we obtain 7
plots of DI against log(gradient), each corresponding to a condition T0–T6.

3 Results

A. Durotactic efficiency increases with rigidity gradient

Based on the graph obtained, the DI showed a general increasing trend as gradient
increases for all conditions. Analysing the cell trajectories of cells in condition T2 on
gradients of 167 N/m2 (DI 0.56, Fig. 6) and 5 N/m2 (DI 0.50, Fig. 7), cell trajectories
on the 167 N/m2 gradient show migration towards the stiffer region of the substrate
(towards the right) compared to cells on the 5 N/m2 gradient, which showed roughly
equal movement of cells in both directions. This confirms that the extent of durotaxis
of cells on the substrate did indeed increase due to the increase in gradient.

B. Existence of threshold gradient required to induce durotaxis
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The different values of E1 and E2 used in the different conditions allow us to compare
substrates with same or similar gradients but of different absolute rigidity. From T0
to T6, the absolute rigidity of the substrate becomes stiffer as the average rigidity
of the substrate increases. For all conditions, DI stays relatively constant at about
0.5 (indicating random motion) for a range of gradients before it starts to increase
exponentially past a certain gradient value. This suggests the existence of a threshold
rigidity gradient required for durotaxis to occur.

C. Durotaxis is most optimal on intermediate stiffness

Past the threshold, DI generally increases with gradient, but at different rates for
different conditions. Substrates of the same gradient but different absolute rigidity
have different DI. Thus other than rigidity gradient, absolute rigidity is also a factor in
determining the durotactic efficiency of cells on the substrate. For gradients past the
threshold, T2 is observed to have the highest DI when compared to other substrates at
the same gradient, followed by T4, T3, T1, T5, T6 then T0. Since average rigidity of
the substrate increases from T0–T6, durotaxis is most efficient on substrate of inter-
mediate stiffness, and cells on substrates that are softer or stiffer than the optimal
stiffness range do not exhibit efficient durotaxis. Generally, the observed trend is that
as substrate stiffness increases, durotactic efficiency first increases until an optimal
stiffness then decreases as the substrate becomes stiffer. A substratewith higher duro-
tactic efficiency would also be expected to have lower threshold gradient, which is
identified by the point where DI starts to increase exponentially after staying constant
at about 0.5. From the graph, T2 has the lowest threshold gradient of 12.5 N/m2

where DI starts increasing, which confirms that T2 has the greatest extent of duro-
taxis out of all the conditions and that durotaxis is indeed most efficient on substrate
of intermediate stiffness. The threshold gradients for the other conditions do not
strictly follow the general trend that durotactic efficiency increases then decreases
as stiffness increases, but these anomalies may be attributed to random variation.

4 Discussion

Since a greater rigidity difference correlates with increased extent of durotaxis, it
is expected that DI increases as gradient increases [1]. For substrates with the same
rigidity gradient but different absolute rigidity, we found that as absolute rigidity
increases, the general trend is that durotactic efficiency first increases then decreases,
with most efficient durotaxis occurring on substrate of intermediate stiffness. To
understand this phenomenon, we can look at the functions of the order parameter, S
(Fig. 4) which determines how aligned the direction of the traction forces are, and
magnitude of traction force, Ftraction (Fig. 5) against substrate stiffness. On a gradient,
the two ends of the cell experience different substrate stiffness, so the different forces
experienced in two ends of the cell determines the net force on the cell and thus the
direction of cell migration. Since the graph of traction force is concave downwards,
as rigidity increases, the difference in the magnitude of traction force decreases for
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the same difference in substrate stiffness. Thus the net force on the cell decreases and
the DI decreases as absolute rigidity of the substrate increases for the same rigidity
gradient. At low substrate stiffness, S stays constant at 0 before it starts increasing
linearly at E = 30 pN/nm. Thus for substrate at low rigidities below 30 pN/nm, the
reduced difference in the order parameter values leads to decreased extent of duro-
taxis. Thus for substrates of the same rigidity gradient, durotaxis is most efficient on
substrate of intermediate absolute stiffness and efficiency is reduced if the substrate is
too soft or too stiff. As substrate rigidity increases, DI first increases until an optimum
stiffness, then decreases as the substrate becomes stiffer. The latter trend was also
observed by DuChez et al. [9] and Moriyama and Kidoaki [7], when durotaxis was
observed to become more efficient as the substrate becomes softer [7, 9]. Due to the
different cell types used, the range of substrate stiffness used in observing this trend in
their experiments may not overlap with the range used in our simulation, however the
trend of durotactic efficiency increasing with decreasing substrate stiffness was still
observed. However, the trend observed in our simulation that durotactic efficiency
decreases when substrate rigidity further decreases beyond an optimum stiffness was
not observed in both of the above mentioned experiments done by DuChez et al. [9]
and Moriyama and Kidoaki [7]. This may be due to the difficulty in making soft
substrates and gels compared to hard substrates, thus experimentation was not done
on soft substrates that are softer than the stiffness ranges used in these experiments,
so durotactic efficiency was not observed to decrease when substrate becomes even
softer. If further experimentation was done on even softer substrates softer than those
used in these experiments, this additional trend may also be observed. However, due
to the difficulty in creating these very soft substrates soft enough to observe this trend,
we can only use the results from our computational model to predict the results of
these real-life experiments.

Our results can also be explained by considering their biological implications
in diseases such as fibrosis or wound healing. Increased stiffness gradient of the
extracellular matrix is likely to be correlated with increased severity of disease,
such as more scarring or having more stiff fibrotic tissue. Hence, more cells are
needed to migrate to the area for increased formation of new healthy tissue for
healing and repair, so durotactic efficiency increases on higher rigidity gradients. The
existence of a threshold gradient to induce durotaxis ensures that a noisy substrate
with randomly fluctuating rigidity will not be misinterpreted as a substrate with a
low rigidity gradient, thus gradient needs to be of a high enough value in order to
induce durotaxis.

5 Conclusion

In conclusion, we have confirmed the existence of a threshold rigidity gradient that
is required in order to induce effective durotaxis. Cells undergo random motion at
low rigidity gradients, and past a certain threshold gradient, durotactic efficiency
starts to increase with gradient. Absolute rigidity of the substrate also affects the



170 C. L. Poh

extent of durotaxis of cells. As absolute rigidity increases, efficiency of durotaxis
first increases then decreases, with durotaxis being the most efficient on substrate of
intermediate stiffness. Increase of durotactic efficiency with gradient can be corre-
lated with increased number of migratory cells needed for repair due to increased
severity of disease, while a threshold gradient for durotaxis may be necessary to
prevent a noisy substrate from being interpreted as a rigidity gradient, thus gradient
needs to be high enough.

Acknowledgements Thanks to Dr Chiam Keng-Hwee and Dr Yip Ai Kia from Bioinformatics
Institute, A*STAR for the constant guidance and support.

Appendix

See Figs. 2, 3, 4, 5, 6 and 7, Tables 1 and 2.

Fig. 2 Schematic diagramof durotactic cellmigration of cells towards stiffer substrate on a substrate
rigidity gradient
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Fig. 3 Schematic of cell and actin filaments. Actin filaments are more ordered on stiff substrate,
leading to greater net force on stiffer substrate causing cell migration
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Fig. 4 Graph of order parameter of cell actin filaments against substrate stiffness at cell centre

Fig. 5 Graph of traction force exerted by each actin filament against substrate stiffness at actin
filament
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Fig. 6 10 cell trajectories for cells onT2 (between 33 pN/nmand 43 pN/nm) at gradient of 167N/m2

starting at x1 (−30 μm). The red circle represents the starting position of all the cells. Durotactic
migration towards stiffer region (right side) can be seen

Fig. 7 10 cell trajectories for cells on T2 (between 33 pN/nm and 43 pN/nm) at gradient of 5 N/m2

starting at x1 (−1000 μm). The red circle represents the starting position of all the cells. Equal
migration of cells in both directions towards both soft and stiff regions, so no durotaxis observed
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Table 1 E1 and E2 (softest
and stiffest rigidities) used for
the rigidity gradients at each
condition

Condition E1 (pN/nm) E2 (pN/nm)

T0 28 33

T1 28 43

T2 33 43

T3 37 43

T4 40 43

T5 43 50

T6 43 60

Table 2 Values of x1 and x2
used (x-coordinates of
boundaries of the substrate
stiffness gradient region)

x1 (μm) x2 (μm)

−30 30

−40 40

−60 60

−150 150

−400 400

−1000 1000
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Effects of Hand Soap, Detergent
and Dishwashing Soap on Bacterial
Microbiome, Sebum and pH of Skin

Kalyani Palaniappan, Li Yu Xin Karin, and Medha Shridharan

Abstract Investigation on the effects of different types of soap (hand soap, detergent
and dishwashing soap) on our skin was done to test the effects of different soaps on
the density of bacteria commonly found on our skin and how sebum [1] and pH are
affected by the microfauna. The research question was “Is it healthy to use laundry
detergent or dish soap instead of hand soap/body foam to wash our hands? How
does washing hands with different types of soap affect your skin—specifically its
bacterial microbiome, sebum and pH?” Experimental results found that dish soap
was the most effective in killing Escherichia coli (E. coli) bacteria, while laundry
soapwas themost effective in killingBacillus subtilis; Hand soap B removes the least
sebum and that dish soap has the pH closest to skin pH. Dish soap is the healthiest
soap to wash our hands with by the criteria we have studied.

1 Introduction

Many people of today’s world regularly wash their hands with specialised soaps,
designed to moisturise and gently clean their skin. However, some occasionally
wash their hands with other soaps such as dish soap and detergents for convenience.
We wanted to find out if this will affect the health of our skin in the long term, and
if so, how it does.

Amicrobiome is defined as the community of microorganisms inhabiting a partic-
ular environment. The bacterial microbiome on our skin is the community of bacteria
commonly inhabiting human skin. We wanted to investigate a particular species of
bacteria,Escherichia coli, on the skin [2, 3]We also wanted to test the effects of these
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Fig. 1 Experimental design of Phase 1

soaps on a strain of bacteria, Staphylococcus epidermidis, which has been found to
protect against certain forms of skin cancer [4–6]. However, as this particular species
of bacteria was unavailable, we decided to test the effects of these soaps on another
type of gram positive bacteria, Bacillus subtilis as we thought the soaps would have
similar effects on both.

2 Materials and Methods

2.1 Phase 1

Dilute the body foam, dish soap and laundry detergent with DI water in a 1:5 soap
to DI water ratio. Wet the punched disks of filter paper with the diluted soaps and DI
water. Divide an agar-coated petri dish into 4 sections with permanent marker. In the
laminar flow, use the micropipette to pipette 100 µl of the bacteria sample into the
agar-coated petri dish. Use an L-shaped spreader to spread liquid Escherichia coli
sample over the agar. Repeat 6 more times. Make 7 samples with Bacillus subtilis
instead of Escherichia coli. Place the petri dishes in an incubator. Wait for 24 h.
Measure the furthest distance from the edge of the stain to the centre of the disk
using a ruler. Record results in table [7] (Fig. 1).

2.2 Phase 2

Dilute the body foam, dish soap and laundry detergent with DI water in a 1:5 soap to
DI water ratio in a beaker. Use a dropper to add 1 ml of jojoba oil and 1 ml of diluted
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body foam to an empty test tube. Shake the test tube for 5 s. Repeat 6 times. Repeat
with dish soap, detergent and DI water (negative control), 7 times each. Record
results in table.

2.3 Phase 3

Measure the pH of each liquid 7 times using a pH meter connected to a data logger.

2.4 Assumptions Made

We took the longest diameter of zone inhibition. This could indicate a bias if the
zone was more of an oblong, irregular shape instead of a circular shape. Thus, we
made the assumption that the zone of inhibition is circular in shape. We also made
the assumption that there is a negligible amount of foam in the dropper when we
measured out the soap for our phases. Due to fungal contamination of Hand A in
phase 1.1, Hand B was used for phases 1.2, 2 and 3.

3 Results, Discussions & Implications

3.1 Phase 1.1

Figure 2 shows pictures of two of the results obtained for theEscherichia coli (E.coli)
bacteria. As shown in Figs 2 and 3 above, dish soap had the largest diameter of the
zone of inhibition, with a mean of 19.9 mm and median of 20.0 mm. The mean
diameters for laundry, hand A and DI water were 11.6 mm, 11.0 mm and 8.7 mm
respectively.

However, the results for dish soap also had the largest standard deviation of
7.180 mm and the largest interquartile range of 13.0 mm. Thus, due to this large
variation and range of results, the results can be considered inconsistent. The laundry
soap had the smallest standard deviation of 4.686 mmwhile hand A had the smallest
interquartile range of 7.5 mm. From this, we can conclude that the dish soap had the
greatest effect on theE.coli bacteria and is thusmost effective in this phase. However,
the inconsistency in the results might indicate possible contamination. The DI water,
a negative control, showed some antibiotic properties, which is false. It is also impor-
tant to take into consideration that the results for the hand soap may not be accurate
due to possible fungal contamination.
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Fig. 2 Results obtained for Escherichia coli bacteria in Trials 4 and 6

Fig. 3 Box and whisker plot of diameter of zone of inhibition/mm for Escherichia coli bacteria in
laundry dish, hand A and DI water

3.2 Phase 1.2

Figure 4 shows the results obtained in trials 5 and 6. Figure 5 shows the results of
trial 3, which was nulled during data collection due to the bacteria being improperly
spread. As shown in Table 1.2 and Fig. 6 above, hand soap B had the lowest mean and
median diameters of their zones of inhibition, at 22.2 mm and 22.0 mm respectively.
Hand soap B had the smallest standard deviation of 1.951 mm, followed by laundry
soap at 2.115mm and dish soap at 3.145mm.Dish soap had the smallest interquartile
range of 2.5 mm, followed by laundry at 3.0 mm and hand soap B at 3.8 mm. As the
hand soap is shown to have the smallest diameter of the zones of inhibition and has
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Fig. 4 Results obtained for Bacillus subtilis bacteria in Trials 5 and 6

Fig. 5 Nulled results
obtained in Trial 3 (Bacteria
not spread properly)

a relatively small interquartile range and standard deviation, it is the least effective
soap at killing Bacillus subtilis bacteria. Additionally, as the negative control of DI
water yielded the expected results, the results obtained are reliable. As the hand soap
is shown to be the least effective at killing Bacillus subtilis bacteria, it is likely to be
similarly ineffective at killing other gram positive bacteria, such as Staphylococcus
epidermidis. If applied directly to the skin, the hand soap B is least likely to affect
the bacterial microbiome of Staphylococcus epidermidis on the skin. Thus, it would
inflict the least negative consequences. This is due to the fact that Staphylococcus
epidermidis helps to protect the skin from solar ultraviolet (UV) radiation and other
harmful bacteria, such as Staphylococcus aureus.
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Fig. 6 Box and whisker plot of diameter of zone of inhibition/mm for Bacillus subtillis bacteria in
laundry, dish handA and DI water

3.3 Phase 2

For the soaps, the jojoba oil becomes slightly foamy and settles on top of the mixture.
For the DI water, jojoba oil remains clear and settles on top of the mixture.

As shown in Fig 7, hand B has the longest median column of foam at 16.0 mm.
Laundry, dish and DI water have column lengths of 10.0, 15.0 and 0.0 mm.

Dish soap has the longest mean column of foam at 14.4 mm, closely followed by
hand B which has a mean column length of 14.3 mm. Laundry and DI water have
mean foam column lengths of 10.0 mm and 0.0 mm respectively. The median is
used to compare results to avoid outliers, and there is also a large interquartile range

Fig. 7 Clustered chart of heights of foam columns/mm
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Fig. 8 Examples of results obtained during experiment

for the 3 soaps which shows that the results are quite inconsistent. The jojoba oil
in the experiment is used to simulate the sebum found on human skin [8], and the
length of the foam column corresponds to how ineffective the soap is at removing the
jojoba oil. Thus, the longer the foam column, the lesser the oil removed; therefore,
the longest column would be the healthiest to wash hands with. Thus, hand B would
be the healthiest to wash hands with (Fig. 8).

3.4 Phase 3

As shown in the results above, laundry detergent has the highest pH, with a mean
and median of pH 8.4. The mean pH for dish, hand soap and DI water are pH 5.2,
pH 3.5, and pH 6.0 respectively. But as the aim for this phase is to find out the soap
whose pH is closest to the skin’s pH, which has a pH of 4.0–5.0. Thus, from Fig. 9,
we can see that the dish soap has the closest pH to the skin’s pH, with a pH of 5.2
[9]. All of the soaps have a small standard deviation that does not exceed 0.1 and a
small interquartile range that does not exceed 1, which means that the results gotten
are quite consistent. From this, we can conclude that out of all four soaps and DI
water, laundry has the highest pH, but dish soap has the closest pH to the skin’s pH.
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Fig. 9 Box and whisker plot of pH of soaps and DI water

3.5 Limitations and Future Work

We switched hand soap halfway through the experiment as hand soap A had been
contaminated by fungi. We could have been more consistent in which hand soap
we use. Secondly, the bacteria could have been spread more evenly in Phase 2, and
lastly, more samples can be prepared so that more accurate results can be obtained,
and attempt to achieve a smaller interquartile range and standard deviation. The small
sample size of 7 may not provide the necessary consistency of results needed, thus
a larger sample size would make the results of the analysis more reliable.

As dish soap yielded the best results in both phases 1 and 3, we believe this shows
that dish soap is the healthiest to wash hands with.
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Achieving Low Resistance Ohmic
Contacts to Transition Metal
Dichalcogenides (TMDCs)

Anirudh Gajula, Wes Wen Jun Lee, Calvin Pei Yu Wong,
and Kuan Eng Johnson Goh

Abstract Transition metal dichalcogenides (TMDCs) harbor great potential for use
in high performance electronic devices. However, their practical usage has been
hindered by a lack of suitable low resistance ohmic contacts, resulting in high
contact resistances and low electron mobilities. Our study aims to investigate the
performances of alternative contacts strategies such as exfoliated graphite contacts,
bottom-up gold (Au) contacts and evaporated gold-capped indium (In-Au) contacts to
exfoliated tungsten disulfide (WS2) by first fabricating field-effect transistors (FET)
and later, conducting transfer line measurements (TLM). Our results show that evap-
orated gold-capped indium/WS2 contacts achieved the best ohmic performance out
of the three contact strategies with a significantly higher field effect electron mobility
of 114 cm2V−1 s−1 and a lower contact resistance of 462 k � µm to few layer WS2
and a mobility of 5.45 cm2V−1 s−1 and contact resistance of 169 M � µm to mono-
layerWS2 at room temperature, while graphite/WS2 contacts and bottom upAu/WS2
contacts yielded poor non-ohmic characteristics with a field effect electron mobility
of 0.0409 and 0.00542 cm2V−1 s−1 respectively. Our results also show that low
resistance ohmic contacts for WS2 can be achieved through the direct evaporation of
gold-capped indium (In–Au) contacts. This is of current relevance and importance
as WS2 has been found to have a plethora of applications from high mobility field-
effect transistors to quantum information processing and the formation of the low
resistance ohmic contact is a fundamental step towards achieving these goals.
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Keywords Electrical properties · Van der waals contacts · Nanomaterials · 2D
materials · Transition metal dichalcogenides · Tungsten disulfide

1 Introduction

Tungsten disulfide (WS2), a transition metal dichalcogenide (TMDC), has recently
shown great promise in the pioneering field of ultrathin 2D semiconductors. Bulk
WS2 has an appreciable band gap of 1.32 eV,which increases to 1.8 eV formonolayer
WS2 [1] and contributes significantly to its distinct electronic properties and potential
to act as ultrathin transistors in various digital circuits. For example, WS2 has been
shown to work as a high mobility field effect transistor [2, 3] and also shown promise
in quantum information processing, with the tunable valley polarization that provides
an opportunity to control the valley pseudospin [4].

Despite the great promise brought about by the advent of TMDCs, the field
remains plaguedby significant challenges in the largely unexploredfield of solid-state
physics. The contacts between 2-dimensional monolayer TMDCs and 3-dimensional
metal contacts are known to have high contact resistance, which hinders their poten-
tial for practical usage in high-performance devices andmicroelectronics [5, 6]. Thus,
some studies have attempted alternative methods, such as chemical doping methods
using lithium fluoride or F4TCNQ to successfully reduce the contact resistance by
an order of magnitude [7, 8]. However, it is not clear if these dopants are stable in
the long term upon device fabrication.

Recently, it has been shown that weakly interacting van der Waals contacts to
TMDC have low contact resistances [5, 9]. Hence, the objective of this study is
to investigate van der Waals contacts to WS2 devices fabricated using 3 different
strategies (1) bottom-up graphite contacts, (2) bottom-up gold (Au) contacts, and
(3) top-down (evaporated) gold-capped indium (In–Au) contacts. We analyzed these
fabrication methods using electron mobilities extracted from field effect transistor
measurements and contact resistance extracted from the transfer line measurements.
We found that the top-down gold-capped indium (In–Au) contacts resulted in the
best device performance with an electron mobility of 114 cm2V−1 s−1 and a contact
resistance of 462 k�µmfor few layerWS2, and an electronmobility of 5.45 cm2V−1

s−1 and a contact resistance of 169 M � µm for monolayer WS2.

2 Experimental Design

The first method to achieve van der Waals contacts to WS2 involves the positioning
of the exfoliated WS2 on top of the two graphite contacts, which are contacted using
chromiumpalladiumgold (Cr-Pd-Au) contacts.We expect to have a lowcontact resis-
tance van der Waals contact between the WS2 monolayer and the graphite contact.
We exfoliated WS2 monolayers onto Polydimethylsiloxane (PDMS) and transferred
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them onto the graphite contacts using a microscope transfer station. The second
method involves the direct contact of the monolayer WS2 on the gold contacts, also
using the microscope transfer station. The third method involves the direct metalliza-
tion of gold-capped indium (In–Au) contacts onto the wafer, using In as a soft non-
invasive contacting metal, which has been shown to have a lower contact resistance
than directly evaporated titanium gold (Ti–Au) contacts [5]. The direct metallization
of gold-capped indium (In-Au) contacts allows for a simple fabrication method for
multiple contacts of different channel lengths for the transfer length measurements,
which are difficult to achieve using bottom up contacts.

3 Methodology

Figure 1 above shows the device fabrication process for the three types of devices.
The exfoliation of WS2 monolayer flakes was carried out using an adhesive tape
(Ultron) onto a polymer layer of polydimethylsiloxane (PDMS, Gelpak X4) from a
WS2 crystal (2D semiconductors, Inc). The identification of theWS2 monolayerswas
carried out with an optical microscope (Olympus BX60) using the optical contrast
method.Graphite flakeswere exfoliated fromhighly oriented pyrolytic graphite (SPI)
onto a 285 nm SiO2 coated silicon wafer and similarly identified through an optical
microscope (Olympus BX60).

Contacts to the graphite flakes were fabricated using electron beam lithography
(EBL). First, Polymethyl methacrylate (PMMA) A5 was spin coated onto the exfo-
liated flakes at 4000 rpm for 90 s. Next, the PMMA was patterned by electron beam
lithography (EBL), using an ELS-7000 Elionix at 100 kV, and developed in a 1:3
ratio of methyl isobutyl ketone (MIBK) and isopropyl alcohol (IPA) for 70 s. Then,
Cr-Pd-Au contacts were deposited using a Denton Explorer 14 e-beam evaporator at
a base pressure of 2E-7 mbar. Lift off was carried out in acetone for 2 h. The graphite
break junction of 5 µm for contacting WS2 was fabricated by etching the exfoliated
graphite flake. The exposed areas of the graphite flakes through the PMMA mask
were etched off via oxygen-plasma etching at 50 W and 50 mTorr for 60 s. This
created graphite contacts that were separated by a 5-micron gap.

The transfer of the WS2 flakes from the PDMS polymer to the silicon wafer or
the graphite break junction was done through a PDMS dry transfer method [10],
which involved the mounting of the glass slide containing the WS2 flakes onto a
micromanipulator. The receiving substrate was then heated to a temperature of 80 °C,
and the glass slide was carefully lowered down onto the silicon wafer to initiate the
transfer process. Lastly, electrical measurements were carried out in a Janis vacuum
probe station (pressure 5E-5mbar), using twoKeithley 2450 for the source-drain-gate
measurements, as illustrated in Fig. 2.
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Fig. 2 A schematic diagram
representation of the
electrical measurement
process. Conventional
current flows from the source
probe to the drain probe

4 Results and Discussion

4.1 Optical Images

Figure 3 shows the optical micrographs of the fabricated devices. For the bottom-
up gold (Au) contacts (Fig. 3a), the few layer exfoliated WS2 was placed onto the
contacts across the 5 µm gap, achieving a 2-terminal contact. The thickest regions
of the WS2 were not contacted, so current is flowing through the few layer regions
in the device in Fig. 3a. For the bottom-up graphite contacts (Fig. 3b), the exfoliated
monolayer WS2 was placed across the 5um gap between the 2 graphite contacts,
similarly achieving a 2-terminal contact. The top-down gold-capped indium (In-Au)
contacts (Fig. 3c) are placed across multiple contacts exfoliated WS2 to obtain the
results for the transfer line measurement analysis.

4.2 Carrier Mobilities

Figure 4 shows the transfer curves (Is–Vg) of the fabricated devices, from which
the field effect mobility is extracted from. The field effect mobility is extracted from
(Eq. 1), whereμFE refers to the field-effect carrier mobility, LCH refers to the channel
length, gm refers to the intrinsic transconductance,WCH refers to the channel width,
CG refers to the gate capacitance per unit area, and VS refers to the source voltage.
CG can be further calculated from CG = ε0εr /dox, where ε0 is the permittivity of free
space, εr represents the relative dielectric constant of 3.8 for SiO2, and the thickness
of the oxide layer, dox = 285 nm.



190 A. Gajula et al.

Fig. 3 Optical microscopy images of the devices. a Optical image of bottom-up gold contacts to
WS2 (gold/WS2). TheWS2 monolayer was 6um by 12um. bOptical image of bottom-up chromium
palladium gold (Cr–Pd–Au) contacts to WS2 (graphite/WS2). The WS2 monolayer was 5 by 8 um.
c Optical image of evaporated gold-capped indium contacts to few layer & monolayer WS2 (gold-
capped indium/few layer WS2 and gold-capped indium/monolayer WS2) for transfer line measure-
ments. The lengths ranged from 0.5 to 2.5 um for the WS2 monolayer; the lengths ranged from 0.5
to 1.5 um for the WS2 few layer
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Fig. 4 Graphs of source current (IS) against gate voltage (VG) used to determine the field-effect
mobilities for each of the devices. a Graph of IS against VG for gold/WS2. The extracted electron
mobility was 0.00542 cm2V−1 s−1. bGraph of IS against VG for graphite/WS2. The extracted elec-
tronmobilitywas 0.0409 cm2 V−1 s−1. cGraph of IS against VG for gold-capped indium/monolayer
WS2. The extracted electron mobility was 5.45 cm2 V−1 s−1. d Graph of IS against VG for
gold-capped indium/few layer WS2. The extracted electron mobility was 114 cm2 V−1 s−1
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μFE = LCHgm
WCHCGVS

. (1)

The gate voltage induced carrier density, n2D, was extracted using the parallel-
plate capacitor model from (Eq. 2), where CG refers to the gate capacitance per unit
area, VG refers to the gate voltage, VG,th refers to the threshold voltage, and e refers
to the unit charge (Fig. 4).

n2D = CG
(
VG − VG,th

)

e
. (2)

The electron mobilities were computed and compared at carrier densities of
approximately 2.2 × 1012 cm−2. Thus, the derivative of the IS against VG curve
(gm) was taken at VG values which corresponded to the carrier density of 2.2× 1012

cm−2 for each of the devices. This is to conduct a valid comparison between the
electron mobilities that were obtained for each of the devices.

The gold-capped indium (In–Au) contacts to few layer WS2 yielded the highest
electron mobility of 114 cm2V−1 s−1, 5 orders of magnitude larger than the electron
mobility of the gold/WS2 contacts. Other studies have also found that evaporated
gold-capped indium (In-Au) contacts offer higher electron mobilities than pure gold
(Au) or gold-capped titanium (Ti-Au) contacts for TMDCs [5]. However, the graphite
contacts to WS2 yielded lower than expected electron mobilities of 0.0409 cm2V−1

s−1, even though they were shown to form low resistance contacts to TMDCs [11].
Nonetheless, the electron mobility of WS2 with the graphite contact was nearly 10
times that of bottom-up gold (Au) contact even though the graphite/WS2 device is a
monolayer devicewhich has typically shown lowermobilities than the few layerWS2
devices. Since only one graphite contact was functional, of the 11 graphite contacts
produced, fabrication of more graphite contacts to WS2 is required to confirm if
graphite contacts indeed offer, on average, higher electron mobilities than gold (Au)
contacts.

4.3 Contact Resistance Determination

Figure 5 shows the output curves (Is–Vs) of the bottom-up gold/WS2 contacts, gold-
capped indium (In–Au) contacts tomonolayerWS2, and gold-capped indium (In–Au)
contacts to few layer WS2. The output curves of the gold/WS2 contacts (Fig. 5a) are
not linear, from which we can conclude that the contact is not ohmic, and a large
Schottky barrier exists at the interface. The output curves of (Fig. 5b) is approx-
imately linear, implying that a small Schottky barrier exists for the gold-capped
indium/monolayerWS2 contact. The linear output curves of gold-capped indium/few
layer WS2 (Fig. 5c) shows that the contact is ohmic.

Using the transfer line measurement readings, the contact resistance and sheet
resistance for the gold-capped indium (In–Au) contacts to WS2 were determined by
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Fig. 5 Graphs of source current (IS) against source voltage (VS) for devices at constant gate voltage
(VG). aGraph of IS against VS for gold/WS2. It is evident that the gold/WS2 contact does not display
ohmic behavior, and a large Schottky barrier exists at the interface. b Graph of IS against VS for
gold-capped indium/monolayer WS2. It is evident that the gold-capped indium/monolayer WS2
contact displays slight Schottky behavior. c Graph of IS against VS for gold-capped indium/few
layer WS2. The linear behavior shows that the gold-capped indium/few layer WS2 contact displays
extensive ohmic behavior
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Fig. 6 Graphs of resistance against channel length (obtained from transfer line measurements).
aGraph of resistance against channel length for gold-capped indium/monolayerWS2. The extracted
contact resistance was 169 M � µm. b Graph of resistance against length for gold-capped
indium/few layer WS2. The extracted contact resistance was 462 k � µm

taking the limit of the trend lines in the graphs of Fig. 6a and Fig. 6b to a zero-length
resistor. We obtain the contact resistances for the gold-capped indium/monolayer
WS2 and the gold-capped indium/few layer WS2 as 169 M � µm and 462 k � µm
respectively.

The contact resistance of 462 k�µmfor the gold-capped indium/few layerWS2 is
much higher than those obtained in the latest studies, where YanWang et al. reported
low contact resistances of 2.4 k � µm [5]. They used Ar/H2 gas annealing to reduce
the Schottky barrier and interface contamination. We did not subject our samples to
Ar/H2 annealing due to the lack of facilities. Hence the higher contact resistances
could arise either from the current having to tunnel through a wider Schottky barrier
or scattering by the contaminants.

Only 2 terminal measurements were taken for gold/WS2 and graphite/WS2
contacts as theWS2 flakes obtained from exfoliation are typically very small, ranging
from 10 to 20 µm in length. Since it is much more difficult to align flakes of such
small structures under the microscope, this method was not attempted for gold/WS2
and graphite/WS2 contacts. Nonetheless, as we usedWS2 flakes that were exfoliated
from the same bulk crystal, it can be inferred from the lower field-effect mobilities for
gold/WS2 and graphite/WS2 contacts that gold/WS2 and graphite/WS2 have signif-
icantly higher contact resistances than gold-capped indium/WS2. Our 2D transfer
yield for the bottom up graphite and gold (Au) contacts was poor (only 1 out of 10
devices work), showing the difficulty of this fabrication method. Although an expe-
rienced and well-trained practitioner can have higher fabrication yield, this method
is not suitable for scaling up and the top down (evaporation) method is preferred.

5 Summary of Values

See Table 1.
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Table 1 Summary of values obtained for each device

Device Electrical properties

Electron mobility
(cm2V−1 s−1)

Contact
resistance
(M � µm)

Sheet
resistance
(M �)

Contact
resistivity
(� cm2)

Gold/WS2 0.00542 – – –

Graphite/WS2 0.0409 – – –

Gold-capped Indium/WS2
monolayer (ML)

5.45 169 580 2.36

Gold-capped Indium/WS2
few layer (FL)

114 0.462 1.11 0.00647

6 Future Work

To further improve the reliability of the results, the monolayer WS2 and few layer
WS2 should be etched into rectangular strips, so that the widths and lengths are
well defined. This would also enable the isolation of the monolayer regions from
the few later WS2 and ensure that current is passing through the monolayer WS2
or few layer WS2 only. Next, more data points should be collected for the transfer
line measurements of gold-capped indium/few layer WS2. In addition, temperature
dependent measurements can be carried out to determine the Schottky barrier height,
which would further validate our claim that In-Au contacts offer the lowest contact
resistance and highest mobilities of the 3 methods proposed. Lastly, contact resis-
tances and carrier mobilities may be improved by conducting a hydrogen annealing
step together with h-BN capping [5, 12].

7 Conclusion and Applications

We have shown that low resistance ohmic van der Waals contacts for the TMDC
WS2 can be achieved using the direct metallization of gold-capped indium (In-Au)
contacts onto WS2. In contrast, the transfer of the few layer WS2 on pure gold (Au)
contacts or graphite contacts produced poorer contacts, which we attribute mainly
to gold (Au) having a higher work function than Indium (In) by 1.38 eV, or by the
presence ofmore contamination on the gold (Au) or graphite surface.Our findings are
of current relevance and importance as electrical metal contacts formed are known to
strongly affect device performance and the successful development of a low contact
resistance van der Waals contact is imperative for the next-generation development
of energy-efficient electronics and opto-electronics applications of WS2.
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Smart Surgical Tools Checker

Vinamr Athavle and Tang Kok Zuea

Abstract According to Singapore Health Services, the largest healthcare group
in Singapore, they perform approximately 479 surgeries daily (SingHealth (2018)
About us. https://www.singhealth.com.sg/PatientCare/Overseas-Referral/En/Abo
utUs/Introduction/Pages/Home.aspx. Retrieved, 12 June 2018). Multiple require-
ments and steps are also involved in instrument processing, including preparation,
cleaning, and packaging (Even Cuny and Fiona M. Collins (May 2010). Instrument
Processing, Work Flow and Sterility Assurance. Retrieved June 12, 2018). These
factors increase the stress that instrument processing department staff face and the
propensity of human errors, as most hospitals check surgical tools with their own
eyes. The Smart Surgical Tools Checker (SSTC) is an intelligent scanner that will
identify the tool on the platform and tally it with a reference toolset. If there is a
wrong tool placed, or if there are missing tools, the software, using image processing
algorithms and artificial intelligence (AI), will warn the user about the error. This
reduces the occurrence of incomplete surgical sets andmissing tools in the inventory.

Keywords Artificial intelligence ·Machine learning · Image processing · Surgical
tools · VGG16 neural network · Surgical tool checker

1 Introduction

The World Health Organization (WHO) released the WHO Safe Surgery Checklist
which has played amajor role in preventing errors [1, 2] caused by the usage ofwrong
tools during operations [3]. However, there are many disadvantages of the checklist,
such as the duplication of existing checklists which leads to ‘checklist fatigue’ [4].
Another product is theUltraHigh-FrequencyRadioFrequency Identification (RFID),
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Fig. 1 Images of hardware set-up of surgical tool checker

which keeps track of surgical tools. While it reduces the time wasted and is cost-
efficient [5], the signal produced may interfere with sensitive medical equipment.

Previous prototypes from NUS students [6] have been rejected. These systems
involved a push-in-pull-out closed system tray, whichwas hard to sterilize. The SSTC
built upon these limitations and thus the system had been made semi-open for ease in
sterilization, while preventing ambient lighting from affecting the images captured
of the surgical tools.

The SSTC will benefit hospital staff and patients by reducing human errors
affecting the surgery and packaging staff can work in less stressful environments
and more efficiently.

2 Materials and Methods

2.1 Phase 1—Building of Prototype

The setup used an acrylic sheet ceiling to attach an 8-megapixel camera, and the
underside was lined with LED lights along the aluminium rods. To support the
structure, aluminium rods were attached to the sheet. A circular rotating disc was
placed at the bottom of the structure (with a stepper motor) and covered with a
non-slip medical cloth (Fig. 1).

2.2 Phase 2—Coding (Image Processing and Machine
Learning)

Turntable:After connecting the stepper motor to the Arduino Uno Microcontroller,
we used the Arduino Genuino IDE [7] software to code a program allowing for the
turning of the mechanism.

ImageCapturing:UsingOpenCV [8] andNumPy libraries in Python, we connected
the camera to the computer and obtained one picture. A high-resolution red–green–
blue (RGB) image was captured by altering external factors such as lighting around
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the tool. The image capturing was then adjusted such that 1 picture was taken per
1-degree rotation of the turntable. Image processing tools and variation in lighting
intensity, opaqueness etc., were used to create 2 or more copies of the same image
allowing for a larger dataset for training the model.

Neural Network: We used a VGG16 neural network model to construct a deep
learning model. To test the accuracy of the network, we trained it with pictures from
Kaggle [9]. We then trained with real surgical tools and improved the accuracy such
as by improving the picture resolution.

2.3 Obtaining Data

Experiments were done using a macOS High Sierra with a 2.9 GHz Intel Core i5
processor 64 bit installed with Python version 3.6, without GPU acceleration. We
applied theVGG16 neural network andKeras software (with TensorFlowbackend) to
train the computer using data (pictures of tools) gathered from Phase 2. The accuracy
of the model was tested before more functions were applied to improve the accuracy
of the computer with more data of tools.

2.4 Getting Accuracy of Model

Given N training samples, x represents the annotated parts of the model while y
represents the labels given to the images. After training, the VGG16 model can
approximate a model F by mapping out the relationship between the input vectors x
and output vectors y. During the forward propagation phase, when a training sample
(xi, yi) is taken in by the neural network, xi is fed-forward from the input layer to the
output layer. Finally, we get the output oi. This process can be formulated as, where
L is the number of layers in the sequential model, wj is the weight vector of the jth
layer Fj. We define Fj as the convolutional layer which performs operations. After
a series of operations by the convolutional layers, estimating the weight vectors w1,
w2, …, wL can be solved with the following optimization problem, where is usually
defined as cross-entropy loss function.

3 Results and Discussion

We implemented a method of saving the bottleneck features of the image taken
by using a data flow generator to convert the images into a NumPy array and a
VGG16 Neural Network without the fully-connected top layer to train with the
images initially. The second part of the program involved a bottleneck model with
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two dense layers, and a dropout of 50% to achieve a greater generalization across
all convolutional layers for them to be independent of each other and generate a
higher validation accuracy. The sigmoid activation was used on the last dense layer
to generate the predictions of the images we put into the bottleneck model. The
model was compiled with the RMSProp optimizer and the binary cross entropy loss
function. Table 1 shows the results of our training and validation at the 100th epoch
of two of the runs in our experiments.

From our results in Table 1, the training accuracy was higher than the validation
accuracy in the 1st and 2nd runs, indicating that we had overfitted the neural network.
This caused the model to learn the specific details of the pictures and random fluctu-
ations in the training data as new concepts such that the performance was negatively
affected. This affected the validation as these concepts did not apply to new data
and affected the model’s ability to generalize. While we achieved a 90% accuracy in
both runs, our results improved after replacing the images from Kaggle with surgical
tools (Table 2).

This could be due to the effect of generalization, where in the case of the training
images, all training data varied a lot from each other in terms of shape, colour and
features; whereas for the images of the tools we had taken with the SSTC, it was
limited to a small set of imageswhere all the imageswere similar. As such, the trained
model would be able to pick up the salient differences in the images and learn how to
differentiate between the tools, thus giving the high training and validation accuracy
[10, 11]. However, the accuracy started to decrease significantly when more tools
were added for training (Tables 3 and 4).

To improve the accuracy of ourmodel, we adaptedmultiple functions and physical
changes to our program and set-up respectively.Weworked with different optimizers
to compile the Keras model and different activations for the last and dense layers
of the model to obtain a better differentiation curve where the mapping of the given
data sets can be separated clearly. We worked on more aggressive dropout and batch
normalization to generalize the model as much as possible to prevent complex co-
adaptations on training data. Physical changes we made include the usage of better
lighting and better internal reflection of the internal setup such that a clearer image
is used by the model. We also took more pictures to enlarge our limited dataset, and
train the model to pick up changes in the images.

Using our original data and bottleneck model (Table 1) as a benchmark, we made
alterations to the code. The original bottleneck model utilized a flattening layer,
followed by a dense layer of output size 256, data dropout of 50%, and finally a
dense layer of output size 1 with a sigmoid function. In the first test, two tools, the
crab-claw tool (CCT) and golden scissors (GS) were used. In the second, the CCT,
GS and length-one scissors (L1S), and for the third, the CCT, GS and pincer tool
(PT). As seen from the results of the first three tests, we can conclude that as the
number of images and number of classes put into the model increased, the accuracy
of the model decreased.

In test 4, the dropout layer was removed. The accuracy was lower as overfitting
had occurred and the neurons in test 3 were able to be co-dependent of each other
during training and curb the individual power of each neuron. In test 5, a few more
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Table 2 Results of training and validation with VGG16 neural network using two tools taken by
the tool checker

Training
images

Validation
images

Training loss/% Training
accuracy/%

Validation
loss/%

Validation
accuracy/%

10,800 3600 208.56e−07 100.00 109.60e−07 100.00

Table 3 Results of training and validation with VGG16 neural network using four tools (crab-claw
tool, golden scissors, length-one scissors and pincer tool) taken by the tool checker

Training
images

Validation
images

Training
loss/%

Training
accuracy/%

Validation
loss/%

Validation
accuracy/%

37,800 12,600 199.02 25.00 196.59 25.00

Table 4 Comparison of results of training and validation with VGG16 neural network using two,
three and four tools taken by the Tool Checker at the last (50th) epoch

Number of tools Training loss/% Training
accuracy/%

Validation loss/% Validation
accuracy/%

2 208.56e−07 100.00 109.60e−07 100.00

3 327.83e−09 33.33 397.36e−08 33.33

4 199.02 25.00 196.59 25.00

dense and dropout layers were added, but themodel was slightly less viable. In tests 6
and 7, different amounts of dropout (75% and 25% respectively) caused underfitting
of the model, resulting in lower accuracies recorded. In test 8, the size of the output
dense layer was modified from 8 to 32 to check if it had an effect on the predictions
that were obtained from the final dense layer. However, the accuracy was lower,
indicating that too many parameters were present for the prediction layer to have a
conclusive accurate classification.

From tests 10 to 13, we tested to see if the size of the output dense layer had an
effect on the model again, but using the original model (from test 1). As the size
increased from 8 to 32, the accuracy increased from 43 to 63%. However, as the size
increased further from 32 to 64 and 512, the accuracy dropped from 63 to 59 and
33%.

From test 14 to 16, weworkedwith various activation functions of the final predic-
tion layer. With softmax, the accuracy was 33%. With tanh, the accuracy dropped
from 59% in epoch 1–37% in epoch 50. With the linear function, the accuracy was
at 0.00% indicating that the model was unable to differentiate the tools from each
other. As such, the sigmoid function was still the most viable activation function.

Through these results, we concluded that for this specific dataset of tools, the
dense layer with an output size of 32 and data dropout of 50% with the sigmoid
activation function would be the most efficient and reliable model.

Increasing epoch number and decreasing batch size proved to yield a lower accu-
racy as seen from test 17, and limits in computational power increase the training time
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required significantly. Increasing dense and dropout layers with the current model as
in test 18 decreased model accuracy (like in test 3 and 4) to 33.33%, and decreasing
batch size in test 19 and an intermediate dense layer was added in test 20 with a
SoftMax activation function provided negligible change to the accuracy from test
18. Increasing the number of epochs to 1000 (like in test 17) lead to higher accuracy
as more time was provided for training, so accuracy increased to 62%.

A method we finally utilized was a data augmenter. We conducted vigorous data
augmentation of the images by changing the images’ zoom range, flipping the image,
altering the RGB channels etc. This yielded an accuracy of about 75%, which was a
significant improvement from the previous sets of results, as the more varied set of
images present prevented the model from picking up random fluctuations.

Another method was the use of multi-label instead of multi-class classification.
Thismeans each image can be grouped together under the same class so themodel can
identify similar aspects in tools for faster classification as well as higher accuracy due
to the neurons learning to focus only on specific parts of the image.We also made the
VGG16 smaller by decreasing the convolutional layers in each convolution. More
vigorous batch normalization was used to provide better generalization as proven
from the tests. This smaller VGG16 also allowed us to save training time, allowing
for more efficient, practical usage of the model. With all 3 methods implemented,
the results improved significantly (Table 5).

In ourmachine learning program, a support vectormachine (SVM) [12] was being
built. Using an SVM classifier enabled classification of data into two or more classes.
When training, the SVM builds a model before mapping the decision boundary
for each class, and specifies the hyperplane that separates the classes. Increasing
the hyperplane margin improves the classification accuracy. As such, SVM can be
used to effectively perform non-linear classification. The model needs to know what
input shape it should expect. Thus, the first layer in a sequential model needs to
receive information about its input shape. This input image is a placeholder tensor
that contains generated images and will be put into the network for training. A
convolutional neural network (CNN) is comprised of one or more convolutional
layers, followed by one or more fully connected layers as in a standard multilayer
neural network.

First, we know that deep learning needs a large amount of labelled training data,
and second, the surgical tools are very similar to eachother and inorder to differentiate
them, a high-resolution image would be preferred such that the hyperplane margin
can increase in distance. Ambient lighting as well as reflectivity of the turntable play
an essential role in ensuring the correct identification of the tools into their classes.

Table 5 Results of training and validation with VGG16 neural network using seven tools at the
last (75th) epoch with data augmentation and multi-label classification

Number of tools Training loss/% Training
accuracy/%

Validation loss/% Validation
accuracy/%

7 0.44 99.84 27.25 92.05
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As such, we need to find the optimum point at which both lighting and reflectivity
can be balanced to ensure a high-quality image produced. Our final model was also
able to balance the resolution of the image by altering the RGB channels of the image
such that it would be optimized for input into the neural network model. Our dataset
this time consisted of 7 tools, length-0 scissors (L0S), L1S, length-2 scissors (L2S),
GS, PT, ST and CCT.

4 Conclusion and Future Work

The SSTC is able to identify tools accurately with a low-cost production. By mini-
mizing human errors, it will greatly reduce the timewasted that will affect the surgery
being carried out. Unlike similar projects, the SSTC will enable the streamlining of
hospital procedures in a more efficient manner. Some improvements for the future
include creating a larger platform such that more tools can fit onto it such that the
speed of processing and registering the tools will be increased. Some factors that we
did not work on would be the use of a different table below the setup, as that could
affect the image taken by the camera. We could have adapted a Faster R-CNNmodel
which would be able to bypass the problem of having to select a huge number of
regions for identification. Finally, we also hope to work on aGraphical User Interface
(GUI) such that the SSTC can be more user-friendly and catered to the hospital staff,
rather than be hindered by complicated lines of codes which may be irrelevant to
them.
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Magnetisation Transport in XXZ Spin
Chains

Akshat Chaudhary, Christophyr Yeoh Kai Xiang, Vinamr Athavle, Xing Bo,
and Dario Poletti

Abstract At the macroscopic scale we observe that transport between two regions
is proportional to the difference of concentration between them, otherwise known
as Fick’s law. It is however not trivial to understand how this macroscopic and
phenomenological law emerges from the microscopic laws of nature. Here, by
studying the magnetization transport in one-dimensional quantum spin chains, we
show two effects that contribute to the emergence of this law: interaction between
the constituting elements as well as the presence of decohering processes. This is
important for better understanding the behavior of transport at the nanoscale and to
produce novel nano/quantum transport devices.

1 Introduction

The macroscopic world we are more familiar with is well described by phenomeno-
logical laws like Fourier’s law [1],

Q̇ = −k∇T (1)

where Q̇ is the heat flow, k is the conductivity, ∇T is the temperature gradient. A
mathematically analogous relation is Fick’s law [2] which relates the current of a
quantity, Js, with the gradient of the concentration of this quantity, s,

J s ∝ ∇s (2)
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It is however not obvious how these laws are derived frommicroscopic principles,
especially considering the fact that the laws of nature at the microscopic scale are
fundamentally quantum mechanical [3–5]. From a technological point of view, and
for the design of future nano-devices, it is also important to understand how transport
occurs at the quantum scale [6–8]. Subatomic particles have properties that are very
different from classical, macroscopic properties of everyday objects. An example of
this is superposition (being in two places at the same time). Electrons, in particular
have a property known as “spin”, and in materials, the spin of the electrons in the
outer orbitals plays an important role in the magnetic properties of the materials.
Here we consider a system in which the outer electrons are localized to each atom
(e.g. they cannot tunnel or jump to other atoms), but the character of the spin can
be influenced by the spins nearby, or it can be swapped with its neighbours. The
particular model we will consider is known as an XXZ Heisenberg spin chain, and
this system is a good approximation of the magnetic properties of real materials like
copper pyrazine dinitrate Cu(C4H4N2)(NO3)2 [9], or it can be constructed artificially
with surface adatoms [10] or Rydberg atoms [11, 12]. Fundamental studies which
show the emergence of Fourier’s law were done in 1984 for classical systems [13],
and in 2004 for quantum systems [14] like the one we consider here. Here we aim to
study at magnetization current, or spin current, in a scenario in which one side of the
Heisenberg spin chain is driven to a certain concentration of spin (or magnetization)
[15], and the other end of the spin chain to a different magnetization. The fact that
the two edges of the spin chains are driven to different magnetization will induce a
spin current through the chain. In this research project we show that both the inter-
action between the spins and the presence of decoherence can induce the emergence
of Fick’s law. In particular we show that for non-interacting and non-decohering
system the transport is ballistic, i.e. the current is independent of the system size,
while transport becomes diffusive with the current being inversely proportional with
the system size, i.e. Fick’s law, in presence of strong enough interactions, and/or
of decoherence. Moreover we show other interesting effects of the interaction on
transport, for instance we show that for large concentration differences and large
interactions, the current decreases for increasing concentration differences, which is
very different from Fick’s law. In this case, decoherence again allows the emergence
of Fick’s law.

The report is organized in the following way. In Sect. 2 we give some basic intro-
duction of the quantum mechanics needed for this project, and we also describe the
model used and the observables studied. In Sect. 3 we describe briefly the numerical
implementation of the problem we study. In Sect. 4 we describe our results, first only
considering the role of interactions, and then the combined role of interactions and
decoherence. In Sect. 5 we draw our conclusions.
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2 Tools and System

Here, we discuss the basic elements in quantum mechanics that are fundamental to
our understanding of the phenomena studied in this paper.

2.1 Basic Elements of Quantum Mechanics

(1) Vector Space: In order to define the conditions of the spin-half particles that we
study in this paper, it is necessary for us to define a space in which these particles
are located andwhere they are given the relevant properties. Thismanifests itself
in the form of a vector space, which we define as the complex 2-dimensional
Hilbert space. Since we use this space to determine our quantum states and
hence where our state vectors are located, we can then define our basis as all
the possible quantum states the system can have. The overall dimension of the
system will then be equal to 2N where N is the number of spins.
A Hilbert space is a generalisation of normal, everyday Euclidean space,
expanding it to the complex realm as well. Since a spin-half particle can only
be spin-up or spin-down, (more formally in the form of a + b where a and
b represent the probability of being either spin-up or down) we only need a
2-dimensional complex space to conduct our modelling of a single electron,
i.e. C2. As we expand the system to N particles, a 2-dimensional space is not
sufficient to describe all N particles. Hence, we expand the Hilbert space such
that our total space becomes N tensor products of C2 with total dimension 2N .
We connect this to the fact that there are 2N possible states for an N-particle
system, hence a 2N dimensional space is needed.
Writing these vector spaces, we have operators. Operators, when acting upon
the wave function or a density matrix (see Sect. 2.1) allow us to measure the
observable it corresponds to by solving for its eigenvalues, a process we will
touch upon later.

(2) Pauli Matrices: There are certain important operators that we use in order to
determine the magnetisation of a particle. We call these matrices the Pauli
matrices, denoted by σx, σy and σz. We use these matrices to find the magneti-
sation of the particle in a specific direction, in this case the x, y and z axes
respectively. These matrices have constant values and are as such:

σ x =
(
0 1
1 0

)
σ y =

(
0 −i
i 0

)
σ z =

(
1 0
0 −1

)
(3)

These matrices have certain special properties. For example, these matrices are
Hermitian (i.e. the conjugate transpose of thematrix is equal to itself) and unitary
(i.e. the matrix multiplied by its conjugate transpose is the identity matrix).
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(3) Density Matrix: The density matrix represents the statistical state of a system
in quantum mechanics. It is generally defined as

ρ =
∑
i

pi |ψi 〉〈ψi | (4)

where ρ refers to the density matrix, ψ i refers to the quantum state of that
particular particle and pi refers to the probability that the particle is in the state
ψ i. Since pi is a probability, all instances of pi adds up to 1. For a mixed state,
i > 1 since a mixed state is a mixture of 2 pure states with a probability of the
system being in each particular state. This is formally known as a statistical
ensemble of pure states. Each pure and mixed states can be represented by one
density matrix, which makes it very useful due to the simplification it brings to
our calculations. Another crucial reason for the importance of these matrices
is that we can deduce the probability of virtually any outcome from a defined
measurement of the system from the density matrix. This makes it of paramount
importance for us to understand this concept. In a pure state, density matrices
have certain additional special properties. These include: Tr ρ = 1, ρ ∈ R+ and
ρ = ρ2.

2.2 Model

(1) Heisenberg Hamiltonian: In this paper, we consider an XXZ spin chain with
nearest neighbour interactions and a homogeneous magnetic field. This means
that any particle i is affected only by the particles adjacent to it, i.e. i + 1 and i
– 1.

In order to represent the energy of the system, we introduce an operator we call
the Hamiltonian, represented as H. It acts as a representation of the sum of kinetic,
potential and interactive energies of the system. This means that the Hamiltonian
represents the total energy of the system. The eigenvalues of H are the energies of
the system. The following equation represents the computation of the Hamiltonian:

H = h
∑
j

σ z
j + �

n∑
〈i, j〉

σ z
i σ

z
j + Jz

n∑
〈i, j〉

(σ+
i σ−

j + σ+
i σ−

j ).

where σ z is the aforementioned Pauli matrix, σ + = (σ x + iσ y)/2 and σ− = (σ x

– iσ y)/2. h, � and Jz are amplitudes of the magnetic field term, interaction term, and
spin of the system respectively, and <i, j> represents the nearest neighbour term.

The Hamiltonian is important for us to conduct time-evolution of quantum states,
represented by ψ(t) as per the Schrödinger Equation which is as follows:

H |ψ(t)〉 = i�
∂

∂t
|ψ(t)〉 (5)
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This makes the Hamiltonian indispensable to our calculations. To measure the
system, we apply the Time-Independent Schrödinger’s equation to find its steady
state, as all observables are independent of time in the steady state.

H |ψ〉 = E |ψ〉 (6)

whereH is theHamiltonian andE is a constant equal to the energy level of the system.
This equation is an eigenvalue equation, and the corresponding right eigenvector to
the eigenvalues E is the steady state of the system.

(2) Lindbladian: In an ideal environment with no dissipation, we can use the von
Neumann equation to model the time evolution of the density matrix, which is
as follows:

i�ρ̇ = [H, ρ] (7)

Solving this differential equation allowsus tofindρ as a functionof time.However,
we want to study systems that are non-ideal, which are exposed to some sort of envi-
ronment. Then, in order to mathematically model ρ as a function of time in such
a non-ideal situation, we describe the outside environment as a dissipator, denoted
by D(ρ). Under these conditions, in order to observe spin transport in XXZ spin
chain systems, we use the Gorini-Kossakowski-Sudarshan-Lindblad master equa-
tion (GKSL master equation) [16, 17], alternatively called the Lindbladian master
equation. The equation is as follows:

ρ̇ = i

�
[H, ρ] + LD(ρ) (8)

where ρ refers to the density matrix,H refers to the Hamiltonian, and LD(ρ) refers to
the dissipator environment. We define the Dissipator environment LD(ρ) as follows
[18],

LD(ρ) =
∑
i j

(LiρL
+
j − 1

2

[
L+

j Li , ρ
]
)

(3) Boundary driving: We attach the XXZ spin chain to dissipator environments
on the left and right. This allows us to observe how the system behaves under
dephasing, as well as diffusive and ballistic spin transport.We expose the system
to outside interference, to observe a reduction in the wave-like properties of the
elections, thus dephasing the system to recover classical behaviour. For an XXZ
spin chain with N spins, the Dissipator on the left is [18],

LD,L = λ+
L

(
σ+
1 ρσ−

1 − 1

2

{
σ−
1 σ+

1 , ρ
}) + λ−

L

(
σ−
1 ρσ+

1 − 1

2

{
σ+
1 σ−

1 , ρ
})
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where LD,L refers to the dissipator function, λ
−
L refers to the left boundary driver,

which drives the spin up or down on the left depending on the superscript and
σ

+/−
1 refers to the matrices outlined in Sect. 2.2 for the first particle. The expres-

sions of the left boundary drivers with relation to the amplitude, represented by
Γ and imbalance, represented by μ. Γ affects the overall magnitude of the
boundary driving, and μ relates to the ratio between the positive and negative
boundary driving. When imbalance is at 0, the positive and negative driving
values are the same. Varying this will vary the ratio of the positive and negative
driving values, and hence affect the dissipator function and the regime of spin
transport.

λ+
L = 	(1 + μ)λ−

L = 	(1 − μ) (9)

Similarly, we have a dissipator environment on the right as well [18].

LD,R = λ+
R

(
σ+
N ρσ−

N − 1

2

{
σ−
N σ+

N , ρ
}) + λ−

R

(
σ−
N ρσ+

N − 1

2

{
σ+
N σ−

N , ρ
})

λ+
L = 	(1 + μ)λ−

L = 	(1 − μ) (10)

The symbols here refer to the same things as they do in Eqs. (10) and (11).

(4) Dephasing: A result of dissipation is that we observe dephasing, which means
that the system loses its quantum behaviour as it transitions to classical-esque
behaviour. Resulting which, we will be unable to observe properties such as
wave-particle duality that we usually ascribe to quantum systems. In a more
mathematical form, a result of dephasing is that ρ transitions into a diagonal
matrix, and all non-diagonal elements of the matrix go to zero. By solving
Eq. (7), we can find ρ as a function of time [18].

LDephasing(ρ) = λz

∑
l

(σ z
l ρσ z

l − ρ) (11)

2.3 Observables: Magnetization and Current

(1) Obtaining the steady state: Observables are essentially the properties of the
system we are studying. Such observables are characterised by corresponding
operators. For example, energy, an observable, has the Hamiltonian as its corre-
sponding operator. Finding the eigenvalues of the operator yields the amplitude
of the observable. This is obtained by passing the eigenvalue equation with
the state function through an eigensolver. Alternatively, the trace function and
density matrix can be used in its place, which we demonstrate in Eq. (13).

We have previously discussed the need to obtain the state function, or equivalently
the density matrix, at steady state in Sect. 2.1. To solve for the density matrix at the



Magnetisation Transport in XXZ Spin Chains 213

steady state, we apply the Lindbladian discussed in Eq. (8) in Sect. 2.2. We vectorise
this equation such that we obtain a super where LD,L refers to the dissipator function,
λ+/− refers to

ρ̇ = −i

�
[H, ρ] = Mρ (12)

At steady state, ρ˙= 0, hence we solve for the smallest absolute eigenvalues ofM,
as they equate to the magnitude of ρ˙. The corresponding eigenvector is the density
matrix at steady state in column vector form.

(2) Characterizing the steady state: By reshaping the density matrix and applying
the following relation, we obtained our desired observables.

〈A〉 = Tr(ρA) (13)

where A is any arbitrary observable and A is the corresponding operator. In our
study of XXZ spin chains, the observables of our interest are particle magneti-
sation σ z and spin current Js, the transfer of spin. The magnetisation operator
is simply the Pauli matrix σ z at site i, while the spin current operator is.

For site i and N sites, where 0 ≤ i ≤ (N − 1).

J s
i = −i

�

[
H, σ z

] = 2

�

(
σ x
i σ

y
i+1 − σ

y
i σ x

i+1

)
(14)

3 Numerical Implementation

In order to implement this modelling, we used computational software, including
the num.py and sci.py libraries of Python as well as eigensolvers in MATLAB. We
initially generated a Hamiltonian of the system, following which we generated a
superoperator that when acting upon the various operators, can form a series of
matrix equations that we export from Python to MATLAB. In MATLAB, we use the
eigensolver to then solve the equations, yielding the values for our observables. We
export the raw solutions back to Python in order to plot it.

We inputted initial values of h, Jz, �, 	, μ as well as λz in order to output our
observables. From the aforementioned quantities, we computed ρ (see Eq. (4)) and
the Hamiltonian (see Eq. (1)) as previously described. From Eq. (11), we generated
our superoperatorM. Following the procedures gone through previously in the paper,
we solved for the eigenvalues of the superoperator and solved for the steady-state
density matrix, from which we measured all our observables.

We investigated systems of up to 8 spin-half particles. Recall from II-A.1 that
the dimension of the matrices we work with is 216. If we were to use standard
eigensolvers with normal, unchanged matrices, the amount of computing power
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needed is extremely high, with computing times of over 103 s. In order to increase
the efficiency of computing, we used algorithms made specially for sparse matrices
instead, which take advantage of the fact that there happen to be many zero elements
in the matrices we work with, significantly reducing CPU processing time.

4 Results

4.1 Transport in Absence of Dephasing

In Fig. 1, it can be observed that changing the value of � can change the properties
of magnetization transport. With smaller values for � resulting in ballistic transport
properties, with� = 0.1 showing ballistic properties, mid-range values of� showing
diffusive transport properties, and higher values of � exhibiting progressively more
insulating behaviour. Also, notice that the strong boundary driving results in ballistic
and insulating regimes for low and high values of � respectively. We can observe
that spin current is symmetric about � = 0, this means that only the magnitude of
� influences the spin current. We also notice that as � increases, Js tends to 0.

In Fig. 2, we observe that lower � values present us with ballistic magnetisation
regimes. However, there is diffusive behavior observed in � = 1, which is very
different from the insulating behavior observed with strong boundary driving. Hence
with smaller driving μ, even strong interaction cannot induce an insulating behavior.
Similarly, the sign of � does not affect magnitude of Js and we observe that Js is
greatest at � = 0, exactly as seen in Fig. 1. However, Js tends to 0 more slowly with
increasing �, unlike the observation made in Fig. 2.

Overall, we can notice that the effects of varying � are effectively the same
regardless of boundary driving on Js. However, lower boundary driving values result
in a reduction of insulating behavior and, instead, diffusive properties.

Fig. 1 Left: Magnetisation
〈
σ z
i

〉
versus site i in presence of strong boundary driving: Γ = 4J/�, μ

= 1. Right: Spin current versus � in the presence of strong boundary driving
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Fig. 2 Left: Magnetisation
〈
σ z
i

〉
versus site i in presence of weak boundary driving: Γ = 4J/�, μ

= 0.2. Right: Spin current versus � in the presence of weak boundary driving

Fig. 3 Magnetisation
〈
σ z
i

〉
versus site i in presence of strong and weak boundary driving: Γ = 4J/�,

μ = 1 (left), μ = 0.2 (right)

4.2 Transport with Dephasing

In the presence of dephasing, Fig. 3, λZ = 1J/n, there is significant difference from
the behavior of systems that are not exposed to dephasing.We observemore generally
diffusive properties, even at large, or very small, values of �.

The effects of changing � is very similar to that of the previous figures, with an
increased delta giving rise to an increase in diffusive properties. Furthermore, notice
that the effects of weak boundary driving has led to comparatively more diffusive
properties.

In Fig. 4, the spin current varieswith the value ofλz in differentwayswith different
boundary drivingmagnitudes. Notice that althoughwe observe that Js reduces across
the board with increasing λz for a lower � value, we see that Js in fact increases
with increasing λz only for strong boundary driving with high � values, but remains
fairly constant with a slight downward trend for systems with low boundary driving.

Figure 5 has been added to showmore clearly the emergence of diffusive behavior
in the form of Fick’s Law. Notice from Eq. (2) that
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Fig. 4 Spin current
〈
J si

〉
versus λZ in presence of strong and weak boundary driving: Γ = 4J/�, μ

= 1 (left), μ = 0.2 (right)

Fig. 5 Spin Current times Length
〈
J si

〉
L versus length L in presence of strong (left) and weak

(right) boundary driving, absence of dephasing: Γ = 4J/�, μ = 1 (left), μ = 0.2 (right)

J s ∝ ∇s = −k
�s

L
J s L = −k�s (15)

Given the coupling of the system to the spin baths, we can assume that �s is
constant in both the strong and weak coupling scenario. Therefore, JsL is expected
to be constant if the system obeys Fick’s Law.

In the absence of dephasing, Fig. 5, there is an emergence of Fick’s Law in
systems for large values of�. As suggested previously in Figs. 1 and 2, the transport
is diffusive in these scenarios. In the case of ballistic transport, Fick’s Law is not
observed. In the presence of dephasing, Fig. 6, Fick’sLaw is observed for all�values.
Thepresenceof dephasing recovers the classical behaviours from thequantumsystem
and results in diffusive transport for all � values. This is again in agreement with
the observation in Fig. 3.
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Fig. 6 Spin current times length
〈
J si

〉
L versus � in presence of dephasing, strong (left) and weak

(right) boundary driving Γ = 4J/�, μ = 1, 0.2, λZ = J/n

5 Conclusion

We have numerically studied the magnetization transport in a spin-1/2 XXZ chain
for various �, dephasing, and system sizes. By studying the magnetization profile
and calculating the steady-state spin current, we have found that that the system
behaves differently due to the presence of � and dephasing.

As a main result, we have found that an increase in the magnitude of interaction,
�, causes the transport property of the system to change from ballistic to diffusive.
Interestingly, when μ = 1, a high � value can tune the system towards an insulator.
Furthermore, we have demonstrated that the presence of dephasing can recover the
classical behaviours of the system, regardless of the strength of �. This is confirmed
by the observation of Fick’s law in the system, ignoring the anomaly caused by the
finite system size when L is smaller than 4.

Understanding the transport property at the quantum scale for magnetization is
important for applications such as spintronics, where one cannot, in general, assume
the validity of Fick’s law. The application of such XXZ Heisenberg spin chains also
lies in approximating the magnetic properties of materials such as copper pyrazine
dinitrate to a good degree.
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Graphene and Montmorillonite-Enabled
Ultrastretchable Integrated Chemical
Barriers and Fire Retardant
Nanocoatings for Next-Generation
Protective Clothing

Pei Yi Loh, Sean Kar Weng Leong, Chi Zhang, and Po-Yen Chen

Abstract The ideal next-generation protective clothing would confer three main
properties: stretchability, flame resistance and chemical retardancy. However,
conventional materials render these properties mutually exclusive—as an effective
barrier involves closely packed structures while stretchable materials are associ-
ated with sparsely packed molecules and considerable free space. In this study, we
seek to bridge the gap between retardancy (chemical and fire) and stretchability,
by developing a synthetic process allowing both to coexist rather than compro-
mise one another. The fabrication utilised graphene oxide (GO) and montmorillonite
(MMT), which are known chemical and flame retardants respectively. These were
dispersed onto shrink film templates, before undergoing heat-induced deformation to
form a crumpled nanocoating. Additional elastomer curing and shrink film removal
programmed the crumpled architecture to unfold under tensile stress, improving
final stretchability. Various conditions such as the chemical environment of disper-
sion and method of integrating GO and MMT were investigated to maximise flexi-
bility and stretchability. It was found that GO-elastomer prepared via aqueous GO
solution withstood up to 180% linear strain before fracturing, while the GO-MMT-
elastomer hybrid can be elongated by 160% of its original length. Furthermore, an
easily upscaled process was facilitated by doctor blade coating, complementing the
optimal synthetic pathway. Finally, the barrier properties of the integrated MMT-
GO-elastomer were verified via flame tests and gas chromatography tests. There-
fore, this study has successfully developed a scalable fabrication pathway for an
ultrastretchable, versatile, flexible material that can also slow down chemical and
flamepenetration, paving theway for themanufacturing of next-generation protective
clothing.
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1 Introduction and Literature Review

The need for next-generation protective clothing is becoming increasingly salient,
in today’s volatile, complex, uncertain and ambiguous world. Demand for protec-
tive clothing has surged at a compound annual growth rate of 6.1% [1], with the
burgeoning of various industries such as manufacturing, construction, and oil and
gas. Naturally, the onset of greater workplace risks arises—Singapore alone has
experienced more than 10,000 cases of workplace injuries in a year [2]. Of these,
chemical and fire hazards are named among the top 10 hazards in the workplace
[3], culminating in endeavours in the field of protective clothing which attempt to
address these risks.

Protective clothing seeks to strike a balance between protection (effective barrier
properties) and human comfort (stretchability of the material) [4]. This has tradi-
tionally been perceived as a trade-off between the two: barrier properties often stem
from tightly packed structures which prevent the penetration of various substances,
whilst stretchability tends to be a property of loosely packed molecular chains with
significant, compressible free space. This is a cause of concern in the context of
manufacturing protective clothing, as movements by the wearer demand a reason-
able degree of flexibility and stretchability [5], whilst still maintaining the protective
properties without significant abrasions or cracks forming. Conventional protective
clothing have yet to integrate all of the following three desirable properties into
a single protective fabric—stretchability, flame retardancy and chemical imperme-
ability (Fig. 1). Common chemical barriers such as elastomers [6], carbon coatings
[7, 8] and ceramics [9] are hardly stretchable, while recent attempts at stretchable
barriers [10] (we denote in this paper as “competitor”) are not geared to provide fire

Fig. 1 A Venn diagram
depicting the novel
intersection between
ultrastretchability, chemical
and flame retardancy in our
protective material
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retardancy. Typical fire-resistant protective clothing are also unable to resist chem-
ical penetration when in direct contact [11]. This presents a dilemma to consumers—
wearing two layers of clothing would be unfeasible, on the grounds of cost, thickness
of the material and discomfort to the wearer. On the other hand, choosing one of the
clothings would compromise on functionality, risking ignition or chemical injury.

This study thus addresses the imperative for designing a versatile solution which
can be applied to produce and manufacture all-in-one, multipurpose protective
clothing. We explore and optimise the synthesis process for a graphene oxide (GO)
andmontmorillonite (MMT) basedmaterial, which are known to be chemical barriers
and flame retardants respectively. Studies in the field have revealed that GO is imper-
meable to almost all gases and liquid [12], while MMT significantly improves flame
retardancy and lowers heat release rates of materials [13]. We leverage on the highly
folded 3D crumpled GO and MMT nanostructures (Fig. 9 in appendix), which is
capable of undergoing programmed unfolding when functionalized on a stretchable
elastomeric surface, which also provides structural support. By bridging the gaps
between the properties of stretchability, fire retardancy and chemical impermeability,
this study aims tominimise the impact of chemical and fire hazards, whilst improving
user comfort by stretching and compressing to a suitable degree in accordance to their
day-to-day movements.

2 Methodology

We seek to develop a methodology to integrate the three main components for our
final product—GO,MMT, and a silicon-based elastomeric layer. Given that previous
literature has determined the optimal conditions in which MMT can adhere to the
elastomer (7mg/ml,withMMT:PVAratio of 3:1) [14], ourfirst step is to establish how
various factors can be optimised to allowGO to adhere to the elastomer andmaximise
stretchability. Thereafter, the GO and MMT are integrated with the elastomer, and
we investigate the most optimal method to do so. At the same time, we upscale
our production procedure for versatile application to the industrial world. Finally,
we verify the barrier properties of our final product using stretching, flame and gas
chromatography (GC) tests (Fig. 2).

2.1 Fabrication of GO-Elastomer Bilayer

Our methodology utilises plastic shrink films as a template for GO solution to be
dispersed on, as after coating a planar GO layer, heat-induced shrinking of the films
can guide it to form the desired crumpled architecture. Stock 5 mg/ml GO solution
was diluted to 0.75 mg/ml for the dispersion, using either water or ethanol (95%,
Sigma). 5 by 5 cm shrink films were first prepared and rinsed thoroughly with DI
water and ethanol and treated with pure oxygen plasma for 5 min. Next, 20 ml of GO
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Fig. 2 The overarching methodology in this study, which aims to first optimise the conditions in
which crumpled GO should be produced, before moving on to integrate both the fire retardant and
chemical barrier properties together and investigatingmeans for easy upscaling. Lastly, the crumpled
nanostructures of the GO andMMT layers were verified by observation under the scanning electron
microscope, and the barrier properties of our material were cross-checked via flame and chemical
testing

solution in various chemical environments was dropcast and added in excess to a 5
by 5 cm shrink film in petri dish (10 cm diameter). The GO water solution was left
to dry overnight, forming a planar coating. Afterwards, the GO coated shrink film
was heated in the oven at 140 °C for 15 min to undergo heat-induced deformation,
shrinking to about 2 by 2 cm. The shrunk GO coated film was coated with liquid
elastomer and left to cure for 4 h, before it was immersed in dichloromethane (DCM)
(≥99.8%, Sigma) for 2 h to dissolve the shrink film layer, leaving the final material
to dry in the fumehood (Fig. 3).

Fig. 3 A schematic diagram illustrating the methodology behind synthesizing the GO-elastomer
bilayer, by dispersing a planar layer of GO onto shrink film and using heat deformation to induce
the crumpled architecture, and curing with elastomer
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Via this methodology, we aim to maximise the degree that the GO-elastomer
complex can be stretched before surface fracturing, and therefore investigated the
effect of different parameters on the stretchability. For the solvent in which the stock
GO was dissolved, water and ethanol were chosen—the former was decided under
the consideration that the stock GO was already suspended in water, while the latter
was selected as alcohol is highly polar and could possibly aid the dispersion of GO
on the nonpolar shrink film surface. However, initial experimentation found that
alcohol-diluted GO prevented the planar GO coating from being evenly distributed
due to the formation of coffee-ring effect. Hence, the stock GO solution was diluted
with water for the rest of the procedure and experimentation.

Several other variables were also looked into. For the GO dispersion step, we
explored incorporating hydrogels into the GO layer, as the hydrophilic groups in
its constituent polymer network could possibly enhance the adhesion of GO to
the elastomer, improving stretchability without fracturing. In this study, aqueous
0.75 mg/ml GO solution was incorporated with three different hydrogels—sodium
alginate, polyvinyl alcohol (PVA) and polyvinyl pyrrolidone (PVP). These were
chosen based on literature, since sodium alginate is a known low-cost and non-toxic
hydrogel [15]; PVA is able to act as a good adhesive [16] and is chemical resistant
[17]; PVP has previously been used for enhancing liquid dispersion in other contexts.
[18] For each hydrogel, different GO:hydrogel ratios were also used, namely 2:1,
4:1 and 9:1 to represent a range of GO concentrations, which is proportional to the
thickness of the GO layer. A negative control was also used, by diluting the stock
GO solution with water only, to ensure that any variations in the final stretchability
is solely due to the presence of polymers.

As for the elastomeric layer, we used three different types of elastomer with
varying hardness, to represent those in the extra soft, soft and medium soft range
(Fig. 10 in appendix). Platinum cure silicone (Ecoflex 00–20 and Ecoflex 00–50)
and polydimethylsiloxane (PDMS) were chosen due to their relative softness and
flexibility, as well as the relatively fast curing time. The way in which the elastomer
was also coated was also varied; particularly, both spin coating and petri dish curing
were used. However, spin coating at high speeds (500–600 rpm) resulted in elastomer
layers that were too thin (1–2 mm), while spin coating at low speeds (100–300 rpm)
started to compromise on the uniformity of distribution. Overall, spin coating was
unable to give the desired thickness of about 5–6 mm to achieve a balance between
flexibility and durability. Hence, the various liquid elastomers were decanted into
10 cm diameter petri dishes and placed into the vacuum chamber for 5 min to remove
air bubbles, before leaving to cure for 4 h.
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2.2 Production of GO-MMT Hybrid and Manufacturing
Approach

Once we have determined the optimal chemical environment for GO to maximise
stretchability, we subsequently proceed to integrate the MMT, enabling the material
to slow down the penetration of both fire and chemicals. For this step, rectangular
and longer shrink films, in this case 16 by 4 cm, were used to mimic the rectangular
fabrics that are produced in mass manufacturing, allowing us to better simulate the
process. Doctor blading was chosen as our approach for manufacturing our hybrid
GO-MMT-elastomer material in the large scale, as it is capable of coating controlled
thin layers on our shrink film template, and can produce relatively uniform coatings
in short amounts of time.

The procedure of producing theGO-MMThybrid is largely similar to the previous
section. However, we note that there fumehood. (For a detailed schematic, see Fig. 11
in the appendix).

3 Results and Discussion

Given the existing knowledge on the efficacy of GO and MMT as barrier materials,
the synthetic procedure that we optimise in this study thus focuses on maximising
the stretchability. To find the stretchability, we linearly stretch the GO-elastomer and
GO-MMT hybrid materials which synthetic procedures were described earlier, until
the surface begins to fracture. The initial and final lengths of the GO surface, which
we denote as Li and Lf respectively, were measured and recorded. are different ways
in which GO and MMT could be integrated onto the same surface of the elastomeric
materials. We set MMT to be either on the same plane, or overlapping the GO, as fire
protection would prevent thematerial from being burnt first, in order for the chemical
protection layer to function smoothly even while burning. After narrowing down the
most plausible ways in which this could be incorporated with doctor blading, we
performed three distinct methods to integrate GO and MMT (Fig. 4).

Fig. 4 The three different methods in which GO and MMT can be integrated with the elastomer to
form a versatile chemical barrier and fire retardant nanocoating. Method 1 involves making separate
GO-elastomer andMMT-elastomer layers and attaching themafterwards.Method 2 involves coating
a layer of GO and MMT respectively and Method 3 coats a mixture of both on elastomer
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We first prepared a 4 by 16 cm shrink film and treated it with pure plasma oxygen
for 5 min, before coating with 3 ml of 10 mg/ml MMT-water solution using an
automatic film coater machine, to coat the solution on the shrink film with a pre-set
thickness of 120 µm. The MMT coated shrink film was left overnight to dry. We
then coated this MMT-coated shrink film with another 3 ml of GO, once again dried
overnight. The resulting material was heated at 140 °C to induce shrinking, before
liquid Ecoflex 00–20 elastomer was coated on and left to cure for 4 h. Finally, the
shrink film layer was dissolved by immersing in dichloromethane for another 4 h,
giving the final product upon drying in the fumehood.

These were used to compute the percentage elongation of the material as shown
in the following equation. This in turn reflects the linear strain exerted and the overall
stretchability.

Percentage Linear Strain = L f − Li

Li
× 100

3.1 Optimising Stretchability of GO-Elastomer Bilayer

For determining the type of elastomer that is most suitable for fabrication of our
ultrastretchable material, aqueous tandard oxide with a concentration of 0.75 mg/ml
was tandardized for dispersion, to ensure that the outcome would not be skewed by
any chemical interactions of polymeric hydrogels. Out of the three types of elastomer
used, Ecoflex 00–20 was chosen as most optimal, as the GO layer had the best
adherence to its surface as opposed to PDMS, and allowed air bubbles trapped in the
liquid elastomer to escape easily via vacuum suction before it begins to cure, giving
rise to a desirable uniform elastomer layer.

Figure 5 illustrates the effect of various hydrogels mixed with GO in different
ratios on the stretchability of the GO-elastomer bilayer. Surprisingly, while the addi-
tion of hydrogels was expected to promote hydrophilicity and adherence of GO to

Fig. 5 Table showing the effect of various types of hydrogels used in the GO dispersion stage, and
the relative ratios between the GO and hydrogel, on the overall stretchability of the material. This is
determined by ascertaining the percent elongation of the GO-elastomer surface before cracks and
fractures appear
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the elastomer, this caused the stretchability to decrease instead of increase compared
to aqueous GO.

GO-water exhibited the highest percent elongation before surface fracture, at 80%
of its original length, as compared to a maximum stretchability of 50% for PVP and
10% for PVA.When mixed with sodium alginate, the GO layer was unable to adhere
well to the elastomer and became very brittle, possibly because the heat-induced
deformation of the shrink film has also broken the cross-links within the alginate
hydrogel. For PVP, stretchability is higher in the lower GO:PVP ratios (2:1 and 4:1)
than higher ratios (9:1), which suggests that though the presence of PVP decreases
overall stretchability, increasing PVP proportions still reduces it to a smaller extent.
This might be due to higher concentrations PVP inducing more crumpling effect of
the GO nanostructure during heat-induced deformation, which increases stretcha-
bility. As for PVA, this trend is reversed, with stretchability generally increasing as
the GO:PVA ratio increases. This suggests that the more PVA added, the lower the
stretchability, which can be attributed to the intermolecular interactions from PVA’s
hydroxyl groups reducing the extent of GO crumpling during heating, lowering the
threshold that the GO layer can unfold before cracking. Hence, aqueous GO was
chosen for the next step which integrates the fire retardant MMT and devises a viable
method for large-scale production of our material. Figure 12 in the appendix illus-
trates the adherence of the GO layer to the elastomer via snapshots of each resulting
material.

3.2 Large-Scale Fabrication of GO-MMT Hybrid

Figure 6 shows the relative stretchability of the GO-MMT hybrid using each possible
method of integrating the two barriers together, used in conjunction with the doctor
blading approach for large scale synthesis. Method 2, which coats the elastomer
with a layer of GO, then a layer of MMT on the exterior, fares the best in terms of
stretchability, elongating by 60%before first experiencing fractures.Method 3,where
1:1GO-MMTmixture is coated comes in second, at 55%percent stretchability, while
Method 1, which attaches a GO-elastomer bilayer with another MMT-elastomer
bilayer, has the lowest percentage elongation. This could be because with increased
number of layers, the product of Method 1 has a higher Young’s modulus, leading
to greater shear stress in the nanocoatings per unit deformation. Moreover, it is
expected that using a GO-MMT mixture would decrease the stretchability, as the
MMT solution had also incorporated PVA (in a ratio of 3:1) in our preparation
stage, and from our previous experiments, mixing GO with PVA had decreased the
stretchability of the GO nanocoating. There are also concerns that Method 1 would
give rise to a fabric that is too thick for user comfort, posing the risk of overheating;
whileMethod 3 would result in compromised flame retardancy properties, since both
GO and MMT would be on the same plane. Taking into account all of these results
and considerations, Method 2 was thus chosen as the method to be adopted when
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Fig. 6 Bar graph showing how the different possible ways of integrating the chemical barrier (GO)
with fire retardant (MMT) fare in terms of the stretchability of the eventual material without the
formation of cracks. It was found that stacking distinct GO and MMT layers on a single layer of
elastomer gave rise to the highest percentage elongation among the three methods

manufacturing our integrated protective material. The flexibility of our material is
also verified as shown in Fig. 13 (in appendix).

3.3 Barrier Properties of GO-MMT Hybrid

To verify the fire retardancy properties of ourmaterial, aGO-elastomer layer (without
MMT) and our hybrid material were both exposed to an open flame. Within 20 s, the
GO-elastomer layer ignited andundergone severe deformationwhile the hybridmate-
rial had negligible deformation, and did not ignite throughout. (Fig. 7). This is consis-
tent with the findings from previous literature, about the fire retardant properties of
MMT [13, 14].

As for the chemical retardancy properties of our material, literature has previously
rigorously and extensively proven the chemical barrier properties for GO against
almost all liquid and gas chemicals. Hence, gas chromatography tests were only
conducted on DCM and acetone (≥97%, Sigma). DCM was selected as it was a
part of the synthesis procedure, and we intended to verify that long hours of DCM
exposure would not compromise the barrier’s ability to slow down its penetration;
and acetone was selected due to its ubiquity as chemicals and solvents. Figure 14
in the appendix illustrates the GC test results from DCM and acetone with hexane
(≥95%, Sigma) as a solvent, showing that both DCM and acetone were able to be
resisted from penetration for at least 10–20 min, reinforcing findings from existing
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Fig. 7 Comparison pictures showing the effect of an open flame on GO-elastomer versus the
GO-MMT hybrid, which proved MMT effective in conferring fire retardancy

literature [12], and buying users crucial time to seek help in the event of direct
chemical contact.

Figure 8 provides a comparison of the overall efficacy of our solution in stretcha-
bility, chemical andfire retardancy, put into perspectivewith existing barriermaterials
and conventional fabrics used in clothing (nylon, polyester, cotton) [19–21].

In the future, we aim to continue developing our protective material in the
following areas—firstly, we will further upscale our GO-MMT-elastomer hybrid
from our current A4-size to a size that is suitable for producing a full-body suit.
We will also seek to test biocompatibility by testing the comfort levels of the suit
over extended periods of time. Through this progressive framework, we endeavour
to develop an easily usable and comfortable protective suit that embodies all desired
characteristics—stretchability, chemical retardancy and fire retardancy.
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Fig. 8 A graphical perspective on the overall efficacy of our integrated protective barrier versus
others in the field. The green arrow points towards the direction of the desirable material which is
effective in every aspect

4 Conclusion

In this project, a novel versatile material for next-generation protective clothing was
successfully produced, which seamlessly integrates ultrastretchability, flame retar-
dancy and chemical barrier properties. This was achieved by fabricating crumpled
GO and MMT nanostructures which were functionalised on a stretchable elastomer
layer, designed to undergo programmed unfolding upon undergoing tensile stress. A
rigorous approach was taken not only to optimise the stretchability of our material,
but also devise a feasible and sustainable process to manufacture our material on the
large scale. Our solution thus demonstrates the potential for valuable applications
for revolutionising the production and synthesis of protective clothing in various
industrial settings, alleviating the pervasive workplace chemical and fire hazards,
and reducing the avoidable injuries and deaths in consequence.
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Appendix

All diagrams were self-created.
See Figs. 9, 10, 11, 12, 13, and 14.

Fig. 9 Diagrams versus scanning electron micrographs of each layer of crumpled nanostructure in
our barrier material. a From left to right, the figure shows a schematic of the GO layer’s architecture,
followed by SEM images at 300× and 1000× magnification respectively. b The same is presented
for the MMT layer

Fig. 10 A depiction of the spectrum of material hardness on the Shore scales, for both the Shore
00 and Shore A scales. Ecoflex 00–20 has a Shore 00 reading of 20, and is considered an extra soft
material; while Ecoflex 00–50 has a Shore 00 reading of 50, and is considered as a soft material.
Research has shown that PDMS has a Shore A reading of about 46–61 [22], making it a medium
soft elastomeric material
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Fig. 11 A schematic diagram showing the detailed synthetic process for the GO-MMT hybrid
material, which coats a layer of MMT and GO on top of the elastomer, to confer both chemical
retardant and fire retardant barrier properties, in addition to ultrastretchability

Fig. 12 Photographs of theGO-elastomer bilayers that result from each dispersion condition,where
the GO is dissolved either in water or with various hydrogels as well. For all ratios involving GO and
alginate, the adhesion of the GO layer to the elastomer is poor, and GO-PVP adheres moderately
well to the surface. GO-PVA and GO-water both adhere well to the surface, however, GO-water
had the best stretchability
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Fig. 13 Our material is not only ultrastretchable but also flexible, as shown by how it can be bent
by 180° and twisted by 360° while being able to return to its original shape, without undergoing
any damage. This reinforces the suitability of this material for application in protective clothing
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�Fig. 14 Procedure of chemical testing process and the corresponding results. a Chambers of
acetone/DCM and hexane (the solvent, selected due to its commonplace usage) were prepared,
separated in the middle by a small piece of our protective material (2 cm by 2 cm). At 10 min inter-
vals, small amounts of solution on the right chamber (with primarily hexane) would be extracted
into a solution vial. The components of this solution vial would then be determined using gas chro-
matography, as well as solutions of pure hexane, acetone and DCM, to detect the time at which trace
amounts of acetone/DCM are detected in the solution, which implies the beginning of penetration.
This allows us to better assess the chemical retardancy of our GO-MMT-elastomer hybrid. bResults
for acetone, which involves comparison between the peaks of pure hexane and acetone. It shows
that there is only one identifiable peak for acetone, as the other peaks of acetone coincide almost
exactly with that of hexane. By analysing the hexane–acetone peaks, we found that our material
was able to slow down acetone penetration by at least 10 min, as a small acetone peak only begins
to appear at the 10 min mark. c Results for DCM, which show that our material was able to slow
down DCM penetration by at least 20 min, as there are no DCM peaks appearing in the first 10 min,
whilst a very small DCM peak only begins to appear at the 20 min mark. Overall, these results are
promising as the chemical retardant properties are verified, meaning that users can buy time for
seeking the necessary help in the event of direct chemical contact
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Monte Carlo Method in Chemical
Engineering

Trivikram Mohan, Vinamr Athavle, Akshat Chaudhary,
and Fook Choon Lee

Abstract Chemical reaction rates are described phenomenologically by differen-
tial equations. A fundamental limitation in the analytical study of chemical kinetics,
however, is that it is generally not possible to solve more than two coupled differ-
ential equations, or to integrate analytically an integral of three dimensions or
more. Monte Carlo is a class of stochastic algorithms designed to study the equi-
libria of such complex reactions by integrating the partial differential equations
using random sampling. This project aims to determine the effectiveness of existing
Monte Carlo methods using the 4th order Runge–Kutta algorithm as a benchmark.
The Monte Carlo method was used to study the equilibria of a chemical reaction
network consisting of three compounds and 4 elementary reaction steps. Equilibrium
concentrations obtained using this method converge to the Runge–Kutta equilibrium
concentrations with increasing simulation cycles, up to an observed 300,000 cycles.
A pseudo-random number generator (PRNG) superior to Microsoft Excel’s ‘Rnd’
function was used for improved accuracy and efficient debugging of the program.
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1 Introduction

It is difficult to solve reaction systems with two or more differential systems analyt-
ically. This causes us to use numerical approximation. Often, many approximations
are applied, such as the Steady-State approximation, in an attempt to describe these
complex, multi-reaction phenomena. The use of numerical simulations is crucial
to obtain useful information regarding the kinetics of the reaction if the rate equa-
tions are not solvable using known analytical methods, such as direct integration and
substitution. An example of such a reaction is the case of three generic chemical
compounds that can interconvert by a first-order reaction rate law:

A � B � C (with rate constants kAB,kBC,kBA,kCB) (1)

Algorithms that integrate the rate equations sequentially in time are described
collectively as deterministic. Once the integration is started, the concentrations of
the compounds at fixed points of time are determined a priori. To obtain the equilib-
rium concentrations of a reaction rather than its detailed time dependence, alternative
algorithms are required which integrate the partial differential equations by random
sampling of their concentrations. Such algorithms are described as stochastic, since
there is no time-dependence in the integrations; it is random and a priori, unpre-
dictable. This helps to simulate and mathematically model the random collisions of
the molecules.

Monte Carlo is the name given to a class of methods of solving complex numer-
ical integrations by random sampling procedures involving pseudo-random numbers.
The Monte Carlo Method is a stochastic algorithm which has no time dependence.
Hence, it is extremely useful to calculate equilibrium concentrations and is versa-
tile, having applications in Crystallization, Protein Folding, pharmaceutical powder
mixing, drug molecule transport in the body, etc. where common deterministic
algorithms including the Runge–Kutta algorithm may not be applied.

2 Materials and Methods

This project evaluated the effectiveness of Monte Carlo algorithms in analyzing
complex chemical kinetics, while using the 4th order Runge–Kutta algorithm as a
benchmark for equilibrium concentration.While keeping in consideration thatMonte
Carlo methods are far more versatile and applicable than Runge–Kutta algorithms,
we first used the Runge Kutta algorithm to approximate equilibrium concentrations
in (1), with various reactant concentrations.
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2.1 Phase 1 (The Kinetics of A � B � C)

Introduced above, an example of how complex multi-reaction phenomena give rise
to coupled differential equations that cannot be solved analytically, is the case of 3
generic compounds that can interconvert by the first-order reaction rate law.

There are three coupled first-order differential equations that express the change
in concentrations of the three compounds, reactant A, product C and intermediate B,
with time.

d

dt
[A] = −kAB[A] + kBA[B]

d

dt
[B] = kAB[A] − kBA[B] − kBC[C] + kCB[C]

d

dt
[C] = −kCB[C] + kBC[B] (2)

These equations are coupled because the rate of change of [A] depends on [B], and
the rate of change of [B] depends on both [A] and [C], etc. These reactions happen
simultaneously, hence the results may only be obtained through numerical analysis
via simulation. The analysis of interest are the Monte Carlo methods, which will
be compared against the 4th order Runge–Kutta known for its high accuracy, but
constrained applicability.

2.1.1 Brief Overview of the 4th Order Runge–Kutta Algorithm

The 4th order Runge–Kutta algorithm is a method of computing intermediate points
given a differential equation to predict the �y of the graph [1]. This is analogous to
the computation of �y from the truncation of the Taylor series of the function after
the x4 term. Hence, the error is of the magnitude of x5, and while it is cumulative,
it is extremely small and can be considered as trivial/negligible. Given the function
f (x, y), we compute the gradient at the initial, and intermediate points as follows:

C1 = f ′(x, y)

C2 = f ′
(
x + �x

2
, y + C1�x

2

)

C3 = f ′
(
x + �x

2
, y + C2�x

2

)

C4 = f ′(x + �x, y + C3�x) (3)

whereC1 is the value of the gradient at the start of the interval,C2 andC3 are predicted
and corrected values of the slope at the midpoint of the interval x + �x/2, and C4

is the value of the gradient at the end of the interval x + �x . The average gradient
is computed by:
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Cavg = C1 + 2C2 + 2C3 + C4

6
Dp = �x · Cavg (4)

where Dp denotes predicted change in concentration.
The input data required to run a Runge–Kutta simulation are the initial concen-

tration values [A]0, [B]0 and [C]0, as well as the rate constants kAB, kBC, kBA, and
kCB.

The differential equation (2) may then be solved using the 4th order Runge–Kutta
algorithm, with a small time-step and many simulation cycles until the reaction
reaches equilibrium.

As a simple test for the accuracy of the 4th order Runge–Kutta algorithm, since
this is the premise for the main experiments using the Monte Carlo algorithms; we
compared the 4th order Runge–Kutta, with (a) a crude approximation using local
linear approximation, and (b) an analytical solution to a simple first order reaction,
the gas phase conversion of cyclopropane to propene at 500 °C.

cypropane → propene, k = 0.0375 min−1,
[
cypropane

]
0 = 1 M

Once this was complete, we performed numerical analysis using the 4th order
Runge–Kutta on the complex reaction (1), using rate constants kAB = 1.0, kBA =
0.5, kBC = 0.5, kCB = 0.25 and [A]0 = 1, [B]0 = 0, and [C]0 = 0. The reaction
was simulated with a step size of 0.04 s, for 10,000 steps, yielding approximate
equilibrium concentrations for the reaction, later used as benchmarks for the main
experiments using Monte Carlo algorithms.

2.2 Phase 2—Using the Monte Carlo Method

Monte Carlo is the general name given to methods of solving complex integrations
by random sampling procedures often using pseudo-random numbers, which are
deterministic sequences of numbers generated from a seed value. A good pseudo-
random number generator will appear statistically random, and their defining char-
acteristics are repeatability and periodicity. The repeatability of the pseudo-random
number sequence can be useful for debugging and simulation, since the programwill
calculate the same result every time it is run. While periodicity is hardly a useful
characteristic, the periods of our generator are so large that they may be neglected.

2.2.1 Construction of a Pseudo-Random Number Generator

We used a classic pseudo-random generator which operated on a constant multiplier
and additive principle. Using a real initial seed-value N0, we obtain the recursive
relation for all numbers in the pseudo random sequence (N1 to N i) as follows:
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Ni = Z(Ni−1 + Y ) − I nt[Z(Ni−1 + Y )]

where Y is the constant additive and Z is the constant multiplier, where Y and Z
are real but not natural numbers for an increased period. The output values of this
pseudo-random number generator lie between 0 and 1, hence being useful for the
Monte Carlo Method introduced later.

We then compare our pseudo-random function with the Excel Rnd function to
test its randomness—a histogram was plotted to determine the uniformity of the
distribution of both our pseudo-random series and a series generated by the Excel
Rnd function. After this, the value of π was calculated 30 times using both series,
and an average value was obtained, each with a different seed value. The value of π

calculated using the Excel Rnd function was accurate to 2 decimal places, while that
calculated using our pseudo-random generator was accurate to 3 decimal places.

2.2.2 Monte Carlo Methods

The pseudo-random sequences may be used in a simple Monte Carlo strategy, called
the rejectionmethod. Essentially, this method needs to count the number of times the
random function hits or misses the target. Suppose we wish to evaluate the definite
integral:

I =
b∫

a

y(x)dx (5)

Putting a bounding box around the function y(x), the integral of y(x) may be
understood to be the fraction of the bounding box that is also within y(x). Hence, if
we choose a point at random uniformly within the bounding box, the probability that
the point is within y(x) is given by the fraction of the area that y(x) occupies. Hence,

I = V
( n

N

)
(6)

where n is the number of points within f(x),N is the total number of points generated,
and V is the total area of the bounding box. However, this method is known to be
inefficient and requires many points to be generated for (6) to converge to (5) with
any degree of precision [2].

2.3 Phase 3—Metropolis Monte Carlo

A more precise and efficient approach, whose applicability to chemical kinetics
has been limitedly tested. (5) can be written equivalently as an integral over the
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probability of the point falling within y(x),

P(x) = y(x) · f (x) · V

where f(x) = 1 if x is inside the domain V and f(x) = 0 if x is outside V. Hence,

I = 1

V

b∫
a

(y(x) · f (x)V )dx

For the random xi uniformly distributed within the domain, this gives us an
approximate procedure which is highly applicable to kinetics;

I = 1

n
·
∑
x=0

P(x) = V

n
·

i∑
x=0

y(xi )

This algorithm converges much more rapidly than estimates using the simple
rejection method, since it uses a 1D domain as compared to the latter, which uses
a 2D domain. According to classical thermodynamics, since all reactions are, to
some degree, reversible; we can calculate their equilibrium concentrations using
Metropolis Monte Carlo.

2.4 Phase 4—Obtaining Data

2.4.1 Metropolis Monte Carlo Applied to Multiple Equilibria

Using the initial conditions and differential equations describing the kinetics of (1)
outlined in Phase 1, we may calculate the relative probabilities that a change in
concentrations of the compounds in any of the 4 possible elementary reaction steps
may occur:

i to j → Pi j = ki j , (i, j) ∈ {(A, B), (B, C), (B, A), (C, B)}

Using the pseudo-random number generating algorithm created, we initiated each
Monte Carlo (MC) Cycle as follows;

1. Specify [A]0, [B]0, [C]0 so that [A] + [B] + [C] = 1
2. Specify a step reaction concentration displacement [�]
3. Select an elementary reaction step, usingonepseudo-randomfunction, depending

on its value on the interval between 0 to 1; e.g. if it is between 0 and 0.25, reaction
is A → B.

4. Apply random change from [A] to [B] to obtain the tentative [A]1 = [A]0 − �,
and [B]1 = [B]0 + �.
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5. Obtain a random number R, using a second pseudo-random function from a
uniform distribution between 0 to 1.

6. If the relative probability Pij of that reaction is greater than R, we accept the
change in concentrations. However, if P < R, we reject the changes.

The steps 1 through 6 were repeated until an equilibrium was established. Once
equilibrium was established, we obtained the average concentrations of [A], [B] and
[C], if the fluctuations at equilibrium are wide.

A Monte Carlo program was written for (1), a complex equilibria problem which
cannot be solved analytically for varying starting concentrations of each reactant.
After a set number of cycles to reach equilibrium concentration, an average was
taken upon the set of values revolving around equilibrium concentrations. These
concentrations were compared against Runge–Kutta equilibrium concentrations to
determine the accuracy of the Monte Carlo algorithm.

Factors affecting the accuracy and precision of the Monte Carlo program were
investigated, including concentration displacement size and the number of MC
Cycles. Time taken to run the program on an Intel i7 7th Gen CPU with 8 GB
RAM and a 128 GB Solid-State Drive was measured, but not investigated in detail
since with modern supercomputers it is trivial to run large, repetitive programs under
a short timeframe.

3 Results and Discussion

3.1 Testing the Randomness of the PRNG Function

As a premise for this study it is crucial to determine whether our PRNG algorithm
has a uniform random distribution, which requires an extremely large period for its
periodicity. Due to the nature of our PRNG Algorithm, its periodicity will be very
large, especially when using constant additives and multipliers that are not natural
numbers. In our case, Y = 2.923879492 and Z = 1199.199219. To ensure that our
results were uniform with a large periodicity, multiple scatter-plots were drawn for
the first 1000 values in our PRNG output, and those with seed values = 1 and 2 may
be found in Appendix 1. At a glance, we can see that the results look random and
generally uniform, with minimal gaps and clustering.

To illustrate the uniformity of the pseudo-random function compared to the Rnd
function, we drew a histogram for the first 100,000 values in the PRNG function,
compared to the Excel’s Rnd function. The bars are uniform, revolving around 2000
values per interval for 50 intervals. Finally, we calculated the value of π 30 times
and used this to obtain an average calculated value of π for the PRNG, and Rnd
Function. The value of π was accurate to 3 decimal places for our PRNG, while it
was accurate to 2 decimal places for the Rnd Function, clearly illustrating the benefit
of the use of our PRNG function over Rnd (Appendix 1).
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In the Monte Carlo Simulation Runs, Tables 1, 2 and 3, the elementary reaction
concentration displacement size (�) was varied between 0.001 in Table 1. 0.0005 in
Table 2, and 0.00025 in Table 3. Since the displacement size determines the rate of
progress towards equilibrium, a subset of the MC Cycles conducted in Table 1 had
to be included in Tables 2 and 3.

Within each Tables 2, 3 or 4 (Appendix 3), the number of Monte Carlo Cycles
were varied from 50,000 to 300,000 with regular intervals of 50,000. In Tables 3 or 4,
if the reaction had not reached equilibriumyet, wewould notmeasure the equilibrium
concentrations in that number of MC Cycles. Neither of these 2 quantities (the no.
of MC Cycles and concentration displacement size) have any physical reality since
they are artefacts of the Monte Carlo Method.

In the deterministic integration of the differential rate laws using the 4th order
Runge–Kutta algorithm, the reaction time step size (�t) was varied, which affects
the error margin and deviation of the algorithm from the actual value. Chemical
equilibrium was obtained after 25 min in the deterministic simulation runs, and the
accurate equilibrium concentrations for A, B and C are obtained, and are displayed
in Table 1 (Appendix 3) for various timestep sizes.

3.2 Evolution of the Accuracy of the Metropolis Monte Carlo

Concentrations computed using the Metropolis Monte Carlo vary around the equi-
librium concentrations in the deterministic simulations. Hence, when we take the
average of these values, we obtain a value similar to that obtained in the determin-
istic simulations, at an accuracy of 2 decimal places compared to the actual values.
Although CPU Time required to complete the Monte Carlo and Runge–Kutta simu-
lations was not recorded, runtime for the code did not last more than 20 s even for
300,000 Monte Carlo Cycles. The selection for the average equilibrium concentra-
tion was made based on our heuristics, standardized to the average from the 50,000th
to nth data value, where n is the total number of data points taken. For the row with
50,000 data points, this was varied to become the average from 45,000−50,000th
data point.

3.3 Evaluation of the Factors Affecting the Accuracy
of the Monte Carlo Method

There are 2 main determinants of the accuracy of the Monte Carlo Method—the
concentration displacement size (�) and the number of Monte Carlo Cycles. First,
we observed from the data in Appendix 3 that as the concentration displacement
size decreases, it takes a larger number of Monte Carlo Cycles to reach the equi-
librium. However, the magnitude of deviation around equilibrium concentrations
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also decreases, since the step size is now smaller allowing randomness to have a
lower effect. Next, having a larger number of Monte Carlo Cycles does not decrease
the deviation around equilibrium. However, it provides us with a larger database to
average from, minimizing error when computing concentrations.

3.4 Benefits and Caveats of the Monte Carlo Method
in Chemical Engineering

In addition to the aforementioned factors, a good pseudo-random number generator
is essential in obtaining accurate results using theMonte CarloMethod; this includes
the crucial conditions of full periodicity and randomness [3]. Having tested this in
our project, this premise is fulfilled. A common issue faced in Monte Carlo is the
selection of results at equilibrium when fluctuations are encountered (which may be
observed in Appendix 2). The method used in our report provides accurate results
since we only select data ranges when the reaction concentration revolves around a
flat line. Another possible method is to compute the derivative of the best fit curve,
and find the value when it crosses zero to start computing the average equilibrium
concentration from there.

Though deterministic simulations like the 4th order Runge–Kutta are more accu-
rate and may be applied to chemical engineering, its scope is limited and there are
numerous cases in chemical engineering, especially that in the biomedical fieldwhere
results are neither accessible using analytical techniques nor deterministic simu-
lations. Examples include crystallization, thermodynamic properties of petroleum
products, pastes in the food industry, protein folding, pharmaceutical powdermixing,
drug molecule transportation in the cardiovascular system, etc.

4 Conclusion and Future Work

The Monte Carlo method in chemical engineering is able to identify equilibrium
concentrations of a superfluity of complex chemical reactions. Importantly, Monte
Carlo methods are applicable in multiple scenarios where other numerical analysis
methods may not be applied, giving it a great significance in biomedical engineering,
particularly for protein folding, drug molecule transportation, etc. and other areas of
chemistry. Unlike similar projects, our project provides a great degree of analysis
into achieving a greater accuracy using Monte Carlo techniques in chemical engi-
neering, by varying the number of Monte Carlo (MC) Cycles, and the Concentration
Displacement Constant, �.

A crucial aspect of this project included the creation of our own pseudo-
random number generator (PRNG) algorithm, which achieved better distribution
and randomness than Microsoft Excel’s Rnd Function, which is commonly used in
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such projects. Our code which used this PRNG algorithm achieved accuracy to 2
decimal places compared to the 4th order Runge–Kutta, which is accurate but with
limited applicability.

Further extensions include the application of the Monte Carlo technique to mutu-
ally exclusive problems which cannot be solved using other numerical analysis algo-
rithms, particularly in the biomedical field. This allows us to demonstrate the direct
application of the technique, after confirming its accuracy and applicability as we
have done in this project.
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Appendices

Appendix 1—PRNG and Rnd Scatterplots and Histograms

Sample PRNG Scatterplots for Seed Values 1 and 2.

Appendix 2—Graphs of Deterministic Versus Monte Carlo
Simulations

Runge Kutta Run for (� t) = 0.04 min, Monte Carlo Run for 300 k MC Cycles (�
= 0.001).
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Appendix 3—Deterministic and Monte Carlo Simulation
Results

See Tables 1, 2, 3 and 4.

Table 1 Deterministic simulation results

[Δ]/M Number of steps [A]/M [B]/M [C]/M

0.04 625 0.142723 0.285444 0.570882

0.02 1250 0.142789 0.285578 0.571156

0.01 2500 0.142823 0.285646 0.571292

0.005 5000 0.142840 0.285680 0.571360

0.002 12,500 0.142851 0.285700 0.571401

0.001 25,000 0.142854 0.285707 0.571414

Table 2 Monte Carlo simulation results (Δ = 0.001)

[Δ]/M Number of steps [A]/M [B]/M [C]/M

0.001 50 0.130722 0.278157 0.591121

0.001 100 0.140638 0.27837 0.581092

0.001 150 0.151339 0.28534 0.563421

0.001 200 0.143146 0.290145 0.566709

0.001 250 0.140093 0.28556 0.574347

0.001 300 0.145130 0.28574 0.567134

Table 3 Monte Carlo simulation results (Δ = 0.0005)

[Δ]/M Number of Steps [A]/M [B]/M [C]/M

0.0005 50 Reaction Mixture has not reached equilibrium

0.0005 100 0.140187 0.282874 0.576939

0.0005 150 0.146067 0.289345 0.568106

0.0005 200 0.146256 0.285638 0.568106

0.0005 250 0.144590 0.285965 0.569445

0.0005 300 0.144550 0.289618 0.565833
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Table 4 Monte Carlo simulation results (Δ = 0.00025)

[Δ]/M Number of Steps (thousands) [A]/M [B]/M [C]/M

0.00025 50 Reaction mixture has not reached equilibrium

0.00025 100 Reaction mixture has not reached equilibrium

0.00025 150 0.145955 0.284559 0.590486

0.00025 200 0.148370 0.287119 0.564511

0.00025 250 0.146079 0.291990 0.561931

0.00025 300 0.144829 0.291148 0.564022
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The Efficiency of Using Biowaste
as a Greener Alternative to Conventional
Fuel

Lim Kia Iag, Alicia Jocelyn Tjokro, and Debraath Pahari

Abstract Food waste and air pollution from fossil fuel consumption are environ-
mental problems. This project aimed to investigate how age and type of fruit waste
affects the extracted amount of ethanol. In this project, the efficiency and practicality
of using biowaste-derived ethanol were examined. Various 0-week-old (freshest)
fruit peels (watermelon, pineapple, orange) underwent yeast fermentation to produce
ethanol. Ethanol was extracted via fractional distillation over 20 min. The results
showed that fresh watermelon peels produced the most ethanol (15.4 ml), followed
by orange (11.0ml) and pineapple (7.6 ml). It was theorised that this is because of the
varying pH levels of the fruits and their distances from the optimal range of efficient
yeast fermentation. Then, different ages of watermelon peels, ranging from 0-week-
old (freshest) to 3-weeks-old, underwent yeast fermentation to produce ethanol. The
results showed that 0-week-old (freshest) watermelon peels still produced the most
ethanol. It was theorised that the pH level of the watermelon increases with time,
causing it to move further away from the optimal pH range mentioned above, so
the 0-week old watermelon sample was still the most effective. Though the combus-
tion of ethanol releases less energy compared to the same amount of petrol, ethanol
combustion produces less soot and can reduce food waste, also being cost-efficient in
the process as foodwaste is inexpensive. Our research shows how foodwaste-derived
bioethanol can be a greener alternative to conventional fuel.
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1 Introduction

Our vehicles are major causes of fuel consumption and air pollution. Extracting
petroleum for car fuel is an energy-intensive process that damages local ecosystems.
Shipping fuels can also occasionally create environmental disasters such as oil spills.
In the United States, vehicles produce one-third of all air pollution. Due to these
negative effects of using car fuel, we have decided to examine the efficiency and
practicality of using bioethanol, which we derived from yeast fermentation of fruit
waste—namely orange, watermelon and pineapple. We are sure that these fruits have
peels and skins that are inedible yet contain energy as the epicarp is made of cells that
will definitely contain glucose in them, and this glucose can help in the production
of ethanol carried out via anaerobic respiration of yeast. At the same time, it ensures
that remaining energy in food waste does not go to waste. We believe this bioethanol
is a possible greener alternative to traditional fossil fuels, and can effectively combat
the problems of food waste and air pollution at the same time.

2 Literature Review

Fossil fuel consumption, partly used as a conventional car fuel, has disastrous impacts
on the environment, including but not limited to global warming emissions and
air pollution [1]. The biggest volume of food loss in Singapore involves fruit and
vegetables and it remains a major problem in Singapore. This is another problem our
research can be used for [2]. Bioethanol production from renewable sources to be used
in transportation is now an increasing demandworldwide due to continuous depletion
of fossil fuels, economic and political crises, and growing concern on environmental
safety [3]. The requirement of an alternative clean energy source is increasingwith the
elevating energy demand of modern age. Bioethanol is considered as an excellent
candidate to satiate this demand [4]. Using ethanol-blended fuel for automobiles
can significantly reduce petroleum use and exhaust greenhouse gas emissions. An
important advantage of crop-based ethanol is that it produces less greenhouse gases
when combusted [5]. A possible way to produce ethanol is through the alcoholic
fermentation of fruit and vegetable waste using the yeast Saccharomyces cerevisiae.
It is an eco-friendly and green method as it also reduces food wastage [6].

3 Research Questions and Hypothesis

3.1 Research Questions

• From which type of fruit waste can the most amount of bioethanol be extracted?
• Does the amount of bioethanol in the fruit waste decrease as time passes?
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• Is ethanol effective as a substitute for petrol?

3.2 Hypothesis, Engineering Goals and Expected Outcomes

Our goal is to find out how type and age of fruit waste affects the amount of ethanol
produced, to see whether the production of bioethanol is viable in reality (we must
take into consideration whether this method of producing ethanol is only effective
and practical for a limited amount or age of fruit waste).We hypothesize that themost
recent watermelon “shell” will contain the most glucose in it. We hypothesise that
ethanol decreases with time. Since the watermelon “shell” has the greatest volume of
biomatter per mass among the other “shells”, the greatest volume of bioethanol can
be extracted from it. As time passes, the amount of bioethanol that can be extracted
from the food will decrease.

4 Methodology

4.1 Stage 1

The first stage aimed to test which type of fruit waste, of pineapples, watermelons,
oranges, produced the greatest amount of ethanolwhen theywere the freshest. Hence,
fermentation mixtures were prepared in beakers for each type of fruit. The mixture
consisted of 50 g of fruit waste, 5 g of yeast, and enough DI water to reach the 225
cm3 mark on the beaker. A layer of oil was added at the top to prevent any loss of
produced ethanol through evaporation. These mixtures were then allowed to ferment
for 1 week in the laboratory.

After a week of fermentation, the layer of oil and any remaining bio-solids
were removed from the fermentation mixture using plastic dropper and forceps.
The remaining mixture then undergoes fractional distillation, where the temperature
was maintained at around 78 °C for about 20 min. 78 °C is the approximate boiling
point of ethanol. The distillate was collected in a tiny conical flask which rested in
an ice bath, to ensure that the volatile ethanol would not evaporate as soon as it was
collected [7–9].

To summarise, the constants in this experimental stage were the masses of fruit
waste and yeast, duration of fermentation, temperature at which fractional distillation
was carried out, and the duration of fractional distillation. The independent variable
was the type of fruit used, and the dependent variable was the amount of ethanol
extracted.
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4.2 Stage II

It was discovered that thewatermelonwaste produced the greatest amount of ethanol.
Hence, our second stage further investigated how the age of watermelon peels would
affect the rate of ethanol production. The procedure remains identical to the first
stage, however this time the independent variable has been changed to the age of the
selected fruit. Watermelon peels with ages ranging from 0 weeks old (most fresh) to
3 weeks old (least fresh) were used for testing.

4.3 Stage III

In our final stage, we calculated the distance travelled by a car if it used the overall
greatest amount of ethanol produced.Then,wecalculated the amount of petrol needed
for a car to travel the same distance, and compared the amounts of ethanol and petrol
used.

4.4 Risk and Safety

Since carbon dioxide (CO2) is also a by-product of anaerobic respiration of yeast,
this means that we need to keep the set-up with the food waste and the yeast in a
well-ventilated area. Otherwise, there might be a pressure build-up which will be a
safety hazard.

While using the knife to cut fruits, we had to practice caution. We also wore
goggles, gloves and covered shoes in the lab to protect ourselves from potentially
harmful substances [10].

4.5 Methods for Data Analysis

To visualise and help analyse our data, we presented our data in the form of a table
and bar graph (Stage 1) and in the form of a line graph over time (Stage 2). In Stage
3, we analysed our data using equations and calculations, to reach a final conclusion
(Table 1 and Fig. 1).

5 Results

Stage 3 calculations (using 0 week old watermelon):
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Table 1 Results of phase I
and II

Phase I Phase II

Fruit waste Week 0/ml
(Fresh)

Week number Ethanol/ml
(Watermelon)

Pineapple 7.6 0 15.4

Watermelon 15.4 1 1.0

Orange 11 2 0.7

3 0.5

Fig. 1 aVolume of ethanol extracted from three different fresh fruit peels (ml). bVolume of ethanol
produced (ml) over time (weeks)

Density of ethanol = 0.789 g/ml
Relative Molecular Mass of Ethanol = 46.068
Energy released from combustion of ethanol = 277.7 kJ/mol
Average Fuel Efficiency of Cars = 25–50% (Assume Lower Bound)
Average energy needed for cars = 720 kJ per km
Average distance travelled by combusting 1 l of petrol = 13 km
Amount of extracted ethanol = 15.4 ml

0.789 g/ml ∗ 15.4 ml = 12.1506 g (1)



252 L. K. Iag et al.

Hence, the mass of extracted ethanol is 12.1506 g.

12.1506 g/46.068 g/mol ≈ 0.2638 mol (2)

Hence, the moles of extracted ethanol is 0.2638 mol.

0.2638 mol ∗ 277.7 kJ/mol ≈ 73.26 kJ (3)

Hence, the total energy released from combustion of extracted ethanol is 73.26 kJ.

25% ∗ 73.26 kJ ≈ 18.32 kJ (4)

Hence, the energy efficiency (energy as useful output) of cars is 18.32 kJ.

18.32 kJ/720 kJ/km ≈ 0.02544 km (5)

Hence, the no. of kilometres travelled is 0.02544 km.
The volume of petrol needed to travel an equivalent distance is 1.96 ml.
In the results of our first stage, it was observed that watermelon produced the

greatest amount of ethanol out of the three fruits we tested.

6 Discussions

6.1 Implications

The optimal pH range for yeast fermentation is 4.5–5.5.
In Stage 1, the Watermelon sample produced the most amount of ethanol as its

pH was closest to the optimal pH range for yeast fermentation, followed by Orange
and lastly Pineapple (Table 2).

In Stage 2, the changes in the amount of ethanol extracted from the fermentation
of watermelon over time can be due to changes in its pH level. In our results, we
observe that there is a general decreasing trend in the amount of ethanol produced
over time. This may be due to the decrease in acidity of watermelon over time, as
organic acids in fruits are converted to sugars as fruits ripen. Hence, as the pH level
of the watermelon increased, the rate of yeast fermentation decreased [11, 12].

Table 2 pH values of fruits

Fruit Pineapple Watermelon Orange

pH level 3.9 5.5 4.3

pH difference from range for optimum range 4.5 − 3.9 = 0.6 5.5 − 5.5 = 0 4.5 − 4.3 = 0.2
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6.2 Limitations and Future Work

Some limitations of this experimentwere that itwas difficult tomaintain the fractional
distillation at around 78 °C, the heat settings of the electrical heater are difficult to
control sowehad to constantly readjust the heat settings to ensure that the temperature
did not rise too much, and this resulted in numerous temperature fluctuations. There
is a chance that not all the ethanol has been distilled out, or that other liquids may
have distilled out along with the ethanol.

Qenergygivenbyheater = Qenergytakenbyethanol

= mc�θ + mlvaporisation
= (12.1506)(2.46)(78 − 30) + (12.1506)(841)

= 11.65 kJ (6)

Qnet = Qcombustedethanol − Qheater

= 73.26 − 11.65

= 61.61 kJ (7)

Since it was hard to maintain the temperature, we did not have any way to deter-
mine whether all of the ethanol had distilled out of the mixture, so we capped the
duration of the fractional distillation at 20 min. There is a chance that not all of the
ethanol has been distilled.

We also have to take into account the fact that the distillate is only at most 95–96%
pure ethanol, as during distillation, a low-boiling water–ethanol azeotrope known as
hydrous ethanol is distilled out.

As for this method of ethanol extraction, fractional distillation may not be energy-
efficient as it takes up quite some energy for heating. However, we calculated and
found out that it still is able to produce more energy when combusted.

This method of ethanol extraction is also not very practical in real life as it has
been shown to yield the highest and only significant amounts of ethanol when the
fruit waste is the freshest. Hence, aged fruit waste (likely constituting most of the
fruit waste in Singapore) will not be very effective in producing ethanol.

As such, one possible solution is to use solar-derived energy as it is a renewable
source of energy. We also have realized that carrying out fractional distillation at an
industrial level is also very expensive. There are no solutions to this as fractional
distillation is the only method to extract ethanol from plant-based sugars after going
through fermentation.

Possible future research could include investigating how rate of fermentation
changes as temperature changes, and further investigation into how rate of fermen-
tation changes as pH changes. We could also investigate the conversion of biomass
into electricity to charge electric vehicles as this may be a more “climate-friendly”
transportation option than the conversion of biomass into ethanol fuel.
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7 Conclusions

The 0-week oldwatermelon should be fermented to produce bioethanol as it produces
the highest yield of ethanol. Since ethanol produces less soot when burned, it is a
cleaner and greener alternative to conventional fuel. Although it was calculated that
combustion of ethanol releases less energy compared to the same amount of petrol,
it can reduce food waste by repurposing it as a renewable source of fuel. Since fruit
waste is inexpensive, the cost of producing ethanol and using it as fuel is lower
than using petrol. Thus, we believe bioethanol is a better alternative as it is more
cost-efficient and environmentally-friendly.
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Plasma-Based Defect Engineering
of Graphene for Optimised β-D-Glucose
Sensing to Monitor Diabetes

Koo Min Seo, Angelina Wong, Jordan Low, and Joseph Vimal Vas

Abstract Diabetes is a growing heath concern in Singapore, resulting in the urgent
need to develop sensitive and accurate glucose biosensors. In this project, we fabri-
cated a graphene-based biosensor (GBB) via a quick and straightforwardmethodwith
an enhanced immobilization of glucose oxidase (GOx). The graphene surface was
subjected to various durations of radio-frequency (RF) plasma treatment to engineer
defects onto the graphene interface, improving physical adsorption of GOx and thus
sensitivity. Raman spectroscopy was used for the characterization of the graphene
and to ascertain the presence of defects. GBB sensors fabricated using graphene with
different durations of plasma treatments were then tested with differing concentra-
tions of β-D-glucose solutions. The optimal GBB is obtained by employing 50 W
RF plasma in a depressurized chamber of 0.7 mbar, of hydrogen gas with a flow rate
of 27.5 SCCM and a treatment duration of 5 min. Our GBBs demonstrated balance
between a wide detection range and high sensitivity for an improved detection of
glucose levels in glucose solution.

Keywords Chemical vapour deposition (CVD) · Radio frequency (RF) plasma ·
Raman spectroscopy · Graphene-based biosensor · Glucose oxidase enzyme (GOx)

1 Introduction

Diabetes is a global epidemic that continues to plague the lives of many. It results
from the deficiency of insigsulin as a result of damage to the beta cells in the pancreas
or due to damaged target cells, causing elevated blood glucose levels, also known
as hyperglycemia. A condition rapidly rising in prevalence, diabetes is expected to
affect 592 million individuals by the year 2035 [1].
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Diabetes is traditionally diagnosed and monitored by the detection of glucose
levels in the blood. No cure has been found for diabetes, and constant monitoring of
blood glucose levels is thus required to prevent complications which results from the
activation of severalmetabolic pathways related to inflammation and apoptosis events
[2]. Current commercially available glucose sensors typically utilise the enzyme
glucose oxidase (GOx). Due to its high selectivity, GOx has an important role in
the fast and accurate detection of glucose levels. The electrochemical biosensors
produced with the immobilization of the enzyme can be used for a wide variety of
samples.

The possible electrode surface for glucose biosensors have been widely studied,
with many platforms investigated for the attachment of GOx to design sensitive
and accurate biosensor. The predominantly used platform is graphene. Graphene
is a monolayer of carbon atoms arranged in a hexagonal lattice, and its physical
and chemical characteristics make it ideal for applications in biosensing. Being a
relatively new nanomaterial, it has spurred great interest in the field of material
science due to its large surface to volume ratio and high electrical conductivity.
Its peculiar characteristics can be used for biosensing, with the manufacturing of
graphene-based biosensors (GBBs). The band structure of graphene can be easily
modified in the presence of activating or deactivating groups and this can be detected
through IV characterisation.

The implementation of glucose biosensors involves the anchoring of GOx onto
the surface of the graphene substrate via physical adsorption. The high specific action
of GOx is tapped on to catalyse the breakdown of glucose to form gluconic acid and
hydrogen peroxide. The effective attachment of GOx onto the graphene substrate is
essential for the larger signal-to-noise ratio required for proper functioning of glucose
biosensors.

The properties of graphene have demonstrated its promise in the amperometric
sensing of biomolecules due to its ability to amplify signals [3]. However, challenges
remain with ensuring the efficiency of the immobilisation of GOx onto the graphene
surface. The novelty of this project lies in the improvement of the attachment of GOx
with graphene by using different types of plasma to engineer defects on the surface.
The electrical properties (resistance) of the graphene will be monitored using an
IV probe station with increasing concentration of beta-D-glucose solutions and the
quality of graphene will be ascertained using Raman spectroscopy.

2 Methodology

2.1 Graphene Synthesis by Chemical Vapor Deposition
(CVD)

A 10 × 80 mm copper (Cu) strip, to be used as the growth substrate, was cleaned
via sonication using isopropyl alcohol, acetone and DI water. The Cu substrate was
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placed on a graphite boat and placed within a 25 mm diameter horizontal quartz tube
which served as the CVD reaction chamber. The tube was then sealed and vacuumed
to a base pressure of 3.0 × 10–3 mbar.

Hydrogen (H2) gas with a flow rate of 2.0 standard cubic centimetres per minute
(SCCM) was introduced into the tube, and subjected to a voltage of 50 V via a
heating element. In 20-min intervals, the voltage was increased to 90 V and 110 V
respectively to achieve the final temperature of around 1100 °C. In this process, H2
molecules are physically adsorbed and decompose due to the high temperature on
the copper surface. The atomic hydrogen then removes any contamination on the Cu
substrate, thereby allowing for a uniform growth of the graphene layer.

After 1 h, methane gas was introduced at 10.0 SCCM. The chemisorption of
methane molecules results in methane molecules being bonded to the top layer of
Cu atoms, which become successively de-hydrogenised and build the honeycomb
pattern of graphene. As the graphene is minorly soluble in copper, the graphene
growth process is self-limiting and ceases after a monolayer is formed. After another
hour, the methane supply and the heater were turned off. The reaction chamber is
cooled rapidly to room temperature with the constant flow of H2.

2.2 Graphene Transfer Process

Initially, the deposited graphene on the Cu substrate was transferred using the wet
chemical etching method. Polymethyl methacrylate (PMMA) was spin-coated on
top of the graphene/copper and baked at 100 °C for 2 min. The Cu layer was then
removed by floating the PMMA/graphene/Cu stack in FeCl3 solution for 5 h. The
remaining PMMA/graphene stack was rinsed in DI water and transferred onto a
glass slide cleaned via sonication, before it was kept in an incubator for around 8 h
to remove moisture. An acetone bath was then used to remove the PMMA layer.

This method was observed to produce a non-uniform layer of graphene on the
interface of the glass slide, as IVmeasurements failed to produce a linear graph. This
was suspected to be due to the inability to remove the PMMA from the surface of
graphene entirely. Subsequent transfer processes eliminated the PMMA spin-coating
step,with the graphene/Cu stackfloatingdirectly in theFeCl3 solution.The remaining
graphene is carefully transferred onto the glass slides and baked in the incubator. The
transferred graphene samples were characterised by Raman spectroscopy.

2.3 Designing and Implementation of Graphene-Based
Glucose Biosensors

The designing and implementation of the required device structure involved 4 major
steps. First, two silver ink droplets were placed on the graphene to act as metal
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Fig. 1 Experimental setup
of plasma engineering

contacts. Second, Cuwires were fixed onto the graphene on themetal contacts. Third,
the metal contacts were insulated with water-insoluble Super Glue to minimize noise
resulting from current through the glucose sample. Lastly, GOx was immobilized on
the graphene interface by placing 1 droplet of 1 mg/dl GOx solution onto the surface
for 10 min, before it was soaked in DI water for 5 min.

2.4 Defect Engineering via RF Plasma

For this project, 5 different types of GBBs were tested, each with different durations
of exposure to RF plasma—0, 5, 10, 15 and 20 min.

Each GBB was placed within a 40 mm diameter horizontal quartz tube. Next,
the quartz tube was sealed and evacuated to a base pressure of around 3.0 × 10–2

mbar. H2 gas was introduced at a flow rate of 26.5 SCCM. After pressure reached
0.7 mbar, the capacitively coupled remote plasma was switched on at 50 W. The
experimental setup is shown in Fig. 1. After the set period of time, the H2 supply and
RF power supply were turned off. The GBBs were then characterized with Raman
spectroscopy to ascertain the presence of defects.

2.5 IV Measurements

The resistance of each GBB was measured using an IV probe station. Before plasma
treatment, their IV properties were ascertained using the IV probe for each increasing
concentration of glucose from 10 to 80 mg/dl. After each IV measurement, the
graphene surface was washed by placing 1 droplet of DI water onto the surface for
2 min. IV measurements were then taken again. Different concentrations of glucose
were tested with the GBBs and this process was repeated after plasma treatment.
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3 Results

3.1 Raman Spectroscopy

From Fig. 2a, when the graphene sample obtained by CVD was characterised via
Raman spectroscopy, the characteristic “G” peak was measured to be 1587.94 cm.
The “G” peak’s position is highly sensitive to the number of layers of graphene and is
an extremely accurate way to determine the atomic thickness of the graphene. Using
formula (1), it can be calculated that the graphene is a monolayer.

The “D” peak is negligible, which shows that the graphene was of few defects
before being subjected to plasma treatment. The “2D” peak is the result of a two
phonon lattice vibrational process. However, unlike the D peak, it does not require
defects to be activated. It can also be used to determine the thickness of the graphene
layer. The “2D” peak in Fig. 2a is sharp and symmetrical, which provides additional

Fig. 2 Raman spectra for
graphene samples

(a) obtained after CVD

(b) obtained after 15min of plasma
treatment



262 K. M. Seo et al.

support that the graphene before plasma treatment is a monolayer.

Raman shift of "G" peak = 1581.6 + 11/
(
1 + n1.6

)
(1)

From Fig. 2b, after the graphene sample had undergone 15 min of RF plasma
treatment, there was a larger “D” peak, indicative of the presence of defects on the
graphene surface. The “D” peak is known as the defect band and it represents a
ring breathing mode from sp2 carbon rings within graphene, though to be active,
the ring must be adjacent to a graphene edge or a defect. The peak is usually very
weak in graphite and high-quality graphene. The significant “D” peak shows there
were multiple defects in the material as the intensity of the “D” peak is directly
proportional to the number of defects in the sample.

The “2D” peak remained symmetrical after plasma treatment, and did not split
into several overlapping modes, which suggests that the graphene had remained a
monolayer after RF plasma treatment. The loss of the sharp peak and the formation
of a lower “2D” peak is the result of an increase in the number of defects on the
graphene. The addition of the “D + D” peak is also indicative of the presence of
defects on the graphene. The “G” peak remained at 1587.94 cm, indicating that the
graphene remained a monolayer.

3.2 Capability of Graphene for Glucose Sensing

From Fig. 3, the current-measured voltage (IV) graph shows that the resistance of the
graphene sample before immobilization was 40,449 �. After GOx was immobilised
onto the graphene, the resistance was observed to increase to 104,380 �.

From Fig. 4, the IV measurements showed that the resistance of GBBs increased
linearly with increasing concentrations of glucose.

For GOx to function as a catalyst, the presence of a redox cofactor is needed—
in this case flavin adenine dinucleotide (FAD) is used, which is located within the

Fig. 3 IV characteristic
curve for GBB with and
without GOx
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Fig. 4 Change in the
resistance of GBB with
increasing glucose
concentration

GOx molecule [4]. For this project, the mechanism justifying the linear increase in
resistance is as follows:

FAD present in GOx acts as the initial electron acceptor and is reduced to FADH2

according toEq. (3) [5]. FADH2 then reactswith oxygen, forming hydrogen peroxide,
in consonance with Eq. (2). The cofactor (FAD) is regenerated in the process, and
will continue to catalyse the oxidation of other glucose molecules.

The equations are as shown below:

GOx (FADH2) + O2 → GOx (FAD) + H2O2 (2)

Glucose + GOx (FAD) → Gluconolactone + GOx (FADH2) (3)

Hydrogen peroxide is a Lewis acid, with a pH of 4.5, which is due to partial disso-
ciation of hydrogen peroxide as shown in reaction (4). The π-orbitals of graphene
overlap with the π-orbitals of the GOx. The formation of the electrophilic hydroper-
oxyl (HO−

2 HO2
−) and hydrogen (H+) ions causes the electron cloud of graphene to

skew towards the ions. The lower electron density at the surface of the graphene
results in a lower number of mobile charge carriers to conduct electricity. Thus, the
current is lower, leading to a higher resistance.

H2O2 � H+ + HO−
2 (4)

As the reaction continues to progress, the concentration of hydroperoxyl ions
within the glucose solution increases, resulting in a higher resistance.

Comparing the graphs of the resistance of the GBB unexposed to plasma and
that of the GBB exposed to 5 min of plasma in Fig. 5, the initial resistance of GBB
increased after the RF plasma treatment.

This can be attributed to the increase in physical adsorption of GOx onto the
GBB, which resulted from the plasma-engineered defects on the graphene surface.
The defects increased the surface area for the adsorption of GOx. Each GOx
molecule obstructs the movement of electrons, decreasing the electron mobility of
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Fig. 5 Resistance of GBBs
after different durations of
exposure to RF plasma

the graphene. This results in an increase in resistance. This increase continues to be
observed in GBBs exposed to 10, 15 and 20 min, suggesting that exposure to RF
plasma is effective in aiding greater immobilization of GOx on the graphene surface,
increasing the area of sensitivity of the GBBs.

A comparison of the slopes of the graphs also shows that a greater duration of RF
plasma treatment results in a gentler gradient. This signifies that a smaller increase
in resistance for every 10 mg/dl increase in glucose concentration is observed.

However, from Fig. 6, the GBBs exposed to 15 and 20 min of RF plasma
were observed to have no increment with the increased glucose concentration. This
suggests that the ions in RF plasma had resulted in defects to a degree that GOx
molecules were no longer able to effectively bind to the surface of graphene.

It thus follows thatGBBs exposed to 5 and 10min ofRFplasma treatmentwere the
best candidates as effective biosensors. Although 10 min of plasma treatment were
able to increase the immobilisation of GOx to a greater degree and is thus able to
achieve a greater range of sensitivity, the lower gradient of the glucose concentration-
resistance graph meant that there is a greater reliance on the specificity of GOx. As
such, the GBB exposed to 5 min of plasma can be concluded to be the optimal GBB
as it creates a balance between the range of sensitivity as well as room for error of
the device.

Fig. 6 Resistace of GBB
after exposure to plasma for
15 and 20 min
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4 Future Studies

In addition to taking IV measurements, the immobilisation of glucose oxidase
could be ascertained more accurately with SEM characterisation techniques as a
secondary check. The exact mechanisms of how the resistance of GBBs increases
with increasing glucose concentration is also not known, and future studies could test
the hypotheses for the mechanisms presented in this paper. Other types of plasma
and effects of plasma on other nanomaterials suitable as electrodes for GBBs could
also be studied further.

5 Conclusion

GBBs have shown to demonstrate biosensing capabilities. Exposure to RF plasma
is able to introduce defects on the graphene surface, as shown by Raman character-
isation, which increases the surface adsorption of the GOx enzyme. This increased
binding of GOx then leads to a larger dynamic range of glucose sensing. Through
the measurement of the GBBs’ electrical properties, the most optimal duration of
RF plasma treatment was found to be 5 min, as it was able to demonstrate balance
between a wider detection range and high sensitivity, with its detectable range far
surpassing current glucose biosensors. However, future work is necessary to confirm
the mechanisms present in causing the resistance of GBBs to increase with the
increase in glucose concentrations.
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Organic Solvent Nanofiltration Using
Fish-Scale-Derived Membrane

Chua En Rui and Kannan Navaneethan

Abstract A Nanofiltration (NF) membrane derived from fish scales was developed
for the treatment of textile wastewater. Sudan IV in Ethanol was used as the model
dye. The membrane was developed by immersing the fish scales in sulfuric acid
for an hour. The remaining solid mixed together with 2.00 ml of PVA (5%) is then
applied onto the filter paper and pyrolyzed. The membrane was characterized by
X-Ray Diffraction (XRD), Fourier Transform Infrared Spectroscopy (FTIR) and
Thermogravimetric Analysis (TGA). Its surface morphology was mapped out by
Scanning Electron Microscope (SEM). The membrane achieved a rejection rate as
high as 85.56% for Sudan IV. The XRD and FTIR revealed that the membrane
consisted of graphite with turbostratic structure and the SEM images revealed the
flocculated structure of the membrane. The membrane works by adsorption and size
rejection. The membrane was tested with Rose Bengal (RB) dye to investigate the
relationship between the polarity of dyes and the effectiveness of the membrane.
The adsorption test displayed a lower adsorption rate for RB as compared to Sudan
IV. The separation results showed the membrane had a maximum rejection of only
43.57% for RB. This implies that the NF membrane has lower adsorption for RB as
compared to Sudan IV. The NF membrane showed greater potential for the removal
of non-polar dyes such as Sudan IV as compared to polar dyes.

Keywords Nanofiltration · Fish scales · Organic solvent nanofiltration

1 Introduction

Due to its wet processing methods, the textile industry is the main contributor of
effluent waste which is largely toxic [1, 2]. An estimated 7 × 105 tons of synthetic
dyes are produced annually and up to 2 × 105 tons of these dyes are lost to effluents
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during the dying processes in the textile industry alone [3]. The textile industry often
uses azo dyes like Sudan IV extensively due to its low cost and ease of synthesis
[3, 4]. However, these are often mutagenic and/or carcinogenic thus it is of utmost
importance that there are cheap and viablemeans of removing such organic pollutants
from wastewater [3–6]. According to the Food and Agriculture Organization of the
United Nations, global fish production in 2016 was reported to be 170.9 million
tons [7]. As high as 30% of it was discarded as solid wastes, which consists of fish
scales (FS), bones and skin [8]. The accumulation of such organic matter leads to
acute environmental contamination [8]. By creating a Nanofiltration (NF) membrane
made of FS, the pollution caused by the textile industry can be reduced by tapping
into the organic waste material from fish farms as a sustainable raw material for
membrane production.

Adsorptionmethods have been favored for textilewastewater treatment containing
multiple dyes due to its decolorization efficiency [1]. However, it faces drawbacks in
areas such as its regeneration and dumping [1]. These factors coupled together with
the high price of adsorbents and sludge generation prompts for a more sustainable
method of textile wastewater treatment method [1, 9]. NF generally has a lower
energy consumption and have a higher flux as compared to Reverse Osmosis (RO)
while maintaining a high rejection rate for organic molecules [10]. The treatment of
textile wastewater by NF has been shown to achieve a high rejection rate and flux
[10].

In this project, a new formofNFmembranewas created based onFS andPolyvinyl
Alcohol (PVA) for the selective and effective removal of Sudan IV. The membrane
was tested against Rose Bengal (RB) as well. The membrane was characterized by
SEM (Scanning Electron Microscope), XRD (X-Ray Diffraction), FTIR (Fourier
Transform Infrared Spectroscopy) and TGA (Thermogravimetric Analysis). The
efficiency of the membrane was measured by Ultraviolet–visible spectroscopy (UV–
Vis). We hypothesize that the fish scale derived NF membrane works by adsorption
and size rejection of the dye.

2 Materials and Methods

2.1 Materials

Sulfuric acid (95–98%, ACS reagent grade), Poly(vinyl alcohol) (Mw = 124–186
× 103, 98–99% hydrolyzed), Rose Bengal dye (95%) and Sudan IV dye (≥80%)
was purchased from Sigma Aldrich. Characteristics and structure of both dyes are
shown in Table 1 [11, 12]. Ethanol (99.8%+, Absolute) was purchased from Fisher
Scientific. Millipore glass-fibre filters (Type 5, retention 0.7 μm), Stainless steel
discs (316 L, 0.2 μm) purchased from Mott Corporation. Cellulose filtration paper
(Diameter = 150 mm, thickness = 0.21 mm, pore size = 2 μm) purchased from
Advantec. The raw fish scales of Lates calcarifer were obtained from Singapore.
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Table 1 Characteristics and structure of Sudan IV and Rose Bengal dye

Compound (formula) Structure Molecular weight (g/mol)

Sudan IV
(C24H20N4O)

380.44

Rose Bengal
(C20H2Cl4I4Na2O5)

1017.64

These were repeatedly washed with distilled water to remove soluble impurities and
stored in tightly sealed containers in a refrigerated environment.

2.2 Instruments

FTIR (with Bruker spectrometer) was used to observe the organic functional groups
present within the FS and the FS derived membrane.

Thermogravimetric Analysis (TGA, Q50) by using a ramp of 10 °C/min to 400 °C
under N2 purge (30 ml/min). This was to determine the thermal decompositions and
aid in interpreting chemical properties and composition of the FS and membrane.

X-ray Diffractometer (Bruker D8Advance), CuKα radiation λ = 1.54 Åwas used
to determine the structure of the membrane and its composition.

The surface morphologies of the membranes were imaged by JSM-7610Fplus
Schottky Field Emission Scanning Electron Microscope.

UV–Vis spectrometer, Shimadzu 3600 was used to quantify separation and
adsorption data.

2.3 Preparation of Dye Solutions

The solutions of Sudan IV (10 ppm) and RB (10 ppm) were prepared by dissolving
the required amount of dye in Ethanol. Batch experiments were conducted using
these prepared solutions.
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2.4 Preparation of Membranes

2.00 g of FS was stirred in 10.00 ml of Conc. H2SO4 for 1 h at 200 rpm. The acid-
treated FS was separated from the mixture by vacuum filtration using a glass-fibre
filter for 10 min. The retrieved acid-treated FS was then stirred with 2.00 ml of PVA
(5% in DI water) for 1 h at 250 rpm. The resultant mixture was then applied onto a
piece of filter paper using a paintbrush. The membrane was then allowed to air-dry
at room temperature for 6 h followed by heating in a furnace to 350 °C at a rate of
2.5 °C/min and kept at 350 °C for 2 h. It was then cooled down at a rate of 2.5 °C/min
till room temperature.

The control membrane was prepared by applying a 2.00 ml coating of PVA (5% in
DI water), using a paintbrush onto a piece of filter paper. It was allowed to air-dry for
6 h at room temperature. The membrane was then pyrolyzed with the same heating
cycle as the FS derived membrane.

2.5 Separation Set-Up

Dead-end filtration was used as the separation method. The set-up used a micro gear
pump to feed the dye solution into the packing mechanism (Refer to Appendix 1 for
set-up). The vial collecting the filtrate was changed every hour. The pressure was
measured every hour. The volume of the filtrate collected in each vial was measured
to calculate permeance according to Eq. (1),

Permeance = V/(A × t × P) (1)

where V is the volume of filtrate in liters, A is the surface area of the membrane in
m2, t is time in hours and P is pressure in bar.

The rejection percentage was calculated using the absorbance data from the UV–
Vis spectrometer according to Eq. (2),

Rejection = [(Ci − Cf)/Ci] × 100% (2)

where Ci is the absorbance of the feed and Cf the absorbance of the filtrate.

3 Results and Discussion

3.1 FTIR Analysis

The FTIR spectrum of the fish scales in Fig. 1 shows bands at 3287, 1632, 1415,
1008 and 555 cm−1. The 3287 and 1632 cm−1 bands correspond to Amide A and
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Fig. 1 ATR-FTIR results of
fish scales, PVA/FS slurry,
membrane before separation
and membrane after
separation
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Amide I respectively from collagen in the FS. Amide A bands are due to the N–
H stretching vibration [13]. The shift to a lower frequency in the results is due to
the presence of hydrogen bonding of the NH group in the peptide. Amide I band
is often due to C = O stretching vibration or H-bond with COO− [13]. The latter
is more likely due to the presence of the 1415 cm−1 band which is attributed to
carbonate. Carbonate originates from substitution for hydroxyl or phosphate groups
in hydroxyapatite (HA) [14, 15]. However, it is noted that the Amide II and III bands
were not observed.

The 1008 and 555 cm−1 can be attributed to phosphate groups from HA [14–
16]. The FTIR spectrum of the PVA/fish scale slurry produced show bands at 3287,
2990, 1632, 1427, 1158, 1105, 1008, 890 and 555 cm−1. The Amide A, Amide I
at 3287 cm−1 and 1632 cm−1 respectively can also be observed due to the collagen
from the FS [13].

The band at 2900 cm−1 can be attributed to C–H broad alkyl stretching of PVA
[17]. The band observed at 1427 cm−1 is due to carbonate from HA [14, 15]. The
band at 1158 cm−1 is due to S=O symmetric stretching from sulfuric acid [18]. The
1105 cm−1 band can be attributed to the sulphate ion from sulfuric acid [18]. The
1008 and 555 cm−1 bands can be attributed to phosphate groups from HA [14–
16]. The 890 cm−1 band is likely due to carbonate ion [14, 15]. This indicates the
incorporation of PVA and FS treated with sulfuric acid.

The results also show 2 bands at 1700 and 1587 cm−1 for the membrane before
and after the separation process. The similarities of both spectrums would suggest
no change in the composition of the membrane due to the dye. The 1700 cm−1 band
is likely due to a carboxyl group caused by C=O stretching [14–16].
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Fig. 2 TGA of fish scales of
Lates calcarifer
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3.2 TGA Analysis of Fish Scales

The TGA of the FS in Fig. 2 shows two slopes. The initial weight loss of about 16%
up till 100 °C is largely due to the loss of water. The second weight loss of about
20% (from 270 to 350 °C) is due to the decomposition of protein (i.e. collagen) in the
FS [16]. This backs the FTIR data where the collagen related Amide A and Amide
I peaks from the FS is missing after pyrolysis. At 350 °C, most organic compounds
due to the pyrolysis process combust to form carbon.

3.3 SEM Imaging

The SEM images in Fig. 3 shows the flocculated structure of the membrane. The
smaller carbon fragments were scattered about the carbonized filter paper and held
by the binding agent, PVA. This structure increases the surface area for adsorption
and creates pores of varying sizes. The SEM images also confirm that the membrane
is composed of carbon fragments.

3.4 XRD Analysis

The XRD shows a prominent diffraction peak at 2θ = 26.21° which is of typical
graphitic structure (002) [19, 20]. This confirms the FTIR results. Using Bragg’s
law, the interlayer spacing was calculated to be 3.40 Å. This is higher than the
normal 3.35 Å of typical graphite sheets [19, 20]. This indicates that the graphite
resultant from the pyrolysis process is more turbostratic in nature [19, 20]. This is
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a) X 25 000 b) X 10 000

c) X 5 000

Fig. 3 SEM images of membrane surface at a 25,000 times magnification b 10,000 times
magnification c 5000 times magnification

likely due to the local stacking faults and random shifts between adjacent layers as
water and protein are lost during pyrolysis. The peak observed at 31.12° is proposed
to represent fragmented developed crystallites [19, 20].

The diffraction peaks in the range around 2θ = 42°, are of weaker intensity and
are slightly broader. This indicates less developed intragraphitic layers [19, 20]. The
XRD results show no change in the structure of the membrane before and after the
separation process (Fig. 4).

3.5 Separation Results for Sudan IV

The membrane had a relatively high rejection rate, peaking at 85.56% (Fig. 5). The
averagemembrane permeancewas 5.55 L hm−2 bar−1. The general trend for both the
membrane permeance and rejection rate was a slight increase till its peak at 180 min
followed by a gradual decrease till the end. The control showed an initial rejection
rate of about 76%. However, it drastically decreased to approximately 32% before
allowing the feed to pass through.

The trend of the rejection data of the membrane would suggest that it possibly
functions based on adsorption as the curve appears to be humped-shaped.We propose
that as more dye molecules fill the pores of the top layers, the dye molecules would
then be unable to pass through the blocked pores. This would result in size rejection
of the dye molecules, aided by adsorption. The subsequent decrease in rejection is
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Fig. 4 XRD of membrane before and after separation

Fig. 5 Membrane permeance and rejection rate of Sudan IV for control and membrane

likely due to the dye molecules being pushed through the many layers of graphite
over time and eventually being flushed out together with the solvent. 2 pieces of
the membrane (0.0520 g) was stirred in 15 ml of Sudan IV feed at 250 rpm. The
data of the Concentration (C) at time, t against the initial concentration (C0) was
plotted (Fig. 6). The results show the steady decline of the dye concentration as time
passed. The membrane is able to effectively decolorize the dye by adsorption. This
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Fig. 6 Membrane
adsorption test (Sudan IV)

further confirms the hypothesis that adsorption is at play for themembrane separation
process.

3.6 Separation Results for Rose Bengal

The membrane had a peak rejection rate for RB at 43.57% (Fig. 7). The general trend
of the separation results appears to be hump-shaped, though sharper as compared to

Fig. 7 Membrane permeance and rejection rate of Rose Bengal for control and membrane
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Fig. 8 Membrane
adsorption test (Rose
Bengal)

Sudan IV. Thus, the adsorption mechanism of the membrane of RB dye is likely to
be similar to that of Sudan IV. However, there is a large disparity in the membrane’s
rejection rate between Sudan IV and RB.

2 pieces of the membrane (0.0520 g) was stirred in 15 ml of RB feed at 250 rpm
(Fig. 8). Once again, the data of the Concentration (C) at time, t against the initial
concentration (C0) was plotted. The results show an initial ability of the membrane
to adsorb the dye. However, the C/C0 of the dye increased over time and plateaued at
about 0.79. Overall, the membrane is unable to effectively adsorb the RB dye. This
indicates that the membrane has a decreased ability to adsorb RB dye as compared
to Sudan IV.

After looking at both the separation data and the adsorption test, we hypothe-
size that the membrane has a decreased ability to adsorb polar dyes like RB. This
decrease in adsorption rate results in the membrane being able to reject polar dyes
less effectively as compared to non-polar dyes. This affects the membrane’s ability
for size rejection as well due to the inability for it to adsorb the dye.

However, the mechanism of adsorption was not studied in this project and we
are unable to definitively prove this hypothesis. Overall, these results show that the
created FS derived NF membrane is able to carry out the filtration of dyes in organic
solvents using Sudan IV as the model dye. The membrane is hypothesized to reject
non-polar dyes more effectively due to its adsorption mechanism and membrane
composition.

4 Further Studies

Further studies into characterizing the adsorption mechanisms of the membrane can
be carried out. Analyses into the membrane preparation and the kinetics of dye
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removal can be studied to better improve the membrane. Research to increase the
permeance of the membrane and maximizing its rejection can also be done. The type
of FS used to create the membrane and its effects can be studied. The membrane’s
effectiveness to reject dyes in polar solvents such as water can also be investigated.

5 Conclusion

The created FS derivedmembrane has a flocculated structure of graphite. Decoloriza-
tion of Sudan IV in Ethanol was used as the model case. Overall, the data indicate
that the created FS derived NF membrane is able to carry out the filtration of dyes in
organic solvents using Sudan IV as the model dye. The membrane is hypothesized
to be more effective in rejecting non-polar dyes due to its adsorption mechanism and
membrane composition. Sudan IV was successfully removed by the NF membrane
through adsorption and size rejection. Themembrane shows promising results for the
membrane to be used for textile wastewater treatment. The membrane can possibly
be scaled up and used in textile wastewater treatment using flat sheetmembranes. The
production of the membrane using a sustainable and cheap material is cost-effective
(refer to Appendix 2) and helps to reduce waste. This process of preparing and testing
the membrane takes a maximum of 18 h.
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Appendices

Appendix 1

Pressure GaugeWT3000-1FA Micro Gear Pump (Longer)

Feed

Packing mechanism 
containing membrane

Filtrate

Appendix 2

See Table 2.

Table 2 Cost of production of membrane

Items The amount required for 1
membrane

Unit price (SGD) Cost of material per
membrane (SGD)

Sulfuric acid 10.00 ml $169/2.5 L $0.68

PVA 0.10 g $397/1 kg $0.04

Fish scales 2.00 g Nil Nil

DI water 2.00 ml $21.06/5 L $0.009

Filter paper 1 piece (150 mm) $19.02/100 pieces $0.20

Total cost $0.93

Price sourced from various distributors according to the materials used for this project
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An Acoustic Study on the Dispersive
Flexural Modes of Wave Propagation
in a Helical Spring

Matthew Yar

Abstract Tapping a helical spring produces a sound of rapidly decreasing frequency
resembling a “laser shot” in a science-fiction movie. This phenomenon is due to
acoustic dispersion—when the helical spring is tapped, a wave packet is generated
and propagates through the dispersive flexural mode of the helical spring. Higher
frequency components travel faster than lower frequency components, hence a sound
of rapidly decreasing frequency is perceived. A time–frequency analysis was used
to investigate the sound produced experimentally. Variables such as number of coils
(length of helical spring) and material (speed of sound) of helical spring as well
as material used to tap the spring were varied. Theoretically, the helical spring
was modelled as a dispersive Euler–Bernoulli beam; the derived dispersion relation
correctly predicts the change in frequency over time for spring length and material.
Tension and material used to tap the spring were shown to not affect the dispersion
relation, although the material used to tap the spring/material of the spring were
shown to affect the dominant frequency of the sound produced.

Keywords Beam theory · Acoustic dispersion · Flexural waves

1 Introduction

Acoustic dispersion is a common unique phenomenon; when sound waves pass
through a certain medium, they may be separated into their many different compo-
nent frequencies. It can be observed when one skates on thin ice or hits long steel
cables (e.g. radio tower support cables). More interestingly, as first mentioned by
Crawford [1], tapping a helical spring (also known as a ‘slinky’) can also produce
such an interesting sound effect—a “laser shot” sound effect.

An excitation, in the form of tapping the slinky, will generate an impulse,
comprising a wide range of superimposed frequencies. This impulse then travels
through the slinky as a dispersive wave packet. The wave packet disperses, spreading
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out as it propagates down the slinky. As the wave packet disperses, higher frequency
components travel faster than lower frequency components; the higher the frequency,
the faster the wave components will arrive at the other end of the slinky. Thus,
higher frequency components are heard first and lower frequencies later, leading to
a perceived decrease in frequency—the defining feature of a laser shot sound [2, 3].

Crawford was able to generate the laser shot sound using a crudely constructed
experimental set-up, and compared simulated and experimentally recorded sounds by
ear. For this research, a more rigorous method of data collection and sound analysis
was used, which will be explained later. Additional and new insight was gained from
varying the number of coils (different lengths) of the slinky, using different types of
materials (different speed of sound) to excite the slinkys as well as using slinkys of
different materials and dimensions.

An immediate application of this phenomenon would be as a cinematic sound
effect (for example, a blaster gun sound in a “Star Wars” science-fiction movie).
This research would also be useful in the music industry. Musicians would be able
to make use of a slinky as an unconventional and innovative musical instrument
with a distinct timbre. In doing so, more layers could be added to diversify the
musical fabric, creating a richer tone colour and allowing amore unique and edifying
listening experience. As can be seen, a precise transcription of the sound by being
able to accurately predict the change in frequency over time of the “laser shot” sound
effect would allow for fresh perspectives and developments in the arts and music
industry. Thus, this research will attempt to conduct a detailed study on the joint
time–frequency domain analysis of the sound, along with a quantitative account to
accurately predict this change in frequency over time. A spectrogramwas also used to
identify twomodes of wave propagation as well as reflected waves travelling through
the slinky. Variables such as number of coils of the slinky, material of slinky, material
used to tap the slinky will also be investigated to allow for a more complete under-
standing of the phenomenon of acoustic dispersion. The slinky shall be modelled as
a Euler–Bernoulli beam (classical beam theory).

Further applications and detailed study on the propagation of flexural waves in
dispersive beam structures (specifically, the dispersion relation [4]—how frequency
affects the group velocity) could allow structural damage [5] of the beam to be
identified, an important safety aspect under the study of structural mechanics.

2 Quantitative Account

2.1 Dispersion Relation

Analternative derivation of the dispersion relation is presented usingEuler–Bernoulli
beam theory. The slinky (of n coils, each of diameter D) is modelled by uncoiling
and “stretching” it into an equivalent stiff, long straight and rectangular homogenous
bar of length L = πDn. The stainless-steel beam is a dispersive medium. The slinky
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was modelled as a Euler–Bernoulli (EB) beam, as wavelength is much larger than its
cross-sectional dimensions, governed by the following EB beam equation describing
free vibration of a homogenous beam,with constantsE (Young’smodulus), I (second
moment of area), ρ (density), A (cross-sectional area):

(E I/ρA)
(
∂4y

)
/
(
∂x4

) = − (
∂2y

)
/
(
∂t2

)
(1)

Substituting using an Ansatz trial solution y = sin (kx – ωt), we can obtain the
following dispersion relation:

ω = k2cr (2)

where ω is the angular frequency, k is the wave number, c is the speed of sound given
by c = (E/ω)1/2 and r is the radius of gyration given by r = (I/A)1/2.

The expression for group velocity can be given as:

vg = dω

dt
= 2kcr = 2(ωcr)1/2 (3)

Components of a flexural wave with higher wave number will result in bending
with a lower radius of curvature, and due to the flexural rigidity of theEuler–Bernoulli
Beam, the beam will respond in such a way that the restoring force increases more
than proportionately to the wave number k. Therefore, waves with a higher wave
number oscillate at a much higher frequency, and since based on the dispersion
relation, group velocity is proportional to wave number, this explains why higher
frequency components travel faster.

It is also observed that radius of gyration r is given as d/(12)1/2, d is a cross-
sectional dimension of the slinky. Since the slinky has a rectangular cross-section,
there are two possible values of d depending on which dimension is excited, causing
the 2 different modes of wave propagation (Fig. 1).

Fig. 1 Diagram illustrating
flexural mode excited based
on axis of tap
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2.2 Frequency-Time Relation

Givendistance= speed× time,L= vg�t andbyusing substitutions of vg=2(ωcr)1/2,
L = πDn, ω = 2 πf , r = d/(12)1/2 discussed earlier, the following equation can be
obtained, showing how frequency of sound produced changes with time:

f =
(
N 2D2(3π2)1/2

)
/
(
4cd�t2

)
(4)

Note that the generated wave will be reflected back once it reaches the (output)
end of the slinky, thus it will travel an extra 2 times the length of the slinky before
it reaches the output end again. Thus, to account for reflected waves, the number
of coils has to be multiplied by appropriate coefficients (first reflected wave (3 N)2,
second reflected wave (5 N)2, etc.)

2.3 2 Modes of Wave Propagation

As discussed earlier, tapping each of the dimensions of the slinky excites different
flexural mode. From the frequency-time relation derived earlier, exciting the short
‘axial’ dimension of the slinky (‘slower’ flexural mode) would yield a sound that
arrives later (‘late whistler’). Conversely, exciting the long ‘radial’ dimension of
the slinky (‘faster’ flexural mode) would yield a sound that arrives earlier (‘early
whistler’).

The frequency-time graph is plotted (Fig. 2) using Eq. (4); it is first observed
that the late whistler has a longer duration than the early whistler. Zooming into the
red area (Fig. 3), it is observed that at any given time, the late whistler has a higher
frequency than the early whistler. Next, by comparing the slopes of the late and early

Fig. 2 Theory graph (frequency-time) for both the late and early whistler
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Fig. 3 Enlarged section of graph (identified as the red area of Fig. 2)

whistlers at the same frequency, the early whistler is seen to have a much steeper
slope and faster rate of frequency decrease than the late whistler.

3 Methods and Results

3.1 Experimental Set-Up

Slinkys of different materials and sizes were used (Fig. 4). For experiments (Fig. 5),
one end of the slinky was clamped tightly by a retort stand; the other was attached

Fig. 4 Dimensions of small steel, large steel, and plastic slinkys used
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Fig. 5 Schematic of experimental set-up

to a sounding board near an acoustic microphone. When the input end was tapped,
a laser shot sound was captured at the output end.

3.2 Determining Young’s Modulus

To determine the Young’s modulus of the different materials (of helical springs), the
free vibration method was used to characterise Young’s modulus (results in Fig. 6).
From the frequency-time relation, a higher Young’s modulus would lead to a higher
speed of sound which would affect the change in frequency over time accordingly.

It is observed that experimental data lies well on fitted curve. For steel, the char-
acterised value of 248 GPa is close to the literature value of 220 GPa. For further
verification, a numerical simulation (finite element method) was conducted—corre-
sponding frequencies were plotted for each length. A good correspondence indi-
cates the validity of Euler–Bernoulli beam theory for helical coils. A full list of all
experimentally determined material characteristics is provided in Table 1.

3.3 Method of Data Analysis

A time–frequency analysis was conducted using a short-time Fourier transform
(STFT)1 [6], allowing the dominant frequency identified for each small time window
to be plotted on a frequency-time graph. Alternatively, the sound recorded was also
displayed on a spectrogram (which visually illustrates the change in spectrum of
frequencies against time). The spectrogram was then overlaid with the theoretically
predicted change in frequency over time.

144,100 Hz sampling, hamming window (256 samples), 25% overlap.



An Acoustic Study on the Dispersive Flexural … 287

Fig. 6 Graph of natural vibrational frequency was plotted for each different length of a single coil
section cut from the slinky. Top left: steel, top right: plastic

Table 1 Experimentally measured values

Parameter (method) Measured value

Steel slinky Plastic slinky

Young’s modulus, E/GPa
(free vibration method)

248
(Literature: 220)

1.02

Density, ρ/kg m−3

(calculated from measured mass and volume)
7510
(Literature: 7700)

220

Speed of sound, c/m s−1

(calculated using c = (E/ρ)1/2)
5749
(Literature: 5700)

2151

3.4 Graphs of Steel Slinkys (Fig. 7, 8 and 9)

Overall, experimental results agree well with the theory.
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Fig. 7 Graph of frequency against time for both modes of excitation for a 67-coil large slinky.
Long dimension (top) and short dimension (bottom)

Fig. 8 Graph of frequency against time for the slow flexural mode of excited small and large 40-coil
slinkys
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Fig. 9 Spectrograms of a 66-coil slinky (top), 57-coil slinky (middle) and 77-coil slinky (bottom).
Reflected waves that arrive later and at lower intensity were also observed on the spectrogram and
predicted, in addition to the original wave generated by the tap
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Fig. 10 Graph of frequency
against time for fast flexural
mode of excited 40-coil
plastic slinky. Data
corresponds well with
theoretical curve

The small slinky shows an earlier and faster rate of frequency decrease as it is
shorter than the large slinky (Fig. 8).

When coil length is increased, the whistler durations are longer, frequency
decrease less rapid, and whistlers are further apart. The converse is observed for
shorter coil lengths (Fig. 9).

3.5 Graph of Plastic Slinky (Fig. 10)

It can be seen that the dispersion theory presented is able to consistently give an
accurate prediction when the material and coil dimensions are varied, showing a
complete account of the frequency-time study of acoustic dispersion.

3.6 Spectrogram Comparison of Plastic Versus Metal
(Fig. 11)

It is observed (Fig. 11) thatmetallic sounds havehigher dominant frequencies because
metal has a higher Young’s modulus, so the restoring force when the slinky is excited
would be greater for metal, thus sounds produced using a metal slinky are of a higher
frequency and perceived to be brighter. Conversely, since plastic has a lower Young’s
modulus, sounds produced would have lower dominant frequencies, thus sounds
produced using a plastic slinky are perceived to be duller.
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Fig. 11 Side-by-side comparisons of spectrograms of whistler sounds generated by metal (left)
and plastic (right) slinkys

3.7 Further Insights (Figs. 12, and 13)

To investigate tension, frequency-time graphs (Fig. 12, next page) of a slack,
stretched, and deformed slinky are overlaid. It is observed all 3 sounds agree with the
theoretical prediction. Thus, tension does not affect the rate of frequency decrease.
This is because a flexural wave travelling along a torsioned beam is simply a linear
superposition of a torsioned beam and an untorsioned beam with flexural waves
travelling along it. As such, deformation and wave propagation in the flexure mode
remains uncharged by effects of torsion.

Fig. 12 Overlaid graphs of frequency against time for a slack, stretched and deformed slinky,
showing that effects of tension are less relevant
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Fig. 13 Spectrograms of tap and corresponding whistler sounds by a metal rod (top), plastic pen
(middle), and wooden pencil (bottom). Similar dominant frequency ranges for both the tap and
whistler sounds are boxed in red
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Finally, three different materials, metal rod, plastic pen and wooden pencil are
used to tap a metal slinky (Fig. 13). Although the rate of dispersion and frequency
decrease is not affected by the material used to tap the slinky, the initial dominant
frequency of the excitation would appear more prominently in the whistler sound.
For example, a wooden pencil tap produces a dominant frequency around 5000 Hz,
which is observed in the whistler sound, which also has a dominant frequency around
5000 Hz.

4 Conclusion

A quantitative dispersion model using Euler–Bernoulli Beam theory predicted and
explained both long and short dimensions/modes of wave propagation in the flexure
mode—the excited long dimension produced waves that arrive earlier with a steeper
frequency decrease, whereas the short dimension produced waves that arrive later
with gentler frequency decrease. Young’s modulus of slinkys made of different mate-
rials, steel and plastic was characterised (and a comparison was made between domi-
nant frequencies of whistler sounds for both materials), and number of coils (length)
and cross-sectional dimensions of slinkywere also varied. Finally, tensionwas shown
to have a negligible effect on the rate of frequency decrease, and it was shown that
the dominant frequency of the tap would correspond to the dominant frequency of
the whistler sound.
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MicroRNA-Profiling Based Screening
of Non-small-cell Lung Cancer in Plasma

Darren Wan-Teck Lim, Chee Keong Toh, Shevonne Chia,
Shu Ying Nicole Tang, Yi Cheng, Kok Huei Seow, and Lihan Zhou

Abstract Current methods for screening and early diagnosis of lung cancer are
limited to low-dose CT scans in high risk smokers, while other patients are typically
diagnosed at later stages, leading to a higher mortality rate. Blood based biomarkers
are needed to enrich this for at risk individuals, regardless of smoking status so as
to detect early stage lung cancer. We studied potential biomarkers for early stage
lung cancer using a microRNA (miRNA)-based panel. MiRNAs were isolated and
quantified from the plasma of 67 patient samples (61 with lung cancer, 6 controls).
15 miRNAs were selected from a panel of 600 miRNAs based on previous work
by the company MiRXES. These miRNAs were compared between patients with
lung cancer and controls, as well as between different histological subtypes of lung
cancer, stage and smoking history. Thus we evaluated their potential effectiveness as
biomarkers for the screening of lung cancer. SpecificmiRNA levelswere significantly
different between lung cancer patients and controls: miR-618 (p= 0.0249) and miR-
1290 (p = 0.03192). This was also true between different cancer types: miR-1290
(p = 0.0110), and between different smoking status: (p = 0.00772). 5 miRNAs
(miR-618, miR-720 (V18), miR-1290, miR-214–3 and miR-28-5p) were identified
as potentially suitable for a lung cancer screening panel, with the highest sensitivity
and specificity (ROC AUC 0.915). Our panel of 5 miRNAs has the potential to be
used as a non-invasive screening tool for lung cancer, with a reasonable degree of
sensitivity and specificity. These results will have to be validated in further studies.

Keywords Non-small-cell lung cancer · miRNA · Early screening
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1 Introduction

Lung cancer is currently the leading cause of cancer-related mortality worldwide,
having caused 1.8 million deaths in 2018 alone [1]. In Singapore, from 2011–2015,
lung cancer has the highest mortality rate among all cancers in men (27.1%) and
the second highest in women (16.6%), only exceeded by breast cancer (17.3%) [2].
There are two major subgroups of lung cancer: small-cell lung cancer (SCLC) and
non-small-cell lung cancer (NSCLC). Themajority of lung cancer cases are NSCLC,
which can be further divided into various histological subtypes, the most common
being adenocarcinomas and squamous cell carcinomas.

Lung cancer has a much lower mortality rate in its early stages, hence early
detection is crucial. However, lung cancer largely becomes clinically evident only
at advanced stages, thus the majority of lung cancers are diagnosed late [3]. The
current process of diagnosing lung cancer in a patient involves low-dose computed
tomography (LDCT) for screening and an invasive follow-up diagnostic procedure,
typically a biopsy, to confirm the screening results. While LDCT is very sensitive, it
has poor specificity, leading to a high chance of false positives.

In recent medical research, the use of biomarkers such as microRNAs (miRNAs)
as a non-invasive tool for cancer screening and diagnosis has gained attention [4–6].
MiRNAs are small non-protein coding RNAs that inhibit gene expression, and their
levels in body fluids (such as plasma and serum) have been shown to be different in
some cancer patients compared to cancer-free patients. This makes them promising
biomarkers for the early diagnosis and prognostication of cancer [4–7]. Therefore a
miRNA blood test could potentially serve as an initial screening tool, prior to or in
conjunction with the use of LDCT, to detect early stage lung cancer [8].

The primary aim of this study is to evaluate if a panel of miRNAs is able to
differentiate between cancer and non-cancer patients (control). The secondary aims
are to test if the levels of these miRNAs are different between i. smokers and non-
smokers, ii. between subtypes of lung cancer, and iii. between early and late stage
lung cancer.

2 Materials and Methods

2.1 Patients and Clinical Samples

Plasma samples used in this study were obtained from patients enrolled under
the Lung Cancer Consortium Singapore (LCCS) study. This study was approved
by the SingHealth Institutional Review Board (IRB) (2018/2963) with patients’
written informed consent. Patient samples were classified based on their histological
diagnosis (cancer type and stage) and patient interview record (smoking status).
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Prior to analysis, samples were stored at − 80 °C. Of the 100 samples obtained,
a total of 33 were excluded from this study. 19 of them were excluded from labora-
tory testing as they had a high sample age or degree of haemolysis. After laboratory
testing, another 14 were excluded from statistical analysis due to various discrep-
ancies occurring during experimentation, some of which were due to being stored
differently in the plasma bank. In total, 67 samples were eventually used in analysis:
61 from cancer patients and 6 from controls.

2.2 MiRNA Selection

15miRNAswere selected from a 600-miRNA panel based on previous work done by
MiRXES involving 1700 patients of Asian or Caucasian ethnicity over the timeframe
of 2014–2019 [9]. MiRNAs selected from this panel were previously shown to have
a relatively small difference in Ct value across various factors such as histological
subtype and stage of cancer [10]

2.3 MiRNA Extraction and Quantification

All the RNA, containing miRNAs, was extracted from 200µl of each plasma sample
using the Maxwell® RSC miRNA Plasma and Serum Kit (Catalogue number:
AS1680, Promega, USA) on Maxwell® RSC 48 Instrument (Catalogue number:
AS8500, Promega, USA) following the manufacturer’s instructions.

Sixteen miRNAs, including candidate biomarkers and reference genes, were
selected based on literature and in-house research. The expression levels of the 16
miRNAs in each sample were measured using miRNA-specific RT-qPCR assays
(MiRXES, Singapore) according to manufacturer’s instructions on Quantstudio 5
384-well Real-Time PCR System (Life Technologies, Singapore). Upon RT-qPCR
assay completion, Ct values were determined using Quantstudio RUO software with
automatic baseline setting and a 0.4 threshold. Candidate miRNA expression Ct
values were normalized using an endogenous reference miRNA let-7a.

3 Results

The demographic profile of the 67 samples is summarized in Table 1. 56 out of 67
patient samples (83.6%) were from Chinese patients, approximately in line with the
race distribution in Singapore where a majority (76.1%) of the population is Chinese
[11].
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Table 1 Sample demographics

Demographic Information Normal (% of
total controls)

Cancer (% of total cancer)

All Adeno Squamous

Age at
collection

Median (year) 68 65 64 65

Range 46–74 39– 90 39– 90 53–75

Gender Male 3 (50.0%) 40 (65.6%) 25 (41.0%) 15 (24.6%)

Female 3 (50.0%) 21 (34.4%) 16 (26.2%) 5 (8.2%)

Smoking
History

Smoker 2 (33.3%) 18 (29.5%) 9 (14.8%) 9 (14.8%)

Ex-smoker 3 (50.0%) 12 (19.7%) 8 (13.1%) 4 (6.6%)

Non-smoker 1 (16.7%) 31 (50.8%) 24 (39.3%) 7 (11.5%)

Cancer Stage Stage I 32 (52.5%) 26 (42.6%) 6 (9.8%)

Stage II 11 (18.0%) 6 (9.8%) 5 (8.2%)

Stage III 18 (29.5%) 9 (14.8%) 9
9 (14.8%)

3.1 Primary Outcome: Cancer Versus Non-Cancer

Normalized Ct values of each miRNA (total 15 miRNAs) were compared and
depicted using box plots (Fig. 1) according to whether the samples were from cancer
or non-cancer patients. The box plots show the distribution and median of relative
concentrations of the miRNAs in the samples (Ct). The individual p-values of the 5
miRNAs used in the panel (miR-618, miR-720 (V18), miR-1290, miR-214–3, miR-
28-5p) are 0.025, 0.657, 0.032, 0.074 and 0.392 respectively. All these miRNAs
were upregulated in cancer patients with the exception of miR-28-5p, which was
downregulated.

Based on these Ct values, the area under the ROC (Receiver Operating Character-
istics) curve (AUC) (Fig. 2) was calculated using MATLAB. Multi-miRNA panels
were tested and optimized using sequential forward selection algorithms to deter-
mine which miRNAs would be the most suitable to put in various panels. The AUC
values obtained range from 0.5 to 1.0, with a higher value signifying greater accu-
racy of predictions. The Wilcoxon Rank Sum test was performed using Prism 8.2.0,
where a p-value would be obtained. A p-value < 0.05 was considered statistically
significant. The Wilcoxon Rank Sum test was selected over the Student’s t-test due
to the non-parametric nature of the data distribution, as well as the relatively small
sample size.

All bar graphs and box plots were obtained using Excel 2016, in which the values
for the bar graphs were obtained from the previous AUC values and the box plots
plotted from the normalized Ct values.

TheAUC increased from 0.773 usingmiRNA-618 alone to 0.842 using 2miRNAs
(miR-618 and miR-720 (V18) to 0.899 using 3 miRNAs (miR-618, miR-720 (V18)
andmiR-1290) to 0.910when using 4miRNAs (miR-618,miR-720 (V18),miR-1290
and miR-214-3p) and 0.915 when using a panel of 5 miRNAs. (miR-618, miR-720
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Fig. 1 Boxplots of Values of selected miRNAs

(V18), miR-1290, miR-214–3 and miR-28-5p) We limited the panel of miRNAs to
5 to prevent over-fitting.
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Fig. 2 ROC curves for optimal panels containing 1 to 5 miRNAs

3.2 Secondary Outcomes: Evaluation of MiRNA Levels
in Patients Across Lung Cancer Histology, Stage
and Smoking Status

The normalized Ct values of each miRNA were compared between i. patients diag-
nosed with adenocarcinoma and squamous cell carcinoma, ii. current/ex-smokers
and non-smokers, and iii. those who had Stage I and Stage III cancer, and depicted
using boxplots (Appendix). The AUCwas calculated for each ROC curve comparing
the various cohorts (Table 2). Bar graphs demonstrating the increasing AUC with
increasing number of miRNAs can be found in the appendices. The best AUC values
obtained for these cohorts are much lower than the cancer vs non-cancer cohort as
the 15 miRNAs selected for testing were selected specifically for optimal accuracy
of differentiation between cancer and non-cancer samples, while maintaining similar
expression levels regardless of these other factors.

Table 2 AUC for distinction across various factors (identity of mirnas)

Comparison miRNA AUC

Cancer versus Non-Cancer miR-618, miR-720 (V18), miR-1290,
miR-214-3p, miR-28-5p

0.915

Adenocarcinoma versus Squamous cell
carcinoma

miR-1290, miR-618, miR-20b-5p 0.735

Current and Ex-Smokers versus
Non-Smokers

miR-1290, miR-1-3p, miR-618,
miR-20b-5p, miR-143-3p

0.845

Stage 1 versus Stage 3 miR-28-5p, miR-451a, miR-144-3p 0.787
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4 Discussion

4.1 Key Findings

Our study’s key finding is that it is possible to differentiate between cancer and non-
cancer patients by using a selected panel of 5 miRNAs. We determined the AUC
values of the ROC of various miRNAs present in the plasma of cancer patients and
controls and identified a panel of 5 miRNAs (miR-618, miR-720 (V18), miR-1290,
miR-214–3 and miR-28-5p, AUC: 0.915) most suited for differentiating between
cancer patients and non-cancer patients with a relatively high degree of certainty.
This renders the miRNA panel potentially suitable as a lung cancer screening tool,
which may be used in conjunction with the current standard methods.

The 5miRNApanel does not effectively distinguish variationswith factors such as
cancer type, stage and smoking status, making it suitable for lung cancer screening
for the general population, regardless of these factors. These findings align with
ongoing research by MiRXES [9].

4.2 Roles of Identified MiRNAs

The roles of MiRNAs which differ in cancer and non-cancer patients are interesting
and yet to be fully elucidated. This may be due to the complex roles of miRNA in
the body and mechanistic differences in the pathology of various types of cancers.

MiR-618 was significantly upregulated in lung cancer patients (p= 0.025). There
is not much literature on this particular microRNA, but some studies have found that
miR-618 was downregulated in prostate cancer [12] and gastric cancer [13] cells,
identifying that miRNA has functions in inhibiting cancer migration and invasion for
these variants. It is possible that this discrepancy in results is due to a different mech-
anism in lung cancer which results in upregulation instead, or caused by experimental
limitations.

MiR-1290 also had particularly interesting results: we found that it was signifi-
cantly upregulated in lung cancer patients (p = 0.031), in current / ex-smokers, and
in squamous cell carcinoma patients. This suggests that MiR-1290 plays a complex
role in lung cancer and there are potential interactions between the type of cancer
and smoking status. Prior literature has shown that the upregulation of this miRNA
contributes to the proliferation of non-small-cell lung cancer and reducing its expres-
sion could suppress tumour growth [14]. In a study involving colon cancer cells, it
was discovered that the upregulation of this miRNA impairs cytokinesis [15] which
could increase the risk of cancer. As such, the high correlation between this miRNA
and the occurrence of cancer concurs with findings from other literature. Another
study [16] investigating this miRNA has found that ‘miR-1290 expression levels
were increased significantly in NSCLC tissues compared with non-tumour adjacent
normal tissues, and higher miR-1290 expression levels were positively correlated
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with high tumour stage (p = 0.004)’, but has discovered no statistically significant
correlation with smoking history (p = 0.169) or histology type (p = 0.808). This
conflicts with our findings from this study.

MiR-214-3p was also upregulated in cancer patients. (p = 0.074).
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MiR-28-5p was downregulated in cancer patients (p = 0.3921); little literature
is available on this regarding NSCLC, but a study [17] involving colorectal cancer
cells concurs with our result, also showing that its overexpression promotes tumour
metastasis in mice.

MiR-720 (V18) showed no statistically significant difference in expression levels
between lung cancer and non-cancer patients. Yet used in conjunction with the above
miRNAs, it improves theAUC for the screening tool.While there is little literature on
it, a breast cancer study [18] found that it inhibits tumour formation and is generally
downregulated in cases of breast cancer.

4.3 Limitations and Future Work

Our samples were obtained from local patients, each of whom had a definite histolog-
ical diagnosis (with or without lung cancer): thus, we believe that the samples were
sufficiently representative of the disease in the local population for an experiment of
this scale. However our study is limited by a relatively small sample size, with only 6
control samples, making it difficult to achieve a high degree of confidence. This may
have resulted in some limitation in identifying trends: although the AUC of ROC
of our MiRNA panel is relatively high at 0.915, other studies have suggested that a
typical AUC value for a panel of 4 or more miRNAs is 0.97 [19]. It is possible that
we may have also missed out on some potentially important interactions. Most of the
samples were obtained from males and there was a high correlation between gender
and smoking status (with only 2 female smokers and 2 female ex-smokers), thus we
were not able to fully explore the relationship between gender, smoking status and
miRNA levels in lung cancer patients versus controls. However, an ongoing study by
MiRXES has shown that gender has little impact on the degree of miRNA expression
for the miRNAs involved in our study [9].

Based on previous work, we only investigated 15 out of a panel of 600 miRNAs to
find a suitable panel ofmiRNAs as a tool for the screening of lung cancer. It is possible
that there may be other more suitable biomarkers for the screening of lung cancers
which were not investigated in this study. Thus, in order to refine our screening panel
to ensure greater diagnostic accuracy, we will require further research on a larger
sample size (possibly using other biomarkers) in both laboratory and clinical settings.

In conclusion, we have identified a panel of 5 miRNAs which are differentially
expressed in lung cancer and non-lung cancer patients. This panel has the potential to
be used as a non-invasive early screening tool with a reasonable degree of sensitivity
and specificity. Further research involving a larger number of patient samples both
in the laboratory and clinical setting and more miRNA assays is needed to refine the
panel to obtain the optimal screening tool for lung cancer.
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ROC Curves for Other Panels
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AUC Under ROC Curves for Panels Containing Different
Numbers of MiRNAs
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Low-Cost Draw-On Electronics:
Investigation of Pen-Substrate
Interaction

Saravanan Deepika and Soh Zhi Rong

Abstract Conductive pens are a cheaper alternative to expensive printing methods
that offer conformal printing and helps to cut down development costs of electronics
especially during prototyping. This study aims to investigate how different designs
of pen affects the electrical conductivity of conductive traces drawn on various
substrates and identify the most ideal design for a conductive pen. Characterisation
of 4 different commercial conductive pens (carbon pressure pen, silver micro-tip
pen, ballpoint pen and pressure pen) was conducted. Conductive traces were drawn
on bandages, nitrile gloves, printing paper and polyethylene terephthalate film. It
was observed that the width of the traces were affected by the design of the pen tip.
Pens which discharge ink when the barrel of the pen is squeezed produced thicker
lines. Scanning electron microscope pictures of the line samples were taken and it
was found that the silver and carbon pressure pens produced conductive traces of
better quality as compared to those drawn with the silver micro-tip pen and silver
ballpoint pen. Cyclic folding was done on the conductive traces drawn on paper.
Most of the carbon line samples underwent 25 folds before cracking while all of the
silver underwent 20 folds before cracking. It was concluded that the design of the
pressure pens were the most ideal. As proof of concept, 2 light emitting diode bulbs
on a paper origami were lit up with a circuit fabricated with the silver pressure pen
and a heater with its components fabricated using the silver and carbon pressure pens
was tested with the use of an electric generator.
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1 Introduction

In recent years, foldable electronics have developed new characteristics like low
manufacturing cost, disposable and wearable style, environmentally sustainable
production methods and lower energy consumption [1–3]. Various printing tech-
niques have been developed to fabricate flexible electronics such as, gravure printing
[4], flexo printing[5], offset printing [6], inkjet printing [7] and screen printing [8].
Though the new technology provides a potentially low-cost alternative for flexible
electronics, many problems still exist, for example, some pollution and waste still
can’t be avoided during screen printing and printer setups are also quite expen-
sive[9]. The introduction of conductive pens is a notable solution. Conductive pen
provides one with circuit design freedom, can draw on a wide variety of surfaces and
is a notable cheaper alternative to expensive printing methods that offer conformal
printing.

Ali et al. (2015) [10] fabricated a printed circuit board (PCB) with the use of
conductive silver pens. It was reported that after 10,000 cycles of bending printed
silver conductive lines on the PCB, a 1.8% increase in the base resistance was
observed. Following the bending on the printed silver conductive lines, no test was
conducted to find out if the PCB was still able to allow the liquid crystal display
(LCD) to function. Liu et al. [10, 11] also studied the effects of cyclic folding on
AgNW-GO-Ink electrodes and tested its effect on the conductivity of the AgNW-
GO-Ink electrodes. Scanning electron microscope (SEM) images showed that after
being subjected to 1 folding cycle, nano-fractures were formed on the formed on
the folded AgNW-GO-Ink electrode and these fractures remained fairly stable in the
following 1000 folding–unfolding cycles, thus only introduced a very slight decline
to the conductivity of the electrode was observed.

Electronics such as strain sensors for home healthcare [13], radio frequency iden-
tification (RFID) tags[14] have been fabricated using the conductive pen. showing
the versatility of direct writing and potential in helping to further develop low cost
electronics. A crucial component of developing them to be able to function as well
as it’s expensive counterparts and is further research into pen-substrate interaction.

In this study, commercial silver and carbon conductive pens loaded with silver
and carbon conductive ink respectively were used to fabricate conductive circuits
on various substrates such as PET films, nitrile gloves and commercial bandages as
well as 3D printed substrates. The conductivity properties, mechanical flexibility and
adhesion characterization of the circuitwere also studied.Additionally, a paper-based
electronic were fabricated using a conductive pen.

It is hypothesised that the silver and carbon pressure pens will perform better than
the silver micro-tip pen and silver ballpoint pen as the barrel is easy to squeeze and
the pen tip has a valve, allowing for easy discharge of ink.
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2 Aims and Objectives

This study aims to investigate how different designs of pen affects the electrical
conductivity of conductive traces drawn on various substrates and identify the most
ideal design for a conductive pen.

3 Methodology/Materials

3.1 Materials and Sample Preparation

Commercial conductive silver and carbon pressure pens, specifically the MG Chem-
ical 842AR-P Silver Conductive Pen (silver pressure pen), typical trace width of
1.00 mm and the MG Chemical 838AR-P Carbon Conductive Pen (carbon pressure
pen), typical trace width of 1.00 mm. The valve tip of these pens opens when pressed
against the surface, and the flow is controlled by squeezing the barrel. Commer-
cial conductive silver pens were also obtained from CircuitScribe and Chemtronics,
specifically the CircuitScribe Silver Conductive Ink Pen (silver ballpoint pen) and the
Chemtronics Silver Conductive Adhesive Paint 7 g Pen (silver micro-tip pen). Smith
& Nephew Opsite Flexifix bandages, SLG powder-free nitrile examination gloves
and PET films were the substrates used. The flimsy nature of the bandages required
it to be first pasted on a piece of masking tape for the line sample to be drawn. The
sticky side of another piece of masking tape was then pasted onto the sticky side of
the piece of masking tape with the bandage on it. A small rectangle was cut out from
a nitrile glove. The nitrile glove was then held down with the fingers of one person
while the line samples were being drawn. The carbon and silver line samples of
varying line passes were drawn on the bandages, nitrile glove and PET film with the
aforementioned conductive pens. All four pens were used to draw a line sample with
one line pass on the bandage and on the PET film. Carbon and silver line samples
were drawn on 10 3D printed substrates. The 3D printed substrates were rectangular
blocks which were printed at varying degrees of 0°, 30°, 45°, 60° and 90° from the
horizontal. Carbon line samples of 3 line passes were drawn on each of the 5 boards
with varying degrees from the horizontal. The same procedure was done with the
silver line passes. Two pieces of A6 white printing paper was folded into half and
5 line samples with one line pass were drawn on each one, one using the carbon
pressure pen and the other using the silver pressure pen. All line samples were then
dried for 10 min.
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Fig. 1 a First folding
method, b Second folding
method

3.2 Instrumentation

The width, resistance and thickness of the line samples drawn on the bandage, nitrile
glove and PET film. The width was tested with the use of an optical microscope. 5
measurements from different parts of each line were taken and the average width of
the lines were then calculated. Using a Keithley parametric analyser, the resistance
of the samples was measured. A laser microscope was used to measure the thickness
of the sample. The circuits were hand drawn using commercial conductive pressure
pens, causing the line samples to be subjected to random error. To reduce the random
error, multiple measurements were taken for each line.

The width, resistance and surface roughness of the line samples on the 3D printed
substrates were recorded. An optical microscope was used to test the width. The
process of testing the resistance was done using a Keithley parametric analyser and
the surface roughness of the 3D printed substrate was recorded using a Keyence
focal microscope. The Sa (arithmetical mean height) of the various 3D substrates
were recorded. The two pieces of A6 papers were folded 5 times. The Keithley
parametric analyser was then used to measure the resistance of all 5 line samples.
Two folding methods were used. The first involved compressing the crease of the
sample and the second method involved folding the edge of the samples, until they
touched each other. Figure 1 displays digital images of the two foldingmethods. This
process was repeated until the line samples were no longer conductive due to cracks
which would eventually form at the site of folding.

4 Results and Discussion

4.1 Width of the Line Samples

The width of the line samples were tested using an optical microscope. As seen in
Fig. 2, the average width of the line samples drawn by the silver ballpoint pen are
shortest at 502.75 µm on the bandage and 693.75 µm for the PET film. For both
samples, the widest line samples were those of the carbon pressure pen. The error
bar for the readings is the standard deviation.
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Fig. 2 Average width (µm) of line samples of 1-line pass drawn on the bandage a and PET film
bwith 4 different types of conductive pen—carbon pressure pen, silver ballpoint pen, silvermicrotip
pen and silver pressure pen

The silver ballpoint pen had the thinnest pen tip, which thus resulted in lesser
surface contact area between the pen tip and the substrates (bandage and PET film).
The size of the silver ballpoint pen tip directly affects the width of the lines drawn
by the pen, as ink flows based on surface area contact. Therefore the average width
of the line samples on the two different substrates did not experience a sharp change.

4.2 Quality of Line Drawn

A SEM was used to observe the quality of the line samples. The line samples used
were those of one line pass on the PET film. As seem in Fig. 3, cracks on the line
sample were abundant on all the line samples drawn using the 4 different conductive
pens.

The design of the pen tip had an effect on the severity of the cracks. Line samples
drawn by the carbon pressure pen has the least amount of cracks, followed closely
by those drawn with the silver pressure pen. The design of the two pens were similar,
and both produced sufficient amount of ink to cover much of the perimeter of the line.
The carbon pressure pen produced more ink as compared to its silver counterpart
even with the same amount of pressure applied, justifying the slightly lesser amount
of cracking observed on the line samples produced by the carbon pressure pen.

Extensive cracking was found on the line.

Fig. 3 SEM image of the cracks on a line sample drawn on PET film using the a carbon pressure
pen, b silver ballpoint pen, c silver micro-tip and d silver pressure pen
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samples drawn with the silver micro-tip pen and the silver ballpoint pen. Both
pens produced lesser amount of ink as compared to the carbon and silver pressure
pens and the lack of ink in the perimeter of the line resulted in many cracks formed.

The quality of the line included the production of homogenous lines. Production
of homogenous lines was found to be rather challenging with the use of the silver
micro-tip and ballpoint pen. The silver micro-tip pen had a small cylinder in the
centre of the pen tip which resulted in the production of heterogeneous lines. The ink
from the silver microtip pen dried almost immediately after it was squeezed onto the
polyimide film. The friction between the cylindrical structure in the centre of the pen
tip and the dried conductive ink caused a hole to form down the middle of the line. As
for the silver ballpoint pen, the lines produced were thinner than those produced by 3
other conductive pens and were heterogeneous. This was a consequence of the lack
of ink discharged when drawing the line. Homogeneous lines were easily produced
with the use of the carbon and silver pressure pen as conductive inks loaded in the
both pens dried slower compared to those of the silver micro-tip and ballpoint pen,
allowing the small cylinder in the centre of the pens to pass through liquid conductive
ink on the paper.

With the understanding that both the pressure pens work decently well on PET
film (able to produce homogenous lines with little cracks) while the silver micro-tip
pen and ballpoint pen work disappointingly on PET film (challenging to produce
homogenous lines and heterogenous lines produced possess extensive cracking), it
can be concluded that the carbon and silver pressure pens were suitable for use on
PET film and the silver micro-tip and ballpoint pen were unsuitable.

4.3 Foldability of the Silver and Carbon Conductive Ink
Electrodes on Paper

Photo paper as a flexible substrate is newly explored to produce flexible patterns. This
is because photo paper has a set of advantages over conventional flexible substrate
[15]. It was found that the substrate (A6 printing paper) was slightly conductive, thus
the lines were considered non-conductive when the resistance for the was above 19.

When subjected to the first method of folding both the silver and carbon line
samples were found to have become non-conductive after 10 folds. As seen in Fig. 4,
both line samples showedpoor foldability.Most of the carbon line samples underwent
25 folds before cracking while all of the silver underwent 20 folds before cracking.
This shows that both the silver and carbon conductive ink electrodes have an equally
poor foldability on paper as the difference is not substantial enough to be significant.

It is believed that the poor foldability of the silver and carbon conductive ink
electrodes can be attributed to the components of the conductive ink - acrylic lacquer
pigmented with highly conductive silver flakes. Acrylic lacquer is known to be
susceptible to crackswith itsmost commonapplications include beingused as coating
for experimental samples which undergo cracking. This property of acrylic lacquer
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Fig. 4 Graphs showing the average resistance (�) of the line samples drawn using the a silver
pressure pen and the b carbon pressure pen after being subjected to cyclic folding

resulted in the line samples cracking when subjected to the first method of folding
as folding of the crease meant exerting a large amount of force onto the line sample,
causing the acrylic lacquer to crack. The second method of folding exerted lesser
force on the line samples and the line samples were able to undergomore folds before
becoming non-conductive as the acrylic lacquer took a longer time to crack until the
line samples became non-conductive.

4.4 Effects of Roughness of Substrate on Conductivity
of Conductive Traces

3D printed structures are commonly used as substrates for conductive pens. An issue
with 3D printed parts is that the surface roughness is poor and roughness varies with
print direction, which might affect the quality of the line drawn.

As shown in Fig. 5., the silver line samples on the substrate printed at 45 ˚ had
the greatest resistance at 4.07E-01 � while the carbon line samples on the substrate
assembled at 90° had the greatest resistance at 418.75 �. As seen from Fig. 6., the
3D printed substrate assembled at 30° were the roughest with a Sa value of 70 µm,
followed by 45°, 60°, 0° and 90*. It is expected that the rougher the surface, the less
conductive the line sampleswould be. Line samples drawnon the substrate assembled
at 90° had a higher resistance than the line samples drawn on the substrate assembled
at 30° for both silver and carbon. A possible explanation for such a result would be
that that the design of the pressure pens allowed ink to flow into the holes of the
substrate, reducing the effect of surface roughness on the conductivity of the line
samples. This is possible due to a few feature of the pressure pens. Firstly, the ink
takes a while to dry, allowing it to flow into the cracks on the substrate. Secondly,
the valve allows lots of ink to flow directly into the cracks at it acts like a tap. Lastly,
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Fig. 5 Graph showing average resistance of the line samples drawn using the a Silver pressure pen
and b Carbon pressure pen on 3D printed substrates assembled at various degrees

Fig. 6 Surface roughness (µm) of the 3D printed substrates assembled at various degrees

there is a possibility that the amount of pressure exerted when squeezing the barrel
of the pen may differ from line to line as it is rather easy to squeeze and is therefore
very sensitive to the amount of pressure applied on it, allowing a lot of ink to be
discharged despite a slight difference in the amount of pressure used to squeeze the
barrel.

4.5 Application

To demonstrate the application process of lighting an LED bulb on an origami, a
circuit composed of a 3.0 V battery, a fabricated writing pattern, and 2 surface-
mounted LEDs with a rated voltage of 1.9 V was drawn on the origami paper using
silver conductive pen with three line passes. The conductive tracks were drawn by
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1.Draw the 
circuit on the 
origami paper 
with silver 
conductive pen 

2.Using 
conductive 
epoxy, attach 
the LED bulb 
to the circuit 
drawn

3.Without 
pressing the 
wings, the 
LED bulbs do 
not light up

4.Pressing the 
wings, the 
LED bulb 
lights up

Fig. 7 Process of lighting up the LED bulb on the origami

silver pressure pens. The process of lighting up the LED bulb on the origami is shown
in the illustration in Fig. 7. When the circuit is on, the LED is illuminated, and works
rather well. This shows that the silver pressure pen works well on paper substrates
for the fabrication of low cost lights. People living in isolated areas and in areas with
no access to electricity.

5 Conclusion

In summary, the carbon and silver pressure pens are highly recommended for use as
it was found to be suitable for use on the most amount of substrates which are the
PET film, printing paper, 3D printed substrates and bandage. The silver micro-tip
and ballpoint pen are both unsuitable for use on the PET film but with an increased
amount of line passes, they have the potential to be able to fabricate conductive traces
of quality similar to those produced by the 2 pressure pens. The design of the carbon
and silver pressure pen’s pen tip, which has a valve and easy ink flow control, makes
it suitable for use on most substrates. The silver microtip pen lacks easy ink flow
control as the barrel was challenging to squeeze and silver ballpoint pen had a pen tip
which limits the amount of ink discharged as it is dependent on the surface contact
area with the substrate.
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Exploring the Use of Apple Skin to Boost
the Energy Efficiency of Microbial Fuel
Cells

Chescia Yi-Xin Lim, Hui Min Leong, Amanda Drea Chandra,
and William Phua

Abstract The conundrum on exponentially accelerating excess food wastage and
subsequent release of greenhouse gases from food decomposition has undeniably
plagued various ecosystems onEarth.Microbial Fuel Cells (MFCs) has been contem-
plated as a prospective alternate source of renewable energy to resolve the afore-
mentioned issue. Nevertheless, a notable challenge to overcome is the optimisation
of catalytic activity for anaerobic substrate oxidation via economical constituents.
This study primarily seeks to propose a novel approach for adopting epidermis of
economical Malus domestica (apple) fruits in the operation of MFCs. The aptness of
apple epidermis as cation exchange membranes and microbe anaerobic respiration
substrate was subjected to quantitative electrochemical analysis. The combination of
apple epidermis as both microbe substrate and a cation exchange membrane exhib-
ited marginally higher peak voltage and voltage plateau stability relative to conven-
tional Nafion® membranes upon electrochemical analysis. The higher component-
specificity of apple epidermisMFCs comparative to conventional set-upswas evident
through extensive MFC component optimisation experimentation. Supplementary
structural analysis via Scanning Electron Microscope (SEM) characterisation on
apple epidermis revealed additionally the significant pore formation on membrane
surfaces upon cell usage, therefore rendering heightened cation permeation. The pres-
ence or lack thereof of wax on apple epidermis had negligible implications on the
correlated electrochemical performance, reaffirming the viability of apple epidermis
for economical MFCs under diverse conditions. The novel approach adopted in this
study, which entailed incorporation of apple epidermis as paired cation exchange
membranes and microbe substrates, could henceforth make provision for a robust
avenue of economical MFC design.
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1 Introduction

With climate change posing as a fundamental threat to the places, species andpeople’s
livelihoods, the rising demands for electricity globally for sources of renewable
energy has called for research intoMicrobial Fuel Cells (MFCs). Microbial fuel cells
(MFCs) exist as one of the most promising technologies which harness wastage for
energy generation. MFCs are archetypical microbial Bio-Electrochemical Systems
(BECs) that adopt microorganisms as catalysts to oxidize organic and inorganic
matter and generate current. A preliminary contrast between MFCs and other fuel
cellswould reveal the ability ofMFCs to generate clean energy at normal temperature,
atmospheric pressure and neutral pH values while requiring minimal auxiliary main-
tenance. Given that the CO2 emitted is biogenic, there is a lack of net carbon emis-
sion into the environment. MFCs can be primarily categorised into single-chambered
and double-chambered configurations. The typical MFC used in experimentation is
double-chambered,with aCationExchangeMembrane separating the anode chamber
and the cathode chamber in the MFC. Under anaerobic conditions, organic substrate
is oxidised by a biocatalyst in the anode chamber, thereafter liberating electrons and
protons separately. The electrons produced by the bacteria from these substrates are
transferred to the negative anode electrode by a mediator, before passing through an
external circuit and entering the positive cathode chamber.

Glucose oxidation reaction by the microbes in the anode chamber can be shown
by the following equation:

C6H12O2 + 6 H2O → 6 CO2 + 24 H+ + 24 e−

The flow of electrons from one chamber to another will generate an electrical
current, which by convention, flows from the positive to the negative terminal in
the direction opposite to that of electron flow. While this process occurs, protons
which are simultaneously liberated from the oxidation reaction diffuses from the
anode chamber to the cathode chamber through a semipermeable Cation Exchange
Membrane (CEM). These electronswould subsequently reactwith oxygenmolecules
in a redox reaction to form water molecules in the cathode chamber as shown by the
following equation:

3 e− + MnO−
4 + 4 H+ → MnO2 + 2 H2O

The Nafion® membrane is the conventional CEM adopted in double-chambered
MFCs. Nafion® membranes exists as a copolymer of fluoro 3,6-dioxo 4,6-octane
sulfonic acid and polytetrafluorethylene (PTFE), which permits hydrogen ion/proton
transport while preventing electron conduction. Despite its wide usage in MFCs,
several prevalent issues have been associated with the membrane. The primary issues
encompassed include the high costs of Nafion® membranes, and oxygen leakages
between chambers. Given the objective of MFCs as a cost-effective green energy
source, these concerns severely limit its applicability in the industry.
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Fig. 1 How the microbial fuel cell works [4]

In view of food wastage, another rising global problem, our study focuses on
combating this issue aswell. Foodwaste disposed in landfills decompose and become
a significant source of methane—a greenhouse gas with 21 times the global warming
potential of carbon dioxide.

Hence, the usage of foodwaste as a potential cation exchangemembrane to replace
the conventional Nafion® membrane, as well as a microbe substrate to replace the
current glucose substrate used, can tackle both critical global issues that directly
impact our planet (Fig. 1).

2 Aim

2.1 Investigation Topic

This study investigates how the use of apple skins as MFC membranes and substrate
affects the efficiency of the MFC. It delves into which is the most cost-efficient and
commonly foundmaterial to act as themembrane that allowsmaximumefficiency for
theMFC. The independent variable used is the type of organic membrane used in the
set-up. Nafion® membrane is used as a control. The measured variable is the amount
of voltage produced by the MFC. At the same time, it has also been investigated if
higher voltage could be produced by replacing the glucose substrate with the apple
skin powder substrate.
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2.2 Motive

As theMFC is usually quite expensive to make and consists of materials that are hard
to obtain, this studywas conducted to see if therewere alternativematerials thatwould
allowmany people tomake their ownMFC. If successful, the alternativematerials for
the MFC could serve as a good replacement for energy sources around the world as
it is a renewable source and is environmentally-friendly due to its prevalence around.
Moreover, Nafion® is also a costly polymer to use as the membrane for MFCs in
the current context. Additionally, the use of apple skins as MFC membranes in
replacement of the Nafion® membrane has yet to be explored and is a novel method.

2.3 Hypothesis

Our hypothesis is that the voltage producedwith the novel dried apple skinmembrane
would be comparable to that of the Nafion® membrane as it is permeable for cations
and impermeable for anions. For proton transfer in the MFC, cations would have to
pass through the Cation ExchangeMembrane from the anode to the cathode, thus we
think the apple skin would work better [5]. At the same time, dried apple skin would
contain some glucose, coming from a plant source with photosynthetic properties,
hence, it could serve as a substrate for bacterial anaerobic respiration to allow for
greater efficiency of the MFC.

3 Methodology

3.1 Materials of Construction

Anode Yeast was used for anaerobic respiration (Saf-Instant Dry Baker’s yeast,
obtained from NTUC Fairprice), Methylene Blue was used as an electron mediator
(obtained from Sigma-Aldrich), D-Glucose was used as a carbon source (obtained
from Sigma-Aldrich), Carbon Electrode Paper was used as the anode electrode
connected to the external circuit (obtained from Sigma-Aldrich).

Cathode KMnO4 was used as an electron mediator (obtained from Sigma-
Aldrich), Carbon Electrode Paper was used as the cathode electrode connected to
the external circuit (obtained from Sigma-Aldrich).

Membrane Red Apple Skin was used as the organic membrane (Pasar Royal
Gala Apples, obtained from NTUC Fairprice), Nafion® 115 Membrane (obtained
from Fuel Cell Store, USA)

Instruments for measurement ADDeSTation Data Logger with Voltmeter
(measures up to 6V), Crocodile clips,Micropipette (measures up to 1ml→ 1000µl)
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3.2 Preparation of Materials/Chemicals Required

Membrane The flesh of the apple was removed using a scalpel, and it was ensured
that the skin has no perforations. The skin was then wrapped in aluminium foil and
dried in the drying oven for 15 min at 100 °C. It is then unwrapped and the inner part
of the apple skin was allowed to dry for another 2 min. The membranes were then
positioned in the centre of the 5 × 5cm acrylic block, with the rubber seal clamped
down to secure the membrane in position.

1% Glucose Solution as Substrate 0.5 g of D-Glucose crystals were prepared.
D-Glucose crystals were then mixed with 50 ml of water to obtain 1% Glucose
Solution.

1% Apple Skin Powder Solution as Substrate The dried apple skin was blended
into fine powder using a blender. 0.5 g of apple skin powder was then measured out
and mixed with 50 ml of water to obtain 1% apple skin powder substrate solution.

Phosphate Buffer for Movement of Protons 5.52 g of Sodium Phosphate
Monobasic crystals were prepared, along with 11.36 g of Sodium Phosphate Dibasic
crystals. To prepare the stock solutions, the Sodium Phosphate Monobasic crys-
tals were then dissolved in 200 ml of water, while the Sodium Phosphate Dibasic
crystals were dissolved in 400 ml of water. Upon preparation of the stock solutions,
195ml from the Sodium PhosphateMonobasic solution and 305ml from the Sodium
Phosphate Dibasic solution was extracted and mixed together. The mixture was then
diluted with 500 ml of water to obtain 1 litre of Phosphate buffer (pH 6).

3.3 Construction of the MFC

The carbon electrode papers were first fitted into the anode and cathode chambers,
followed by the screws and bolts through the four holes on one of the acrylic blocks.
The prepared electrode chamber was then placed on top of the acrylic block, followed
by a rubber seal on top of the electrode chamber. The membrane was positioned on
top of the rubber seal, with the placement of another rubber seal over the membrane
to secure it. The other prepared electrode chamber was then placed on top of the
membrane with the final acrylic block at the end. The set-up should be properly
aligned before tightening the screws fully. This will prevent possible leakage of the
contents. The block will serve as the device for the MFC to function efficiently. The
contents were then injected into the respective chambers, the anode chamber with
1.25 g of yeast, 2.5 ml of methylene blue (C16H18ClN3S) and 0.2 ml of 1% glucose
solution (C6H12O6). The cathode chamber with 8 ml of potassium permanganate
(KMnO4) and 4.25 ml of Phosphate Buffer (Na2HPO4 • NaH2PO4). Crocodile clips
were then connected to the protruding electrode papers of the electrode chambers,
black to anode and red to cathode, with the other end connected to the data logger to
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Fig. 2 Schematic diagram of MFC set-up (side-view)

collect substantial data. Repeat the procedure thrice for each set-up to heighten the
accuracy of results obtained (Fig. 2).

4 Results and Discussion

Using Apple Skin as a Substitute for Nafion®

Apple skins have been found to be permeable to cations, and hence it has been
investigated further in this study to determine if apple skin could be a good substitute
for the conventional membrane used in MFCs.

From the data above, it is observed that apple skin membrane produced a similar
trend to the Nafion® membrane. However, results have also shown that the voltage
produced by the MFC with apple skin membrane is about half the voltage produced
by the MFC with Nafion® membrane. The maximum voltage of the apple skin set-
up was found to be 0.87 V while the Nafion® set-up was found to peak at 1.08 V.
The minimum voltage produced was 0.26 V in the apple skin set-up and 0.41 V in
the Nafion® set-up. The results obtained from the Nafion® set-up is also similar to
another study done by other researchers, which was found to peak at 1.23 V [5].
It is likely that the yeast does not react well with a mixture of pure glucose and
monosaccharides found within the apple skin, hence this combination is suboptimal.
However, to be able to produce a significant amount of voltage, it proves that the
apple skin is successful in acting as a Cation ExchangeMembrane in theMFC set-up,
allowing protons produced by the yeast in the anode chamber to pass through into
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the cathode chamber. This shows that apple skin, while less efficient than Nafion®

using conventional glucose substrate, serves as a good alternative for the conventional
membrane used in MFCs in terms of the 1% glucose substrate (Fig. 3).

Using Apple Skin as a Substitute for 1% Glucose Solution

The apple substrate was used in two different set-ups, one with apple skin as the
membrane and one with Nafion® as the membrane (Fig. 4).

The use of apple skin acting as a substrate was also novelly explored. The
apple skin was used in the same concentration as glucose solution. In this study,
it was tested against the efficiency of the waxed apple skin membrane and Nafion®

membrane. Through graphs and voltage values obtained, it is deduced that the apple
skin membrane is more efficient than the Nafion® membrane in the context of apple

Fig. 3 Results of voltage/V of control membrane (Nafion) and experimental membrane (Apple
Skin) using 1% glucose substrate against Time/min

Fig. 4 Results of Voltage/V of Nafion® membrane and experimental membrane (Apple Skin) using
apple skin powder substrate against Time/min
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skin substrate. Comparing the efficiency of Nafion® membrane with 1% glucose
substrate and 1% apple skin substrate, it has a similar trend and voltage regardless of
the substrate used, proving its consistency in voltage produced despite the change in
substrate. However, the main difference observed is the spike in voltage in the apple
skin membrane set-up. The voltage obtained from 1% apple skin powder solution
was about five times the voltage obtained from 1% glucose solution, with a peak of
about 4.49 V compared to the glucose solution of about 0.87 V. It is likely due to the
compatibility of the apple skin membrane and apple skin substrate, originating from
the same source. It could also be due to the presence of greater amounts of reducing
sugar in the apple skin powder substrate and within the apple skin membrane that
aided in the anaerobic respiration of yeast in theMFC.This poses as a possible combi-
nation that could be used for greater efficiency of theMFC. The voltage also plateaus
at a higher voltage than the Nafion® membrane, which proves that it is of greater
energy efficiency than that of the conventional combination–Nafion® membrane and
glucose substrate.

The Difference Between Waxed Apple Skin and Wax-Removed Apple Skin
Membranes

The apple skin membrane was used in two different set-ups, one with apple skin with
the production wax kept on and one with the wax removed using acetone (Fig. 5).

Comparing the voltage between waxed apple skin and wax-removed apple skin
membranes, the trend of energy efficiency is similar, with a few fluctuations due to
the anaerobic respiration of the different clusters of living yeast cells in each set-up.
The maximum voltage produced by the waxed set-up was 0.87 V while the voltage
produced by the wax-removed set-up was 0.85 V. The minimum voltage produced
were 0.26 V and 0.20 V respectively in the waxed and wax-removed set-ups. Hence,
it is concluded that regardless of whether the apple skin membrane contained wax,

Fig. 5 Results of voltage/V of apple skin membrane, waxed and wax-removed using 1% glucose
substrate against Time/min
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it does not affect the results much and the voltage produced would be approximately
the same (Table 1).

From the SEM figures above, it can be seen that the surfaces with and without
wax were of similar surfaces before running the experiment. However, after running,
openings could be observed in the SEM scans of the apple skin surfaces. This indi-
cates traces of the cations permeating through the apple skinmembrane,which proves
that apple skin is a successful alternative membrane that could be used in replace-
ment of Nafion® membrane in the MFC. With the results of the voltage produced by
the 2 experiments of waxed apple skin and wax-removed apple skin membranes, it is
also proven that the cations have managed to permeate through in order for both of
the set-ups to produce significant, comparable voltage to that of Nafion® membrane
during the experiment.

Table 1 Scanning electron microscope (SEM) imaging of apple skin membranes used (Image of
× 300 magnification)

Facing the anode Facing the cathode

Waxed

Figure 6a Apple Skin (Outer) surface with wax, b Apple skin
(Inner) surface with wax

Waxed (After running)

Figure 7a Apple skin (Outer) surface with wax after running the
MFC, b Apple skin (Inner) surface with wax after running the
MFC

Wax-removed

Figure 8a Apple skin (Outer) surface without wax, b Apple skin
(Inner) surface without wax
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5 Conclusion

In conclusion, it is shown that the apple skin membrane could serve as a good alter-
native to the current Nafion membrane used. Apple skin substrate is also a possible
source of sugar for the yeast to conduct anaerobic respiration to generate electricity
renewably. The apple skin membrane showed comparable voltage results to that of
Nafion® membrane using 1% glucose substrate. Despite the halved voltage produced
with 1% glucose substrate, apple skin membrane performed five times better than
that of Nafion® membrane using apple skin substrate. Hence, it is deduced that apple
skin membrane with apple skin substrate is the most compatible combination to
produce the most efficient MFC, with the highest voltage using the same amount of
starting materials due a higher sugar level present within the apple skin powder and
in the apple skin membrane. It is also discovered that the apple skin will be perme-
able to cations regardless of the presence of wax left during production processes.
Hence, apple skin will be a good replacement to the current Nafion® membrane and
glucose substrate, opening the gateway to possible solutions that could solve the
critical global issues of climate change and food wastage at the same time.
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Screening and Characterisation of Novel
Environmental Phages

Cheng Yat Tan, Jason Han Meng Ong, and Juan Pablo Bifani

Abstract Bacteriophages (or simply ‘phages’) are viruses that replicate themselves
within a host bacterial cell following infection of the host. For this project, envi-
ronmental soil and water samples from around Singapore were collected to screen
for phages, which have a myriad of purposes, due to their high specificity to their
hosts. For instance, phages, coupled with genetic engineering of phage DNA, may
provide an alternative to treating bacterial infections due to rapid replication times,
and potential for non-intrusive therapy. Phages may also be used for diagnostics
purposes, which allows scientists to potentially confirm the presence of a species
of bacteria, and thus determine the need for the use of specific antibiotics. This
research focuses on Staphylococcus aureus and Carbapanem-resistant Enterobac-
teriaceae, two of the species of the ESKAPE pathogens (Enterococcus faecium, S.
aureus,Klebsiella pneumoniae,Acinetobacter baumannii,Pseudomonasaeruginosa,
and Enterobacter species). The research aims to screen and isolate phages specific to
these bacterial species (as they have high potential to achieve antibiotic resistance)
and study them via purification, restriction enzyme digestion analysis and pheno-
typic characterisation. As a short summary, six distinct phages were found through
the use of phenotypic and genotypic characterisation. Three of these phages targeted
the Gram-positive S. aureus and Streptococcus pneumoniae, whereas the other three
targeted Gram-negative K. pneumoniae. In particular, three of six studied phages
targetedCarbapanem-resistantK. pneumoniae.The results of this study could provide
insight into the species of phages present in Singapore, and whether they could be
used for diagnostics and therapy Aslam (A Treatise on Electricity and Magnetism.
Oxford,Clarendon, pp. 68–73, 2018 [1]),Dennehy (TheQuarterlyReviewofBiology
85:109–109, 2010 [2])
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1 Introduction

Bacteriophages (or simply ‘phages’) are viruses which infect bacterial cells and
replicate using the host’s cellular mechanisms, and have been used for treatment of
bacterial diseases as early as 1920. Discovered in 1915, they became extensively used
in phage therapy from 1920–1940, until they were replaced by antibiotics. However,
with the emergence of pathogens resistant to antibiotics and other antimicrobials
(with statistical analysis predicting up to 10 million deaths per year due to such
infections by 2050), research industries are now looking towards possible alternatives
to antibiotics.

ESKAPE pathogens (E. faecium, S. aureus, K. pneumoniae, A. baumannii, P.
aeruginosa, and Enterobacter species) are bacterial pathogens commonly associated
with antimicrobial resistance. That is, there are an increasing number of strains that
are resistant to commonly used antibiotics, which is becoming increasingly common
in today’s healthcare sector. Of particular concern are ESKAPE pathogens resistant
to Carbapanem, a class of antibiotics that are typically reserved for bacteria that
are resistant to other drugs. Carbapanem-resistant bacterial infections are a growing
concern due to increasing rates of incidence, and are especially problematic due to
few therapeutic purposes.

The purpose of this research is to screen and characterise bacteriophages sourced
from the environment within Singapore. In particular, we focused on samples from
soil, seawater, sewage and water bodies. Such bacteriophages may target these
ESKAPE pathogens and can be used for two main purposes- diagnostic and thera-
peutic. These phages can be modified such that they insert markers (typically green
fluorescent protein gene) into the host bacterium. This can be used to detect the pres-
ence of specific bacteria, and is often quicker than growing bacteria cultures (which
typically takes several days). In particular, a diagnostic array could be created such
that eachwell has a different concentration of a different antibiotic, in order to quickly
determine which (and at what concentration) antibiotics the bacteria-of-interest are
susceptible to for a treatment plan.

Phage therapy, on the other hand, is a viable alternative to conventional antibi-
otics when treating bacterial infections, especially when the bacteria is resistant
to said antibiotics. There has been some previous success with the use of engi-
neered lytic phages for the treatment of a cystic fibrosis patient with a drug-resistant
Mycobacterium abscessus infection [3].

2 Hypothesis

We hypothesise that Singapore’s environment contains phages that are specific to
members of the ESKAPE pathogens, and that these phages can be isolated for use
in diagnosis and phage therapy.
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3 Methodology and Results

3.1 Experimental Techniques

Growing of bacteria culture: Colonies of bacteriawere removed fromaplate culture
which had undergone streaking using an inoculation loop. The bacteria were then
suspended in Luria-Bertani broth (LB), in amounts varying between 1 ml and 20 ml,
depending on the amount that was required. Alternatively, a thawed frozen sample
of bacteria was spun at 11,500 RPM for 10 min, and the pellet was resuspended in
1 ml of LB. The bacterial culture was then allowed to grow in a shaking incubator at
37 °C, and 220 RPM. The culture is considered ready for use when its optical density
(OD at 590 nm) was between 0.6 and 0.8. The typical doubling time for S. aureus is
20 min, and about 40 min for K. pnuemoniae.

Processing of samples: Solid samples (e.g. soil) were mixed with an appropriate
amount of phosphate buffer solution (PBS) by vortex, whereas surface swabs were
immersed in 10 ml of PBS. Solid samples were allowed to rest for at least 30 min
for particulate to settle. The solutions were then transferred to a sterile syringe, and
passed through a 0.220µmfilter in order to remove any bacteria/particulate, allowing
only phages to remain in the filtrate.

Spiking (Optional step): In order to amplify the number of target-specific phages,
100 µl of the filtered sample in 1.5 ml of bacterial culture (0.6–0.8 OD) was mixed
with 1.5 ml of phage buffer and 50 µl of 0.1 M CaCl2 solution. The samples were
incubated in a shaking incubator at 37 °C, and 220 RPM overnight. 1 ml of the
spiked solution was then extracted and spun down at 13,000 RPM for 5 min. The
supernatant was transferred to a new tube, along with 100 µl of chloroform (to kill
remaining bacteria) and vigorously shaken. The tube was allowed to sit for 10 min,
then spun down at 4000 RPM for 5 min. The supernatant (amplified phage sample)
was then collected.

Bacteria Overlay: 0.5 ml of bacteria culture (0.6–0.8 OD) was mixed with 0.2 ml
of 0.1 M CaCl2 solution and 4 ml of warm 0.7% agarose solution. The mixture was
poured onto an LB plate and allowed to cool and harden for 15 min. Such plates
could be stored overnight in 4 °C, though it is best to use them immediately.

Spotting: Any amount of sample between 3 and 10 µl can be spotted onto a bacteria
overlay. The plate was then incubated in 37 °C overnight. Plaques would then form
if there were target-specific phages present in the sample.

Isolation: Using a micropipette tip, a plaque is gently stabbed, and swirled in small
circular motions to collect phage-containing agar. The tip was then immersed into
100µl of phage buffer and gently mixed with the pipette tip, to ensure that the phages
were mixed into the phage buffer.
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Serial dilution: A row of microcentrifuge tubes with 90 µl of phage buffer each
was prepared. 10 µl of the neat (original) solution was then micro-pipetted into the
‘−1’ tube (denoting a dilution factor of 10). The process was repeated, continually
diluting the original phage buffer using dilution factors of 10 until our desired range
for purification was obtained.

Purification: 10 µl of diluted phage solution was added into the bacterial overlay
when preparing it, using solutions of 10−3 to 10−7 dilution factors (varying depending
on the purification stage reached). Plates with less than twenty plaques were selected
(as a general guideline), and the isolation step was repeated until all the plaque
morphologies appeared similar.

Obtaining phage lysate: Using the purified phages, bacterial overlays were then
prepared, tuning the amount of phage solution and dilution factor such that a web-
like plate was achieved. This plate was soaked with 5 ml of phage buffer for 72 h, and
the buffer is then transferred to a syringe where it will be passed through a 0.220 µm
filter in order to remove any debris. The filtrate is known as the phage lysate.

DNA Extraction: To extract DNA from 1 ml of phage lysate, Promega’s DNA
extraction kit was used. Additionally, to increase DNA yields, 4 µl of Proteinase
K (20 mg/ml; Invitrogen, Cat. 25530–049, Lot No. 356953; Promega, Cat. V3021,
Lot No. 0000292336) was added and incubated at 55 °C for 30 min. Afterwards,
NanoDrop was used to verify that the DNA sample was sufficiently pure, and to
identify the concentration of DNA.

Gel Casting: For 50 ml of TAE buffer, 0.75 g of agarose powder was added. The
solution was microwaved in pulses to dissolve the powder. It was then allowed to
cool to about 55 °C, before 5 µl of SYBR-safe was added, and the gel was cast.

Gel Electrophoresis: DNA samples were loaded into the gel with an appropriate
amount of loading dye. Gel electrophoresis was conducted at 100 V for 40 min to
1 h, and the results were visualised under UV lighting.

Restriction Enzyme Digestion: For restriction enzyme digestion, New England
Biolab’s products and protocols were used.

3.2 Storage of Samples

Samples: Samples were preserved at 4 °C.

Bacteria Cultures (short term): Bacteria cultures were dilutedwith LB to an optical
density of 0.01 and allowed to rest at room temperature overnight.

Bacteria Cultures (long term): Bacteria cultures were streaked on an LB plate,
incubated at 37 °C overnight to allow them to form colonies. Then, the plates were
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wrapped with parafilm, and stored at 4 °C. Alternatively, the bacteria cultures were
combined with an equal portion of 50% glycerol, and frozen at −80 °C.

Phage Lysates: Phage lysates were preserved at 4 °C.

Extracted DNA: Extracted DNA samples were preserved at −20 °C.

3.3 Methodology

44 samples were collected from the environment (soil, leaf litter, rivers, drains,
sewage, markets, hospital surfaces, nasal swabs, poultry) and each of the samples
was processed into a liquid form. In particular, samples from markets and poultry
were spiked as they were of a diluted nature.

Following processing, the samples were spotted onto prepared bacteria overlays
of interest in duplicates. This step was done in duplicate. Two samples in particular
were discovered to have caused the formation of a plaque and those samples then
underwent multiple (6–8) rounds of isolation and purification in order to obtain six
different phages (A, B, C, X, Y, Z). These phages were then amplified and a phage
lysate of each was obtained.

Phenotypic characterisation of the six phages was conducted by the spotting of the
phage lysates onto bacteria overlays of differing strains. This was done in triplicates.

Genotypic characterisation of the six phages was conducted by first extracting the
DNA, followed by restriction enzyme digestion of the extracted DNA. The resultant
DNA fragments were then separated by gel electrophoresis and visualised under UV
lighting.

3.4 Results

Thephenotypic characterisation results are summarised in the following tables,where
‘+’ denotes a lytic clearing (plaque formation), while ‘-’ denotes absence of lytic
clearing. ‘T’ denotes a turbid clearing (Tables 1, 2).

Noting that phages X, Y and Z could infect both strains KP30 and KP CRE,
attempts were made to test KP30, a K. pneumoniae strain from Thailand, to see
whether it too was Carbapanem-resistant. This was done by observing its growth

Table 1 Results for phenotypic characterisation of phages using Staphylococcus aureus strains

Bacterial Strain (Staphylococcus aureus) A B C X Y Z

SA33, SA36 RN4220, RN450, ATCC6538, MRSA252 + + + – – –

LAC, SA31, SA32, SA37, MSSA476 + + T – – –

S789B, SA34, SA35, SA38 + + – – – –
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Table 2 Results for phenotypic characterisation of phages using K. pneumoniae strains

Bacterial Strain (Klebsiella pneumoniae) A B C X Y Z

K3, K12, K13, K15, K21, BkA9, STVD, ESBL (+), ESBL (2), EC2778,
SGH10

– – – – – –

KP30, KP CRE – – – + + +

Table 3 Results for genotypic characterisation of phages using restriction enzymes

Restriction Enzyme A B C X Y Z

HindIII-HF + – N.A. – – –

SacI – – N.A. – – +

HindIII – – + N.A. N.A. N.A.

NdeI + – – N.A. N.A. N.A.

EcoRI – – – – – +

SmaI – – – – – +

in mediums containing varying amounts of Impipenem (0, 4, 16, and 50 g/ml). As
a positive control, KP CRE was grown in mediums containing 0 and 50 g/ml of
Impipenem. The result was that it was sensitive even at 4 g/ml.

The genotypic characterisation results are summarised in the table below, where
‘+’ denotes presence of restriction enzyme activity, while ‘-’ denotes absence
of restriction enzyme activity, and ‘N.A.’ denotes no results (i.e. experiment not
conducted) (Table 3).

4 Discussion and Implications

By examining the results obtained from the restriction enzyme digestion, and through
restriction pattern analysis, it can be determined that most of the phages are geno-
typically distinct from one another, as different phages’ DNA could be digested by
different restriction enzymes. Phages X and Y are exceptions, as they appear to be
similar.

By comparing the results of spotting of the bacterial strains, the lytic clearing
(plaque formation) indicates that phages A, B, and C are phenotypically distinct
from phages X, Y and Z, and in particular, phage C is phenotypically different from
phages A and B.

It is especially interesting to note that phages X, Y and Z show specificity for
Carbapanem-resistant Kp strains. However, they are not solely specific to such
strains given that they may infect KP30, a non-resistant strain. It is unlikely
that the mechanism of infection has much to do with any Carbapanem-resistance
mechanisms.
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These phages have a great potential to be used as new diagnostic tools in the
future. For instance,Kp phages can be incubated with a sample that is suspected to be
contaminatedwith aKp strain. Thiswould allow for the amplification (and replication
of these phages) if the Kp strain is present, and an increase in phage numbers that
can be detected. It is also possible that the receptor binding proteins found on the
surface of these phages and phages’ tails can be chemically and genetically modified.
This has the potential to increase their affinity for binding to their hosts, or to hosts
outside of their natural hosts’ range.

One such application for diagnostics that has beenwidely suggested is the insertion
of the green fluorescence protein (GFP) gene into the host’s genome using lysogenic
phages. When the gene is transcribed and translated, the proteins produced will
serve as fluorescent markers, indicating the presence of the bacteria in question. This
enables non-invasive screening of the bacteria by observing the presence of green
fluorescence that is produced if the bacteria were present in a patient’s body [4, 5].

It is alsoworth noting that the phages are extremely host-specific (due to the highly
specific host-receptor-binding proteins), and will only infect bacteria that are within
their range of specificity. As such, they have the potential to be used in non-invasive
phage therapy, as they will target only the pathogens in question without infecting
human cells [6, 7].

However, there are several limitationswhich can serve as topics for future research.
Firstly, it must be noted that phages encounter bacterial hosts only by chance, and
thus, infection of bacterial hostswill be a process determined by chance.Additionally,
there is a possibility that the phages will be identified as foreign viral particles, and
stimulate an immune response from the host. Thus, care must be taken to genetically
engineer the phages for use in therapy and diagnostics, and in the present, it may be
favourable to use phages in conjunction with antibiotics until further research on the
issue is properly conducted [8, 9].
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Synthesis of Magnetic Carbonised
Banana Peel as a Versatile and Reusable
Adsorbent for Water Purification

Kiefer Ong, Pierre Yeap, and Brandon Ong

Abstract Discharge of industrial effluents containing dyes and heavy metal ions
poses a serious threat to the environment but current methods such as adsorption by
activated carbon are expensive. Banana peel is a widely available food waste that has
potential to be used as a biosorbent for removal of pollutants. Carbonising banana
peel enhances its adsorption capacity, while magnetising it renders the separation
after adsorption simple and convenient via the use of a magnet. Magnetic carbonised
banana peel (MCB) was prepared by dispersing 3 g to 5 g of carbonised banana peel
into 15 ml of aqueous iron salts. The effectiveness of various MCBs in removing
toxic pollutants like brilliant green and lead(II) ions were investigated. Results show
that the percentage removal of the brilliant green and lead(II) ions by MCB was
more than 95%. MCB also outperforms commercial activated carbon in lead(II) ion
removal. The effectiveness of MCB in removing brilliant green and lead(II) ions did
not drop significantly after progressive cycles of adsorption and desorption, unlike
commercial activated carbon. More than 95% of MCB can be retrieved during the
recovery process and reused, in contrast to commercial activated carbon where only
about 60%couldbe retrieved.MCBshowsgreat promise to beused as an eco-friendly,
versatile and reusable adsorbent for water purification.

Keywords Magnetic · Eco-friendly · Water purification · Reusable · Banana peels

1 Introduction

With a rapid growth of industries, water pollution becomes a pertinent issue in
today’s context. Pollution is associated with about 9 million deaths a year, with
water pollution contributing to 1.8 million deaths [1].

One common pollutant commonly discharged into water bodies is dye. In the
textile industry, up to 200,000 tonnes of these dyes are lost to effluents every year
due to the inefficiency of the dyeing process [2], presenting major environmental
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problems for developing countries like Bangladesh [3]. One example of dye is bril-
liant green, a toxic cationic dye that is widely used in the textile industries [4].
Discharge of brilliant green into the hydrosphere has an adverse effect on humans,
causing irritation to the gastrointestinal and respiratory tract, as well as symptoms
such as nausea, vomiting and diarrhoea [5].

Common water pollutants also include heavy metal ions, such as lead(II) ions.
Leakages of lead(II) ions into thewater bodies generally occur as a result of corrosion
of lead-containing plumbing systems and surface runoffs of lead-based materials
like paints [6]. A recent example is the drinking water crisis that occurred in the
post-industrial city of Flint in Michigan, US, which resulted in hundreds of people
being poisoned by lead contaminated water [7]. Lead(II) ions are known to cause
neurological diseases that impair basic mobility functions, growth defects and even
death [8].

Current methods of removing toxic dyes include chemical coagulation, adsorp-
tion [9] and advanced oxidation processes [10]. Metal ions are removed by chem-
ical precipitation, ion exchange and adsorption. Among these methods, adsorption
by activated carbon is one of the most effective methods because of its efficiency
and scalability for commercial usage [11]. However, synthesis of activated carbon
requires high temperatures of up to 800 °C [12], leading to high energy and capital
costs [13]. Retrievability is inefficient as it requires filtration or flocculation in order
to remove the adsorbent-contaminant complex from water [6].

Banana peels have attracted attention as awidely available and inexpensive biolog-
ical waste [14] to be used as eco-friendly adsorbents for water purification. The
number of bananas consumed annually in the world is more than 100 billion, making
it the fourth most important food crop after wheat, rice and corn [15]. Banana peels
present a high adsorption capacity for metals and organic compounds [16], primarily
due to the presence of the hydroxyl and carboxyl groups of the pectin [17]. Carbon-
isation of banana peel can potentially enhance its adsorption capacity [18] while
magnetisation (via magnetite coating) serves as an easier and faster way of sepa-
rating the adsorbent from the adsorbent-contaminant complex in place of filtration
or flocculation.

Although there have been studies on the use of magnetised adsorbents such as
waste tea and pollen grains to remove dyes and metal ions [6], to date, there have
been limited studies on the use of magnetic banana peel to remove both dyes and
metal ions. This study aims to synthesise magnetic carbonised banana peel (MCB)
via co-precipitation, evaluate its effectiveness in removing brilliant green dye and
lead(II) ions as compared to commercial activated carbon (AC), and investigate its
reusability after progressive cycles of adsorption and desorption.
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2 Materials and Methods

2.1 Materials

Iron(III) chloride hexahydrate, iron(II) sulfate heptahydrate, 25% (w/w) aqueous
ammonia and lead(II) nitrate were procured from GCE Laboratory Chemicals;
commercial activated carbon from Unichem; brilliant green from Sigma Aldrich.
Banana peels were obtained from a fruit stall in school.

2.2 Synthesis of Magnetic Carbonised Banana Peel

Banana peels were washed with deionised water, dried and crushed. It was then
carbonised in a furnace at 450 °C for 40 min under atmospheric conditions, and
ground into powder. 6.66 g of iron(III) chloride hexahydrate and 13.39 g of iron(II)
sulfate heptahydrate were dissolved in 45 ml of deionised water. Subsequently,
carbonised banana peel (3, 3.5, 4, 4.5 and 5 g) was mixed and stirred in 15 ml
of the iron salt solution. 25 ml of 25% (w/w) aqueous ammonia was added into the
solution to induce co-precipitation ofmagnetite onto the carbonised banana peel. The
mixture was stirred and left to stand for 30 min before being filtered using vacuum
filtration. The residue was washed until neutral pH and dried at 60 °C until constant
mass. The chemical reaction for the co-precipitation of magnetite is shown in Eq. (1).

Fe2+(aq) + 2Fe3+(aq) + 8OH−(aq) → Fe3O4(s) + 4H2O(l) (1)

The magnetic carbonised banana peels (MCB) were labelled according to the
mass of carbonised banana peel used in the synthesis, as shown in Table 1.

Table 1 Sample IDs of MCB

Sample ID Mass of carbonised banana peel used in
synthesis/g

Volume of iron salt solution used/ml

MCB (3 g) 3.0 15

MCB (3.5 g) 3.5 15

MCB (4 g) 4.0 15

MCB (4.5 g) 4.5 15

MCB (5 g) 5.0 15
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2.3 Batch Adsorption Studies on MCB

0.2 g of the variousMCBsmentioned in Table 1 was added to 20 ml of brilliant green
solution (50 mg/L) or lead(II) ion solution (50 mg/L) and shaken on an orbital shaker
at 150 rpm for 24 h. A magnet was used to separate the MCB and the supernatant
was obtained. Final concentration of brilliant green was analysed using a UV-VIS
spectrophotometer (Shimadzu UV 1800) at 627 nm while that of lead(II) ions was
analysed using an Atomic Absorption Spectrophotometer (AA 6300 Shimadzu).
Pollutant solutions which do not contain any adsorbent served as the controls for the
experiments. The adsorption studies were also conducted on commercial activated
carbon (AC), carbonised banana peel and unmodified banana peel for comparison
with MCB. These non-magnetic adsorbents were separated from the mixture using a
centrifuge, whereas MCB was separated from the solution using a magnet. For each
pollutant, out of the 5 MCBs synthesised, the MCB that could remove the highest
percentage of pollutant while retaining its ability to be magnetically separated from
the solution was selected for the subsequent reusability studies.

2.4 Reusability of Magnetic Carbonised Banana Peel (MCB)

After each adsorption study, 100 ml of 95% ethanol was added to the used adsorbent
(MCB or commercial AC) to desorb the dye for 24 h, after which the adsorbent was
separated and dried. The regenerated adsorbent was tested on its ability to re-adsorb
brilliant green. The same procedure was conducted for lead(II) ions, except that 95%
ethanol was replaced by deionised water.

3 Results and Discussion

3.1 Characterisation of MCB

Scanning Electron Microscope (SEM) images reveal that banana peel has a rough,
uneven surface (Fig. 1) and becomes porous after carbonisation (Fig. 2).

Figure 3 shows magnetite particles. After magnetisation, a coating of magnetite
particles can be seen blocking the pores on the surface of the carbonised banana peel
(Fig. 4). The Scanning Electron Microscopy (SEM) images of MCB prepared by
other masses of carbonised banana peel are similar to that seen in Fig. 4.

The X-Ray Diffraction (XRD) pattern of MCB (3 g) (Fig. 5) exhibits 2 theta
peaks at 30.45°, 35.74°, 43.40°, 53.81°, 57.32°, 62.93° corresponding to crystal
planes of (220), (311), (400), (422), (511) and (440) respectively, which are similar
to that reported by Loh et al. in 2008 [19]. This suggests that magnetite has been
successfully coated onto the carbonised banana peel.
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Fig. 1 SEM image of banana at 1000× magnification

Fig. 2 SEM image of carbonised banana peel at 10,000× magnification
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Fig. 3 SEM image of magnetite at 10,000× magnification

Fig. 4 SEM image of MCB (3 g) at 100,000× magnification
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Fig. 5 XRD pattern of MCB
(3 g)

3.2 Batch Adsorption Studies of MCB

Figure 6 shows that commercial AC has the highest adsorption capacity on brilliant
green dye, followed by carbonised banana peel, the various MCBs and banana peel.
This is likely due to the high porosity and surface area of both adsorbents (Fig. 2).
Brilliant green is likely to be adsorbed via pi-pi interactions between aromatic rings of
brilliant green and carbon, as supported by FTIRwhere a shift in peak (corresponding
to C = C stretch of aromatic rings) from 1602 to 1583 cm−1 (Fig. 7) was observed,
suggesting that the aromatic rings ofMCBwere likely to be involved in the adsorption
of brilliant green. The proposed adsorption mechanism is in agreement with study
by Calvete et al. 2010 [20].

Comparing the percentage removal of brilliant green byMCB (3 g) to MCB (5 g),
it can be deduced that as the mass of carbonised banana peel used in the synthesis
increases, the percentage removal of brilliant green increases (Figs. 7, 8).

To explain the trend, acid digestion was carried out by dissolving various MCBs
in concentrated nitric acid to determine the mass of magnetite coating per gram of
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Fig. 6 Adsorption of brilliant green by different absorbents N = 5
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Fig. 7 FTIR spectrum of MCB before and after adsorption of brilliant green dye

Fig. 8 Adsorption of
brilliant green by MCB (3 g)
to (5 g) N = 5
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MCB. Interestingly, as themass of carbonised banana peel used duringmagnetisation
increases,mass ofmagnetite coating on the carbonised banana peel decreases (Fig. 9),
and the percentage removal of brilliant green increases (Fig. 8). This suggests that the
presence ofmagnetite coating compromises adsorption capacity ofMCBby blocking

Fig. 9 Mass of magnetite
coating in MCB (3 g) to (5 g)
N = 3
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pores or binding sites in MCB, resulting in less area of contact for adsorption. MCB
(3.5 g) was selected for subsequent tests on brilliant green as MCB (4 g) to MCB
(5 g) were not as magnetic and not easy to retrieve using a magnet after adsorption.

Figure 10 shows thatMCB synthesised using variousmasses of carbonised banana
peel all have 100% or close to 100% adsorption for lead(II) ions. Commercial acti-
vated carbon (AC) has the next highest adsorption capacity, followed by carbonised
banana peel, and lastly, banana peel. There is a significant difference in the results
of MCB (3 g) and MCB (3.5 g) when compared to commercial activated carbon
(Fig. 10). Energy Dispersive Spectroscopy (EDS) was then conducted to find out
why.

Lead(II) ions are adsorbed via the formation of dative bonds between electron-
deficient lead(II) ions and lone pairs of electrons of oxygen containing functional
groups [21]. Figures 11 and 12 reveal that MCB has a greater oxygen content than

Fig. 10 Adsorption of lead(II) ions by MCB (3 g to 5 g)* denotes significant difference based on
Mann-Whitney U test at significance level of 0.05 N = 5

Fig. 11 EDS of commercial activated carbon



344 K. Ong et al.

Fig. 12 EDS of MCB (3 g)

commercial activated carbon (AC), suggesting that there is more extensive dative
bonding and thus more effective adsorption in MCB. MCB (3 g) was selected for
future tests as it is most effective, requires the least carbonised banana peel for
synthesis and yet magnetic.

3.3 Reusability of Magnetic Carbonised Banana Peel (MCB)

Figure 13 shows that after 3 cycles of adsorption and desorption, MCB is still able to
effectively adsorb brilliant green, with the decrease in the percentage of dye removed
being less than that of commercial AC. It is worth noting that in Cycle 3, there is

Fig. 13 Regeneration ofMCB and commercial activated carbon for re-adsorption of brilliant green
N = 5
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Fig. 14 Regeneration of MCB and commercial activated carbon for re-adsorption of lead(II) ions
N = 5

no longer a significant difference in the results of AC and MCB (p-value of Mann-
Whitney U test = 0.834 > 0.05). One possible explanation for this result is that the
interactions between MCB and brilliant green are relatively weaker, thus allowing
the dye to be easily desorbed. For lead(II) ions, Fig. 14 shows that MCB can adsorb
lead(II) ions for 3 cycles of adsorption and desorption without a significant decrease
in the percentage of lead(II) ions removed. However, there is a significant drop in
percentage of lead(II) ions removed by AC from Cycle 2 to Cycle 3, suggesting that
MCB has a greater potential than commercial AC in adsorbing lead(II) ions over
multiple cycles of adsorption and regeneration. Another advantage of MCB over
commercial AC is that as much as 97% of MCB could be retrieved after each cycle
of adsorption via a magnet, while only about 60% of AC could be retrieved via
filtration. Hence, MCB is able to outperform commercial AC in terms of reusability
and sustainability and is much easier to retrieve after adsorption than commercial
AC.

4 Conclusion and Future Work

Magnetic carbonised banana peel (MCB) was successfully synthesised via co-
precipitation of magnetite onto carbonised banana peel. MCBs were effective in
removing brilliant green dye and lead(II) ions, with the percentage removal being
greater than 95%. Magnetising the carbonised banana peel lowers the adsorption
capacity on brilliant green slightly but enhances the adsorption of lead(II) ions. The
magnetic property ofMCBallows for a rapid, simple, and convenientway of recovery
by the use of a magnet, enabling it to be recycled effectively. MCB can be reused for
at least 3 cycles of adsorption and desorption without a significant drop in effective-
ness, potentially saving cost and making the use of it in water treatment even more
eco-friendly.
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Fig. 15 Proposed model for real-life application of MCB

A model on how the MCB could be used in the industry was proposed (Fig. 15)
and it can be designed to be fully automated using robotics technology. After adsorp-
tion, a magnet will be used to attract theMCB from the adsorption tank and transport
it to a regeneration tank where the MCB can be desorbed. Such a system facilitates
the rapid and efficient retrieval of MCB, making the purification process faster and
more efficient. In the future, the effect of pH on the adsorption capacity of MCB
can be studied and MCB can also be applied in the removal of other forms of pollu-
tant like pesticides, anionic dyes and pharmaceuticals. Iron leaching tests can also
be conducted in various types of wastewater to evaluate whether the iron leached
out from MCB is within allowable limits to ensure the safety of utilising MCB to
treat real-life industrial wastewater. An example would be the treatment of electro-
plating wastewater which contains lead(II) ions as well as other heavy metal ions
like copper(II) ions [22].

Acknowledgements We would like to thank Mrs Sow-Peh Yoke Keow and Mdm Xia Ying for
their guidance.

References

1. Mayor, S. (2017). Pollution is linked to one in six deaths worldwide, study estimates. BMJ,
2017, 359. https://doi.org/10.1136/bmj.j4844

2. Ogugbue, C.J., Sawidis, T. (2011). Bioremediation and Detoxification of SyntheticWastewater
Containing Triarylmethane Dyes by Aeromonas hydrophila Isolated from Industrial Effluent.
Biotechnology Research International, 2011, 1–11. https://doi.org/10.4061/2011/967925.

3. Yardley, J. (2013). Bangladesh Pollution Told in Colours and Smells. The New York Times.

https://doi.org/10.1136/bmj.j4844
https://doi.org/10.4061/2011/967925


Synthesis of Magnetic Carbonised Banana Peel as a Versatile … 347

4. Chiou, M., & Li, H. (2002). Equilibrium and kinetic modeling of adsorption of reactive dye
on cross-linked chitosan beads. Journal of Hazardous Materials, 93(2), 233–248. https://doi.
org/10.1016/s0304-3894(02)00030-4

5. Kumar, R., & Barakat, M. (2013). Decolourization of hazardous brilliant green from aqueous
solution using binary oxidized cactus fruit peel.Chemical Engineering Journal, 226, 377–383.

6. Yeo, S. Y., Choi, S., Dien, V., Sow-Peh, Y. K., Qi, G., Hatton, T. A.,… Thio, B. J. (2013).
Using Magnetically Responsive Tea Waste to Remove Lead in Waters under Environmentally
Relevant Conditions. PLoS ONE, 8.

7. Campbell, C., Greenberg, R., Mankikar, D., & Ross, R.D. (2016). A Case Study of Environ-
mental Injustice: The Failure in Flint. Int. J. Environ. Res. Public Health, 13, 951. https://doi.
org/10.3390/ijerph13100951.

8. Rosen, J. F. (1995). Adverse health effects of lead at low exposure levels: Trends in themanage-
ment of childhood lead poisoning. Toxicology, 97(1–3), 11–17. https://doi.org/10.1016/0300-
483x(94)02963-u

9. Gecgel, U., Ozcan, G & Gurpinar, G.C. (2013). Removal of Methylene Blue from Aqueous
Solution byActivatedCarbon Prepared fromPea Shells (Pisum sativum). Journal of Chemistry,
2013, 1–9.

10. Silva, C. R., Gomes, T. F., Andrade, G. C., Monteiro, S. H., Dias, A. C., Zagatto, E. A., &
Tornisielo, V. L. (2013). Banana Peel as an Adsorbent for Removing Atrazine and Ametryne
from Waters. Journal of Agricultural and Food Chemistry, 61, 2358–2363.

11. Mattson, J.S. &Mark, H.B. (1971). Activated Carbon: Surface Chemistry and Adsorption from
Solution, New York: Marcel Dekker

12. Sabio, E., González, E., González, J., González-Garcı́a, C., Ramiro, A., & Gañan, J. (2004).
Thermal regeneration of activated carbon saturated with p-nitrophenol. Carbon, 42(11), 2285–
2293. https://doi.org/10.1016/j.carbon.2004.05.007

13. Moreno-Castilla, C., Rivera-Utrilla, J., Joly, J., López-Ramón, M., Ferro-García, M., &
Carrasco-Marín, F. (1995). Thermal regeneration of an activated carbon exhausted with
different substituted phenols. Carbon, 33(10), 1417–1423. https://doi.org/10.1016/0008-622
3(95)00090-z

14. Li, Y., Liu, J., Yuan, Q., Tang, H., Yu, F., & Lv, X. (2016). A green adsorbent derived from
banana peel for highly effective removal of heavy metal ions fromwater. RSC Advances, 6(51),
45041–45048. https://doi.org/10.1039/c6ra07460j

15. Suparto, I., & Lin, M. (2016). Banana supply in Singapore’stable’ despite fungus fears.
Retrieved from https://www.asiaone.com/singapore/banana-supply-singapore-stable-despite-
fungus-fears

16. Thirumavalavan, M., Lai, Y., Lin, L., & Lee, J. (2010). Cellulose-Based Native and Surface
Modified Fruit Peels for theAdsorption ofHeavyMetal Ions fromAqueous Solution: Langmuir
Adsorption Isotherms. Journal of Chemical & Engineering Data, 55(3), 1186–1192. https://
doi.org/10.1021/je900585t

17. Albarelli, J. Q., Rabelo, R. B., Santos, D. T., Beppu, M. M., & Meireles, M. A. (2011). Effects
of supercritical carbon dioxide on waste banana peels for heavy metal removal. The Journal of
Supercritical Fluids, 58(3), 343–351. https://doi.org/10.1016/j.supflu.2011.07.014

18. Ponou, J. (2016). Effect Of Carbonization On Banana Peels For Removal Of Cadmium Ions
From Aqueous Solution. Environmental Engineering and Management Journal, 15, 851–860.

19. Loh, K., Lee, Y., Musa, A., Salmah, A., & Zamri, I. (2008). Use of Fe3O4 Nanoparti-
cles for Enhancement of Biosensor Response to the Herbicide 2,4-Dichlorophenoxyacetic
Acid. Sensors,8(9), 5775–5791. https://doi.org/10.3390/s8095775

20. Calvete, T., Lima, E. C., Cardoso, N. F., Dias, S. L., & Ribeiro, E. S. (2010). Removal of
Brilliant Green Dye from Aqueous Solutions Using Home Made Activated Carbons. CLEAN
- Soil, Air, Water, 38(5–6), 521–532. https://doi.org/10.1002/clen.201000027

21. Huang, Z., Zheng, X., Lv, W., Wang, M., Yang, Q., & Kang, F. (2011). Adsorption of Lead(II)
Ions fromAqueous Solution on Low-Temperature ExfoliatedGrapheneNanosheets. Langmuir,
27(12), 7558–7562. https://doi.org/10.1021/la200606r

https://doi.org/10.1016/s0304-3894(02)00030-4
https://doi.org/10.3390/ijerph13100951
https://doi.org/10.1016/0300-483x(94)02963-u
https://doi.org/10.1016/j.carbon.2004.05.007
https://doi.org/10.1016/0008-6223(95)00090-z
https://doi.org/10.1039/c6ra07460j
https://www.asiaone.com/singapore/banana-supply-singapore-stable-despite-fungus-fears
https://doi.org/10.1021/je900585t
https://doi.org/10.1016/j.supflu.2011.07.014
https://doi.org/10.3390/s8095775
https://doi.org/10.1002/clen.201000027
https://doi.org/10.1021/la200606r


348 K. Ong et al.

22. Husain, A., Javed, I., Khan, N.A. (2014). Characterization and treatment of electroplating
industry wastewater using Fenton’s reagent. Journal of Chemical and Pharmaceutical
Research, 6(1), 622–627



Improving B-Bit Minwise Hashing with
Addition of Optimal Standard Vectors

Hengyue Wang, Hsin Wei Kuo, Ryan Nathaniel Thesman, and Keegan Kang

Abstract Minwise hashing has become a standard technique in estimating the
resemblance between two sets of data and its high popularity can be attributed to
the effective manner in which the estimations are done. b-Bit minwise hashing is an
extension of this method where only the lowest b bits of each minwise hashed value
is stored to reduce the data space needed. However, this will, in turn, cause a drop
in accuracy. Our group took the main idea behind minwise hashing and wanted to
develop a new method that needed less memory space and was still able to achieve
higher accuracy. To accomplish this, we decided to use concepts behind b-Bit min-
wise hashing and add extra vectors to counter the drop in accuracy. By adding these
extra data sets, we can do a comparison between the two unknown datasets and with
known datasets, thus able to increase the accuracy of the estimation of similarity
between 2 unknown data sets. The idea of adding extra vectors to increase accuracy
was originally from the method sign random projections. After computation and
passing data sets into our algorithm, the results show that our combined method had
an increase in accuracy compared to b-Bit minwise hashing. We hence show that
there is a better method for more accurate comparisons between 2 data sets which
can be used to further improve the current methods for data comparison.

Keywords b-bit · Minwise · Hashing

H. Wang · H. W. Kuo (B) · R. N. Thesman
NUS High School of Mathematics of Science, Singapore 129957, Singapore
e-mail: kathykuo11@gmail.com

H. Wang
e-mail: hengyue.wang04@gmail.com

K. Kang
Singapore University of Technology and Design, Singapore 487372, Singapore

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
H. Guo et al. (eds.), IRC-SET 2020,
https://doi.org/10.1007/978-981-15-9472-4_30

349

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9472-4_30&domain=pdf
mailto:kathykuo11@gmail.com
mailto:hengyue.wang04@gmail.com
https://doi.org/10.1007/978-981-15-9472-4_30


350 H. Wang et al.

1 Introduction

Resemblance is a1 number that represents how similar 2 vectors or datasets are.2 This
is calculated by the intersection of these vectors divided by their union and is also
known as Jaccard Similarity. However, calculating the true resemblance with large
datasets can be very slow, hence estimation algorithms like b-bit Minwise Hashing
were developed to get an estimate in less time and memory complexity.

By only storing b bits of the (minwise) hashed value, the computational efficiency
and usage of storage space are significantly improved as compared to the original
Minwise Hashing. However, there are certain drawbacks such as higher variance in
the estimated value. Therefore, in the hope of counteracting this effect, the addition
of extra known vectors3 should help in improving the accuracy of the estimated
resemblances obtained from b-bit Minwise Hashing. 4 Recall that this method calcu-
lates the resemblance between 2 unknown data sets through comparison of a known
data set and the 2 unknown data sets and calculating the unknown resemblance from
there.

Our group thus hypothesises that our combined method will be have a higher
accuracy than the individual methods. In this paper, we are going to discuss the steps
and calculations in our method and how we make an estimator of resemblances by
using one extra vector in b-bit Minwise Hashing.

2 One Extra Vector

Our idea is similar to the method mentioned in the paper Improving Sign Random
Projections With Additional Information [1].

However, instead of using signed random projections, we are trying to apply the
idea of an extra vector to b-bit Minwise Hashing to try and improve the accuracy of
finding the Jaccard similarity between two data sets. In this paper, we will be trying
to find the Jaccard similarity between two datasets.

2.1 Theoretical Resemblance

Given 2 unknown data sets v1 and v2 and 1 known data set ve represented as e, the
resemblance between v1 and ve will be represented as Rv1e, the resemblance between
v2 and ve represented as Rv2e and the resemblance between v1 and v2 represented as
Rv1v2 .

1The Jaccard Similarity between two sets of data.
2Vectors and Datasets here represent ordered sets of data and mean the same thing.
3Refer to appendix for a more detailed explanation.
4Refer to appendix for a more detailed explanation.
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The table below shows the different possibilities in which the 3 data sets, the two
unknown and the one known data set, can be related where S means “same” and D
means “different”.

Cases v1 v2 ve
P1 S S S
P2 S S D
P3 S D S
P4 D S S
P5 D D D

This S and D are obtained by checking if, after k number of random permutations,
the obtained hashed value from the data sets are the same or different from one
another.

Note that for 1-bit, the terms can only take up the value of 0 and 1 thus Case 5
does not exist. Now, we can see that we have 5 cases. Given that Rv1e is where v1
and ve are the same, the same can be said for the other resemblances. Hence, it can
be concluded that

Rv1e = P1 + P3

Rv2e = P1 + P4

Rv1v2 = P1 + P2

Our main goal is to find the value of Rv1v2 using values from Rv1e and Rv2e.

2.1.1 1-Bit

As mentioned earlier, only P1 to P4 is used in the calculations. Hence,

P1 = N1

�
(1)

where� is equal to the total number of elements in the data set. Following that logic,
we can state that

� = N1 + N2 + N3 + N4 (2)

The log-likelihood function is

l(P1, P2, P3, P4) = c +
4∑

i=1

Ni log(P1) (3)
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We already know the value of P1 + P3 and the value of P1 + P4 which is equal to
Rv1e and Rv2e respectively. Thus, we will express the likelihood function in terms of
P1.

l(P1) = N1 log(P1) + N2 log(1 − Rv1e − Rv2e + P1)

+N3 log(Rv1e − P1) + N4 log(Rv2e − P1) (4)

The first and second derivatives of the equation are given as follows

dl

dP1
= −N1

P1
+ N2

1 − Rv1e − Rv2e + P1

+ N3

Rv1e − P1
− N4

Rv2e − P1
(5)

d2l

d2P1
= − N1

(P1)2
+ N2

(1 − Rv1e − Rv2e + P1)2

+ N3

(Rv1e−P1)2
− N4

(Rv2e − P1)2

= − k

P1
− k

P2
− k

P3
− k

P4
(6)

We can observe that the first and second derivatives are always equal to 0, giving
us the maximum value of P2. Expressing each of the probabilities in terms of Rv1e,
Rv2e and Rv1v2 . Recall that P1 + P2 + P3 + P4 = 1.

P1 = (−1 + Rv1e + Rv1e + Rv1v2)

2

P2 = (1 − Rv1e − Rv1e + Rv1v2)

2

P3 = (1 + Rv1e − Rv1e − Rv1v2)

2

P4 = (1 − Rv1e + Rv1e − Rv1v2)

2

The equations for 1-bit are highly similar to those in the b-bit Minwise Hashing
paper.5

5Pin, Li., König, A.C. ’b-Bit-Minwise Hashing’.
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2.1.2 B-Bit

The first few equations are highly similar to those presented in 1 - bit so we are going
to examine the likelihood function straight away. A more in-depth explanation will
be provided in the appendix.

For b-bit data, we have to consider all 5 different cases thatwerementioned before.
We will now represent the likelihood equation in terms of P1 and P2

l(P1, P2) = N1 log(P1) + N2 log(P2)

+ N3 log(Rv1e − P1) + N4 log(Rv2e − P1)

+ N5 log(1 − Rv1e − Rv2e − P2 + P1) (7)

As there are now 2 variables, we will do partial differentiation on P1 and P2 twice
each and compare their values. P1 and P2 are used as they are needed in calculating
the final resemblance.

We need to calculate the first and second derivatives for P1 and P2 and then use
both the second derivatives to do partial differentiation.

d2l

dP1dP2
= N5

(1 − Rv1e − Rv1e − P2 + P1)2
(8)

= k

P5
(9)

d2l

dP2dP1
= N5

(1 − Rv1e − Rv1e − P2 + P1)2
(10)

= k

P5
(11)

After having the derivatives of the values, we can try to express one of the two
values in the log likelihood function in terms of the other. We can substitute that into
the other values derivatives. In the end, we can get P2 in terms of P1:

P2 = N2(1 − E1 − E2 + P1)

N2 + N5
(12)

where E1 and E2
6 are

E1 = Rv1e(1 − C2b1e) + C1b1e (13)

6E1 and E2 are referenced from the paper “b-Bit Minwise Hashing” by Li, P., Konig, A.C.
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E2 = Rv2e(1 − C2b2e) + C1b2e (14)

We will then get an equation which can be used for the Newton-Raphson method
as well as its derivative, which are both shown below.

f (x) = P3
1 (N1 + N2 + N3 + N4 + N5)

+ P2
1 (N4 − N2(E1) − 2N4(E1)

− N5(E1) + N1(1 − 2E2 − 2E2) − N2(E2)

− N4(E2) − N5(E2) − N3(−1 + E1 + 2E2))

+ P1((N1 + N4)(E1)(−1 + E1)

+ E2(−N1 − N3 + E1(3N1 + N2 + N3 + N4 + N5)

+ E2
2(N1 + N3))) − N1(E1)(E2)(−1 + E1 + E2) (15)

d f (x) = P2
1 (N1 + N2 + N3 + N4 + N5)

+ P1(N4 − N2(E1) − 2N4(E1) − N5(E1)

+ N1(1 − 2E1 − 2E2) − N2(E2) − N4(E2)

− N5(E2) − N3(−1 + E1 + 2E2))

+ (N1 + N4)(E1)(−1 + E1)

+ E2(−N1 − N3 + E1(3N1 + N2 + N3 + N4 + N5)

+ E2
2(N1 + N3)) (16)

By using this Newton Raphson method7 on the equation received from the deriva-
tives in terms of P1, we can get the actual value of P1. After getting the actual value
of P1, we can also get the actual values of P3 and P4 from substituting P1 into Rv1e

and Rv2e respectively. As for P2, we have to use Eq. ((16)) to get the real value of
P2. For P5, we know that P1 + P2 + P3 + P4 + P5 = 1,8 and since we know the actual
values for P1 to P4, we can find the value of P5.

2.2 Theoretical Variance

We can calculate the theoretical variance of the value calculated using Fisher Infor-
mation in terms of P2 for 1-bit and in terms of P1 and P2 for b-bit. After getting the
equations, we can input the true values which we have gotten earlier for the proba-
bilities and input them into the equations for both 1-bit and b-bit.
The theoretical variance is always equal to or lower than the empirical variance.

7More information can be found in the Appendix.
8From Eq. (5).
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2.2.1 1-Bit

For 1-bit, to find the variance of ourmaximum likelihood estimator, we have to obtain
the Fisher information of P1 as the maximum likelihood function was expressed in
terms of P1. Below is the equation for the Fisher information of P1:

I (P1) = −E[ d2l

d2P2
] (17)

= −E[− k

P1
− k

P2
− k

P3
− k

P4
] (18)

= k(
1

P1
+ 1

P2
+ 1

P3
+ 1

P4
) (19)

Hence, the variance we obtain is:

Var [P1] = 1

k( 1
P1

+ 1
P2

+ 1
P3

+ 1
P4

)
(20)

2.2.2 B-Bit

Below, we are solving for the expected Fisher information of P1 andP2, to find the
variance for b-bit Minwise Hashing:

I (P1, P2) = −E[
(

d2l
d2P1

d2l
dP1dP2

d2l
dP2dP1

d2l
d2P2

)
]

= −E[
(

− k
P1

− k
P3

− k
P4

− k
P5

k
P5

k
P5

− k
P2

− k
P5

)
]

= E[
(

k
P1

+ k
P3

+ k
P4

+ k
P5

− k
P5− k

P5
k
P2

+ k
P5

)
] (21)

Here is the inverse of the Fisher Information obtained9:

I−1 = 1

( k
P1

+ k
P3

+ k
P4

+ k
P5

)( k
P2

+ k
P5

) − k2

P2
5(

k
P2

+ k
P5

k
P5

k
P5

k
P1

+ k
P3

+ k
P4

+ k
P5

)
(22)

9This is used in the finding of the variance.
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Hence, our reduced variance for b-bit obtained is:

Var [P1, P2] =
k
P1

+ k
P2

+ k
P3

+ k
P4

+ 4k
P5

( k
P1

+ k
P3

+ k
P4

+ k
P5

)( k
P2

+ k
P5

) − k2

P2
5

(23)

2.3 Results

Figure 1 shows the graph comparing the different bias obtained from the code. From
Fig. 1, we can see that for the comparison for our method, we can see the bias are
mostly converging to 0, which implies that the results obtained are fairly accurate.
The extra vector causes a marked decrease in bias.

Fig. 1 The graph comparison between bias for the different functions

Fig. 2 Mean squared error graph
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Fig. 3 Empirical variance where b = 2

Figure 2 shows that when less than 500 iterations have been run, the MSE is
higher with an extra vector, however with more iterations the MSE of the modified
algorithm is lower.

Figure 3 shows that at higher iterations, the variance is also reduced as compared
to the unmodified equation.

3 2 Extra Vectors

With multiple extra vectors, there will be more comparison between the 2 known
vectors which can allow greater accuracy. Thus, it is theorised that there will also be
a corresponding decrease in variance. Due to certain time constraints, we only had
time to do the calculations for the theoretical variance for b-bit.

The method is similar to 1 extra vector, but there are a lot more possibilities due
to the addition of the extra known vector. Hence, we will go into detail with the more
complicated calculations.

For 1 extra vector, P1: SSS, P2: SSD, P3: SDS, P4: DSS, P15: DDD.However, with
2 extra vectors, the permutations are very different. The possible permutations are as
shown below where the possible values are unlimited, for demonstration purposes,
values 0, 1, 2 and 3 will be used to prevent ambiguity among same-number pairs.
Take note that the possible values depend on the number of bits that are calculated.
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Cases v1 v2 ve1 ve2
P1 1 1 1 1
P2 1 1 1 0
P3 1 1 0 1
P4 1 0 1 1
P5 0 1 1 1
P6 0 0 1 2
P7 1 2 0 0
P8 1 0 2 1
P9 1 0 0 2
P10 0 1 2 0
P11 1 0 2 2
P12 0 1 2 3
P13 0 0 1 1
P14 0 1 0 1
P15 0 1 1 0

Hence, it can be concluded.

Rv1e1e2 = P1 + P4

Rv2e1e2 = P1 + P5

Rv1e1 = P1 + P2 + P4 + P8 + P14

Rv2e1 = P1 + P2 + P5 + P9 + P15

Rv1e2 = P1 + P3 + P4 + P10 + P15

Rv2e2 = P1 + P3 + P5 + P11 + P14

Rv1v2 = P1 + P2 + P3 + P6 + P13

Now,

� = N1 + N2 + N3 + N4 + N5 (24)

Implying that,

1 = P1 + P2 + P3 + P4 + P5 (25)

The log-likelihood function is now changed to

l(P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14, P15)
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= c +
15∑

i=1

Ni log(P1)

We already know the value of the resemblances between the different vectors and
can use these to represent the possibilities in terms of P1, P2, P3, P6, P13 and the
resemblances. We can substitute these values into the likelihood function and we
will get the following equation.

l(P1, P2, P3, P6, P13) = N1 log(P1) + N2 log(P2)

+ N3 log(P3) + N4 log(Rv1e1e2 − P1)

+ N5 log(Rv2e1e2) + N6 log(P6)

+ N7 log(Re1e2 − Rv1e1e2 + P1 − P13 − Rv2e1e2)

+ N8 log(Rv1e1 − P2 − Rv1e1e2 − P14)

+ N9 log(Rv2e1 − P2 − Rv1e1e2 − P15)

+ N10 log(Rv1e2 − Rv1e1e2 − P3 − P15)

+ N11 log(Rv2e2 − P3 − Rv1e1e2 − P14)

+ N12 log(1 + P2 + P3 − P6 + P14 + P15 − Re1e2

− Rv1e1 − Rv1e2 + 4Rv1e1e2 − Rv2e1 − Rv2e2)

+ N13 log(P13) + N14 log(P14) + N15 log(P15) (26)

To calculate the theoretical variance, we need to utilise the following equation:

Variance[P1, P2, P3, P6, P13] = d2l

d2P1
+ d2l

d2P2
+ d2l

d2P3
+ d2l

d2P6
+ d2l

d2P13

+ 2
d2l

d2P1d2P2
+ 2

d2l

d2P1d2P3
+ 2

d2l

d2P1d2P6

+ 2
d2l

d2P1d2P13
+ 2

d2l

d2P2d2P3

+ 2
d2l

d2P2d2P6
+ 2

d2l

d2P2d2P13

+ 2
d2l

d2P3d2P6
+ 2

d2l

d2P3d2P13

+ 2
d2l

d2P6d2P13
(27)

The final reduced variance is found by substituting in the second derivatives of the
unknowns and the partial derivatives as required. The process is very similar to the
one used in 1 extra vector. However, due to a large number of variable, the matrix for
the Fisher Information will be extremely large. We used Mathematica programme to
help us do the inverse calculations and the final equation will look like this.
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Variance =

(P1 + P2 + P3 − P4 + 3P5 + P6 + P7 + P8 +
P9 + P10 + P11 + P13 + P14 + P15 − 1)2

(N1N3N6N13(P2)
2 + N2(N1N6N13(P3)

2 +
N3(N1N13(P6)

2 + N6(N13(P1)
2 + N1(P13)

2))))

N2N3N6N12N13(P1)
2 + N1N3N6N12N13(P2)

2 +
N1N2N6N12N13(P3)

2 + N1N2N3N12N13(P6)
2 +

N1N2N3N6N12(P13)
2 + N1N2N3N6N13(P1 + P2 +

P3 − P4 + 3P5 + P6 + P7 + P8 + P9 + P10 +
P11 + P13 + P14 + P15 − 1)2

(28)

4 Conclusion

Our proposed method of combining b - bit minwise hashing and sign random projec-
tions to reduce variance and thus increase accuracy has proven to be more effective
than each of the individual methods. Recall that in sign random projections, only 1
extra vector was included. Hence, our group also proposed in theory that adding 2
extra vectors would reduce the variance even further. This has been proven through
theoretical calculations but not yet proven with actual processing of data sets using
our algorithm. It thus follows that our hypothesis is true and that combining the 2
methods will indeed have a higher accuracy when estimating the resemblances of 2
unknown data sets.

5 Future Work and Applications

From the work that has been completed so far, more research can be done as an
extension in the future. One such possibility is trying to find out the optimal additional
vector that can be used to return the best resemblance from b-bit Minwise Hashing.
Another possible future work is by finding the full algorithm and thus, the empirical
variance reduction for 2 extra vectors. Applications of Minwise Hashing range from
information retrieval10 and data management to social networks and computational
advertising. This makes the project highly impactful on the current society as various
applications of b-bit Minwise Hashing with extra vectors will be able to allow for
more accurate information retrieval.

10Used in search engines such as in Google.
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6 Appendix

6.1 Minwise Hashing and B-Bit

In the Minwise Hashing algorithm, a random permutation pi is performed upon �.
Thus, it can be seen that

Pr(min(π(S1)) = min(π(S2))) = |S1 ∩ S2|
|S1 ∪ S2| = R

The estimate can thus be found after a number k independent permutations, which
will give an estimate without bias. 11

In the paper on Minwise Hashing, we have a random permutation performed on
�. After k number of minwise independent permutations, we can find the estimated
resemblance without bias. A hashed value in Minwise Hashing usually requires 64
bits to store it.

B-bit Minwise Hashing is an extension to Minwise Hashing in which instead of
storing the entire hash, only the first b bits of the hash are stored. This allows for less
memory and storage use, as well as fewer computations needed.

6.2 The Use of Extra Vectors

Extra Vectors are in theory meant to reduce the variance of the estimation with mini-
mal time loss. Usually, this Extra Information is a known vector with pre-calculated
resemblance values with the unknown values. This allows the calculation to take
place in a similar time frame. The extra information given thus allows for some
variance reduction.

6.3 1 Extra Vector

6.3.1 1 - Bit

Here is the full complete explanation and table for P1 to P4 to calculate the Theo-
retical Variance of 1-bit:

Here, with only 1-bit data, we have only 4 cases, P1 to P4 with the last case P5 not
included. This is because there are only two possible values since it is at 1-bit. The
possible permutations are as shown below where there are only 2 possible values for
each term, 0 and 1:

11b-Bit Minwise Hashing. Ping Li and Arnd Christian König.
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Cases v1 v2 ve
P1 1 1 1
P2 1 1 0
P3 1 0 1
P4 0 1 1

We understand that P1 is the probability that the element in the same position
across all 3 vectors that fits into the criteria of “SSS”. The same reasoning is used
for P2, P3 and P4.

6.3.2 B-Bit

Here is the full complete explanation and table for P1 to P5 to calculate the Theo-
retical Variance of b-bit

P1: SSS, P2: SSD, P3: SDS, P4: DSS, P5: DDD with the last case P5 included
unlike 1-bit. The possible permutations are as shown belowwhere the possible values
are unlimited, for demonstration purposes, values 0, 1 and 2 will be used. Take note
that the possible values depend on the number of bits that are calculated.

Cases v1 v2 ve
1 1 1 1
2 1 1 0
3 1 0 1
4 0 1 1
5 0 1 2

Now,

� = N1 + N2 + N3 + N4 + N5 (29)

Implying that,

1 = P1 + P2 + P3 + P4 + P5 (30)

The log-likelihood function is now changed to

l(P1, P2, P3, P4, P5) = c +
5∑

i=1

Ni log(P1) (31)

The first and second derivatives of the two variables are as follows
The first and second derivatives of P1:
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dl

d P1
= −N1

P1
− N3

Rv1e−P1

− N4

Rv2e − P1

+ N5

1 − Rv1e − Rv1e − P2 + P1
(32)

d2l

d2P1
= − N1

P2
1

− N3

(Rv1e − P1)2
− N4

(Rv2e − P1)2

+ N5

(1 − Rv1e − Rv1e − P2 + P1)2

= − k

P1
− k

P3
− k

P4
− k

P5
(33)

The first and second derivatives of P2:

dl

d P2
= N2

P2
− N5

1 − Rv1e − Rv1e − P2 + P1
(34)

d2l

d2P2
= N2

P2
2

− N5

(1 − Rv1e − Rv1e − P2 + P1)2
(35)

= − k

P2
− k

P5
(36)

6.4 2 Extra Vectors

Below are all the second derivatives and the partial derivatives substituted into the
equation:

d2l

d2P1
= − N1

(P1)2
− N4

(−P1 + Rv1e1e2)
2

− N5

(−P1 + Rv2e1e2)
2

− N7

(P1 − P13 + Re1e2 − Rv1e1e2 − Rv2e1e2)
2

(37)
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d2l

d2P2
= − N2

(P2)2
− N8

(−P2 − P14 + Rv1e1 − Rv1e1e2)
2

− N9

(−P2 − P15 − Rv1e1e2 + Rv2e1)
2

− N12

(1 + P2 + P3 − P6 + P14 + P15 − Re1e2 − Rv1e1 −
Rv1e2 + 4Rv1e1e2 − Rv2e1 − Rv2e2)

2

(38)

d2l

d2P3
= − N3

(P3)2
− N10

(Rv1e2 − Rv1e1e2 − P3 − P15)2

− N11

(Rv2e2 − P3 − Rv1e1e2 − P14)2

− N12

(1 + P2 + P3 − P6 + P14 + P15 − Re1e2 − Rv1e1 −
Rv1e2 + 4Rv1e1e2 − Rv2e1 − Rv2e2)

2

(39)

d2l

d2P6
= − N6

(P6)2
− N12

(1 + P2 + P3 − P6 + P14 + P15 − Re1e2 −
Rv1e1 − Rv1e2 + 4Rv1e1e2 − Rv2e1 − Rv2e2)

2

(40)

d2l

d2P13
= − N7

(P7)2
− N7

(P1 − P13 + Re1e2 − Rv1e1e2 − Rv2e1e2)
2

(41)

The Newton Raphson method which was continuously looped until the estimates
that are received all converge onto one value, which will be the root of the equation
which we are finding for.
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Biobutanol Biofuel Production via ABE
Fermentation from Bread Waste
for an Energy-Sustainable Singapore

Quek Shao-Yen Joseph, Koh Wen Jie Justin, Heok Yee Han Jovian,
Su Guandong, and He Jianzhong

Abstract The generation of bread wastage due to an oversupply of bread products
contributes significantly to Singapore’s annual food waste, which is mainly inciner-
ated or dumped in landfills. Both methods are highly energy-inefficient and harmful
to the environment. Biofuel production from cheap substrates has been a focus for
more than three decades with lignocellulosic biomass as the key substrate. However,
it faces many limitations such as low butanol yield and high costs for obtaining the
substrate. Here bread waste is identified as a viable substrate for butanol production
via Acetone-Butanol-Ethanol (ABE) fermentation. It was found that using bread
waste as a substrate, the fermentation process had a shorter acidogenesis phase and
greater bacterial and enzyme activity as compared to using glucose as a substrate.
This correlates to greater butanol production yields and a higher ABE productivity. In
addition, local bakeries were surveyed on their daily bread production and handling
of excess bread. Results show an overwhelming majority of the bakeries surveyed
disposed of their excess bread, producing a substantial amount of bread waste. It
can be concluded that bread waste is potentially viable for butanol production, thus
providing a more efficient method for energy production to meet energy needs, and
establishing a less- harmful, alternative method of treating bread waste.

Keywords Biofuel · ABE fermentation · Clean energy · Clostridium sp. strain
BOH3

1 Introduction

Food waste is one of the biggest waste streams in Singapore and the amount of food
waste generated has grown by around 30% over the last 10 years. 763 million kg
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of food waste was generated in 2018 itself with rice, noodles and bread being the
most wasted food items. Food waste in Singapore is mainly incinerated or dumped in
landfills, with both methods being highly energy-inefficient and harmful to the envi-
ronment. Though renewable energy sources are available globally, Singapore imports
almost all its energyneeds as it has limited renewable energyoptions.Highpopulation
density and land scarcity limits our potential for sustainably grown domestic biomass
and constraints the safe deployment of nuclear power in Singapore. Therefore, this
experiment aims to find more energy-efficient methods of food waste disposal and
cost- effective substrates for biobutanol production.

Biofuel production from cheap substrates has been a focus for more than three
decades with lignocellulosic biomass as the key substrate. However, it faces many
limitations such as low butanol yield and high costs for obtaining the substrate [1].
Through our experiment, the alternative use of bread waste as substrate has been
surfaced. Not only is it economically efficient, it opens up another method of food
waste disposal.

Acetone-Butanol-Ethanol (ABE) fermentation had been used in this experiment.
It is a biphasic process which involves bacterial fermentation that converts carbo-
hydrates such as starch and glucose into acids (acetate and butyrate) and solvents
(acetone, n-butanol, ethanol) through a series of hydrolysis and reduction reactions.
The bacteria often used in this process is Clostridia which is rod-shaped, spore-
forming gram-positive and obligate anaerobe. During the first phase, acidogenesis,
carbohydrates are depolymerized into soluble compounds by hydrolytic enzymes
and fermented into volatile fatty acid. As the pH decreases, metabolism shifts to
solventogenesis and the acids are assimilated into the ABE solvents [2, 3].

Butanol, a four-carbon alcohol with five isomeric structures produced from ABE
fermentation is used for various purposes. Themain reason for the demand for butanol
is the usability of butanol as an efficient biofuel. Butanol has a high calorific value
(29.2 MJ/dm), low heat of vaporization (0.43 MJ/kg) and is less corrosive compared
to ethanol [4]. Butanol has many Industrial uses of butanol includes its usage in
gasoline engines, lubricants, brake fluids and the synthesis of plastics, polymers,
synthetic rubber. In this experiment, it has been concluded that bread is a feasible
alternative to produce biobutanol of higher yield than traditional substrates. Hence,
this will not only provide more energy-efficient methods of food waste disposal but
also cost- effective substrates for biobutanol production.

2 Materials and Methods

2.1 Pretreatment

A wild-type Clostridium sp. Strain BOH3, isolated in a previous study [5], was
used throughout this study. Medium composition for seed culture included bread of
different concentrations, 0.2 g/L KH2PO4, 0.3 g/L NH4Cl, 0.5 g/L MgCl2·6H2O,
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0.3 g/L KCl, 1.0 g/L NaCl. Enriched Softmeaz whole grain bread from Sunshine by
Auricwas obtained to represent bread waste as the carbon source in the fermentation
process. Any trace of moisture in the bread was removed via heating in a furnace
and the dried mass was rubbed together to produce a powdered substance.

The dried bread substance (100 g/L) was added into a bacteria culture bottle.
Then, the bottle was autoclaved at 115 °C for 15 min to kill any bacteria possibly
living within. The interior of the culture bottle was washed with nitrogen to displace
any remaining oxygen to ensure an anaerobic environment. It was then sealed with
a rubber stopper and strengthened with an aluminium ring. 30 mL of the prepared
bacteria medium (Please see Appendix for full composition), mineral salts, plus a
trace element solution were added into the fermentationmedium. Anaerobic medium
(pH 6.0) was prepared with an addition of 0.0242 g/L L-cysteine and 0.048 g/L
Na2S·6H2O, respectively [6].

2.2 Experimental Set-up

A control set-up, identical to the first, was also prepared, with the only change being
the use of a glucose solution (58.85 g/L) in the fermentation medium. This acted as
the baseline of butanol production using the ABE fermentation process and served
as a comparison for the effectiveness of bread waste conversion using this process.
For a period of 6 days after the start of fermentation, the release of accumulated
gaseous products and adjustment of medium’s pH were conducted regularly every
day. Adjustment of pH was carried out using 3.0 M NaOH solutions. The volumes
of gases released, and solutions used for pH adjustment were recorded. Sampling of
fermentation medium was also carried out every day. Samples were extracted into
Eppendorf tubes and subsequently refrigerated till the last day of experimentation to
carry out gas chromatography.

In addition to our experimentation, we conducted a survey at 25 small-to-mid
sized bakeries, by asking a series of questions regarding their daily bread production
and leftovers at the end of each day. Bakeries were also asked how they dealt with
the wastage. The collated data was tabulated and used for further comparisons.

3 Results

The bread and bacterial medium were pre-treated as mentioned in 2.1 to (1) remove
excess water from the bread and (2) create an anaerobic environment for the bacteria
and (3) ensure to the best of our ability that only Clostridium acetobutylicum strain
BOH3 was in each bacteria culture bottle. and underwent the fermentation process
mentioned in 2.2. 3 parallel set-ups of ABE Fermentation in medium containing
bread as the carbon source was conducted with pH adjustments done every day to
test the feasibility of bread waste as a possible substrate for biobutanol production. It
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is important to note that the amount of glucose used was chosen to match the amount
of carbohydrates in the dried bread (Figs. 1, 2).

From Fig. 3, it is observed that in both graphs, the levels of organic acids (acetate
and butyrate) increase from 0 h, and after a certain point, begins to decrease before
maintaining at a certain level. The phase where the levels of organic acids increase
is the acidogenesis phase and the decrease is the transition into solventogenesis.
However, in can be noted in both the bread and glucose group, the acetate maintained
at a relative constant level after acidogenesis with no significant decrease. From our
results, the bread group had a shorter acidogenesis phase of 27.5 h compared to the
glucose group who had an acidogenesis phase of 47.5 h hence it is safe to say that the
glucose group only fully transitioned to the solventogenesis phase after 70 h while
the bread group fully transitioned at 47.5 h.

The feasibility of bread waste as a possible substrate is dependent on the amount
of ABE Solvents produced. Our second finding was, using bread as a substrate
produced a maximum of 11.34 g/L of butanol using 100 g/L of bread at 70 h, while
using glucose as a substrate with the same concentration only yielded a maximum
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Fig. 1 Concentration of 6 organic solvents for bread group over 126 h for observation of acidogenic
and solventogenic phases
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Fig. 2 Concentration of 6 organic solvents for glucose group over 126 h for observation of
acidogenic and solventogenic phases
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Fig. 3 Comparison of
concentration of butyrate
between bread group and
glucose group over 126 h
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of 7.85 g/L of butanol at 91 h. (Figure 3) Similarly, using bread as the substrate, a
maximum of 5.87 g/L of acetone (Fig. 4) and a maximum of 1.80 g/L of ethanol was
produced at 70 h (Fig. 5), as compared to themaximumof 3.06 g/L of acetone (Fig. 4)
and the maximum of 1.33 g/L of ethanol (Fig. 5) produced at 91 h when glucose was
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Fig. 4 Comparison of concentration of acetone between bread group and glucose group over 126 h
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Fig. 5 Comparison of concentration of ABE Solvents between bread group and glucose group over
126 h
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Fig. 6 Comparison of
concentration of total ABE
Solvents between bread
group and glucose group
over 126 h
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the substrate. For all ABE, the bread group produced a greater amount compared to
the glucose group and in a shorter time. The production of ABE Solvents in shorter
time becomes important when we factor in the time cost trade-off (Fig. 6).

Our third finding was enzyme and bacterial activity was higher when bread was
used as a substrate as compared to when glucose was used as a substrate. At specific
timings, the gas in the culture bottle was collected. The gas collected consisted of
hydrogen gas and carbon dioxide. The gas collected can be used as an indicator of
enzyme and bacterial activity, but further tests have to be done to obtain the specific
cell activity. From Fig. 7, at 47.5 h, both the gas collected for the bread group and
the glucose group peaks. However, 327.7 mL of gas was collected from the bread
group at 47 h, compared to the 146.3 mL of gas collected from the glucose group at
47.5 h. Hence this shows that there was greater enzyme and bacterial activity when
bread was used as a substrate as compared to when glucose was used as a substrate
(Fig. 8).

Our survey results showed that 84% of bakeries disposed of their leftover bread
while 4% of bakeries donated excess bread to charities. The remaining 12% returned
their excess bread back to their headquarters This was observed mostly for bakery

Fig. 7 Comparison of
change in gas collected
between bread group and
glucose group over 126 h
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Fig. 8 Pie Chart of disposal
methods of 25 bakeries in
Singapore

4.00% Donate to charity

84.00% DIspose in Bin
12.00% Send back to HQ

chains. However, the results might not accurately reflect exact percentages as the
survey was conducted locally and is small-scale (sample size of 25 bakeries).

Through the same survey, we found out that each bakery’s amount of excess
bread is 1%-10% of the total bread produced on that day. On average, the bakeries
surveyed produced 1650pcs of bread per day (bakeries gave estimates to the nearest
hundred), with some mentioning that production varied additionally according to
demand. Using the data, we calculate that the daily bread waste per store sits at
around 82.5 pcs (assuming that 5% of daily production is wasted). In Singapore,
there are around 308 bakeries and only 84% of bakeries directly dispose waste and
every piece of bread is estimated to weigh 0.45 kg we can estimate the annual bread
waste produced as follows:

82.5× 365× 308× 84%× 0.45kg,= 3505817.7 kg

Cross-referencing to data from Statista [7] which puts the annual volume of bread
production in Singapore in 2019 at 77.34mkg (million kg). Using parameters from
our survey findings (84% of bakeries directly dispose bread waste and 5% of daily
production is wasted), the estimate of annual bread waste production is calculated at
3,533,801.96 kg. Evidently, the estimate we acquired is quite accurate and we will
be using that number moving forward.

4 Discussion

AIn this study, we investigated (1) the feasibility of using bread as a substrate to
produce biobutanol by ABE Fermentation using C. acetobutylicum strain BOH3
and (2) the extent of bread wastage in Singapore and predict an estimated amount
of biofuel that can be produced using ABE Fermentation. Our results show that
bread is a feasible substrate which produced greater yield and productivity of ABE
Solvents is due to the presence of nutrients in the bread substrate which led to shorter
acidogenesis phase and greater enzyme and bacterial activity.

Aforementioned, the bread group had a shorter acidogenesis phase compared to
the glucose group and based on our findings, the bread group had increased enzyme
and bacterial activity as compared to the glucose group which suggests that bread
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waste supports the growth of C. acetobutylicum. Since bread had greater enzyme
and bacterial activity than glucose despite having similar carbohydrate content, this
points to there being other compositions in the bread substrate that on top of carbo-
hydrate composition, possibly enhanced the cell growth and thereby increasing ABE
production. A possible reason for this is the fact that bread waste contains nutri-
ents that aid the growth of the bacteria whilst glucose does not. The bread we used -
Enriched Softmealwhole grain bread from Sunshine byAuric – containedmany such
nutrients. Zhang et al. [8] has shown that Fe2 + from iron and Ca2 + from calcium
exhibited strong positive correlation with butanol production, which could be a cause
of increased ABE production. Calcium and iron which was in the bread support
glycolysis, growth and ABE biosynthesis of solventogenic Clostridium species and
together with the nitrogen content of the bread in protein (Table 1), played a pivotal
role in cell growth on these substrate, especially in the early acidogenesis phase
when starch hydrolysis may have been rate-limiting when compared to glucose.
This allowed for greater cell and enzyme activity, leading to greater production and
yield of ABE solvents, especially butanol. Li et al. [9–11] has also shown that cell
growth and butanol concentration increased alongwith the increase of niacin concen-
tration in the fermentation medium. The acidogenesis phase of C. acetobutylicum
strain BOH3’s fermentation process is important as acetate and butyrate; precursors
of ABE, and reducing cofactors (NADH and NADPH) are pivotal for starting and
maintaining solventogenesis [7, 8, 12]. The pH of the fermentation media dropped
with the increase in butyrate and acetate, both acidic in nature, during the acidoge-
nesis phase of C. acetobutylicum strain BOH3 followed by an increase in pH and
decrease in organic acid levels as C. acetobutylicum strain BOH3 transitioned to
solventogenesis from acidogenesis. This observation of organic acid levels fluctua-
tion is confirmed the typical behaviour in solventogenic Clostridium, which produce
ABE solvents from a variety of carbon sources in a two-phase fermentation process
referred to as biphasic fermentation.

Table 2 compares the performance of ABE fermentation between bread and tradi-
tional glucose as substrates. It shows that (1) bread outperforms glucose as a substrate
in all performance indicators (butanol produced, butanol yield, ABE produced, ABE
yield and ABE productivity). and (2) the efficiency of ABE fermentation obtained
in this study with C. acetobutylicum strain BOH3 and bread as a substrate, in terms
of ABE productivity, is higher than the results of previous works.

Comparing ABE fermentation from bread and from glucose, the butanol yield
from bread (0.26 g butanol g bread-1 and 0.20 g butanol g bread-1) is much higher
than the butanol yield of glucose (0.14 g butanol g glucose-1). It is also important
to note that the carbon source used for the comparison were relatively similar in

Table 1 Content of certain nutrients in enriched softmeal whole grain bread from sunshine by
Auric (nutrition information taken off nutrition facts label of product)

Nutrients Proteins Carbohydrates Sodium Iron Calcium Thiamine Riboflavin Niacin

Per
100 g

9.0 g 39.6 g 385 mg 6.5 mg 195 mg 0.56 mg 0.51 mg 5.20 mg



Biobutanol Biofuel Production via ABE Fermentation … 373

Ta
bl
e
2

C
om

pa
ri
ng

pr
od
uc
tio

n
of

ac
et
on
e-
bu
ta
no
l-
et
ha
no
lb

y
so
lv
en
to
ge
ni
c
C
lo
st
ri
di
um

sp
ec
ie
s
us
in
g
di
ff
er
en
tc
ar
bo
n
so
ur
ce
s

C
ar
bo
n
so
ur
ce

M
ic
ro
or
ga
ni
sm

B
ut
an
ol

pr
od
uc
ed

(g
/L
)

B
ut
an
ol

yi
el
d
(g

bu
ta
no

l/g
ca
rb
on

so
ur
ce

A
B
E
Pr
od
uc
ed

(g
/L
)

A
B
E
yi
el
d
(g

A
B
E
/g

ca
rb
on
so
ur
ce

A
B
E
pr
od

uc
tiv

ity
(g
/L
h)

R
ef
er
en
ce
s

B
re
ad
in
g

(9
2
g/
L
)

C
.b
ei
je
ri
nc
ki
iN

C
IM

B
80
52

10
.5

0.
26

14
.8

0.
36

0.
20

[1
2]

B
re
ad

10
0
g/
L

co
nt
ai
ni
ng

56
.8
5
g/
L
of

ca
rb
oh
yd
ra
te
s

C
.a
ce
to
bu
ty
li
cu
m
St
ra
in

B
O
H
3

11
.3
4

0.
20

17
.2

0.
30

0.
25

T
hi
s
st
ud

y

G
lu
co
se

(5
6.
85

g/
L
)

C
.a
ce
to
bu
ty
li
cu
m
St
ra
in

B
O
H
3

7.
85

0.
14

12
.2
3

0.
22

0.
13

T
hi
s
st
ud

y



374 Q. S.-Y. Joseph et al.

terms of amount and the large difference in butanol yield can be attributed to the type
of substrate. The largest performance difference between using bread and glucose
is the ABE productivity. Using bread as substrate performed 1.92 × better than
using glucose as a substrate. Logically, this is due to shorter time or/and greater
ABE production. In this case, using bread as a substrate produced significantly more
ABE, up to 164% more in 23% less time as compared to when glucose was used
as a substrate. Compared to previous studies, this study produced a relatively high
butanol production of 11.34 g/L. However, the butanol yield was lower than the
other study in Table 2. Ujor et al. [12] achieved a butanol yield of 0.26 with only a
carbon source of 0.92 g/L of bread, from this we can infer that most likely, the study
achieved a higher carbon source utilization than our study. However, compared to
the same study, our study achieved a higher ABE productivity but a lower ABE yield
which is a sign that a possible direction of future work could lie in increasing the
carbon source utilization to achieve a greater‘ABE yield and in turn a higher ABE
productivity. It is important to note that current results of anABE productivity of 0.25
is very promising and supports that bread waste is feasible and better than glucose
as a substrate for biobutanol production to produce ABE solvents for usage.

Previous studies have also supported our results. Growth of solventogenic
Clostridium species such as C. beijerinckii NCIMB 8052 and C. acetobutylicum
on inedible dough, bread and batter liquid-based culture media is characterized by
short acidogenesis and rapid transition to solventogenesis, low accumulation of acids
and better butanol titers relative to the glucose group (Table 2 andFigs. 1, 2 and 3), it is
inferred that fermentation of bread, despite its polymeric nature, which leads to initial
microbial hydrolysis to fermentable sugars [12], is feasible for ABE production.

In Singaporean context, the treatment of food wastes is not novel, however, the
production of biofuel from bread waste is. The production of biofuels from food
waste is not impossible, but the wide range of differing chemical compositions of
foodwastesmakes it difficult to optimize biofuel production from them. Furthermore,
the pre-treatment process for food waste includes sorting and blending, which are
long and tedious, leading to additional costs and a decrease in productivity, thus
reducing the feasibility of biofuel production in a modern Singapore due to the
economic costs and time involved. However, there are policies in Singapore that
encourage owners/operators of premises to sort their food waste. This would make it
easier to implement biobutanol production from bread waste. Moreover, since most
bread waste comes from bakeries, by only collecting from bakeries, we can ensure
that we would only receive bread waste and remove the sorting phase of food waste
pre-treatment. Using the data collected in this study, we can estimate the amount of
butanol that can be collected in a year. Assuming we are able to recover 100% of
the butanol, since the butanol yield previously calculated (Table 2) is 0.2, and the
estimate of annual bread wasted is 3533801.96 kg, the butanol that can be produced
a year is 707,000 kg of butanol.

Most investigations on the production of biobutanol from cheap substrates during
the past three decades focused on lignocellulosic biomass. Hence investigating the
feasibility of bread waste as a substrate was mostly ignored by researchers. Based on
results from this study, the butanol production profile is comparable to that of other
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solventogenic Clostridium species grown on related non-lignocellulosic substrates.
And it is indeed feasible to use bread waste as a substrate for ABE fermentation for
biobutanol synthesis.

5 Conclusion

In this study the feasibility of bread waste as a possible substrate was evaluated
and ABE yields obtained on bread waste was better than those obtained when C.
acetobutylicum was grown on glucose (this study). Furthermore, ABE productivity
in this study fare well against previous studies by different solventogenic species. Put
together, we have proven that bread waste is a feasible substrate for the production
of biobutanol from ABE fermentation given the impact of traditional substrate costs
on overall production costs of biobutanol. The abundance of bread waste makes it
ideal as a substrate for use for a sustainable Singapore.

Using bread as a substrate for butanol production has key advantages over ligno-
cellulosic biomass; bread not only produces higher butanol yield, it is also much
cheaper to obtain since we are repurposing expired bread. In addition, bread has a
short fermentation period of three days, which will further increase the feasibility of
this method of waste treatment. With a low starting cost and short processing period,
this method of waste treatment would be quite feasible in Singapore and go towards
fulfilling Singapore’s energy needs. From our theoretical model, we estimate an
annual butanol production of 700,000 kg from Singapore’s generated bread waste,
which would be able to power 4% of Singapore’s annual energy consumption, or
roughly 14 days’ worth of energy. This is a significant amount of energy that can be
produced purely from bread waste alone. So significant in fact, that it would become
Singapore’s largest clean energy source, beating out solar energy which contributes
less than 1% of Singapore’s annual energy needs.

There would be an even higher potential, if this novel treatment of bread waste is
expanded to other food types containing carbohydrates, like expired rice or noodles,
allowing for higher production of clean energy. This will reduce the nation’s reliance
on natural gas for the production of electricity, and will introduce a cost-effective
energy source into its arsenal.
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EEG Based Multitasking Assessment
Using Simultaneous Spatiotemporal
Stimulus
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Abstract The use of Steady-State Visual Evoked Potential (SSVEP) and Rapid
Serial Visual Presentation (RSVP) together with multitasking and different types of
spatial attention is relatively new. This paper investigates how different spatial atten-
tion, overt or covert, could affect the results from the electroencephalogram when
used with multitasking. We performed experiments with 15 subjects with overt and
covert attention phases. We used a 4-channel EEG with 2 channels each at the occip-
ital and prefrontal areas, and used canonical correlation analysis to perform feature
extraction of the data from prefrontal positions, and used Bandpower separation to
separate the data from the occipital positions into 6 bands. Using collected data, we
determined that spatial attention affects some frequencies of SSVEP responses, and
differing reaction time with different types of attention. Additionally, this model can
be used in future studies into multitasking related attention type and effects of other
external variables.
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1 Introduction

1.1 Background

Brain-computer interfaces (BCI) are systems that allow communication between
the brain and various machines. They work by collecting brain signals, interpreting
them then reproducing the recordings of the brainwaves, or outputting commands to
a connectedmachine according to the brain signal received. One of themost common
methods is Electroencephalogram (EEG), a non-invasive technique, where sensors
are placed on the scalp to measure the electrical potentials produced by the brain.

Multitasking is the ability to performmultiple activities at a time. Aswemultitask,
the mental workload increases which often results in increased response time and/or
error rates of the appropriate output required.Most research onmultitasking has been
focused on an active feedbackdemand,which could result in lower performance rates,
instead of the role of attention.

Attention can be divided into Overt Attention and Covert Attention. Overt Atten-
tion is the obvious, saccadic eye movement (or quick, simultaneous movement of
the eye) to a target. In contrast, Covert Attention is allowing the brain to mentally
shifting one’s focus without moving one’s eyes, to focus on a target existing in one’s
peripheral vision.

1.2 Objective and Hypothesis

Studies have already been done where combination of two distinct BCI tasks are
carried out to investigate cognitive flexibility, or multitasking, and is shown that
healthy subjects are able to perform two independent cognitive tasks simultaneously
with high accuracy [1].

Thus, in this research, we propose a Brain-Computer Interface (BCI) task
comprising a combination of visual stimuli (rather than distinct tasks), implementing
a 4-target Steady-State Visual Evoked Potential (SSVEP) and a single Rapid Serial
Visual Presentation (RSVP), each at a different frequency. We aim to quantify the
multitasking capabilities by measuring the speed at which attention is applied to a
target with respect to covert and overt attention.

SSVEP is a visual target that flickers at a certain frequency, with a commonly
used frequency range of 3−20 Hz, though some studies may use frequencies as low
as 1 Hz or as high as 100 Hz for different purposes [2]. RSVP is a visual target
that displays a series of images or text with presentation frequencies ranging from
3 to 20 Hz. The subjects’ brain waves will resonate at the frequency of the target
the subject has active overt and/or covert attention on and can be observed on the
recordings of the brain waves produced by an Electroencephalogram (EEG).

Some recent studies have also shown that subjects that repeatedly carry out a
cognitive task can show improvement in their cognitive performance [3]. Half the
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Fig. 1 aGeneral trial structure and diagram of experimental setup (top left), consisting of 4 SSVEP
in each corner and 1 RSVP in the center, each flickering at different frequencies. b (top right) For
RSVP, each target is flashed twice with a short duration in-between, allowing 3 to 5 other images
to flash. A total of 25 unique images (excluding 4 arrows used to indicate the targets) were used.
For each target flashed, subjects attend to one of four SSVEP and press the spacebar to indicate that
they notice the target. c (bottom) Every SSVEP trial last for 5 s and each group consist of 2 trials.
Between each group is a 2 s break when the subject can rest their eyes. A total of 20 trials were run
in each experimental session

subjects will be required to carry out the experiment onmultiple occasions and results
from different runs will be compared to quantify the cognitive improvements of the
subjects. This could increase the efficiency of subjects in responding to the stimuli
and minimize errors (looking at wrong target/looking at a different target before
shifting attention to the right target).

Wehypothesize that overt attention onSSVEPwill allow subjects to performbetter
(pay better attention and have shorter reaction time) compared to covert attention [4].

2 Method

Fifteen healthy human subjects (15 right-handed, 13males and 2 females, average age
17.6 ± 0.7 years) participated in this study, providing written consent to a protocol
approved by the NUS High School of Math & Science Institutional Review Board.
Of the fifteen participants, four has prior SSVEP BCI experience. Experienced users
are deemed as acceptable participants as prior knowledge would not affect their
capabilities in carrying out the task/experiment.We then collect data from the subjects
and extract the data to segment it.We then useCanonical CorrelationAnalysis (CCA)
to recognize target frequencies for analysis [5].
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2.1 Experimental Setup

The BCI User Interface was presented on a laptop screen measuring 34 cm× 19 cm
located approximately 60 cm in front of the subject. Four SSVEP components were
used (Circles with a diameter of 3.1 cm), each positioned on each of the four corners
of the interface and programmed to flicker at different frequencies [1]: top left−7Hz,
top right −8 Hz, bottom left −13 Hz, and bottom right −18 Hz (See Fig. 1a). Each
SSVEP lies approximately at 25° view angle (lies 12.7 cm vertically and 25.4 cm
horizontally away from the center), within the near-peripheral vision (~8° to 30°). A
single RSVP (within 6 × 6 cm square) with a frequency of 10 Hz is also positioned
in the center of the screen.

2.2 Experimental Design

Subjects participated in two experimental sessions composed of two conditions:
Covert attention on SSVEP (or Overt attention on RSVP), Overt attention on SSVEP
(or Covert attention on RSVP). Both conditions contained three runs each and the
states of the RSVP were randomized.

2.3 Experimentation (Covert Attention on SSVEP)

Each run contained 20 trials (5 s each) in groups of 2 trials. (See Fig. 1c) Trials were
structured as follows: a “go” period lasting 10 s (consisting of 2 trials), followed by
a 2 s break period. During this “go” period, subjects were instructed to stay focused
on the RSVP (in the center of the screen). For each trial, a target (an arrow pointing
to one SSVEP/corner) was presented in the middle of the screen. Each arrow is
flashed twice, with 3–5 other images between, or approximately 0.3–0.5 s separating
them. (See Fig. 1b) The subject was instructed to attend to the corresponding SSVEP
through their peripheral view whenever a target was presented without eye move-
ments, as well as provide a keypress response to indicate that they have noted the
target change. All four SSVEP flashed for the entire duration of the “go” period. The
target was automatically determined in a pseudo-random fashion, ensuring that no
two consecutive targets were the same.

2.4 Experimentation (Overt Attention on SSVEP)

The same structure was used for the second experimental setup, but a different set of
instructions is provided. At the start of the session, the subjects start off by looking
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at the RSVP. As soon as the first target was presented, subjects were instructed to
stay focused on the SSVEP target until the next target is presented, during which the
subject is instructed to change focus to the new SSVEP target, all while attending to
the RSVP through their peripheral view; and this is repeated for the entire run.

Subjects will be told to make quick eye movements to the indicated target (for
Overt attention experimental setup), or quickly shift peripheral attention to the indi-
cated target (for Covert attention experimental setup). We will be using the time
elapsed from the time the instructions (RSVP) are presented to the time the subject
has his/her attention on the correct stimuli (SSVEP) for comparison [6, 7], shorter
elapsed time indicates better attention on the instruction stimulus. The elapsed time
will be obtained using the timing that the UI indicated (for when the instructions are
displayed) and EEG readings timestamp.

2.5 Data Collection

Weused a 4-channelGanglion boardwith 6 gold-capped electrodes to collect the data.
We collected occipital data from the O1 and O2 positions with electrodes connected
to channel 3 and channel 4 of the ganglion and prefrontal data from the FP1 and FP2
positions with electrodes connected to channel 1 and channel 2 of the ganglion. The
reference electrodes were connected to the A1 and A2 position. We then used Open
BCI GUI to record the data from the ganglion. Using timestamps of our custom log
file and the raw data of the open BCI GUI results, we split the data to be separated
to the 15 subjects, 6 experiments and 10 pairs of trials.

2.6 Feature Extraction

In SSVEP research, CCA is a common approach to recognize target frequencies,
which gives us the canonical correlation coefficient (CCC), which is the maximum
linear relationship between two variables [8]. Using the equation above, we selected
the ρ value that gives the highest canonical correlation between X and Y.

ρ = aT�XY b√
aT�XXa

√
bT�YY b

(1)

For the Bandpower analysis, we passed the raw EEG data through a 0.1–45 Hz
bandpass filter to segment it into 6 different segments, delta (0.5–3 Hz), theta (3–
8 Hz), alpha (8–12 Hz), low beta (12–25 Hz), high beta (25–38 Hz) and gamma (38–
45 Hz). We then obtained the Bandpower ratio, β/(α + θ) to quantify the subject’s
attentiveness. After this, we ran the data through an independent t test grouped by
the type of spatial attention used (overt and covert).
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For the reaction time analysis, we used the timestamps with each respective key
press, and compared it with the timestamp of the last arrow shown to achieve the
reaction time. We rejected any reaction time of less than 90 ms as it could be caused
by the user accidentally hitting the key, and rejected any reaction time of greater
than 1 s as it was likely that the subject did not react to the stimulus and accidentally
pressed the key.

3 Analysis

First, we performed feature extraction (Fig. 2) from the EEG readings using CCA
to classify the frequencies obtained [5], then using independent t-tests we analyzed
our data for differences between the covert and overt experiments.

3.1 Canonical Correlation Coefficient (CCC)

Referring to Table 1, the 8 Hz (p= 0.050) and 10 Hz (p < 0.001) CCC results of the
covert experiments compared to the overt experiments of the same frequency showed
that covert attention caused higher CCC values in these frequencies. However, the
remaining frequencies (7 Hz (p = 0.93), 13 Hz (p = 0.21) and 18 Hz (p = 0.69))
show no significant effect of the type of spatial attention on the results.

However,when theCCC results of individual subjects are compared, some showed
differences.Referring toTable 2, using subject 14 as an example, the 7Hz (p=0.018),
8 Hz (p= 0.018), 13 Hz (p= 0.012) and 18 Hz (p= 0.001) CCC results of the covert
experiments compared to the overt experiments of the same frequency showed that

Fig. 2 Flow chart of data processing
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Table 1 Independent sample T-test of subjects (CCC)

t df p

7 Hz -0.087 878.000 0.535*

8 Hz 1.650 878.000 0.050

10 Hz 4.991 878.000 < 0.001

13 Hz -1.267 878.000 0.897*

18 Hz -0.406 878.000 0.658*

Note Student’s t-test
Note For all tests, the alternative hypothesis specifies that group covert is greater than group overt
* Levene’s test is significant (p < 0.05), suggesting a violation of the equal variance assumption

Table 2 Independent sample
T-Test of subject 14 (CCC)

t df p

7 Hz −2.148 58.000 0.018

8 Hz −2.137 58.000 0.018

10 Hz 0.650 58.000 0.741

13 Hz −2.321 58.000 0.012

18 Hz −3.115 58.000 0.001

Note Student’s t-test
Note For all tests, the alternative hypothesis specifies that group
covert is greater than group overt

covert attention caused lower CCC values in these frequencies. However, the 10 Hz
(p= 0.52) frequency showed no significant effect of type of spatial attention on the
results.

3.2 Bandpower

Referring toTable 3, theBandpower ratio (/(+)) for covert experiments (0.17± 0.032)
compared to the Bandpower ratio for overt experiments (0.19 ± 0.044) showed no
significant effect of type of spatial attention on the Bandpower ratio (p = 0.11).

3.3 Reaction Time

Referring to Table 4, the reaction time for the covert experiments (425.95± 113.48)
compared to the reaction time for the overt experiments (439.26 ± 136.53) showed
significance evidence that covert results in a lower reaction time compared to overt.
(p = 0.022)
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Table 3 Independent sample T-test of subjects (Bandpower)

t df p

Theta −5.727 58.000 < 0.001a

Alpha −6.045 58.000 < 0.001*

Beta Low −6.083 58.000 < 0.001*

Beta High −5.637 58.000 < 0.001*

Bandpower ratio (/(+)) −1.606 58.000 0.114

Note Student’s t-test
Note For all tests, the alternative hypothesis specifies that group covert is less than group overt
* Levene’s test is significant (p < 0.05), suggesting a violation of the equal variance assumption

Table 4 Independent sample T-test of subjects (Reaction Time)

t df p

Reaction time −2.014 1434.000 0.022*

Note Student’s t-test
Note For all tests, the alternative hypothesis specifies that group Covert is less than group Overt
* Levene’s test is significant (p < 0.05), suggesting a violation of the equal variance assumption

3.4 Discussion

While certain categories indicated that covert attention had performed better overt
attention, other categories had data that suggested that there was either no difference
or that overt had perform better. The conclusion that covert attention performs better
can only be applied to certain SSVEP frequencies based on the data collected.

Furthermore, with an uneven spread of gender in the volunteers, 13 males to 2
females, we should not conclude anything with regards to gender using only our data.

Although we took measures to increase the accuracy of the experiment, such as
by decreasing the amount of possible distractions of the subject, the accuracy of the
experiment could be improved.

(a) Hardware limitations

The SSVEP may not have been shown at the correct frequencies due to the refresh
rate of the screen or the processing power of the computer, which may have caused
errors in the CCA. Furthermore, the ganglion we used had 4 channels, which may
have restricted the number of sites we could have collected data from. Furthermore,
the electrodes may not have been secured tightly which could lead to incorrect data
from shaking of the wires.

(b) User Input

As our reaction time analysis depends heavily on user input, some users may have
pressed the key unintentionally or missed some of the stimuli, which would cause
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inaccurate data. Althoughwe tried to decrease the number of false data from incorrect
presses, we have no way of determining whether the key was accidentally pressed,
pressed very quickly or just pressed very late. Furthermore using subject 14 as an
example, there was significant proof that CCC for overt is statistically significantly
higher than that of covert for 7, 8, 13 and 18 Hz, while the overall shows that CCC
for covert is statistically significantly higher than that of overt for 8 and 10 Hz. Some
users have also stated that the covert experiment was more difficult than the overt
experiment while some of the others stated the opposite.

The number of subjects tested in our studywas small, and also limited to a specific
population, our results may not generalize to all students of similar ages, and should
also not be used to generalize subjects outside of the age group.

4 Conclusion

We have determined that overall, the covert experiments showed greater CCC values
than the overt experiments for 8 and 10 Hz, showed no statistical significance on
the Bandpower ratio, and showed less reaction time than the overt experiments. This
suggests that covert attention is better when being usedwith SSVEPwith frequencies
of 8 and 10 Hz, does not affect the Bandpower, and is easier for the user to react to,
compared to overt attention.

4.1 Practical Application

Our research could be used to improve security systems. With further development
into this sector, the accuracy of such instruments could be improved which could
make it easier for security guards to do their jobs. For instance, an EEG headset with
electrodes on the correct positions ofA1,A2,O1 andO2 could be used by the security
guard when they are observing closed circuit television feeds, and while there is a
main screen in the center, there are sub screens at the sides with SSVEP flickering
around the borders of the sub screens with different frequencies. When something
of interest turns up on a sub screen, the security guard could then observe the sub
screens with covert attention and after the EEG reads a spike in the corresponding
frequency of the SSVEP, the audio of the feed sub screen could then be played instead
of the main screen, thus allowing the security guard to observe multiple screens with
audio output. This could also allow for newer security guards to browse through the
feeds more quickly as they would not need to spend time on manually entering a
command or swapping the audio feed from one camera output to the other.
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The Effects of Vermicomposting Soybean
Waste (Okara) Biostimulants
on the Quality of Growth of Brassica
Rapa Var. Parachinensis (Commonly
Known as Choy Sum)

Investigating the Effect of Eco-friendly
Vermicomposted Okara Biostimulants on the Health of
Edible Produce- Choy Sum

Jun Lu Zhang, Victoria Dai Qi Ong, and Sean Chuan Zhou Lee

Abstract The overarching purpose of this study is to examine how soybean waste,
okara, produced from soybean consumption can be managed in an environmentally-
friendlymanner by being converted into plant biostimulant. Our aim is to compare the
effectiveness of vermicomposted and heat-composted okara as biostimulants on the
growth of choy sum so as to produce higher quality vegetables. Our main hypothesis
is that okara, when vermicomposted, can serve as a biostimulant that promotes plant
health more effectively and sustainably than normal composting. We chose okara as
it is nitrogen-rich and hence beneficial to plant growth, vermicomposting as worms
can accelerate composting and produce casting which is nutritious for the plants. We
grew three batches of choy sum in a greenhouse and applied soil with vermicompost,
soil with compost, and soil alone to each of the three set-ups. We measured their
initial height and after 28 days, their final height. We tested water retention by
measuring the dry mass and wet mass of our plants. By using a refractometer, we
measured the choy sum’s Brix level, showing the amount of sucrose present. We also
measured antioxidant levels using 2,2-diphenyl-1-picryl-hydrazyl-hydrate (DPPH)
method of assay as DPPH scavenging effect is proportional to the antioxidant levels,
which protects cells against free radicals. After analysing our results and comparing
between set-ups, we can conclude the best method to produce biostimulants. Our
experiments proved that vermicomposting biostimulant, specifically soybean pulp,
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is useful for improving plant health and yield despite limitations like inability of
keeping factors like humidity constant.

Keywords Biostimulants · Okara · Environmental-friendly · Choy sum; quality

1 Introduction

As global demand for soy products such as food and cosmetics increases, greater
soybean cultivation leads to more okara (residue soybean pulp) generated, approx-
imating 41 million tons yearly [1]. With such amounts of okara produced and the
tendency for okara to putrefy [2], effective waste management methods are needed
to recycle waste for maximum utility. Moreover, as the world develops, demand for
higher-quality vegetables and fruit rises [3]. Therefore, we decided to research plant
biostimulants, a substance enhancing plant growth and health [4]. In particular, we
chose to focus on vermicompost biostimulant, a new composting method showing
great innovation, i.e., global applicability to lower-income areas [5].We produced the
biostimulants: composted okara and vermicomposted okara, and tested their effects
on plant health. We aim to find out if okara biostimulants improve plant health and
which best improves plant health, and we hypothesize that vermicomposted okara is
a more effective plant biostimulant than other okara biostimulants.

2 Methodology

Our experiment has 3 plant set-ups each grown for 28 days. The first set-up is the
control without biostimulants, the second has composted okara biostimulant and
the last has vermicomposted okara biostimulants. Biostimulants foster plant growth
rates and render more efficient water use, enhancing quality attributes of products
such as nutrient assimilation and more [6]. Thus, we used 4 methods to determine
plant health and compare the efficacy of different biostimulants: plant height, plant
biomass, Brix level, and antioxidant level. Vermicomposting is where earthworms, in
our case African Nightcrawlers, ingest, digest and absorb organic waste, then excrete
castings via their metabolic systems. This allows the final product, vermicompost,
to have higher levels of major plant nutrients such as nitrogen [7].

2.1 Biostimulant Production

Amajor composting factor for biostimulant production is the carbon–nitrogen ratio of
the compost material. As nitrogen is very important for plants (a major component of
chlorophyll) [8] and research has shown that a low carbon–nitrogen ratio is preferred
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for composting [9], we chose a common nitrogen-rich food waste that was little
researched on as our main compost material to produce biostimulants. We sourced
okara from Selegie Soya Bean. Every 2 days, we layered 400 g of okara on our heat-
compost and vermicompost set-ups shown in the diagramsbelow, before turning them
to increase oxygen flow and hasten the composting [10]. Heat-composting typically
comprises decomposing organic waste by an aerobic process, which kills pathogens
[11] and suits our timeline. After 45 days of composting and vermicomposting, the
biostimulants matured sufficiently and biostimulants were applied to the germinated
choy sum, adding 30 g of biostimulants per plant every 7 days for the 28 days the
choy sum was grown (Figs. 1, 2, 3 and 4).

Fig. 1 Diagrams for comparison between simplified cross sectional diagram of vermicompost and
compost okara biostimulants set-up

Fig. 2 Bird’s eye view of top layer of vermicompost set-up
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Fig. 3 Bird’s eye view of top layer of heat compost set-up

Fig. 4 Image of African
Nightcrawlers in turned over
vermicompost

2.2 Plant Growth

We chose to test on choy sum growth as it germinates quickly and is feasible for
various measurements. Each set-up comprises 40 choy sum plants growing in the
same greenhouse, allowing for constant variables like surrounding temperature and
light intensity (Figs. 5, 6, 7 and 8).
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Fig. 5 Germinating batch of
choy sun

Fig. 6 New transplanted
choy sum seedling in
greenhouse (compost batch)

We used 4 methods to measure how effectively our choy sum grew across set-ups
against commercially-grown supermarket choy sum. First, we recorded the height
of each plant before and after growth to obtain the change in plant height. Second,
we measured the plants’ water retention abilities by [12] subtracting the final dry
biomass value from the initial wet biomass value to obtain their watermass. Third, we
compared plant sucrose levels across set-ups. Sucrose level shows the photosynthesis
rate in a plant, which determines plant health. It is also crucial for human growth
as it contributes to energy production [13]. We extracted plant sap and placed it on
a Hanna Instrumental digital refractometer [14] to obtain a Brix reading. Last, we
measured plant antioxidant levels as high antioxidant levels decrease the toxicity of
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Fig. 7 15 days (mid-period)
choy sum in greenhouse
(compost batch)

Fig. 8 28 Days (fully
grown) choy sum in
greenhouse (compost Batch)

free radicals, improve root and shoot growth for higher water content in leaves and
low incidence of disease [15]. We used the 2,2-diphenyl-1-picryl-hydrazyl-hydrate
(DPPH)method of antioxidant assay [16].DPPH solutionwas prepared by dissolving
0.0788 g of DPPH in 1000 ml of methanol. Next, we added a 1 g slice of choy sum
and 10 ml of methanol per test tube which was placed in a 50 °C water bath for the
alcohol to absorb the antioxidant properties. The test tube solution containing 8ml of
DPPH and 2 ml of plant solution was transferred to a UV–VIS spectrophotometer at
517 nm wavelength to measure absorbance. We followed the procedure provided by
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Tailor C. S. et al. to find the DPPH scavenging effect, which is directly proportional
to antioxidant levels. The equation provided was A0 − (A1 / A0) × 100, where A0
is the absorbance for the control reaction involving Trolox, and A1 is the absorbance
measured after the test samples have reacted with the DPPH [17].

3 Results and Discussion

We grew 15 choy sum for each control, compost and vermicompost set-up, and
compared them against the supermarket-bought commercial choy sum for final plant
height, Brix level and antioxidant level. The data of 15 plants per set-up are collated
(e.g. Table 1, average plant heights) and used to plot graphs (Figs. 9, 10 and 11).

As seen from Graph 1a and 1b, the final height of the plants with vermicompost
biostimulant is higher than commercially-grown supermarket plants. Although the
final height of the compost choy sum was shorter than the supermarket choy sum’s
final height, we postulate this is because supermarket choy sum undergo selection
for the best-grown produce to satisfy consumers [18], thus it is expected that they
are physically large. However, our other results like antioxidant levels show that
supermarket choy sum may not be more nutrient-rich than those with biostimulants
applied (Fig. 12).

Table 1 Table of sample data for change in plant height for control batch of choysum

Table of average change in height for control plants during growth

Initial height (cm) Final height (cm) Change in height (cm) Average change in heigt
(cm)

6.8 39.4 32.6 23.6 (to 3 s.f.)

6.5 18.3 11.8

4.2 29.8 25.6

6.4 40.7 34.3

5.4 16.1 10.7

7 27.5 22.5

4.3 42.5 37.8

4.7 32.3 27.6

6.3 28 21.7

6.2 34.7 28.5

5.3 14.6 9.3

5.2 30.2 25

5.3 28.1 22.8

5.3 27.3 22

4.4 25.7 21.3
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a.Table of sample data for change in plant height for control batch of choysum 

Fig. 9 Table for values of control batch of choy sum

Fig. 10 Graph 1a: Average
change in height of 15
control, compost and
vermicompost choy sum
after 28 days of growth

Graph 2 (above) shows the choy sum with vermicompost containing the highest
water mass amongst the set-ups. Unexpectedly, the control choy sum had a higher
reading than both the compost and commercial choy sum, which does not cohere
with our hypothesis that compost choy sum should have better water retention than
the control. In Graph 2, we can see that water retention is highest in plants with
vermicompost biostimulant and the supermarket choy sum has a lower value than
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Fig. 11 Average actual height of 15 control, compost and vermicompost choy sum after 28 days
of growth

Fig. 12 Graph 2:Amount ofwater absorbed by control, compost, vermicompost and commercially-
grown supermarket batches of choy sum after 28 days of growth

the control. We conclude this is because supermarkets hold vegetable produce to
high aesthetic standards so as to appeal to consumers, rather than non-aesthetic traits
such as the amount of water, which is our focus. Unexpectedly, the compost choy
sum had lower water mass than the control as well. This may be because our compost
biostimulants had bigger particle size than both vermicompost biostimulants and soil.
Although it still provides the supplements that a biostimulant would to the plants,
this impacted the hydraulic conductivity of the soil, a main factor that affects the
amount of water in plants [19] (Fig. 13).

As seen fromGraph 3, the Brix levels of 4 plants are highest for the vermicompost
set-up at an average of 2.3 degree brix, followed by the supermarket set-up, control,
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Fig. 13 Average actual height of 15 control, compost and vermicompost choy sum after 28 days
of growth

and compost set-ups with an average of 2.12. The results confirm our hypothesis
that vermicompost biostimulants are most effective in improving plant health, yet
composted biostimulants caused plant sucrose concentration to be lowest. This could
be a limitation of composted okara compared to vermicomposted okara in promoting
plant health, as sucrose level shows the plant’s rate of photosynthesis and plant health
(Fig. 14).

FromGraph4weobserve the choy sumwith vermicompost applied had the highest
DPPH scavenging effect at 32.1%, followed by the compost batch, control batch and
last, the supermarket choy sum, which is lower than vermicomposted choy sum by
5.3%.Wecan see that choy sumwith vermicompost has the highestDPPHscavenging
effect, followed by compost, control and supermarket last. DPPH scavenging effect is
directly proportional to plant antioxidant level as antioxidants protect cells from free
radicals like DPPH [20]. Despite performing better than the compost choy sum and
control choy sum for some of our experiments like water retention ability, our tests
have proven that supermarket choy sum had the lowest antioxidant levels, while choy
sum with vermicompost had the highest. This shows that plants with biostimulants
processed through vermicomposting were the healthiest and therefore benefit human
health most.

4 Conclusion and Future Work

In the experiments conducted, the plants grown with vermicomposted okara bios-
timulant performed better, both physically and health-wise, compared to the other
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Fig. 14 Graph 2:Amount ofwater absorbed by control, compost, vermicompost and commercially-
grown supermarket batches of choy sum after 28 days of growth

three types in terms of the four factors we established to define plant health. Thus, it
can be concluded that not only is okara a viable base for good biostimulants as it has
a low carbon–nitrogen ratio, but also that vermicomposting increases the biostim-
ulants’ effectiveness, as it increases the number of microorganisms involved in the
production of biostimulants. With our vermicomposted okara biostimulants, we can
contribute to recycling nitrogen-rich organic wastes and improve Singapore’s food
security by producing higher yield of healthier plants, bringing our nation one step
closer to our 30-by-30 food self-sustainability goal [21].

Our projectwas limited by the space allocated to growour plants in the greenhouse
as we could only grow 1 batch of choy sum at a time. This proved a limitation
as although the greenhouse keeps various factors such as soil type and substrate
type constant, differences in the amount of sunlight and humidity levels caused
deviations in the conditions for each batch. However, these deviations are minimal as
the greenhouse is ventilated and controls temperature and humidity, ensuring that our
plants do not lose too much water via transpiration. Thus our results pertaining to the
mass of water retained by choy sum are unaffected. Moreover, to eliminate variables
like pests, we visited the greenhouse as much as possible to get rid of weeds and pests
and check our plants. More research can focus on a potentially feasible alternative
for composting to produce biostimulants: the use of black soldier fly larvae. Black
soldier fly larvae composting may be faster than vermicomposting. Other modes of
action of biostimulants other than carbon–nitrogen ratio and microorganisms, such
as particle size, can be further researched on. Furthermore, there may be potential
in substituting okara with other kinds of food waste as compost material, especially
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nitrogen-rich waste to implement this project on a larger scale, manage more food
waste and produce fruit and vegetableswith higherwater retention and sucrose levels.
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Novel Combination of Plantar Pressure
and Lower Limb Rotation Measurements
Towards Monitoring and Early Detection
of Diabetic Foot Ulcers

Yuan Zhe Wen and Jovan Liau Yi Jun

Abstract Diabetes is a chronic illness with severe impacts on the patient’s health.
Specifically, diabetes may lead to other complications, such as diabetic foot ulcera-
tions. Diabetic foot ulcers progressively deteriorate without proper treatment, with
infections leading to hospitalization and amputation. However, loss of sensation
resulting from diabetic neuropathy and other complications may result in these foot
ulcers going unnoticed. One of the preventing strategies is to use monitoring devices
to detect early onset of diabetic foot ulcers. Previous studies used plantar pressure
or joint mobility as indicators to design such devices. However, very few studies
combined both measurements. The measuring systems involved are also difficult to
operate. The aim of this paper is to present a non-invasive household tool prototype
for monitoring and early detection of diabetic ulcers by combining plantar pressure
measurements fromTEKSCANHUGEMAT and hip range of motionmeasurements
from a gyroscope sensor installed in smartphones. This new prototype models the
situation where a patient walks on a floormat while the phone is located within the
front pants pocket at home, which requires minimal human intervention to predict
the risk of diabetic ulcerations. Further testing shows that this prototype can obtain
measurements with reasonable accuracy.

Keywords Diabetic foot ulceration · Loss of sensation ·Monitoring device ·
Combined measurements · Non-invasive household tool

1 Introduction

A diabetic foot ulcer is an open sore or wound commonly located at the bottom of
the foot [1], which are difficult to treat. This is especially so in later stages where
infection of thewoundmay occur, leading to the need for amputation. Early detection
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and treatment can help reduce the chances of surgical intervention. One issue faced
for early detection is diabetic neuropathy, where damage to the nerves results in
inability of diabetic patients to detect the diabetic foot ulcers. In addition, many
diabetic patients suffer from poor vision as a result of diabetic complications. Thus,
it is difficult for diabetic patients to check foot conditions themselves. A household
monitoring tool for diabetic ulceration would be desirable.

Diabetic patients are at risk of developing diabetic foot ulcers due to a variety of
reasons, amongst which diabetic peripheral neuropathy is the most important etio-
logic factor, but there is a complex interplay between a number of other contributory
factors, such as limited joint mobility and altered foot pressures [2]. Past studies have
been done on identifying diabetic groups by using joint mobility or plantar pressure
as indicators. It was reported that peak foot pressure is significantly higher in diabetic
ulceration and diabetic neuropathy groups [3]. A reduction in joint mobility is also
observed among diabetic patients [4]. However, no previous study has been done to
combine these two measurements together to assess diabetic foot condition. Eval-
uating two parameters at the same time allows us to have a deeper understanding
of gait dynamics and monitor foot conditions more effectively. Recently there are
diabetic foot assessment systems using image analysis [5], in-shoe sensors [6] or
thermal imaging system [7]. Image analysis and thermal imaging systems require
the patient to use smart devices to scan their foot regularly. In-shoe sensors have a high
chance of slipping while walking and have low spatial resolution for the data, leading
to unsafety and inaccuracies in measurements. Clinically, the hip rotation angle is
measured with a goniometer, which is a highly specialized equipment. Hence, the
patients are unable to complete the measurements on their own. Given the fact that
the elderly comprise a large proportion of diabetic patients, it is essential to develop
a combination of devices to be able to be implemented as a non-invasive method
of tracking the disease progression of individuals, with little human intervention to
operate and lower cost compared to clinical devices.

In this paper, the plantar pressure is measured with a device designed similarly to
a floormat, whereas tracing of the angular motion of the hip would be conducted by a
phone with a built-in gyroscope placed near hip joint to model the situation where the
phone is locatedwithin the right front pocket. Patients can put the pressuremeasuring
device outside the toilet door at home or a location where he will step on barefoot
on a regular basis to take pressure measurements. With algorithm to synchronize
gyroscope with the pressure measuring device, the system can record down angular
velocity concurrently. Data will be analysed and the system can evaluate the risk of
getting diabetic ulceration or determine if ulcers are likely to exist already. Such data
analysis would require machine learning based on large datasets. Relevant factors
such as age, ethnicity, gender, past medical history, and even foot size need to be
taken into account to give a fair evaluation on the risk of getting diabetic ulcers. Thus
some preliminary data that allows us to do simple classification would be helpful in
designing the algorithm in a later stage.

The aimof this paper is to construct such a prototype tomeasure and investigate the
combination of plantar pressure and the hip rotation to allow for the classification
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of individuals as healthy versus diseased, particularly towards early detection of
diabetic foot ulcers. As such, a commercially-available device could be developed.

2 Methodology

Tekscan HUGEMAT (0.35 sensel per sq-cm and a frame rate of 8 frames per
second) was used for plantar pressure measurements. The angular velocity of hip
was measured a gyroscope built into a HUAWEI p20 with a sampling rate of 546
data points per second. Android app IMU+GPS-Stream was used for data logging.
34 non-diabetic volunteers participated in this study. Age, gender, weight, height and
past foot conditions were collected.

In experiment, individuals began walking barefooted at a non-controlled, steady
pace from 2 meters away from the Tekscan Mat, and hold the phone used approxi-
mately 5cm away from the right hip joint vertically (Fig. 1). Subjects were given time
to familiarize themselves with the test settings. Each individual was asked to walk
across the mat barefooted in the same direction for 20 runs. The angular velocity of
hip rotation in the sagittal plane (Fig. 2) was also measured concurrently.Maximum
peak plantar pressure and the hip range of motion in the sagittal plane within each

Fig. 1 Setup used to record
measurements
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Fig. 2 Output from Tekscan
Software

run were invesitagted. One full gait cycle begins at the heel strike of one foot and
continues until the heel strike of the same foot in preparation for the next step [8]
(Fig. 4). The peak plantar pressure is defined as the highest pressure recorded by the
sensors over a full gait cycle; the hip rotation angle is the angle that hip rotates from
extension to flexion in one gait cycle, obtained by integrating angular velocity over
time processed by python (Fig. 3).

3 Results

The experimental data demonstrates that this prototype can collect measurements
with a reasonable accuracy. As expected, all volunteers’ data falls into healthy range,
indicating that they do not have foot conditions that affect gait. BMI is the most
important risk factor for diabetic ulceration.

The raw data obtained from measuring instrument were plotted for the gyroscope
(Fig. 5) and the pressure mat (Fig. 6).The hip range of motion in the sagittal plane
was computed by integrating the angular velocity (Fig. 7). Two distinct peaks can
be observed in peak plantar pressure record over one gait cycle (Fig. 6). These two
distinct peaks occur at two different instances: the first occurring where the heel
comes into contact with the pressure mat (heelstrike), the second occurring at the toe
region when the foot leaves the mat (pushoff) [11]. This proves that this measuring
system is sensitive enough to detect a full gait cycle.

The raw data of the volunteers was collected and maximum peak plantar pressure
against range of motion in the sagittal plane was plotted (Fig. 8). The conservative
threshold for peak pressure of 40 N/cm2 for diabetic patients is taken from literature
[12]. All volunteers’ peak pressure values are within normal range. For the hip range
of motion, different studies show different threshold values, ranging from 25.99 (SE:
3.63) degrees [13] to 44.7 (SE: 1.3) degrees [14]. Here we focus on investigating
people who are less flexible, so the threshold was set to be 25.99°. All our volunteer
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Fig. 3 Diagram of the sagittal plane (pink) [9]

Fig. 4 Stages in a gait cycle [10]

data is within the healthy range. Thus reasonable numbers can be picked up using
this simple device.

We tried to classify the data based on gender, BMI and age using peak plantar
pressure and hip rotation angle by performing t-tests. From the graphs (Figs. 9 and
10),we observe that for both range ofmotion and themaximumpeak plantar pressure,
there is no significant difference for different genders (p > 0.05). People with high
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Fig. 5 Angular velocity
(°/s) against time (s)

Fig. 6 Peak plantar pressure
(105 Pa) against time (s)

Fig. 7 Hip rotation angle (°)
against time (s)
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Fig. 8 Peak plantar pressure
(105 Pa) against hip rotation
angle (°)

Fig. 9 Range of motion in
sagittal plane by gender

Fig. 10 Maximum peak
plantar pressure by gender
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Fig. 11 Range of motion for
different BMI

Fig. 12 Maximum peak
plantar pressure for different
BMI

BMI have a smaller range of motion (Fig. 11, p < 0.05), but BMI is not a predictor
for peak plantar pressure (Fig. 12, p > 0.05). Based on our data, age does not affect
range of motion and peak plantar pressure significantly as well (Figs. 13 and 14,
p > 0.05). In this case, age and gender do not play a role in determining the range
of motion and peak plantar pressure. One possible reason is that the age difference
between volunteers is small and all the volunteers are considered very young (all
below 35) for disease to develop. Thus, only BMI is the main determinant.

4 Discussion

With our measuring system, we can classify individuals under 2 sets of conditions
using maximum peak plantar pressure and range of motion. The plot of maximum
peak plantar pressure against range ofmotion allows for a classification of individuals
into 4 categories (Fig. 15). (I) inflexible and high plantar pressure; (II) flexible and
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Fig. 13 Range of motion for
different ages

Fig. 14 Maximum peak
plantar pressure for different
ages

Fig. 15 Four categories for
individuals
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Fig. 16 Deterioration of
health over time for
individual (indicated by red
dashed arrow)

high plantar pressure; (III) inflexible and low plantar pressure; and (IV) flexible and
low plantar pressure. These four categorisations allow us to track the health of the
individual, and particularly disease progression for diabetic patients. A shift in these
points over a long period of time can be used to determine the rate of change of an
individual’s flexibility and plantar pressure, which indirectly signifies the health of
the individual. If an individual’s diabetes has deteriorated, data points are expected
to shift towards region (I) (Fig. 16).

The fact that peak plantar pressure and joint mobility allow for a risk prediction
for the development of diabetic ulcers is proven biomechanically in past literature.
Elevated glucose levels among diabetic patients cause sugar to stick to collagen
in bones, cartilage and tendons. When collagen becomes glycosylated, it thickens,
resulting in stiffness and preventing bones from moving smoothly through the full
range of motion [15]. Thus, the low range of motion of the hip in the sagittal plane
can be attributed to a decrease in flexibility of the individual caused by diabetes.
Subsequently, the reduced joint mobility causes elevated foot pressure. During gait in
healthy individuals,muscles help to distribute plantar pressures generated in response
to mechanical loading on the ground [16]. However, for diabetic patients, limited
ankle dorsiflexion and subtalar joint mobility may reduce the foot’s ability to absorb
shock. The smaller contact area caused by foot deformities, which is prevalent among
diabetic patients, further contributes to the development of tissue breakdown that can
precede ulceration in patients without foot sensitivity. Research has shown that ulcers
develop at sites of maximum pressure [17]. Thus, this measuring system can also be
used to predict the location of foot ulcers.

This novel measuring system allows us to investigate other possible parameters
for a more comprehensive outlook on the risk of diabetic ulcerations like walking
speed, stride length, contact area and plantar force that may be further extended for
the prediction and monitoring of the health conditions.
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5 Conclusions

Within this paper, a non-invasive prototype to monitor disease progression via a
combination of a plantar pressure measuring floormat and the tracking of angular
rotation of the hip has been proposed. The plantar pressure and the hip rotation in the
sagittal planewere investigated, and a categorisation of individuals can be drawn from
the results obtained. Possible reasons for such observations are also proposed. This
may be further extended for the prediction and monitoring of the health conditions
of individuals.
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IoT Smart Trolley System for Healthcare

Jiaqiang Yeow, Yongqing Zhu, Paul Horng Jyh Wu, and Fang Liu

Abstract Technological advances in Internet of things (IoT) have brought the tech-
nology well within the reach of many small and medium enterprises as well as
consumer markets in recent years. Food preparation in the healthcare industry is
generally labor intensive and there are safety standards to adhere to. There is great
potential in applying IoT technologies to improve food preparation and streamline
the process in hospitals. In this paper, an IoT smart trolley system is proposed to auto-
mate the process of temperature tracking of food trolleys in hospitals. The system
targets to reduce the time and labor needed to record temperatures of food trolleys,
and improve the accuracy of the data collected, thereby resulting in cost-savings
in the long run and allowing real-time monitoring of temperatures in food trolleys.
Various hardware and software technologies are applied in the system, including
Raspberry Pi for data collection, MQTT via Wi-Fi for data transmission, and Fire-
base cloud backend for data store and process, etc. After design and implementation,
the IoT smart trolley system has undergone different levels of testing. The system
can achieve its objective to automatically record and monitor temperatures for food
trolleys with improved data accuracy and reduced time and labor.

Keywords Temperature tracking · Real-time monitoring · IoT · Healthcare
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1 Introduction

The Dietetics and Catering Services of a hospital is responsible for meeting the
nutritional and dietary requirements of the patients. The quality objectives of hospital
food services are to provide the right food to the right patient at the right time while
avoiding food wastage. Not only must the food provided be safe for consumption,
it must also be palatable. To meet these objectives, heated food trolleys are used in
hospitals to keep the portioned food trays at a desired temperature before they are
delivered to the wards.

Harmful bacteria can grow in food at a temperature range from 5 to 60 °C. This
temperature range is known as the Temperature Danger Zone [1]. Hospitals are
required to maintain the correct temperature of food outside of this Temperature
Danger Zone before serving to patients. Currently, hospitals are portioning food into
food trays and putting those trays into heated food trolleys that maintain the food
temperature at 70 °C. These heated food trolleys, with the food trays inside, are then
delivered to the wards at mealtimes.

As part of audit requirements, the hospital must record these temperature readings
in the heated food trolleys before the food is served to patients [2]. Currently, there
is no system available for recording the temperature of food trolleys. Hospital staff
have to rely on pen and paper to manually record temperature readings taken from
analog thermometers which are placed inside the heated food trolleys. These temper-
ature readings are then manually keyed into excel spreadsheets. The whole process,
involving multiple staff from the kitchen, ward and the administrative teams, is very
laborious and time-consuming.

In this paper, we propose an Internet of things (IoT) smart trolley system to
automate the process of temperature monitoring and recording for food trolleys in
hospitals. The proposed IoT system target to reduce the human labors required in
the traditional process of temperature recording, while obtain highly accurate and
consistent temperature data at the same time. This paper is organized as follows.
Section 1 is the introduction, followed by literature review in Sect. 2. Design of the
IoT smart trolley system is presented inSect. 3. Section4 introduces the system imple-
mentation, including hardware setup, software development, and security processes.
Section 5 discusses different levels of testing on the system, and Sect. 6 concludes
the whole paper.

2 Literature Review

IoT has introduced new ways to utilize technologies to provide better business solu-
tions and add values to many industries, including healthcare and food supply chain
management. In the healthcare industry, implementation of IoT technologies has
largely revolved around patient care applications and mobile IoT devices, which
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face energy challenges such as energy constraints, limited battery or accessing to
energy resources [3].

Research has been done on the use of LoRaWAN [4], 6LoWPAN [5] and Sigfox
[6] networks for hospital networks [3, 7]. Although these technologies have a better
range than Wi-Fi [8], the hefty infrastructure and subscription costs would outweigh
the financial benefits if these technologies were considered for the proposed IoT
system. There was also research done on successfully creating a user friendly and
low maintenance system that transfers sensor data (such as temperature) through
Message Queuing Telemetry Transport (MQTT) publish and subscribe protocol in a
Smart hospital setting [9].

In food supply chains, IoT devices are already being used in farming and food
manufacturing. A study has shown that the introduction of IoT technologies has
benefited food production. However, IoT technologies are currently mostly available
to larger corporations but still out of reach of smaller businesses [10]. Despite the
limitations imposed by high costs, a small-scaled and successful proof-of-concept
experiment had created an automated system to monitor humidity and temperature
data in a cold food storage [11]. This was shown to be an effective way of monitoring
and could translate into savings in terms of labor cost.

In hospital food preparation, meals are increasingly being cooked in advance
through cook-chill and cook-free systems which offer better flexibility when
preparing and serving large quantities of food in a hospital. According to [12], food
should be cooked at temperatures 70 °C or above for at least twominutes to eliminate
micro-organisms. Proper cooling is used to prevent bacterial spores that survive the
cooking process from growth. The cooked food should be: (1) consumed immedi-
ately; or (2) kept for a short duration of time at a temperature of 63 °C or higher;
or (3) cooled rapidly and kept at 3 °C or below to prevent micro-organism growth,
and reheated to an internal temperature of above 70 °C for more than 2 min before
consumption.

3 Design of IoT Smart Trolley System

This paper proposes an IoT smart trolley system, to automate the process of temper-
ature monitoring and recording of food trolleys in hospitals. The system targets to
reduce the time and labor needed to record temperatures of food trolleys, and improve
the accuracy of the data collected at the same time.

3.1 Architecture of IoT Smart Trolley System

System architecture of the proposed IoT smart trolley system is shown in Fig. 1.
It includes Temperature Recording Devices, IoT Gateway Device, Firebase cloud
backend, web application front-end, and email service. In the system, Raspberry
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Fig. 1 Architecture design of IoT smart trolley system

Pi Zero W is deployed in the sensor units that attached to the food trolleys for
data collection purpose. These sensor units relay temperature readings using MQTT
over a Wi-Fi network to a Raspberry Pi 3B+ gateway, and transmit to the IoT
Gateway Device. The gateway device uploads the temperature recordings to a Fire-
base backend database (Cloud Firestore) through a 4G cellular network. The Firebase
backend can be accessed by both a web application front-end as well as a scheduler
which periodically sends emails to the users’ email addresses [13].

3.2 Related Technologies

Various software and hardware technologies are used to achieve the IoT smart trolley
system. In order to collect data, there must be a sensor attached to each food trolley
to record the temperature readings. A processor or “brain” is required to interpret
the temperature data received from the sensor. Raspberry Pi Zero W [14] is adopted
here which comes with built-in Wi-Fi and Bluetooth capabilities. Considering the
power consumption, there are electrical charging points above each food trolley in
the trolley docking bay that can charge the battery or use power bank to charge the
sensor unit. In this work, a power bank can be used to power the Raspberry Pi. A
10,400 mAh power bank has the capacity to power a Raspberry Pi Zero W for a
minimum of 6 h on continuous usage, and around 46 h on standby [15]. Raspberry
Pi 3B+ is used for the IoT gateway device that is responsible for collecting data from
multiple sensors.

Raspbian Operating System (OS) [16] is a Debian-based [17] and lightweight
operating system used by Raspberry Pi. Raspbian Lite is installed on the temperature
recordingRaspberry Pi ZeroWdevices,whereasRaspbianDesktop is selected for the
IoT Gateway Device. Third party open-source libraries are installed on the Raspbian
OS. These include the CircuitPython library [18] for working with the hardware
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modules such as temperature sensors, as well as the Eclipse Paho Python client
library [19] for enabling python scripts to use MQTT.

For wireless protocol, Wi-Fi [8] is chosen for data transmission from tempera-
ture sensors to the IoT gateway device. Wi-Fi is favorable due to its longer range
comparing to Bluetooth that can cover the kitchen loading bay area and its ability
to support large amount of cell nodes. Moreover, Wi-Fi is a well-established tech-
nology, and there are many devices and software libraries that can support Wi-Fi.
Considering the transmission distance between IoT gateway devices and the backend,
a wireless protocol supporting long range (e.g. 4G) is required for data transmission.

MQTT [20] is used for transmitting the temperature data from the devices attached
to the trolleys to the central IoT gateway device located in the kitchen. Eclipse
Mosquitto [21], an open source implementation of MQTT protocol, is implemented
to perform messaging through a publish/subscribe model. It is lightweight, thus
making it feasible for the small transmission bandwidth capacity of IoT applications.

In the backend, Firebase cloud [22] is deployed to store and process the temper-
ature data after receiving from the IoT gateway devices. As a real-time database,
Firebase is very useful as it can display temperature data in real-time so that data can
be monitored and actions can be taken quickly in the case of abnormalities. Besides,
the documentation is comprehensive and easy to read. Firebase is also cost effective.
Firebase backend can be accessed by both a web application front-end and a sched-
uler which periodically emails reports to the users’ email addresses. This scheduler
service can be provided by Firebase cloud backend.

4 System Implementstion

Implementation of the IoT smart trolley system includes various hardware setup and
software development for data store, process, and presentation.

4.1 Hardware Setup

Hardware setup of the system mainly includes the Temperature Recording Devices
and IoT Gateway Devices. These devices are made up of multiple components such
as DHT temperature sensor, Raspberry Pi, LCD screen, and casing.

Temperature Monitoring Unit is designed to be mobile and powered by a power
bank. As shown in Fig. 2, the Temperature Monitoring Unit includes the following
components: Temperature and Humidity Sensor, Potentiometer, Real-Time Clock
Module, Raspberry Pi Zero W, and LCD screen.

The IoT Gateway Device collects temperature data from Temperature Recording
Units and uploads these data to a Firebase backend which is accessible by a Web
Application. Components of the IoT Gateway Device include: Raspberry Pi 3B+,
LCD screen, and 4G USB Dongle.
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Fig. 2 Breadboard setup of temperature monitoring unit

4.2 Software Development

Besides hardware setup, various software are implemented in the system to support
data store, process, and presentation as well. One main effort in this work is web
applicationdevelopment.Webapplicationprovides the front-end interfaces that allow
the user to interact with the data gathered. The application is developed usingAngular
8 [23] which is a client-side framework that uses JavaScript and Typescript to create
dynamic web applications.

The Web Application provides four main functionalities: Dashboard, Account
Management, Email Configuration, and Download (Fig. 3). The Web Application
uses an Operational Dashboard to give a quick overview of the operations to the end-
user who is either in an administrative or operational position. Account Management
provides two functionalities. First, it allows the user to change his password. Second,
if the user is an Admin or Supervisor role, it allows the user to grant levels of
privileges to other users. The system monitors and records the temperature readings.
If a recorded temperature falls outside of a threshold range in the given period of
time, the system will send an email notification to the user. Furthermore, the system
can also send periodic emails with attached reports to the user. The user can configure
the frequency of email that the system will send the report. In addition, the user can
export data from the system in the formof an excel spreadsheet through theDownload
view. The user interface design improves the user experience and satisfaction, and
ultimately aids in user acceptance of the system. An intuitive design allows for quick
and efficient retrieval of desired information.
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Fig. 3 System architecture diagram of web application

Cloud functions serve to run backend code and perform computations
in response to events that are triggered by the Angular Web Applica-
tion front-end. The cloud functions used by the Web Application include:
app,createNewUser,createRecording,deleteUser,dispatchMail, etc. Since the code
is stored on the cloud in a managed environment, it is not run on the user’s computer
or revealed to the user on the front-end. This provides several benefits, such as being
able to run sensitive code on the cloud backend without the risk of modifications
from the user, as well as avoiding the need to scale and manage a server.

TheCloudFirestore datamodel provides theweb application theflexibility to store
data in hierarchical structure, which is organized into collections and can contain
nested documents or further sub-collections. The primary advantage of using Cloud
Firestore is its data synchronization capability to update data on any connecteddevice.
This is very useful on a system thatmonitors data in real-time. Furthermore, theCloud
Firestore database is designed to scale with the cloud infrastructure, making it easier
to scale the database in a cost-effective way.

4.3 Security Processes

In order to ensure that a valid user is able to access the web application and prevent
unauthorized access, authorization is required to determine which level of access
should be granted to a user based on his user credentials. Figure 4 shows the
authorization process flow of the Angular Web Application.
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Fig. 4 Authorization flow of web application

To secure the MQTT server on the IoT Gateway Device, encrypted MQTT
communication is implemented to prevent information leakage during data transmis-
sion. In this system, the free OpenSSL [24] utility is used to generate the certificates
for the MQTT server to enable Transport Layer Security (TLS) with Mosquitto. A
generated digital certificate confirms that a specific public key belongs to the subject
included within the certificate. The scripts on the Temperature Monitoring Unit uses
the generated files in conjunction with the paho-mqtt library to transmit secured
MQTT messages over Wi-Fi.

5 Testings

After implementing the IoT smart trolley system prototype, the system underwent
different levels of testing including modular testing, integration testing, and system
testing.

5.1 Modular Testing

Modular Testing is a type of software testing that checks individual components in a
software. In this level, the entire software application is divided into smaller “building
blocks” and tested individually instead of testing the whole software application at
once. The main objective is to spot errors and bugs in a module, rather than to
show that the module is functioning properly. This level of testing allows multiple
components to be tested concurrently in parallel, thereby speeding up the process of
testing.
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5.2 Integration Testing

Integration Testing combines and integrates modules of a system logically and tests
them as a group. As systems generally comprisedmultiple modules built for different
purposes, it is crucial for Integration Testing to expose bugs and defects when
modules are integrated. The focus of Integration Testing is the interfaces and data
communication amongst these modules.

During Integration Testing, testing is conducted by joining two or more modules
which are logically linked. Additional modules are subsequently added to test for
proper functionality. This process is continued until all of the modules are integrated
and successfully tested.

5.3 System Testing

The IoT smart trolley system comprises hardware and software modules. The
objective of System Testing is to validate the complete system from end-to-end.

Regression Testing is done to confirm that a change made during the coding
process has not created issues or bugs. It is done by re-executing the test cases to
ensure that existing features are functioning properly and no previous bugs re-surface
from adding new modules over the time. The test cases are prioritized according to
critical functionalities and requirements, and not all the test cases are re-executed.

Recovery Testing verifies whether the system can recover failures such as hard-
ware or software crashes, or even network failure. Both the Temperature Monitoring
Unit and IoT Gateway Device have shell scripts which run on startup. These scripts
start up the software (e.g. MQTT server on IoT Gateway Device) as well as python
programs automatically. During the test, when a device is brought down by failure
and restarted, the shell script in the respective device can run and start up the relevant
software on boot. In the event of failure on the Wi-fi Router or 4G Mobile Data
Network, Temperature Monitoring Unit and IoT Gateway Device can store the data
locally and retransmit the data when network connectivity is re-established.

6 Conclusions

This paper proposes an IoT smart trolley system to automate the process of temper-
ature recording and monitoring for food trolleys in hospitals. Various technologies
are used in the system including MQTT, Raspberry Pi, and Firebase backend. Data
collected are stored in the Firebase backend and the results are generated in reports
which are accessible through an Angular Web Application. Temperature Recording
Devices and IoT Gateway Devices are setup with different hardware components.
Software implementation includes front-end and backend, where web application
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development is the main effort. Authorization and encrypted MQTT communication
are implemented to control access to the data as well as secure data transmission.

After the proper design and implementation, the IoT smart trolley system has been
tested under different levels. The system can achieve its objective to automatically
record and monitor temperatures for food trolleys. Not only does the system improve
quality and accuracy of the temperature data collected, it also saves the time and effort
in collecting this information and minimizes the risk of food contamination.

In the future, Machine Learning applications can be incorporated into the IoT
smart trolley system. Additional data parameters, such as humidity data, can be
collected and analyzed together with the temperature data. Predictions can be made
in advance to recommend whether a food trolley requires preventive maintenance.
Besides applications in a hospital kitchen environment, the system can be deployed
in other environments within the business domains of healthcare and F&B. These
can include other non-medical devices in hospitals, food manufacturing, catering,
vending machines, food storage and food transportation.

References

1. Singapore Food Agency, 2019. Guidelines on Proper Storage of Food in Refrigerators and
Maintenance of Refrigerators. [Online] Available at: https://www.sfa.gov.sg/docs/default-sou
rce/food-retailing/practices-and-guidelines/guidelines-on-proper-storage-of-food-in-refrigera
tors.pdf

2. JointCommission International, 2017. JointCommission InternationalAccreditation Standards
for Hospitals. 6th ed. Oak Brook: Joint Commission Resources.

3. Shahamabadi,M. S.,Ali, B.B.M.,Varahram, P.& Jara,A. J., 2013.Anetworkmobility solution
based on 6LoWPAN hospital wireless sensor network (NEMO-HWSN). Proceedings - 7th
InternationalConference on InnovativeMobile and Internet Services inUbiquitousComputing,
IMIS 2013, pp. 433–438.

4. Angular 8. [Online] Available at: https://angular.io/
5. LoRaWAN. [Online] Available at: https://lora-alliance.org/
6. LoWPAN. [Online] Available at: https://datatracker.ietf.org/wg/6lowpan/charter/
7. Dumka, A., 2019. Smart information technology for universal healthcare. In: Healthcare Data

Analytics and Management. s.l.:Elsevier, pp. 211–226.
8. Eclipse Paho Python client. [Online] Available at: https://www.eclipse.org/paho/clients/pyt

hon/-cloud-functions-firebase-cron.html
9. Jaisree, K., Sharmila, J., Jeevitha, J. & Chandrakala, K., 2017. Smart Hospitals Using Internet

of Things (IoT). International Journal of Trendy research in Engineering and Technology
(IJTRET), 1(3), pp. 1735-1737.

10. Dolci, R., 2017. IoT solutions for precision farming and foodmanufacturing. IEEE 41st Annual
Computer Software and Applications Conference, pp. 384–385.

11. Karim, A. B., Hassan, M. Z., Akanda, M. M. & Mallik, A., 2018. Monitoring food storage
humidity and temperature data using IoT.MOJ Food Processing & Technology, 6(4), pp. 400-
404.

12. Lund, B. . M. & O’Brien, S. J., 2009. Microbiological safety of food in hospitals andother
healthcare settings. Journal of Hospital Infection, Volume 73, pp. 109-120.

13. The Firebase Blog, 2019. Scheduling Cloud Functions for Firebase (cron). [Online] Available
at: https://firebase.googleblog.com/2019/04/schedule

https://www.sfa.gov.sg/docs/default-source/food-retailing/practices-and-guidelines/guidelines-on-proper-storage-of-food-in-refrigerators.pdf
https://angular.io/
https://lora-alliance.org/
https://datatracker.ietf.org/wg/6lowpan/charter/
https://www.eclipse.org/paho/clients/python/-cloud-functions-firebase-cron.html
https://firebase.googleblog.com/2019/04/schedule


IoT Smart Trolley System for Healthcare 423

14. Sahoo, N., Lin, H. W. & Chang, Y. H., 2019. Design and implementation of a walking stick
aid for visually challenged people. Sensors (Switzerland), 19 (1).

15. Raspberry Pi. [Online] Available at: https://www.raspberrypi.org/
16. Sigfox. [Online] Available at: https://www.sigfox.com/en
17. Raspbian OS. [Online] Available at: https://www.raspberrypi.org/downloads/raspberry-pi-os/
18. CircuitPython. [Online] Available at: https://circuitpython.org/
19. Wi-Fi. [Online] Available at: https://www.wi-fi.org/
20. Message Queuing Telemetry Transport (MQTT). [Online] Available at: https://mqtt.org/
21. Eclipse Mosquitto. [Online] Available at: https://mosquitto.org/
22. Firebase cloud. [Online] Available at: https://firebase.google.com/
23. Debian. [Online] Available at: https://www.debian.org/
24. OpenSSL. [Online] Available at: https://www.openssl.org/

https://www.raspberrypi.org/
https://www.sigfox.com/en
https://www.raspberrypi.org/downloads/raspberry-pi-os/
https://circuitpython.org/
https://www.wi-fi.org/
https://mqtt.org/
https://mosquitto.org/
https://firebase.google.com/
https://www.debian.org/
https://www.openssl.org/


Portable Precision Ellipsometer
for Analysis of Molecular Layers

Han Lin Li, Keith Hong Xun Ong, and Nikolai L. Yakovlev

Abstract Precision ellipsometry (PREL) is an analytical technique that measures
changes of light polarisation that reflects off the surface of a sample. It can be used to
determine molecular layering or bonding between chemicals. A new portable PREL
system has been designed and made. It contains a polarisation modulator which has
a self-tuning generator for it to oscillate at the resonance frequency, a photodetector
which has its signal current amplified by transistors and an Arduino programmed
with phase lock function. The work of the system has been examined by measuring
adsorption of propanol to oxidized silicon in air and attachment of small molecules
and polymers in water. It is shown that this system has sensitivity down to the
molecular level. This portable PREL system is energy efficient, cheap, light, while
maintaining high sensitivity and can be applied for the analysis of molecular layers
in the lab and in the field.

Keywords Precision ellipsometry · Polarisation modulation · Adsorption ·
Molecular binding

1 Introduction

The precision ellipsometry (PREL) is a tool used to analyse molecular layers using
optics. It measures the polarization of light reflected off a surface of a material [1]. It
can model a system that can be used to find out the thickness, surface roughness, and
optical constant of various films that are usually hard to measure as they are smaller
than thewavelength of light. It is also able to detect bondingwithin 2molecular layers
through the signal received that indicates a change of polarization of reflected light.
Changes in polarization are measured using modulation of polarisation. It creates
AC component of the light passing through the modulator. This AC component is
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extracted by a lock-in amplifier which creates a signal proportional to the rotation of
polarization, which is in turn proportional to the thickness of the layer. It has various
applications, from analysis of water to analysing molecular layers.

Previous tabletop precision ellipsometry system is bulky and requires socket
power supply. We aim to create a precision ellipsometry system, one that is portable
but equally as precise as the original tabletop system. To enable the sensitivity, we
use polarisation modulator. To enable the portability, we make self-tuning generator
for the modulator and realise the phase-lock function in Arduino microcontroller.

2 Materials and Methodology

The ellipsometry system consists of 3main parts, optical part, fluidic part, and optical
cuvette that holds substrate and molecules in the study. It includes laser, cuvette
holder, retarder, modulator, and a photodetector (Fig. 1).

Fig. 1 Set-up of a liquid precision ellipsometry system (top) and states of polarisation: a original,
b after reflection off the sample, c after passing through the retarder (bottom)



Portable Precision Ellipsometer for Analysis … 427

Light from the laser contains some diffused light and passes through a polarizer to
be linearly polarised and removes diffused light as only light that is perpendicular to
the polariser can pass through. After it hits the sample, it is elliptically polarized and
passes through the retarder which causes it to be linearly polarised by angle gamma.
The light then passes through a modulator that modulates it and a photodetector then
converts the light signal to a current. From these, we can obtain the amplitude of
modulation, the light intensity, and the voltage from the photodetector which is used
to determine the thickness of the layers.

2.1 Modulator

The modulator consists of a polariser combined to 4 springs which are in turn
connected to 4 piezo-transducers, Fig. 2. When the piezo is at positive voltage it
vibrates downwards and rotates the polariser slightly anti-clockwise. Conversely, at
a negative voltage, the polarizer rotates slightly clockwise. This rotation modulates
the light: the light intensity is at the minimum as modulator axis is perpendicular to
the polarisation of reflected light. When it rotates clockwise or anti-clockwise, more
light can pass through. This also provides an alternating current in photodetector
output as the axis of polariser rotates left and right [2]. The resonance frequency of
our modulator was 239 Hz and was set to be away from multiples of 50 Hz. This
was first determined using an oscilloscope throughmanual tuning and the self-tuning
generator can accommodate this frequency.

The circuit on the modulator is connected to the sensing and driving piezo. The
aim is to use this circuit and the 4 piezo located in the modulator to make a self-
tuning generator so that the modulator will continuously oscillate in its resonance
frequency. It also provides a reference signal to the lock-in amplifier in the Arduino
which is important in reducing noise. The voltage from sensing piezo also provides
a feedback signal to the Arduino to record the amplitude of modulation.

Fig. 2 Photo of the
modulator
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2.2 Self-tuning Generator

For the circuit to work, the sensing signal must be amplified and phase-shifted while
the driving signal is amplified. To achieve resonance, the driving signal (periodic
force) must be phase-shifted 90 degrees from sensing signal (displacement). This
will lead to a higher and higher voltage which is resonance.

First, when 5 V is applied, the amplitude of the oscillation of sensing piezo is
small. It will be amplified by 20 times using integrated circuit ICL7621D, Fig. 3.
The amplified signal is subsequently phase-shifted by 90 degrees from sensing signal
to achieve resonance. To perform phase-shifting, a resistor and capacitor are used.
The circuit MAX662A creates 12 V for driving signals. The phase-shifted signal is
amplified by the first transistor, T1, and then inverted by the second transistor, T2, and
is used as a driving voltage for the driving piezo, Figs. 4 and 5. Such a circuit allows
the self-tuning modulator to tune to the natural frequency of different modulators as
they have different resonance frequency depending on the shape and type of springs.
With a 5 V power source, we can produce a peak to peak voltage of 24 V.

Fig. 3 Schematic for self-tuning generator realized on two circuit boards: amplifier of sensing
signal (blue) and amplifier of driving signal (yellow) placed on the modulator itself

Fig. 4 Driving voltage from
T1 (purple) and from T2
(red)
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Fig. 5 Signal from
photodetector (purple) and
sensing voltage (red) as
reference for phase lock
function

2.3 Photodetector and Digital Lock-In Detection

To achieve the highest current signal proportional to the laser intensity, the photo-
diode must be aligned linearly with the incident laser. This allows for maximum
conversion from light to electrical current which would result in maximum collector
current after amplification by transistors. This is different from the self-tuning gener-
ator, as the generator uses an integrated circuit. Our objective is to amplify current,
whereas the integrated circuit in the generator provides amplification of voltage.
Hence, transistors are ideal for amplification of current, which is proportional laser
intensity going into the photodiode.

As light is received by the photodiode, it is converted into current within the
circuit, Fig. 6. The direct current is amplified 300 times by transistor T1. The current
then flows to the 2 outer transistors on the right, which are responsible for voltage
amplification. Here a small AC voltage at the transistor base generates a small base-
emitter current which is amplified by the transistor to give a larger AC collector
current. This amplified collector current through the collector resistor creates an AC
voltage that is greater than the input voltage, in this case, 20 times the original. The

Fig. 6 Schematic for quadrant photo-detector amplifier
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transistor T3 amplifies both DC and AC, where transistor T4 further amplifies only
AC.

In addition to these, there are 3 switches on the top side of the detector box, which
are meant to further change the amplification coefficient. The 10× and 3× switches
are responsible for amplification of current, using a very basic concept of adding
or removing resistors in parallel to reduce or increase effective resistance with the
on–off of switches to change the magnitude of the current.

A four-quadrant photodiode is chosen to connect with a set of four LEDs, which
each represent the 4 quadrants (top left to bottom right) of the photodiode. The current
from each quadrant is amplified and goes to respective LED. This allows the user to
tell the alignment based on the brightness of the LEDs, Fig. 7. When all LEDs have
equal brightness, the incident laser is centred onto the photodetector (Fig. 7).

Digital lock-in detection is realized in the Arduino processor to send intensity
and polarisation data to a computer. The data are presented on a graph during the
acquisition and saved using a python program. The whole system is shown in Fig. 8.

Fig. 7 Photo of quadrant
detector amplifier on
Arduino board

Fig. 8 Photo of portable
PREL. From right to left:
laser, cuvette with a
substrate, retarder, modulator
and photodetector
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Fig. 9 Two consecutive
records of propanol
attachment to oxidized
silicon surface in air
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3 Results

Before any experiments, all substrates are cleaned using wet chemistry depending on
what they were used for. Firstly, the modulator must be removed to ensure the laser
is centred on the photodetector. The system then must achieve extinction, and this is
done by rotating themodulator. Tomeasure the full scale, we rotate themodulator and
record the corresponding milliradians needed for a change of 1000 units in intensity.
Measurement is started when all the above conditions are done, and the system is at
extinction state.

3.1 Experiments in Air

Simple experiment to examine the work of PREL system is to measure adsorption of
propanol molecules on oxidised and dried silicon substrate. The substrate was placed
in the optical cuvette, light beam was aligned and data acquisition started, Fig. 9.

A sponge soaked with propanol was placed in the cuvette near the substrate at
100 s, molecules evaporated and adsorbed on the substrates as seen in increase of the
thickness. At around 200 s, the sponge was removed and the molecules desorbed.
Using standard ellipsometric formulae [1], one can calculate the proportion between
the layer thickness and polarisation rotation, which is 4 mrad for 1 nm of organic
molecules on silicon in air. Same in water gives 2 mrad for 1 nm.

3.2 Experiments in Water

For experiments in water, optical system is equipped with a fluidic system [3].
Usually, we will start with the flow of water to ensure all is going well. A typical
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Fig. 10 Attachment of PEI
on the oxidised silicon
substrate and subsequently
TA
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experiment would start water flow, it is stopped at 200 s, and flow again at 400 s.
Then at 600 s, the flow is stopped and a solution of molecules is injected into the
cuvette. After the insertion of chemicals, we must check the strength and extent of
bonding between the substrate and the chemical, and this is done through the rinsing
of water typically at 400 s after the injection to allow more time for bonding to occur
if we know the bonding will be quite weak. We will then stop water flow after about
200 s of rinsing, inject the next solution and wait for 400 s. Same can be repeated
with subsequent solutions and multilayer attachment can be measured in one run.

In the experiment in Fig. 10, 5 mMof polyethyleneimine (PEI) was added at 600 s
and 5 mM of tannic acid (TA) was added at 1200 s. There is an increment of 1.5 nm
after PEI was added and 3.5 nm after TA was added. They are not removed after
rinsing; thus the attachment is permanent. Using such a system, we can accurately
get the thickness of the layers and kinetics of attachment.

In the experiment in Fig. 11, 5mM of aminopropyl silane (silane) added at 600 s,
10 mM of polystyrene sulfonate (PSS) added at 1400 s and 1 mg/ml of bovine serum
albumin (BSA) added at 2200 s. There are increments of 0.8 nm for silane, 0.7 nm
for PSS and 1 nm for BSA. Thus also bio-molecules can be measured using PREL.

4 Further Discussion and Possible Improvements

Other applications of PREL include and drug testing. PREL can test for the ability
of attachment of layers of molecules onto a substrate. Using this feature, PREL can
test for the affinity of antibodies towards antigens in the human body, and thus the
effectiveness of the drug. To do so, a possible way is that we use the antigen as the
substrate and place it in the cuvette, then dissolve the drug into bodily fluids and
place the set-up in a setting of 38 °C to simulate conditions within the body. From
the polarisation, we can measure the thickness of the layer, which corresponds to the
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Fig. 11 Attachment of
aminosilane, subsequently
PSS and BSA
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effectiveness of bondingbetween antibodies and antigens, andhence the effectiveness
of the drug.

5 Conclusion

A new portable PREL system has been designed and made. It contains a modulator
which has a self-tuning generator for it to oscillate at the resonance frequency, a
photodetector which has its signal current amplified by transistors and an Arduino
programmed with phase lock function. It is shown that this system has sensitivity
down to the molecular level. Being able to work in both air and liquid allows it to be
very useful as it can analyse samples in different states. It is convenient to bring the
new PREL around to test for water quality or the affinity of certain molecules.

With the new modulation system, our PREL is energy efficient, cheaper, lighter,
and more compact than tabletop PREL, while maintaining high sensitivity. With
the portable PREL, we can expect new generation of technology that is capable of
engaging high precision metrology. Our very own model would be pioneering this
engagement and participate proactively in all fields of modern technology.

Acknowledgements The authors are grateful to Dr. Chiam Sher-Yi for his help and encouragement
in the course of the project. The authors are also grateful to other students in PREL labwho provided
help for the authors to understand the concepts.
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Incorporating Dilemma Reasoning
into Modern SAT Solvers

Yue Chen Li, Kian Ming A. Chai, and Vincent Boon Chin Seng

Abstract The Boolean SATisfiability Problem (SAT) is an important intractable
problem in computer science with numerous theoretical and industrial applications.
With the growing availability of multi-core and multi-processor systems, parallel
algorithms are increasingly important and useful. Yet, state-of-the-art parallel SAT
solvers are mostly portfolio solvers that exchange learn’t clauses to achieve knowl-
edge sharing. We describe some novel extensions to using Stalmårck’s method to
create a parallel SAT solver. This includes two new knowledge sharing methods
across solvers, t-BFD and c-BFD merging. We prove that t-BFD and c-BFD
merging are distinct, and experimentally show that they occur significantly. In fact,
t-BFD merging occurs more frequently at deeper levels of the problem decompo-
sition tree. Within the problem subtree, t-BFDs merging gives unit clauses, and
c-BFD merging gives clauses that are empirically short. Such short clauses are
likely useful in simplifying the problem. Also, we introduce a more flexible problem
decomposition method than naive splitting on N variables to form 2N subproblems.
Based on the Dilemma Rule, it picks branching literals independently at every vertex
in the decomposition tree. In addition, we engineered a method to avoid processor
starvation in the parallelisation. We benchmarked a preliminary implementation of
our modified solver against Glucose-Syrup 4.1 and show that certain configurations
of restart and runtime budgets allow our solver to outperform Glucose-Syrup 4.1 on
SAT instances. Furthermore, t-BFD merging significantly improved our solver’s
performance on UNSAT benchmarks, suggesting that t-BFD and c-BFD merging
are effective.
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Keywords SAT solver · Boolean satisfiability problem · Parallel algorithms ·
Stålmarck’s method · Dilemma rule · Problem decomposition

1 Introduction

The Boolean SATisfiability Problem (SAT) is a classic intractable (NP-Complete)
problem that is important to many computer scientists and industries as it can
be used to model many real-world problems. Currently, state-of-the-art solvers
are mostly based on the Davis-Putnam-Logemann-Loveland (DPLL) and Conflict-
Driven Clause Learning (CDCL) algorithms [1], and they are significantly faster
than Look-Ahead solvers [2].

Sequential solvers can take a long time to tackle difficult mathematical prob-
lems expressed as SAT. Hence, parallel SAT solvers are useful to trade computing
resources for a shorter solving time [3]. The vast majority of parallel SAT solvers
presently are portfolio solvers, which are solvers that run multiple instances of a
sequential solver with different configurations on the same problem concurrently,
hoping that one of them will be able to solve the problem quickly as different config-
urations can have significantly varying performance on different problems [4]. This
is because DPLL + CDCL is not inherently parallelisable. Efforts to improve parallel
solvers have resulted in the sharing of learnt clauses across solvers, for instance in
Glucose-Syrup [5].

Stalmårck’s method [6], an alternative algorithm to the DPLL + CDCL algorithm,
is better able to lend itself to parallelisation as itsDilemma Rule involves partitioning
of the search space. Recently, a solver based on it, Dissolve [7], was created. In this
paper, we present another approach inspired by this relatively new development
for decomposition and knowledge sharing, two challenges in parallel SAT solving
suggested by Hamadi and Wintersteiger [8].

This paper has three contributions. First, we give a novel way to approach prob-
lem decomposition inspired by the Stålmarck’smethod andDissolve, which provides
greater flexibility than homogeneous decomposition. Second, we present two addi-
tional ways of merging information from splits (t-BFD and c-BFD merging) and
prove that they are different. Third, we also engineer a method to avoid starvation,
a challenge encountered when designing parallel algorithms. An implementation of
our algorithm is benchmarked against Glucose-Syrup 4.1, showing that some config-
urations of our solver are able to outperformGlucose-Syrup in certain SAT instances.
We find that t-BFD and c-BFD merging occur to a significant extent, especially
when we are deeper in the search tree, to derive potentially useful clauses. Further-
more, we show experimentally that t-BFD merging improves the performance on
certain UNSAT benchmarks for our solver.
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2 Preliminaries

2.1 Boolean Satisfiability Problem

We begin with definitions [10]. A Boolean variable, x , is a variable which can take
on the values True and False. For simplicity, we refer to boolean variables as vari-
ables. A literal, l, is a variable x (positive literal) or its negation¬x (negative literal).
A clause C of length N is a disjunction of N literals: C = l1 ∨ l2 ∨ l3 ∨ . . . ∨ lN .
A Conjunctive Normal Form (CNF) formula F of size M is a conjunction of M
clauses: F = C1 ∧ C2 ∧ C3 ∧ . . . ∧ CM . In propositional logic, the Boolean Satis-
fiability Problem (SAT Problem) asks whether it is possible to assign a True/False
value to all variables in a formula so that it will evaluate to True. A formula for which
that is possible is termed satisfiable, otherwise it is termed unsatisfiable.

2.2 DPLL+CDCL Solvers

The DPLL+CDCL algorithm can be summarised as follows. The solver guesses the
value of a variable (such a guess is termed a decision) and simplifies the formula as
much as possible using Boolean Constraint Propagation (BCP) after each guess,
that is, if a literal is true, then all clauses containing it are satisfied and its negation
can be removed from all clauses. If any clause ends up with only one literal, a similar
simplification is applied. This is repeated until either there is no clause containing
only one literal, or the solver arrives at a contradiction, which is termed a conflict.
If the latter occurs, the solver analyses the conflict to determine the reason and
creates a learnt clause, which expresses the condition that must be true to avoid that
conflict—this is the CDCL algorithm. By doing so, the CDCL algorithm is able to
prune the search space to avoid arriving at the same conflict. After that, it backtracks
to a state before the conflict. In either case, it then continues to guess the values of
other variables. Eventually, if the solver is able to guess the values of all the variables
without arriving at a contradiction, the formula is satisfiable. In contrast if the solver
arrives at an inherent contradiction in the formula, the formula is unsatisfiable.

2.3 Stalmårck’s Method

Stalmårck’s method [6] is a system using deductions on parts of the formula to prove
whether a propositional logic formula is a tautology (a formula which is true under
every possible assignment of values to its variables). The key idea involved is termed
the Dilemma Rule. In brief, two parts of the formula are first assumed to either
have the same or distinct truth values. Next, the relationships between the parts are
simplified based on a set of propagation rules. Finally, the two sets of relationships
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are intersected: if a relationship is true in both cases, it is true all the time since the
two cases form a partition of the entire search space. This can be repeatedly applied
to simplify the formula to eventually arrive at a conclusion.

3 Parallel SAT-Solvers with Dilemma Reasoning

In this section, we describe the three contributions of problem decomposition, knowl-
edge sharing and starvation avoidance.

3.1 Decomposition

To create new subproblems for each sequential solver to work on, one straight-
forward way is to pick k decision variables and split on them as done in Dissolve,
which is shown in Fig. 1a. In contrast, to increase the flexibility of our search, we
pick the decision variables to split on independently and randomly at each node. This
way, we build an incomplete binary tree which is as balanced as possible that has the
same number of leaves as solvers we have, with the root-to-leaf path representing
a set of assumptions for each solver, as shown in Fig. 1b. Extensions to this idea is
part of our future work as we did not fully exploit this flexibility presently.

Since each split forms a partition of the current search space, then for any chosen
vertex all the leaf vertices in its subtree form a partition of its search space by
induction. This is an important property that will be required in the next section.

3.2 Knowledge Sharing

Given a certain set of assumptions, let us first introduce the following definitions:
The trail-before-first-decision, denoted t-BFD is the set of literals that are implied
to be true by BCP on the assumptions before any decisions are made. The clauses-
before-first-decision, denoted c-BFD is the set of clauses that are simplified and
not yet satisfied (have literals deleted) due to BCP on the assumptions before any
decisions are made. These different types of derived facts are summarised in Fig. 2.
With that, we present the following two observations.

Observation 1 If any implication is derived from BCP on the assumptions in all
the solvers represented by a set of leaves in the subtree of a vertex, it must be true
for the set of assumptions represented by this vertex. (Intersection, analogous to the
Dilemma Rule)

Thus, we see that for a vertex in the decomposition binary tree, we can take the
intersection of the t-BFD and c-BFD each of all the solvers represented by its
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Fig. 1 Problem
decomposition with N = 6
solvers
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Fig. 2 Types of facts
derived in solvers

Derived Facts

BCP on Assumptions Learnt Clauses

t-BFD c-BFD

children to be true in this subtree. For the c-BFD, we can get rid of any clause
that it subsumes (derived or otherwise) since for any three clauses A, B and C , if
A ⊆ B and B ⊆ C , then A ⊆ C . However, if we obtain an UNSAT result after clause
simplification, we cannot determine whether it is inherent or a consequence of the
assumptions. This is as the CDCL algorithm will give a top-level conflict in both
cases.

Observation 2 Since learnt clauses are independent of the assumptions [7], we can
bring any of learnt clauses up the tree. (Union, similar to Glucose-Syrup)

Observation 2 allows all the solvers to share learnt clauses just like in portfolio
solvers. Together, these observations should help to prune the search space further.
Merging the t-BFDs is especially useful since we learnt the equivalent of unit
clauses, which we can employ BCP on. Ideally, longer t-BFDs are desired as they
are more likely to overlap. This applies similarly to c-BFDs. To achieve that, we
postulate the following:
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Hypothesis 1 The deeper we are in the binary tree, the more literals we will be able
to merge from our children’s t-BFDs.

Hypothesis 2 The deeper we are in the binary tree, the more clauses we will be able
to merge from our children’s c-BFDs.

Hypothesis 1, but not hypothesis 2, is supported by our experimental observations.
Hence, for problems that give long trails, this may be a useful heuristic, especially
since trail merging is a relative cheap operation that can be done in O(N ) time and
O(N ) space, where N is the number of variables in the problem. On the other hand,
merging the c-BFDs is an expensive process if we loop through all the modified
clauses naively, which can take up to O(NM) time, where N is number of variables
and M is the number of clauses. However, with efficient data structures to identify
the modified clauses and determine whether clauses are identical, perhaps through
hashing, we may be able to reduce the overhead. Yet, one would have hoped that
merging t-BFD is sufficient to derive any facts derivable by merging c-BFD, but
that is unfortunately incorrect.

Proposition 1 Both the sets of learnt clauses from merging t-BFD and merging
c-BFD do not imply each other.

Proof Suppose otherwise, that at least one of the sets implies the other. Let A be the
set of learnt clauses from merging clauses and B be the set of learnt clauses from
merging trails. Then either A ⊆ B or B ⊆ A. Figure 3a, b are two counterexamples
to each of the case. This is a contradiction. �

3.3 Maximising Computing Resources

After the problem is decomposed, each solver is assigned a subproblem to work on
for a limited amount of wall-clock time, termed a budget. This allows us to both
merge and use the information derived in the subproblems from a split as well as
recover from possibly ineffective splits of the problem. However, if we wait for both
children to terminate and return the derived information before commencing the
merging, we may encounter starvation [8]. That is, if the solver of one leaf vertex
continues running for an extended period of time until it reaches the maximum
allowed running time (time budget) but all other solvers have terminated earlier, we
may have up to N − 1 idle solvers. An illustration is given in Fig. 4.

To remedy this, we first build a tree which is equivalent to the recursion tree
created by problem decomposition. On this shared tree data structure, we introduce a
hurry flag at each vertex, which will cause the vertex to terminate as soon as possible
and return the information derived so far.

When one vertex terminates, it will reset its hurry flag and set the hurry flag
of its sibling (if said sibling has not terminated) and propagate the flag down the
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Fig. 3 Counterexamples
showing that merging
t-BFD and c-BFD give
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Fig. 4 Dashed edges show
the uncompleted path; Solid
edges show the completed
and idle paths

sibling’s subtree. This way, we are able to propagate the termination signal down to
all solvers blocking a branch. In the implementation, it is important to check the status
of the sibling in a thread-safe manner (e.g. by using mutexes/locks) to avoid race
conditions. Alternatively, the tree can be implemented as a lock-free data structure
to improve performance.

This effectively solves the issue of many solvers idling for a possibly long time
(if the time budget given is long).
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3.4 Pseudocode

Algorithm 1 shows the pseudocode for our idea. It takes the following as parameters:
N , the corresponding node in tree data structure; P , the set of unused variables; A,
the set of assumptions for this subtree; C , the set of merged clauses for this subtree;
R, the number of restarts allowed at each depth; T , the time budget allowed for a
solver. In the pseudocode, the threadSafe keyword denotes the need to guard against
race conditions when processing the statement (e.g. by using mutexes), the parallel
do ... done construct denotes that the statements within the block are executed in
parallel until both are done, and the break statement denotes exit of the innermost
loop containing the statement.

Algorithm 1 Dilemma Main Procedure
1: procedure Dilemma(N , P, A,C, R, T )
2: threadSafe N .done ← f alse
3: learnts ← {trail : {}, clauses : {}, result : unde f ined}
4: if N .solvers Assigned > 1 then
5: for i = 0 to R[N .depth] − 1 do
6: if N .hurry then break
7: x ← pickRandomVar(P)
8: P ← P \ {x}
9: parallel do
10: r1 ← Dilemma(N .l, P, A ∪ {¬x},C, R, T )
11: r2 ← Dilemma(N .r, P, A ∪ {x},C, R, T )
12: done
13: r ← Combine(r1, r2)
14: if job is done by any solver then
15: r.result ← jobStatus

16: if r.result �= unde f ined then
17: learnts.result ← r.result
18: P ← P ∪ {x}
19: add r.trail to learnts.trail
20: add r.clauses to learnts.clauses
21: else
22: Add C to N .solver
23: for i = 0 to R[N .depth] − 1 do
24: if N .hurry then break
25: learnts.result ← N .solver.solveWithBudget(A, N , T )
26: add N .solver.t-BFD to learnts.trail
27: add N .solver.modi f iedClauses to learnts.clauses
28: Remove C from N .solver
29: threadSafe N .done ← true
30: if N .sibling exists then
31: threadSafe N .sibling.propagateHurryIfNotDone
32: threadSafe N .hurry ← f alse
33: return learnts
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Table 1 Comparison of solvers

Heuristics Glucose-Syrup Dissolve Our Solver

Problem decomposition Yes No No

Branch literal heuristic Yes No Yesa

Clause sharing No No No

t-BFD merging Yes Yes No

c-BFD merging Yes Yes No
aSee future work

4 Methods and Results

Combining the ideas in Sect. 3, we arrive at ourmodified algorithm. Table 1 compares
our solver with Dissolve and the unmodified Glucose-Syrup 4.1 based on MiniSat
[11]. Our solver is implemented in C++ based on Glucose-Syrup 4.1, a portfolio
solver with good performance in recent SAT competitions. To evaluate our modified
solver, we selected the 23 largest benchmarks from the Agile Track of the SAT 2017
Competition and all 26 benchmarks related to van der Waerden numbers1 from the
SAT 2011 Competition. The solver is run against each benchmark for a maximum
of 5000 s and 64 GB memory with 8 threads on an Intel(R) Xeon(R) computing
system (CPU: E5-2620 v4, 2.10 GHz; 64 hyper-threaded cores), exceeding which
it is prematurely terminated. Statistics of the solver are logged and the run-times
are represented in a cactus plot [9]. Figure 5 shows the performance of our solver
compared to Glucose-Syrup, while Fig. 6a, b show the normalised number of literals
and clauses merged (from the t-BFDs and c-BFDs of the children vertices) respec-
tively with respect to the number of merges at each depth—this is important as the
number of merges are greater at greater depths. Regression lines are plotted to show
the difference in gradients.

4.1 Results and Discussion

There is evidence that intersections of t-BFDs and c-BFDs do derive a signif-
icant number of facts. In fact, Hypothesis 1 is supported by the graph shown in
Fig. 6a. Interestingly, the average merged clause length appears to be rather short
(≈4) compared to the maximum clause lengths (>20) (refer to Table 2), suggesting
that merging c-BFD may allow us to obtain useful clauses.

1A van der Waerden number W (c, k) is the minimum natural number such that if the integers
{1, 2, . . . ,W (c, k)} are assigned colours from the set {1, 2, . . . , c}, then there are at least k integers
in an arithmetic progression which all have the same colour. Finding such numbers is an unsolved
problem in Ramsey Theory in general.
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Fig. 5 Comparison of
overall performance of our
solver with trail merging and
glucose-syrup

Overall, our solver performedworse thanGlucose-Syrup by a constant time factor
as seen in Fig. 5. This is likely due to the greater overhead from the splitting and
merging,which appears to be especially significant forUNSAT instances, particularly
for hard UNSAT instances (related to van der Waerden numbers). In fact, with only
our modified decomposition, some configurations of our solver solve SAT instances
faster than Glucose-Syrup. With t-BFD merging turned on, our solver solves an
additional van der Waerden instance and the Agile instances faster.

Although these are only preliminary tests with only a small number of bench-
marks, we believe that these results show that these new heuristics are worth inves-
tigating further.

5 Conclusion and Future Work

We described a novel way to approach problem decomposition inspired by the Stål-
marck’s method and Dissolve. Beyond merely splitting the problem on N variables
at a time with Dilemma rule, we explored heterogeneous splitting for about k times
instead, which provides greater flexibility. Furthermore, we presented twomoreways
of merging information from splits (t-BFD and c-BFD merging) in addition to the
commonly used sharing of learnt clauses. Moreover, we proved that t-BFD and
c-BFD are distinct. Finally, we discussed a method to avoid starvation, a challenge
encountered when designing parallel algorithms.

We implemented our modified algorithm and ran a set of tests to benchmark
its performance against an existing state-of-the-art solver, Glucose-Syrup 4.1, as
well as against one another with different configurations. We showed that some
configurations of our solver are able to outperform Glucose-Syrup in SAT instances
and (a) t-BFD and c-BFD merging occur to a significant extent and (b) t-BFD
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Fig. 6 Graph of number of
merged t-BFD and c-BFD
against total number of
merges for tests with
∞-2-4-8 restart pattern and a
time budget of 600 seconds

(a) Graph showing a greater number of merged
literals at greater depths.

(b) Graph showing a smaller number of merged
clauses at greater depths.
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Table 2 Length of merged clauses for the cases (#) which our solver solved. All minimum lengths
are 0

Budget = 60 Budget = 600

# Average Maximum # Average Maximum

0 3.958164 12 0 3.981017 12

1 3.758052 19 1 3.934512 13

2 3.746337 20 2 3.721468 19

3 3.798731 20 3 3.718266 20

4 3.980227 21 4 3.843215 20

5 3.751489 21 5 3.935537 21

6 3.790726 21 6 3.759932 21

7 4.024393 22 7 3.995705 21

8 4.268452 22 8 3.896167 22

9 3.843114 23 9 3.899929 22

10 3.866584 23

11 4.157838 24

merging occurs more frequently at greater depths in the decomposition tree. Finally,
we showed that the c-BFD merged are rather short.

In the future,we hope to optimise the implementation of our algorithm tominimise
the overheads, as well as implement a heuristic for the picking of decision variables
likeDissolve. In addition,we hope to exploit the flexibility of heterogeneous splitting.
Furthermore, we hope to fully implement and optimise our c-BFD merging idea,
after working out how to distinguish between cases of UNSAT due to assumptions
and UNSAT due to the problem itself as explained after Observation 1. Finally, due
to the promising preliminary results, we hope to run more detailed tests with more
benchmarks.
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Evaluating the Effectiveness of Audio,
Visual and Behavioural Calibrations
on EEG-Based Relaxation Training

Rachel Hui-Min Yeo, Minyue Zhang, and Aung Aung Phyo Wai

Abstract In this fast-paced world, stress becomes more prevalent in our daily
lives. Thus, mental health is of increasing importance. In our experiment, we aim
to compare the effects of different relaxation methods, namely audio, visual and
behavioural (deep breathing). Brain-Computer Interface (BCI) makes use of an elec-
troencephalogram (EEG) to record brain waves to test the effectiveness of relaxation
methods. Data was collected from 13 subjects using 3 relaxation paradigms. Partic-
ipants carried out alternating non-relaxed tasks and relaxed tasks. We used 6 EEG
band-power features extracted fromEEGdata in performance evaluation. From accu-
racy analysis results, we carried out statistical analysis using paired-sample t-test to
test the effectiveness of each calibration method. The accuracy performance shows
71.09 ± 5.79% with tenfold cross validation, 71.00 ± 5.33% with leave-1-subject-
out and 53.53± 6.44%with leave-1-task-out cross validation. The mean accuracy of
tenfold cross validation for all feature bands 72.02 ± 5.82% is statistically different
from that for only across theta, alpha and gamma band features 70.15 ± 5.83%;
p < 0.001, implying that all bands should be used for a more accurate analysis of
relaxation results, not just theta, alpha and gamma bands, being more significantly
changed according to some papers. Our findings show that audio calibration has the
highest mean accuracy 74.02 ± 9.44% as compared to behavioural 73.12 ± 9.94%
and visual calibration 69.07± 8.77%. However, the significance between audio and
behavioural relaxation calibration is not significant (p = 0.47). Thus, we concluded
that audio and behavioural calibrations are the most effective forms of relaxation.We
believe this will improve the range and quality of relaxation and anxiety management
therapies to benefit people of our society.
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1 Background

Past research in translational medical science is disease-targeted, and most research
discuss physical illnesses. However, as mental health issues are becoming more
prevalent in today’s world, it is important to look at methods to address them. In
particular, we are focusing on stress and anxiety issues. In the 2019 Cigna 360 Well-
Being Survey, 84% of participants globally reported feeling stressed, while 13%
considered their stress unmanageable. This issue is even worse in Singapore, where
92% of participants said they felt stressed [1]. Thus, we feel that it is important to
develop relaxation techniques to manage stress levels.

One common method to evaluate the effectiveness of such relaxation techniques
is by using Brain Computer Interface (BCI). BCI is a platform that allows users
to connect and control external devices by their brain signals [2]. Electrodes of an
electroencephalogram (EEG) are used to detect the brain waves of the user. BCI has
also been incorporated in research studies regarding meditation.

There have been experiments showing that meditation has a positive impact on
BCI performance [3–5], allowingmore accurate responses to be recorded and inhibits
subjects from mind-wandering when carrying out a task. Studies have also been
carried out to investigate the effects of meditation using different methods such as
music [6], aromatherapy [7] and deep breathing. Breathing meditation also reduces
rumination through distraction, and reduces negative mood [8]. However, few have
compared the effectiveness of different relaxation techniques.

The use of EEG is still unable to help in short-term stress reduction as compared to
unassisted relaxation [9]. Thus, we are trying to address this knowledge gap. Finding
the most effective relaxation technique will allow more specific and effective stress
therapies and anxiety management techniques.

We aim to find out the most effective relaxation method between audio, visual
and behavioural calibrations, where behavioural calibration refers to deep breathing
exercises. We hypothesise that the different stimuli would have different degrees of
impact on the user, where audio stimuli would be themost effectivemethod, followed
by behavioural stimuli and lastly, visual stimuli. This is because the use of visual
stimuli as a form of a relaxation technique is not as common and has little research
done on it. Whereas, audio and behavioural relaxation methods are more commonly
used in current relaxation therapies. However, audio relaxation is more easily utilised
in daily life by listening to music whereas a dedicated time needs to be set aside to
effectively carry out deep breathing exercises.
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Fig. 1 a Planned experimental set-up, b Actual experimental set-up

2 Research Methodology and Experiment

2.1 Experimental Set-Up

Participants are seated 70 cm away from a computer screen, within the suggested
range for screen usage [10]. A Muse headband (Muse 2016) is fitted on their head to
collect EEG data. A Tobii EyeX Eye Tracker is attached below the computer screen
to track subjects’ eye movements (Fig. 1).

2.2 Experimental Sequence

Prior approval was obtained by the Institutional Review Board (IRB) before
conducting our experiment. Our participants have also consented to taking part in our
experiment by acknowledging what the experiment entails, what they are required
to do during the experiment and signed consent forms sent to them. 14 participants,
aged 14.5 ± 0.91 years old from our school took part in our experiment.

Before the experiment, participants filled up a pre-experiment form, arranging 7
genres of music from the most relaxed to least relaxed in their opinion (Fig. 2).

At the start of the experiment, for 30 s each, participants close their eyes, then
stare at a dot in the centre of the screen, to capture EEG data at resting stage without
execution of any specific tasks, acting as the base-line so subsequent data collected
is accurate.

The experiment consists of 2-min long alternating non-relaxed tasks and relaxed
tasks.



452 R. H.- M. Yeo et al.

Fig. 2 Experiment sequence diagram

We alternated non-relaxed and relaxed tasks, so that the non-relaxed task would
induce a non-relaxed state in the subject. Then, by making the participant go through
the relaxed task afterwards, we could find out the effectiveness of the relaxed task
in transforming the participants from a non-relaxed state to the relaxed state. The
alternating non relaxed and relaxed task was also to simulate real-life situations
where a user transitions from the non-relaxed state to the relaxed state, rather than
from a neutral state.

The three non-relaxed tasks comprise of listening to audio in themost non-relaxed
genre (pre-experiment survey), a mental arithmetic task and a FLANKER test.

The FLANKER test is used as a non-relaxed task in our experiment. During the
test, a row of 5 arrows will be shown on the computer screen in randomly-chosen
directions (“<” or “>”) for a maximum of 2 s.

Participants would have to press the arrow on the keyboard that corresponded to
themiddle arrow on the screen. Their keystrokes will be recorded by the program and
it will identify if they have pressed the direction of the arrow correctly or not. It will
then proceed to the next sequence. This test induces stress by requiring participants
to stay alert throughout the task and answering within a time limit.

The three relaxed tasks consist of listening to audio in the most relaxed genre
(pre-experiment survey), looking at images of scenery and deep breathing. During
deep breathing exercises, participants were asked to follow instructions displayed on
the computer screen to breathe in, hold their breath, and exhale for 4 s each.

Music excerpts in the audio calibration was obtained by taking a popular song
from each genre to ensure that it was conventional. The songs are all of recognisable
characteristics that clearly define it as its genre (Fig. 3).
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Fig. 3 Distribution of music genres rated as “most relaxing” and “least relaxing” by participants
in the pre-experiment survey

For visual calibration, images displaying nature, like that of forests and beaches
were used in our experiment. This is because nature imagery has been shown to be
effective in physiological relaxation [11] (Fig. 4).

Order of tasks for each participant is randomised as a standard operational proce-
dure to ensure that results are not affected by combination of tasks, thus able to obtain
the effect of the particular task. Baselines of 30 s before each task allows participants
to return to resting stage to ensure data collected is accurate.

3 Analysis and Results

EEG data collected from the 4-channel EEG Muse headband with a sampling rate
of 256 Hz first goes through feature extraction. In feature extraction, they are passed
through a band-pass filter, Butterworth Type II filter, to filter for significant frequen-
cies (0.5–45 Hz). Artifacts, which are data flaws, are then removed through a set of
multiplemoving average filters with different filter width. The data is then segmented
into different bandpower ranges, based on the 6 features in eachEEGchannel, namely
Delta (0.5–3.5 Hz), Theta (3.5–7 Hz), Alpha (7–13 Hz), Low Beta (13–21 Hz), High
Beta (21–30 Hz) and Gamma (30–45 Hz), resulting in a total of 24 features from all 4
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Fig. 4 Two of the images
used during visual
calibration

channels. Lastly, data collected was segmented based on the timestamps of different
tasks carried out during the experiment to be used for analysis (Fig. 5).

The Support Vector Machine (SVM) training algorithm [12] was used to classify
the data into non-relaxed tasks and relaxed tasks, and checkswhether its classification
is correct, producing an accuracy score. The accuracy of the data from different tasks
of individuals was obtained using tenfold cross validation, leave-1-subject-out and
leave-1-task-out. MATLAB online and JASP was used to analyse our data.

Fig. 5 Outline of steps for data analysis
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We compared the mean accuracy and standard deviation obtained using tenfold
cross validation, leave-1-subject-out and leave-1-task-out classification methods to
evaluatewhich classificationmethod yields the highest accuracy.When a relaxed task
obtains a higher accuracy, it means the SVMcan distinguish it fromnon-relaxed tasks
better, because data from this task has a more significant difference from data from
the “non-relaxed” task. This suggests that the relaxation technique is more effective
in causing participants to transition from the non-relaxed state to the relaxed state.

In Fig. 6a, accuracy derived from both all bands and theta, alpha and gamma bands
is used to achieve a fairer comparison. Figure 6b shows an averaged result from each
band to obtain a total mean accuracy.

Fig. 6 a Comparison of mean accuracy between classification methods using all bands and theta,
alpha, gamma bands, b Comparison of mean accuracy between classification methods together
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Figure 7 shows the mean accuracy and standard deviation of each subject for all
band features and theta, alpha and gamma bands. We differentiated out theta, alpha
and gamma band features as they were suggested to be significantly different in
relaxed and non-relaxed states, thus likely to produce higher accuracy than using all
band features [13–15]. However, our results seemed to suggest otherwise (Table 1).

We also conducted a paired sample t-test to compare each subject’s accuracy in
all bandpowers and in the theta, alpha and gamma band powers using tenfold cross
validation classification. This is to determine if the difference in mean accuracy is
significant, thus better understanding which method is more effective. We could
then use the more effective method to compare the mean accuracies of the different
combinations of relaxed and non-relaxed tasks (Table 2).

Fig. 7 Comparing accuracy obtained using all band features and theta, alpha and gamma band
features. using tenfold cross validation
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Table 1 Paired-sample t-test of accuracy between using all band features and theta, alpha and
gamma band features, using tenfold cross validation

Paired sample t-test of accuracy of all bands versus theta alpha gamma bands

Subject t-value p-value

1 2.027 0.077

2 2.927 0.019

3 1.834 0.104

4 3.376 0.010

5 8.055 <0.001

6 2.853 0.021

7 2.538 0.035

8 1.069 0.316

9 1.675 0.133

10 4.231 0.003

11 3.140 0.014

12 −1.537 0.163

13 1.989 0.082

Mean 5.169 <0.001

Table 2 Labelled
non-relaxed and relaxed
calibration for easy
identification

A: Audio calibration 1: Audio calibration

B: Mental arithmetic test 2: Visual calibration

C: FLANKER test 3: Deep breathing

For ease of reading, we have assigned values to each non-relax and relaxed cali-
bration as listed above. Henceforth, we will refer to each pair of non-relaxed and
relaxed calibration as A1 to C3.

Figure 8 shows the mean accuracy and standard deviation for every combination
of non-relaxed and relaxed tasks, fromA1 toC3. In Fig. 9, themean accuracy for each
relaxationmethodwas determined by averaging all the accuracies of non-relaxed and
relaxed calibration pairs involving the particular relaxed task to find the relaxation
method with the highest accuracy.

4 Discussion

FromFig. 6b, the accuracy of classificationmethods, tenfold cross validation 71.09±
5.79%and leave-1-subject-out 71.00± 5.33%did not have any significant difference,
while leave-1-task-out 53.53 ± 6.44% was lower than both. Thus, we believe both
tenfold cross validation and leave-1-subject-out are suitable for statistical analysis.
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Fig. 8 Comparison of mean accuracy of non-relaxed and relaxed calibration pairs

Fig. 9 Comparison of mean accuracy of relaxation calibration methods

However, as accuracy of tenfold cross validation is slightly higher, we will use it for
subsequent analysis.

As shown in Fig. 7 using the paired t-test, there was a highly significant difference
in mean accuracy for all bandpowers 72.02± 5.82% and bandpowers including only
theta, alpha and gamma bands 70.15 ± 5.84% conditions; t(12) = 5.169, p < 0.001.

The average accuracy of all subjects for all bandpowers, 72.02% is higher than
the average accuracy of all subjects for theta, alpha and gamma bands 70.15%. This
shows that when measuring relaxation level, all bands, not just theta, alpha and
gamma need to be measured to achieve higher accuracy of results, contradicting
other sources [13–15].
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Figure 8 compares the average accuracies and standard deviations of all possible
relaxed and non-relaxed calibration combinations. Non-relaxed audio and relaxed
visual calibration (A2) has the highest mean accuracy of 76.5 ± 10.2%. Thus they
are the most effective pair of non-relaxed and relaxed calibration. This will be useful
in trials where it is important that the participant needs to relax fully.

We will also determine the most effective overall relaxation calibration. From
Fig. 9, we can see that while visual relaxation 69.07± 8.77%has the lowest accuracy,
from a paired-sample t-test, there is no significant difference between accuracy of
audio relaxation 74.02 ± 9.44% as compared to behavioural relaxation 73.12 ±
9.94%. t(2) = 0.892, p = 0.47.

A higher accuracy of a relaxed task suggests that the SVM can distinguish the
relaxed state from the non-relaxed state better as data from this task has a more
significant difference fromdata from the non-relaxed task, hence beingmore effective
as a relaxation calibration. Thus, audio and behavioural relaxation are the most
effective relaxation calibrations overall and enable subjects to feel the most relaxed.
Thus, we can use both methods in a variety of relaxation therapies and anxiety
management therapies.

5 Conclusion

In our experiment, we have collected EEG data to compare the effectiveness of
different forms of relaxation, namely audio relaxation, visual relaxation and deep
breathing against different non-relaxed tasks. We have got the mean accuracies of
each relaxed task when paired with the non-relaxed tasks. Using the paired t-test
analysis, we found that audio and behavioural calibrations were the most effective
methods of relaxation since they have the highest mean accuracy. Our findings might
help in areas such as relaxation therapies and stress and anxiety management by
focusing on audio stimuli as a form of relaxation.
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Empirical Evaluation of Perimetry
and Electrophysiology Methods in Visual
Field Assessment

Yueh Yang Vince Tan, Deepankur John Njondimackal,
and Aung Aung Phyo Wai

Abstract Visual field defects often go unnoticed by patients, making early diagnosis
especially important. However, the commonly used Standard Automated Perimetry
(SAP) assessment relies onmanual user input. As such, we consider utilizing Steady-
State Visual Evoked Potential (SSVEP) to provide accurate and objective results.
We believe that SSVEP can produce more reliable data than SAP, given the same
conditions. To test this, we created an SSVEP based program with the same layout
as an existing SAP program. Subjects were then tested with both programs under
two conditions—blocked and unblocked vision. SSVEP data was collected using a
portable Brain Computer Interface and processed using canonical-correlation anal-
ysis. We constructed contour plots of the visual field for all sets of data, allowing us
to easily compare the two methods. SAP ended up being more accurate than SSVEP,
but SSVEP managed to approximate the visual field fairly well. A paired-samples
t-test indicated that there was no significant difference in the Canonical-Correlation
Coefficient values for blocked and unblocked visual fields (p= 0.492). We hope that
our work can encourage greater development for SSVEP-based visual field assess-
ment. In the future, we can use SSVEP for each stimulus at the same time but at
different frequencies, allowing testing time to be cut down threefold. Another realm
of inquiry would be the use of Virtual Reality to present the SSVEP stimuli, creating
a completely portable diagnostic system.

Keywords Component · SSVEP · BCI · Visual field

Y. Y. V. Tan (B) · D. J. Njondimackal
NUS High School of Math and Science, Singapore, Singapore
e-mail: vince.tanyy@gmail.com

D. J. Njondimackal
e-mail: jdeepankur@outlook.com

A. A. Phyo Wai
Nanyang Technological University, Singapore, Singapore
e-mail: apwaung@ntu.edu.sg

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
H. Guo et al. (eds.), IRC-SET 2020,
https://doi.org/10.1007/978-981-15-9472-4_39

461

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9472-4_39&domain=pdf
mailto:vince.tanyy@gmail.com
mailto:jdeepankur@outlook.com
mailto:apwaung@ntu.edu.sg
https://doi.org/10.1007/978-981-15-9472-4_39


462 Y. Y. V. Tan et al.

1 Background

Medical conditions such as scotoma and glaucoma [1] reduce the visual field of
individuals, slowly creating blind spots that increase in size unknowingly until near
blindness. In order to diagnose the onset of these conditions therefore, an objective
method of assessing the visual field of a patient is necessary. Visual field assess-
ment for such conditions is typically conducted in clinical settings through Standard
Automated Perimetry (SAP) [2, 3]. However, this assessment relies heavily on user
input, meaning that its effectiveness is subject to the irregularities of the patient’s
responses to the stimuli.

Instead, we may use a Brain Computer Interface (BCI), which is a biosensing
device that can detect Electroencephalogram (EEG) signals from the brain. These
EEG signals are typically invoked by exposing the patient to flickering Steady-State
Visual Evoked Potential (SSVEP) stimuli.

When a visual stimulus that a person is observing flickers at a constant frequency,
an EEG signal of the exact corresponding frequency can be picked up in the visual
cortex of the brain. A BCI can then easily evaluate whether an individual has seen a
stimuli, without relying on them physically pressing a button in response. This can
reduce response time, and indeed speeds up the procedure as a whole.

2 Objective and Methodology

In this research project, we aim to provide a more effective alternative method to
determine the visual field of a patient and thus diagnose his condition better. We will
compare two different types of visual field assessment - the industrial standard, SAP,
and a self-designed SSVEP-based assessment. We will compare the effectiveness of
an existing SAP program, Specvis [4], to our SSVEP stimuli technique.

For SSVEP data collection, we designed and coded a Unity-based application that
displays a 4 by 6 grid. This grid is the same as the one we use in SpecVis, except the
stimulus is larger. To evoke SSVEP responses, each stimulus flickers at 10 Hz one
at a time, with breaks in between for the subject to rest.

This comparison between SSVEP and SpecVis is used to empirically establish
the efficiency of this new system.We hypothesized that our method of SSVEP-based
perimetry will more accurately predict the shape of the visual field compared to SAP.

3 Experiment Design and Data Collection

We would conduct the experiment on ten participants, all of the age of 17. The
participants will be seated about 20 cm away from a 22′′ monitor. The user is tested
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with 2 conditions, one with unrestricted vision, and another with parts of the screen
covered.

During the SSVEP assessment, the biosensing device and EEG electrodes are
connected according to the “10–20 System”. This biosensing device will be able to
record the EEG signals received from the electrodes. The stimuli will be presented
on the same screen as the previous test but a break will be provided to allow the user
to recuperate and prevent fatigue from affecting our results.

Figure 1 shows the layout of our unblocked screen. All 24 of the stimuli are
clearly visible, with no blockages at all. In our SSVEP-based Unity program, a cross
is placed in the centre for the user to focus on.

Similarly, Fig. 2 shows the layout of out blocked screen. Specific parts of the
screen are blocked by a piece of place paper, with certain regions being cut out.

Fig. 1 Unblocked screen

Fig. 2 Blocked screen



464 Y. Y. V. Tan et al.

Fig. 3 Stimuli presentation

These designs are intended to simulate visual field loss and feature various designs
that are prevalent in real life visual field loss [5, 6].

For SSVEP test, we will detect the brain activity at the primary visual cortex
using EEG from occipital electrodes O1 and O2. A1 and A2 are used as ground and
reference electrodes, and Fp2 will be used by us to measure subject attentiveness.

Before each stimulus flickers, the cross which the participant is supposed to focus
on will turn red and the user has to press the spacebar. This ensures that the user
is focusing directly on the cross in the middle. The stimuli will then flicker at a
frequency of 10 Hz for that will evoke SSVEP when observed, that can be extracted
from the EEG readings from O1 and O2.

Figure 3 shows the design of our SSVEP-based perimetry experimentation. We
have three stages – cue, stimulus and rest. The procedure is described as follows.

(1) Cue

In the cue stage, the middle cross turns red and the subject has to press the spacebar.
This ensures that the subject is focusing on the cross. The time the subject takes to
press the cross is also collected. The cross remains red for 1 s.

(2) Stimulus

Next, the cross turns back to white. One of the stimuli is randomly selected to start
flashing at 10 Hz. The subject is to remain focusing on the cross while keeping the
flashing stimulus in the peripheral vision. The stimulus will continue flashing for 5 s.

(3) Rest

After the 5 s of flashing, the dot stops flashing and disappears. 2 s of rest time is
given to the user to prevent fatigue.

This procedure goes on until all 24 stimuli have been selected to flash, and then
the SSVEP test is complete. A logfile is generated with the specific time that each
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Fig. 4 Experiment timeline

event occurs, allowing us to sync the EEG data with the SSVEP-based perimetry
app.

In SpecVis, small stimuli will appear on the screen at different locations upon
which the user is expected to press a key. The timestamps of the stimuli presentation
and the key press, and the visual field angle of the stimuli are compared to produce
an evaluation of the user’s visual field. This is similar to the logfile generated in the
SSVEP-based perimetry app.

Figure 4 shows the experiment timeline for each subject.All the tests are conducted
in one sitting. We start with our unblocked screen, conducting the SSVEP and SAP
test twice each. Afterwards, we add the black piece of paper to form our blocked
screen and repeat the same tests under the new conditions. Sufficient rest time of
2 min is put in between each test so as to prevent fatigue of the subject.

4 Statistical Analysis and Results

For theSSVEP-based assessment, specific featureswill be extracted usingCanonical-
Correlation Analysis [7] (CCA) and EEG bandpowers. We first synchronized the
EEG and Unity events data, segmenting out the timings during which the stimulus
was flashing. After sorting out everything, we have 24 sets of segmented data for each
trial. The Canonical-Correlation Coefficient (CCC) for each stimulus in each trial is
derived by the above mentioned CCC, which is a form of multivariate analysis.

As shown in (1), we aim to maximise ρ, which measures the canonical correlation
between x and y with respect to maximizing spatial weights Wx and Wy. x and y
correspond to response EEG and ideal reference signal using stimulus frequency
respectively. In our experiment, a higher CCC value would indicate better SSVEP
responses with respect to the flickering frequency [8].

ρ = Wx
TCxyWy√

Wx
TCxxWxWT

y CyyWy

. (1)
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Fig. 5 Bandpower processing

Butterworth band pass filter was also applied to the raw EEG data with a 0.3–
45 Hz passband. The delta, theta, alpha, low beta, high beta and gamma frequency
bandpowers were then extracted from each of the segmented EEG data [9].

To obtain the frequency bandpower data, the EEG data was collected and then
processed using MATLAB. Figure 5 shows the processing we applied to the raw
EEG data. The steps are taken as follows:

(1) Pre-processing

A Butterworth band pass filter was also applied to the raw EEG data with a 0.3 to 45
Hz passband. Artifact removal is done by subtracting smoothed references from the
EEG. These smoothed references are obtained through the use of moving averaging
with multiple moving windows.

(2) Feature Extraction

We then segment the data into its own epochs with a 200 ms shift between them.
This analysis is done for various epoch lengths (1 s, 2 s, 3 s, 4 s) and accuracy in
each is computed. The delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), low beta
(12–18 Hz), high beta (18–30 Hz) and gamma (30–45 Hz) frequency band powers
were then extracted from each of the segmented EEG data.

We have thus obtained the 6 frequency bandpowers, and this data is later used to
ascertain the engagement of the subject.

Since we have all the CCC values of each stimulus in each trial, we can then
average them out for each subject and plot them on a contour plot. Similarly, for
SpecVis, an averaged contour plot is created depending on whether the subject
pressed the spacebar for each stimulus. Since the layout for both Specvis and the
SSVEP-based assessment program are the same, we can easily compare the two.
We have selected 2 of our subjects which have the most similar pattern to the actual
blocked layout to showcase.

Figure 6 shows the actual blocked layout that we simulated. The hole in themiddle
is to allow the subject to see the cross which they are supposed to focus on.

Figure 7 and 8 show the SAP results for subject 5 and 8 respectively. These contour
plots have a very similar layout to the actual one. Most, if not all, of the blocked
spots are correctly identified and match up with the actual layout.

Figures 9 and 10 show the SSVEP results for subject 5 and 8 respectively. These
contour plots have similarities between them and the actual layout. However, they
are not entirely accurate as not all identified blocked spots correspond to the actual
layout. There are a few regions that have been correctly identified.
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Fig. 6 Actual blocked layout

Fig. 7 SAP subject 5
contour plot

For our SSVEP trials, we conducted a paired samples t-test to compare the CCC
values for unblocked and blocked conditions. There was no significant difference in
the CCC values for unblocked (0.18± 0.065) and blocked (0.18± 0.062) conditions;
t(398) = −0.688, p = 0.492.

Wealso conducted aPearson correlationmatrix to evaluate the correlationbetween
the CCC value and bandpower ratio β/(α + θ). This ratio is an indication of the
subject’s engagement [10, 11]. This was performed on Subject 5, one of our 2 best
subjects in terms of the SSVEP contour map. For blocked trials, there was no signif-
icant correlation between the CCC value and bandpower ratio, r = 0.10, n = 47, p
= 0.49. For unblocked trials, there was no significant correlation between the CCC
value and bandpower ratio, r = −0.16, n = 48, p = 0.27.
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Fig. 8 SAP subject 8
contour plot

Fig. 9 SSVEP subject 5
contour plot

5 Discussion

The contour maps generated by the alignment of CCC values of the SSVEPmeasure-
ments to the position of the stimuli at the corresponding time are roughly similar to
those generated by SAP. This indicates that the SSVEP can potentially be used as
a alternative method of testing in place of SAP. The presence of artifacts and irreg-
ularity in shape can be explained by the difficulty of enforcing total concentration
on the presented stimuli as well as the low frequency of stimuli used in comparison
to conventional SSVEP. Although SSVEP has not outdone SAP in this experiment
as initially hypothesised, we still believe that our primary objective of establishing a
viable alternative method to determine the visual field of a patient has been achieved.
There are a few vindicating factors towards this surmise. When considering the CCC
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Fig. 10 SSVEP subject 8
contour plot

values—which measure the similarity of our measured EEG signals to a “perfect”
10 Hz reference signal, and thereby the “strength” of the Steady State Visual Evoked
Potential (SSVEP)—we see that the use of visual blocks does not significantly alter
the strength of SSVEP evocation in the subject. This means that the reliability of this
method does not differ even as the severity of the patient’s visual defect intensifies.
Another reason would be the limited reliability of our equipment, particularly due to
heavy mains current interference.

6 Conclusion

As discussed, we have managed to prove that the use of SSVEP is feasible for the
diagnosis even of complex visual field blockages. It should be noted that for the
purpose of proving our proposed alternative under the most vigorous assessment
we used visual blocks that consisted of multiple complex polygons, whereas in
reality visual defects like glaucoma largely consist of peripheral blockages or random
spots. The detection of conventional visual defects will surely be easily achieved in
medical conditions using professional environmental control and equipment. For
future studies, we hope to execute an assessment of the feasibility of presentation
of SSVEP stimuli through VR with the added benefit of making the entire system
portable and accessible outside the lab. We also aim to also reduce the assessment
duration by presenting different frequency SSVEP stimuli at once.
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Improving the Performance
of Lithium-Ion Batteries Using
Silicon-Metal Based Anodes

William Chia

Abstract Lithium-ion rechargeable batteries (LIB) have high energy densities and
are thus widely used in portable electronic devices and they show great potential for
more demanding applications like electric vehicles. However, LIB have short cell
lives due to capacity loss. To build higher performance batteries, this project will
synthesise Si-metal Alloys and investigate their properties as an anode material in
Lithium-ion Batteries (LIB). Silicon is chosen as it has a high theoretical specific
capacity (4200 mAh/g) (Yao et al. in Nano Letters 11:2949–2954, 2011). The struc-
ture of the active materials was characterised by Scanning Electron Microscopy
(SEM) and X-ray diffraction (XRD) while Galvanostatic Cycling (GC) was used to
analyse the cells. Results show that batteries using Al55Si40Zr5 (a Si-metal Alloy) as
an anode material have lower percentage of capacity fading (8.44%) as compared to
batteries using only Si (99.6%). This means that we should leverage on the potential
of Al55Si40Zr5 as a promising high capacity anode material that would best reduce
the capacity fading of Si-based LIBs. For future work, the electrochemical properties
of Al55Si40Zr5 and alloys of Al, Si and Zr with different compositions as the anode
material could be investigated in greater scope.

Keywords Battery · Lithium-ion · Zirconium · Rechargeable battery · Silicon ·
Anode

1 Introduction

Lithium-ion batteries (LIB) are a key component of personal portable devices such as
mobile phones. LIBs possess high energy density, high power density, long service
life and environmental friendliness and thus have foundwide application in the area of
consumer [1]. LIBs also possess higher operating voltages than most other batteries.
For example, LIBs operate at 2.5–4.0 V as compared to Nickel Cadmium batteries
(1.0–1.25 V) or Lead Acid batteries (1.10–1.25 V). A battery with a higher operating
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voltage means that more power can be delivered within the same period of time as
opposed to a battery with a lower operating voltage and the appliance would be more
efficient. The ever increasing demand for energy storage has thus stimulated more
research on LIBs.

Silicon has a low discharge potential and the highest theoretical specific capacity
(4200 mAh/g) [2] as compared to 372 mAh/g for graphite, which is currently used
in LIBs. Thus, silicon has the potential to replace graphite as an anode material.
A battery using Silicon may be able to run for longer periods of time as opposed
to a similar battery that uses graphite. However, electrode volume expansion of
approximately 400% during lithiation places a large strain on the material. This
strain causes cracks in the silicon nanoparticles, thus causing them to break down
and creating spaces between particles. This results in poor conductivity and the LIB
would have low cycle life [3, 4]. This is supported by an investigation conducted by
Jung et al. which showed that Silicon anode-based LIBs experienced rapid capacity
decay after 20 cycles [5]. In addition, silicon has low electrical conductivity and low
diffusivity for lithium ions.

Hence, the aim of this project is to find a suitable Si-metal alloy that has high
capacitance and high cycle life using the solid state precursor method. A high capac-
itance implies that the battery can have a larger power output while a high cycle
life means that the battery can last longer. The solid state precursor method can be
suitable for bulk production. X-ray diffraction (XRD) was carried out to analyse
the structure of the compounds and Scanning Electron Microscopy (SEM) was used
to characterise the materials. TOPAS software was also used to analyse the data
collected while Galvanostatic Cycling (GC) was used to analyse the cells.

From my literature review, I came up with 2 hypotheses.

(1) The batteries with Si-metal alloys as the anode have higher energy density and
reduced capacity fading as compared to the battery with Si as the anode. In this
project, I will create 3 different combinations of Si-metal alloys.

(2) The battery with Al55Si40Zr5 as the anode has the highest energy density. This
is because zirconium is highly resistant to corrosion and the battery can a high
cycle life.

2 Methodology

2.1 Synthesising Active Compounds

The Si-metal alloys were synthesised using the carbothermal precursor method. This
method was chosen as it is simple and can be used for bulk production. All starting
materials were ensured to be of high purities from suppliers. The starting materials
were mixed together, ground up and heated in a furnace for 6 hours at 900 degrees
Celsius. Samples were heated in the tube furnace in argon as argon provides an inert
atmosphere and removes unwanted side reactions that may occur with other gases
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Table 1 Masses of starting
materials for active
compounds

Sample Active compound Starting materials Mass (g)

1 Al55Si40Mn5 Al 1.53

Si 0.16

Mn 0.31

2 Al55Si40Zr5 Al 1.45

Si 1.10

Zr 0.45

3 SiO2 + Co3O4 + 5C SiO2 1.33

Co3O4 1.33

C 0.33

4 Si Si 0.62

SiO2 1.32

C 1.27

in an air furnace. Table 1 shows the masses of starting materials used to obtain the
active compounds.

2.2 Electrode Fabrication

Slurries were then made using the active compounds. Samples 1 and 2 were mixed
with Polyvinylidene fluoride (PVDF), carbon fibre and Super P Carbon in a 60%–
15%–15%–10% weight ratio, with N-Methyl-2-pyrrolidone (NMP) as a solvent.
Samples 3 and 4 were mixed with PVDF and Super P Carbon in a 70%–15%–15%
weight ratio, with NMP as a solvent [6]. PVDF was used for its binding properties,
Super P Carbon as a conductive additive, carbon fibre as it possesses low thermal
expansion and NMP as its low toxicity and flammability results in safer battery
usage. The slurries were placed in a magnetic stirrer until fully mixed. They were
then coated onto separate copper foils using the doctor blade technique to obtain a
consistent coating of 20 micrometres, left to dry in an air oven at 90 degrees Celsius
for 6 hours and pressed between twin rollers to increase contact area. The coated
copper foil was cut into circular disks of radius 8.0 mm. Table 2 summarises the

Table 2 Weight ratios of samples

Sample Components Weight ratio of components

1 Active compound, Polyvinylidene fluoride (PVDF),
carbon fibre, Super P Carbon

60%–15%–15%–10%

2

3 Active compound, Polyvinylidene fluoride (PVDF),
Super P Carbon

70%–15%–15%

4



474 W. Chia

weight ratio of components of the samples.

2.3 Battery Fabrication

Electrodes with a uniform layer of active compound were chosen and weighed. The
electrodes were then placed in a vacuum oven at 80 degrees Celsius for 12 hours to
remove moisture and contaminants from the electrodes. The cells were assembled
in an argon filled glove box in the following order cell cap, electrode, electrolyte
(LiFePO4), Whatman filter paper (as a separator), lithium metal and cell base. The
lithium metal was scraped to remove any oxides that had formed. A coin cell press
was used to assemble the cell, ensuring contact between cell components.

3 Results and Discussion

3.1 Structure and Morphology

Sample 4 seems to comprise of smaller particles than samples 1 and 3. Smaller
particles allow for better lithium-ion intercalation as total surface area of the particles
increases. Sample 1 seems to have a flaky structure while samples 3 and 4 seem to
have a coral-like structure. As such, sample 3’s and 4’s high total surface area may
aid lithium intercalation but prevent deintercalation. All samples are black in colour.
A possible reason why sample 1 has larger particles than samples 3 and 4 is that
sample 1 has a higher metal content and thus have larger particles. We were unable
to obtain SEM images for sample 2 (Figs. 1, 2 and 3).

3.2 X-Ray Diffraction (XRD)

Figures 4 and 5 show the XRD data for Al55Si40Co5 and sample 4. XRD was carried
out to measure the purity of compounds produced and to check the crystallinity of
the materials. The XRD data for samples 1, 2 and 3 could not be obtained. As the
structure of Al55Si40Co5 is similar to the structures of samples 1 and 2, the XRD
data of Al55Si40Co5 was used as a reference for samples 1 and 2. As sample 3 and 4
had similar structures, the XRD data of sample 4 was used as a reference for sample
3. Peaks at similar areas for Sample 4 high purity of the sample, thus showing that
carbothermal precursor method, a bulk preparation method, can be used to produce
silicon and its alloys.
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Fig. 1 SEM image of sample 1 with 15,000 magnification

Fig. 2 SEM image of sample 3 with 15,000 magnification
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Fig. 3 SEM image of sample 4 with 15,000 magnification

Fig. 4 XRD Pattern of Al55Si40Co5

Fig. 5 XRD Pattern of Sample 4
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3.3 Galvanostatic Cycling (GC)

GC was carried out on all samples to analyse the capacity and coulombic efficiency
of the cells. This is done by charging and discharging the cells at a constant current
rate at a voltage range of 0.02–3.0 Vwhile measuring the cell’s specific capacity. The
current rate used was 100 mA/g and cycled in the voltage range 0.02–2.0 V versus
Li. The graphs of the GC are shown in Fig. 6.

Sample Voltage vs. Capacity Plots Discharge Capacity vs. Cycle Number Plot

1 

2 

3 

4 

Fig. 6 Plots of voltage versus capacity and discharge capacity versus cycle number
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Sample 1 had an initial discharge capacity of 1263 mAh/g. For the subse-
quent cycles, a substantial decline in the discharge capacity was observed, where
the discharge capacity reached a lowest value of 183 mAh/g. No plateaus were
observed throughout the charge cycles. Therefore, the magnitude of capacity fading
experienced by sample 1 is 1080 mAh/g.

Sample 2 had an initial discharge capacity of 1681 mAh/g. For the subsequent
cycles, a moderate decline in the discharge capacity was observed, before they
plateaued at an average discharge capacity value of approximately 1117 mAh/g.
Therefore, the magnitude of capacity fading experienced by sample 2 is given by
564 mAh/g.

Sample 3 had an initial discharge capacity of 667 mAh/g. For the subsequent
cycles, a moderate decline in the discharge capacity was observed, before they
plateaued at an average discharge capacity value of approximately 218mAh/g. There-
fore, the magnitude of capacity fading experienced by sample 3 is given by 449
mAh/g.

Sample 4 had an initial discharge capacity of 558 mAh/g. For the subse-
quent cycles, a substantial decline in the discharge capacity was observed, where
the discharge capacity reached a lowest value of 1.59 mAh/g. No plateaus were
observed throughout the charge cycles. Therefore, the magnitude of capacity fading
experienced by sample 4 is given by 556.41 mAh/g.

The theoretical capacity is given as

(C2 − C50)÷ C2 × 100% (1)

where Cn is the capacity of the battery at the nth cycle.
Using (1), the capacity fading experienced in percentages by sample 4 is the

highest (99.6%), followed by sample 1 (70.5%), sample 3 (20.4%) and sample 2
(8.44%).

Table 3 summarises the results of the GC.

Table 3 Results of GC

Sample Initial discharge capacity
(mAh/g)

Magnitude of capacity
fading (mAh/g)

Percentage of capacity
fading (%)

1 1263 1080 70.5

2 1681 564 8.44

3 667 449 20.4

4 558 566.41 99.6



Improving the Performance of Lithium-Ion Batteries … 479

4 Conclusion and Future work

In conclusion, the research analysed the performance of Li-ion batteries with anode
material made of different Si-Al-based alloys. GC tests were conducted for all four
new Li-ion batteries which were created for this research and it was determined
that the battery fabricated with Al55Si40Zr5 as the anode material exhibited the
optimal electrochemical performance, with the lowest percentage of capacity fading
of 8.44%. Out of the four samples, sample 4 had the highest percentage of capacity
fading of 99.6%.

Thus, from theGC results the first hypothesis that the batterieswith Si-metal alloys
as the anode have higher energy density and reduced capacity fading as compared to
the battery with Si as the anode was true.

The second hypothesis that the battery with Al55Si40Zr5 as the anode has the
highest energy density and least capacity fading was also true. It has the lowest
capacity fading at 8.44%. The next best battery is sample 3 which has a capacity
fading at 20.4%. Thus, Al55Si40Zr5 has the potential as a promising high capacity
anode material that would best suppress the capacity decay of Si metal.

For future work, the electrochemical properties of Al55Si40Zr5 and alloys of Al,
Si and Zr with different compositions as the anode material could be investigated in
greater scope.
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Enhancing the Capabilities of a Water
Dielectric Resonator Antenna to Support
Wireless Charging

William Chia

Abstract ANSYS High-frequency Structure Simulator (HFSS) was used in the
design of a compact water dielectric antenna (water DRA) for wireless charging
of mobile devices. We evalauted the performance of water DRAs using a coaxial
probe feeding method for rectangular, cylindrical and hemispherical shaped dielec-
tric resonators.Wehave found that a rectangular seawater dielectric antenna has good
omnidirectionality and the best gain performance compared to our other models.

Keywords Water dielectric resonator antenna · Wireless charging ·
High-frequency structure simulator (HFSS)

1 Introduction

Dielectric resonator antennas (DRAs) possess the following characteristics—Asmall
size when using a high permittivity dielectric material, a high radiation efficiency,
and the ability to adjust its operating bandwidth by suitably choosing the operating
parameters [1–5]. Liquid DRAs open up new possibilities for antenna design—the
dielectric material can be easily modified to the desired shape and there are no air
gaps between the probe and the dielectric material [6]. Water has become the most
popular dielectric material recently because it is cheap, easily accessible, safe, and
eco-friendly [1, 7]. In addition, water has a high permittivity (εr = 80). As such,
a DRA antenna using water as its dielectric material can have its size reduced by√

εr (i.e.
√
80) [1, 8, 9].

An application of antennas is wireless charging of mobile phones. The charger
is the transmitting antenna and the current induced in the receiving antenna in the
phone can be used for charging. Wireless charging has its benefits. Wireless chargers
are superior to charging cables as a wireless charger can charge multiple types of
phones while different charging cables (e.g. Micro-USB, USB-C) are needed for
different types of phones. However, most wireless phone chargers can only operate
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over short distances of <1 cm, meaning that the phone usually needs to be placed
on top of the charger. Small movements that move the phone away from the charger
can interrupt the charging process, thus making the process of wireless charging
very cumbersome. Recently, the Qi standard has also been developed, but wireless
charging is still limited to 4 cm.

Hence, the concept of water DRAs can be implemented wireless phone chargers.
Water DRAs can create an oscillating magnetic field which will induce a current in
mobile phones. As water DRAs are superior to traditional antennas in areas such as
size and efficiency, water DRAs may outperform traditional wireless phone chargers
which use copper coils. There are many factors that determine the performance of
antennas. Different shapes have different propertieswhich can affect the performance
of antennas while different types of water used have different conductivities which
affect the radiation efficiency of antennas. In this project, we will focus on these
factors in evaluating 9 diffferent water DRA models.

2 Aims

We aim to compare different shapes of water DRAs and types of water used as
dielectric material to determine a model that is best suited for wireless charging
based on gain and omnidirectionality.

3 Methodology

We have used the ANSYS high-frequency structure simulator (HFSS) software to
create 9 computer models of DRAs. The antennas were fed by a coaxial cable.
3 different shapes of antenna models were created—hemispherical, cylindrical and
rectangular [10]. For each shape, 3 separatemodels are created implementing distilled
water, freshwater and seawater. Distilled water has a conductivity of 0.002 S/m,
freshwater has a conductivity of 0.01 S/m and seawater has a conductivity of 4 S/m.
Table 1 summarises the list of antenna models we have simulated while Figs. 1, 2
and 3 describe the dimensions in detail of the different antenna shapes used.

In the HFSS software, we analysed our models with a Fast sweep using
LinearCount with a start of 0–3 GHz and a count of 150. Then, 3 graphs were
plotted and analysed for each model. Table 2 summarises the graphs plotted and the
reasoning behind them.

A 2D graph of the radiation pattern in function of dBwas plotted at angles φ = 0°,
φ = 90°, and θ = 90°. This gives the gain in the x–z, y–z and x–y planes respectively.
The directivity of the computer models could be determined by comparing the gain
vs angle of the computer models.

Similarly, a 2D gain plot was generated in function of dB. This was done to
investigate the power efficiency of the antennas at different directions.
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Table 1 Shapes and types of
water used for the models

Model Shape Type of water used

(a) Cylinder Distilled water

(b) Freshwater

(c) Seawater

(d) Hemisphere Distilled water

(e) Freshwater

(f) Seawater

(g) Rectangle Distilled water

(h) Freshwater

(i) Seawater

Fig. 1 Hemispherical water DRA: dielectric region with radius of 5.43 mm; encased in a foam
container (εr = 1.03) with radius of 80.5 mm; ground plane (perfect E) size 161 mm × 318 mm.
Feeding using a coaxial cable with outer ring (wave port on bottom surface) made of Teflon (εr
= 2.10) with radius 20.0 mm and height 20.0 mm connected to ground plane; inner ring made of
“perfect conductor” (εr = 1.00) with radius 10.0 mm and height 40.0 mm. Vacuum boundary region
with dimensions such that there is a 60.0 mm distance from all points of the antenna

A graph of the S11 parameter was then plotted in function of dB to measure the
power reflected from the model. Hence, the performance of the computer model can
be determined over a specific bandwidth (the S11 parameter for a good model should
be less than −10 dB for the required bandwidth).
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Fig. 2 Cylindrical water DRA: dielectric region with radius of 67.4 mm, height 135.8 mm; encased
in a foam container (εr = 1.03) with radius of 80.5 mm, height 162.5 mm; ground plane (perfect E)
size 161.0 mm × 318.0 mm. Feeding using a coaxial cable with outer ring (wave port on bottom
surface) made of Teflon (εr = 2.10) with radius 20.0 mm and height 20.0 mm connected to ground
plane; inner ring made of “perfect conductor” (εr = 1.00) with radius 10.0 mm and height 100 mm.
Vacuum boundary region with dimensions such that there is a 60.0 mm distance from all points of
the antenna

4 Results and Discussion

A. Graph of Radiation Patterns

From the results of Fig. 4, the radiation pattern in the y–z and x–y plane is relatively
omnidirectional for all models where the curves almost coincide with each other.
However, the radiation pattern in the x–z plane of antennas using distilled water
Fig. 4a, d, g have multiple irregular side lobes.

The radiation pattern of antennas using freshwater Fig. 4b, e, h or seawater Fig. 4c,
f, i have a slightlymore omnidirectional shapewith fewer hugedrops in gain at various
directions. The nodes for these antennas are found at 90° and −90°. However, the
other directions have relatively low loss in gain roughly ≥−10 dB. Hence, models
Fig. 4b, c, e, f, i, h are shortlisted as directions and is especially important since longer
range wireless mobile phone chargers should be able to supply power to phones in
all directions.

B. Graph of Gain Plots

In graph 2, we have specifically looked at the gain plot and half power beamwidths
of the shortlisted antennas from the analysis of the radiation pattern: Table 2b, c, e,
f, h, i. The majority of the gain in the models that are above −3 dB is located on the
upper left and lower left of the graphs. The 2 main lobes are relatively the same size
so the top lobe is used in the identification of the half power beamwidth.
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Fig. 3 Rectangular DRA: dielectric region with sides of equal length of 135 mm; encased in a
foam container (εr = 1.03) with sides of equal length of 161 mm; ground plane (perfect E) size
161.0 mm× 318.0 mm. Feeding using a coaxial cable with outer ring (wave port on bottom surface)
made of Teflon (εr = 2.10)with radius 20.0mmand height 20.0mmconnected to ground plane; inner
ring made of “perfect conductor” (εr = 1.00) with radius 10.0 mm and height 100.0 mm.Vacuum
boundary regionwith dimensions such that there is a 60.0mmdistance from all points of the antenna

Table 2 Applications of
graphs plotted using HFSS

Model Application

2D radiation pattern Determine the directivity of the antennas

Gain plot

S11 parameter Determine the model’s performance over
a particular bandwidth

In models b) and c) which are cylindrically shaped, there is an almost negligible
half power beamwidth. In model i), which is rectangular sea, however, it has the
highest half power beamwidth at approximately 50°. The half power beamwidth
of the hemispherical models are also quite respectable at approximately 40°. Thus
we have further shortlisted the models to 2e, f, h, i. The half power beamwidth is
important to consider in order to identify the set of directions where there is less
power loss for greater power efficiency.

C. Graph of Return Loss (S11 Parameter)

In Table 3, we have specifically looked at the shortlisted antennas from the previous
analysis of the gain plot: Table 3e, f, h, i. We can observe that the bandwidths and
resonant frequencies of the models are very similar. The rectangular fresh model
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Model a) Model b) 

Model c) Model d) 

Model e) Model f) 

Fig. 4 Graphs of radiation patterns of models. The brown line shows the radiation pattern in the
x–z plane, the blue line shows the radiation pattern in the y–z plane, and the red line shows the
radiation pattern in the x–y planes
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Model g) Model h) 

Model i) 

Fig. 4 (continued)

Table 3 Half power
beamwidth (at −3 dB)
approximates of the various
models for comparison

Model Half power beamwidth (at −3 dB)

b) 0

c) 0

e) 40

f) 40

h) 35

i) 50

h) has the largest absolute bandwidth at 0.915 GHz while hemispherical sea model
f) has the smallest absolute bandwidth of 0.818 GHz. Overall, we have noticed
that the models using freshwater consistently have a larger bandwidth than antennas
using seawater. This is because freshwater has amodels using freshwater consistently
have a larger bandwidth than antennas using seawater. The bandwidth is important to
consider because a larger bandwidth is more accommodating of various transmitting
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and receiving frequencies to minimise the interference with other antennas such as
Wi-Fi and Bluetooth connections (Fig. 5).

The resonant frequency is also noted to tune the antenna input with the highest
possible transmitting and receiving gain for greater power transmission efficiency
(Table 4).

Model b) Model c) 

Model e) Model f) 

Model h) Model i) 

Fig. 5 Gain plots of models b, c, e, f, h, i
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Table 4 Graph of return loss, absolute bandwidth and resonant frequency of models e, f, g, h

Model Graph Absolute
bandwidth/GHz

Resonant
frequency/GHz

e) 0.895
(1.105–2.000)

1.58

f) 0.818
(1.189–2.007)

1.61

h) 0.915
(1.169–2.084)

1.57

i) 0.863
(1.146–2.009)

1.59

5 Conclusion

Taking into consideration the radiation pattern, gain plot, and absolute bandwidth of
the models, we have come to a conclusion that model i), which is rectangular sea,
has the best overall performance for our application.

Absolute bandwidth is a less important factor than the directionality and gain
of the antenna for the purposes of wireless charging. Therefore despite model i) not
having the largest absolute bandwidth, its good performance in the omnidirectionality
shown in the radiation pattern, and especially the half power beamwidth shown in
the gain plot makes model i) the most desired antenna design for the purposes of
wireless power transmission and reception.

For future works, more research could be done on different shapes of antennas.
We can also work towards increasing the gain of the models and improving on the
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omnidirectionality of the models. A physical prototype of the wireless charger using
the design of model i) or other optimised models can also be constructed for testing
in real-life circumstances.
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Protective Effect of Bacopasides
on 7-Ketocholesterol Induced Damage
in Human Brain Endothelial Cells

Xingkai Yang, Vernice Teo, and Kristie Eliana Ramli

Abstract Alzheimer’s disease (AD) is an irreversible, progressive brain disorder
which leads to severe dementia. It is estimated to affect more than 100,000 people
in Singapore and cost more than S$8 billion for its treatment for all Singaporeans by
2030. Recent studies demonstrated that altered cholesterol metabolism, which has
been suggested to be caused by cholesterol autoxidation and oxidative stress in the
brain, have been involved in AD progression. 7-Ketocholesterol (7KCh), abundantly
found in deep-fried and over-cooked food, is a highly oxidised cytotoxic cholesterol
which induces cell apoptosis and inflammation and is proven to result inAD. Previous
researches demonstrated various pathway to inhibit 7KCh inflammation in human
endothelial cells. However, there is a limited investigation on usage of phytochemical
in botanical drugs against 7KCh. Bacopa monnieri has been used by Ayurvedic
medical practitioners for centuries for a variety of purposes, including improving
memory, reducing anxiety, and reducing inflammation. In this research, Bacopaside
I (BI) and Bacopaside II (BII), two types of chemical extracts of Bacopa monnieri,
are used to investigate the protective effect of BI and BII on 7KCh induced damage in
human brain endothelial cells. HCMEC/d3 cell line is used as a model of the human
blood–brain barrier. Cell culture is exposed to 7KCh, after which BI and BII were
introduced. Cell viability test and quantitative real-time polymerase chain reaction
test for pro-inflammatory cytokines, interleukin-6 and tumour necrosis factor-αwere
conducted. Results show that there is a significant protective effect of Bacopaside I
on 7KCh damage in hCMEC/D3 cells, while Bacopaside II is deemed as ineffective
against 7KCh induced damage. Therefore, Bacopa monnieri has the potential to
become an effective medicinal approach to treat or mitigate AD.
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Keywords Bacopasides · Alzheimer’s disease · hCMEC/d3 · 7KCh · Blood–brain
barrier

1 Background and Purpose of Research

A. Significance of Research

Alzheimer’s disease (AD), an irreversible, progressive brain disorder caused by
neuroinflammation that leads to severe dementia. Currently, AD affects 82,000
people in Singapore and this number continues to rise with the increasing life
expectancy. By 2030, this number is expected to hit 100,000. Furthermore, in Singa-
pore, an estimated S$2.8 billion was spent in 2015 locally and is estimated to almost
triple by 2030 [1, 2]. Current methods of treating AD using immunotherapy may
result in intense adverse reactions within patients and this may hinder the treatment.
Due to the rapidly increasing clinical and financial burden caused byAD, an effective
approach to preventing and mitigating AD is of carinal significance to our society.

B. Background

Previous research has shown that 7-Ketocholesterol (7KCh), abundantly found in
deep-fried and over-cooked food, is a highly oxidised cytotoxic cholesterol which
induces cell apoptosis and inflammation in places such as the blood–brain-barrier
(BBB) [3–5]. Hence, it can be concluded that the progression of AD can be induced
by 7KCh.

C. Rationale for Research

Bacopa monnieri has been used in Indian Ayurvedic medicine to treat various mental
illnesses such as anxiety, epilepsy, and insomnia. It is anAyurvedic nootropic for poor
cognition, and lack of concentration, and has been widely researched by scientists
as a natural alternative to synthetic drugs [6, 7]. Bacopaside, a group of triterpene
saponins isolated from Bacopa monnieri, has been well documented to possess anti-
inflammatory, antioxidative, and Amyloid-β (Aβ) aggregation inhibition properties
[8–11]. This study aims to determine the protective effect of Bacopaside I (BI)
and Bacopaside II (BII), two members of Bacopaside chemicals, on 7KCh induced
damage on the human cerebral microvascular endothelial cell (hCMEC/D3) to simu-
late the process in BBB in vitro for an effective medicinal approach to protect brain
endothelial cells and hence prevent or treat AD caused by aggregation of 7KCh [12,
13]. This project would greatly contribute to the research of novel anti-Alzheimer
drugs that are becoming increasingly relevant in the Singaporean society.

2 Hypothesis

We hypothesised that the presence of Bacopaside I and II will protect hCMEC/D3
cells from the harmful effects of 7KCh. The introduction of Bacopasides may result



Protective Effect of Bacopasides on 7-Ketocholesterol … 493

in a higher survival rate of hCMEC/D3 cells and a reduction in inflammation sites
among the cells.

3 Methodolody

A. Cell Culture

To simulate the BBB environment in vitro, the human cerebral microvascular
endothelial cell line (hCMEC/D3)were cultured inEBM-2medium (AppliedBiolog-
ical Materials Inc., Canada) and seeded onto flasks previously coated with collagen.
They were maintained at 37 °C in 95% air and 5% CO2 until confluence.

B. Preparation of Materials

hCMEC/D3 cell cultures were seeded on collagen-coated 6-well and 12-well culture
plates at a concentration of 5 × 105 cells per millilitre. 7KCh (Cayman Chemical
Company, USA) was dissolved in 5% ethanol, then mixed with EBM2-medium to
form a 50 μM solution. Bacopasides, both Bacopaside I (BI) (Merck, USA) and
Bacopaside II (BII) were dissolved in methanol to form a 1 mM solution, then mixed
with EBM2-medium to form 0.1 μM, 1 μM and 10 μM solutions respectively. Cell
culture medium (EBM-2), PBS solution, trypsin EDTA were all warmed up to 37 °C
before treatment to the cell.

C. Treatment of Cells

Cells were pretreated with BI or BII for 1 h, followed by addition of 7KCh for 24 h.
Nine differentmethods of treatmentwere applied to the cells: Control (EBM-2 culture
medium), Vehicle Control (30μMmethanol), 7KCh (50μM), 0.1μMBacopasides,
1 μM Bacopasides, 10 μM Bacopasides, 0.1 μM Bacopasides + 7KCh (50 μM),
1 μM Bacopasides + 7KCh (50 μM) and 10 μM Bacopasides + 7KCh (50 μM).
[Bacopasides refer to either BI or BII].

D. Cell Viability Test

Cells were pretreated with BI or BII for 1 h, followed by addition of 7KCh for 24 h.
Nine differentmethods of treatmentwere applied to the cells: Control (EBM-2 culture
medium), Vehicle Control (30μMmethanol), 7KCh (50μM), 0.1μMBacopasides,
1 μM Bacopasides, 10 μM Bacopasides, 0.1 μM Bacopasides + 7KCh (50 μM),
1 μM Bacopasides + 7KCh (50 μM) and 10 μM Bacopasides + 7KCh (50 μM).
[Bacopasides refer to either BI or BII].

E. Quantitative Real Time Polymerase Chain Reaction

Total RNA extraction and sample purification were also carried out using the
RNeasy Mini Kit (Qiagen, Germany) according to the manufacturer’s protocol.
The RNA samples were reverse transcribed using High-Capacity complementary
DNA Transcription Kit (Applied Biosystems, USA) at 25 °C for 10 min, 37 °C for
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120 min, then 85 °C for 5 min in the T-Personal Thermocycler (Biometra, Germany).
The 7500 Real-time PCR System (Applied Biosystems, USA) were employed to
carry out real-time PCR amplification using TaqMan Universal PCR Master Mix
(Applied Biosystems, USA) and TaqMan Gene Expression Assay Probes for IL-1β
(Hs01555410_ml), IL-6 (Hs00174131_ml) and β-Actin (Hs99999903_ml) (Applied
Biosystems,USA). The PCR reaction conditionswould be 95 °C for 10min, followed
by 40 cycles of 95 °C for 15 s and 60 °C for 1 min.

4 Results and Discussion

A. Cell Viability Test

From Fig. 1, the living cell count for vehicle group (treated with 10 μM methanol)
(97.2%) did not vary greatly with the untreated cells (100%). Hence it can be deduced
that methanol does not greatly affect the survival of endothelial cells.

From Fig. 1a, it can be seen that there is a higher percentage of alive cells when
the cells are treated with 0.1 and 1.0 μM of BI (128.3% and 148.8% respectively)
as compared to the control group (100%). This may be because BI triggers cell
proliferation, resulting in a higher cell count.

However, when the cells are treated with 10 μM of BI (98.6%), the percentage
of alive cells is slightly lower than that of cells from control group (100%). This
may imply that an overly concentrated BI solution may lose its ability to cause cell
proliferation, yet the mechanism of such overdose effect is still undetermined.

For cells treated with 50 μM 7KCh, around 50% cell death rate is observed
compared to cells in the control group. This validates the theory that 7KCh induces
cell death.

Fig. 1 a Graph of cell viability of hCMEC/D3 cells after treatment with BI and 7KCh (n = 4,
Standard Error of Mean), b graph of cell viability of hCMEC/D3 cells after treatment with BII and
7KCh (n = 4, standard error of mean)
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However when 7KCh is added to cells pretreated with 0.1 μM, 1 μM and 10 μM
of BI, there is a 10% to 20% rescue (up to 63.1%, 84.0% and 74.2% respec-
tively) as compared to sample where only 7KCh is treated to the cells (53.8%).
At 0.1 μM concentration of BI (63.1%), the concentration of BI may not have been
high enough to show significant protection against the effects of 7KCh, and shows a
lower percentage of live cells as compared to at 1 μM concentration of BI (84.0%).
However, at higher concentrations of 10μMofBI, while some rescuewas shown, the
concentration of Bacopaside I may have been too high, resulting in a small amount
of cell death. Regardless, both 1 μM and 1 μM of Bacopaside I + 7KCh treatment
have shown a significantly higher percentage of live cells as compared to when only
7KCh is treated to the cells, showing that the protective effect of Bacopaside I on
7KCh induced damage is significant (p < 0.05).

One way ANOVA with Bonferroni post hoc correction test was carried out. As
eta squared = 62.3, it means that 62.3% of the difference between the percentage
of live cells was because of the treatment used on the cells. Hence, the treatment of
the cells is affecting the percentage of live cells, not because of chance or any other
factor. Furthermore, between 1 μM of BI + 7KCh and only 7KCh treatment and
between 10 μM of BI+ 7KCh and only 7KCh treatment, statistically, the p value is
less than 0.05. Therefore, there is a less than 5% chance that the 2 groups belong to
the same population, showing that it is statistically significant that 1 and 10 μM of
BI have protective effects against 7KCh.

For Bacopaside II, Fig. 1b shows that the percentage of live cells of the 0.1 μM
BII treated cells (125.3%) is slightly higher than that of the control group(100%).
This shows that BII may also stimulate cell proliferation to some extent. However, as
BII concentration increases up to 1 and 10μM, cells (62.9%, 13.9%), the percentage
of live cells were lower than that of the untreated cells (100%). It is also notable
that the percentage of live cells of the 1 μM BII treated cells (62.9%) is higher than
that of 10 μM BII treated cells (13.9%). A possible reason for this is an overdose of
BII, leading to increased cell death due to higher concentration of BII, mechanism
of overdose remains unclear.

When 7KCh is treated on the cells, the 0.1 μMBII+ 7KCh treated cells (71.7%)
had a higher percentage of live cells as compared to the 7KCh treated cells (59.6%).
However, based on the one way ANOVA post hoc correction test, the rescue of the
cells was not significant, it could be due to other factors or by chance. The percentage
of live cells for 1μMBII+ 7KCh treated cells and 10μMBII+ 7KCh (45.2, 10.4%)
treated cells showed to be lower than that of the 7KCh treated cells (59.6%). The
percentage of live cells of the 1 μM BII + 7KCh treated cells (45.2%) is higher
than that of 10 μM BII + 7KCh treated cells (10.4%). These trends are similar to
that of only BII treated cells. Therefore, similarly, a reason for these trends could
be an overdose of BII, leading to increased cell death as higher concentrations of
BII. Again, mechanism of overdose is unclear. It can also be concluded that BII
has little to none protective effect on 7KCh induced damage on hCMEC/D3 cells.
However, it may also be possible that BII will show protective effect on the cells at
a concentration lower than 0.1 μM.
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Comparing Bacopaside I and II, it is evident that BI has a greater potential of
being an effective medicinal approach to treat AD since it has shown better rescue of
the hCMEC/D3 cells. Hence, qRT-PCR was conducted with cells that were treated
with 1.0 μM of BI as it had continually shown the best rescue of cells among all 3
concentrations.

B. Quantitative Real-time PCR

The delta delta CT method was used to analyse the data from the 7500 Real Time
PCR System (Applied Biosystems, USA) using β-Actin as the housekeeping gene.
IL-6 is an endogenous chemical that is active during inflammation and is produced in
wherever part of the body which has inflammation. It produces inflammatory effects
by inducing the transcription of factors in multiple pathways of inflammation [14].
Hence when the expression levels of IL-6 increases, inflammation increases. TNF-α
plays a pivotal role in orchestrating the production of a pro-inflammatory cascade
and is rapidly released after trauma, infection, or exposure to bacterial-derived LPS
[15]. Thus, the expression of TNF-α can show inflammation as it stimulates an
inflammatory response.

Figure 2 shows that IL-6 mRNA levels for 7KCh treated cells (8.4-fold) were
higher as compared to untreated cells (1.0-fold) while TNF-αmRNA levels for 7KCh
treated cells (3.3-fold) were also higher compared to untreated cells (1.0-fold). This
further proves that 7KCh induces inflammation as it increases the expression levels
of pro-inflammatory genes IL-6 and TNF-α.

Figure 2 shows that Bacopaside I has a significant protective effect against inflam-
mation caused by 7KCh. IL-6 mRNA levels for 1uM Bacopaside I + 7KCh treated
cells (2.4-fold) were lower as compared to that of 7KCh treated cells (8.4-fold),

Fig. 2 Expression levels of IL-6 and TNF-α for 7KCh and BI
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which is a 75% decrease in the expression of the IL-6 pro-inflammatory gene. TNF-
α mRNA levels for 1uM Bacopaside I + 7KCh treated cells (0.8-fold) were also
lower as compared to that of the cells that were only treated with 7KCh (3.3-fold).
That shows a decrease in TNF-α expression levels by 76%.

These data corroborates with the cell viability data, where cells treated with 1uM
Bacopaside I managed to revive the cells that were then treated with 7KC by 44%.
As inflammation leads to cell necrosis, the decrease in expression levels of pro-
inflammatory genes, IL-6 and TNF-α, shows that the reduced inflammation has
helped to rescue cells.

5 Conclusion

From our results, it can be concluded that Bacopaside I has very significant protective
effect against 7KCh induced damage to brain endothelial cells while such effect is
absent in Bacopaside II. High fat diet causes unhealthy cholesterols such as 7KCh
to aggregate in our body. This will induce inflammation and damage the integrity of
the blood–brain barrier, allowing toxins entering the brain. Consumption of a small
amount of Bacopaside I may reduce inflammation caused by 7KCh in the BBB,
leading to a lower risk of development of AD.

5.1 Future Works

qRT PCR should be repeated a few more times so as to ensure reliability of data. In
our results, high dosages, of Bacopaside I may not be very protective and it may even
be harmful to the endothelial cells. Hence it is important to determine the optimal
concentration of BI treatment for the endothelial cells for a targeted and effective
clinical usage. Only in vitro experiments were conducted by model the blood–brain
barrier with hCMDE/d3 cell line. This model may not be so accurate compared to the
actual blood–brain barrier. Extensive in vivo clinical trials onmice or human subjects
is still required for the development of anti-Alzheimer drug using Bacopasides.
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Using Sorbents for Subsurface Oil Spill
Cleanups Study in Saline and Fresh
Water Using Optical Techniques

Lucas Tan, Pavan Singh, and Srivathsan Ram

Abstract Crude oil spills in freshwater are more frequent and potent than oil spills
in the sea due to the formation of emulsions, affecting marine life below the surface.
Yet little research has been conducted in this area investigating the stark differ-
ences between oil spills in seawater and freshwater. This project pioneers the first
steps aiming to demonstrate the danger of crude oil spills in freshwater conditions
and provide a viable solution to clean up the spills. Precision Ellipsometry is an
optical analysis technique that can detect the binding of molecules to a substrate, this
will be used to investigate the adsorption of oil to various sorbents. Sorbents tested
included Bovine Serum Albumin (BSA), hydrophobic surfaces and Glutaraldehyde.
The salinity of the water was also varied to emulate fresh and salty water condi-
tions to investigate the differences in the emulsification of oil. From the results, all
the sorbents exhibited binding with crude oil in freshwater conditions. From data
of a colorimeter, it was observed that crude oil emulsifies throughout the fresh-
water, giving it ample time to penetrate to subsurface marine life, demonstrating its
hazardous effects to the environment. BSA showed a strong affinity for binding to
oil and hence inexpensive proteins similar in structure to BSA can be utilised to
effectively adsorb the subsurface oil emulsions. Hence it is evident that oil spills in
freshwater is indeed potent to marine life below the surface and sorbents such as
proteins can be developed to adsorb the oil.

Keywords Oil spills · Sorbents · Subsurface contamination · Optical techniques ·
Precision ellipsometry · Colorimetry · Freshwater oil spills
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1 Introduction

Several million tonnes of crude oil must be transported across the ocean every year.
Oil spills occur due to accidents, natural disasters or terrorism. In July 1979, two
super tankers, Atlantic Empress andAegean Captain collided during a tropical storm.
More than 88.3 million tons of crude oil was spilled into the ocean which devastated
the marine wildlife present and it contaminated precious water resources with oil.
Cleaning up oil spills can be a very challenging task as it is extremely difficult to
separate the large amounts of oil from the water. Oil spills can cause the death of
marine life such as fish due to asphyxiation. Many avian species die due to the
oil sticking to their down feathers incapacitating their ability to insulate the birds
against extreme temperatures. Several other marine species are killed during oil
spills and during invasive clean-ups. This results in a detrimental imbalance in the
ecosystem which results in the irreversible destruction of several habitats for the
marine organisms. This can even result in contamination of fish and the oil spills
near coasts and shorelines could affect the human population directly in addition to
the indirect effects of the traditional oil spills. Another breed of oil spills that is less
heard of but more dangerous is oil spills in freshwater. An example would be the
Kalamazoo oil spill in which 1 million gallons of oil were discharged. The clean-up
took 5 years and around 30–50 households were evacuated while the water quality
of nearly double that number of households was compromised.

2 Methods of Cleaning Up Oil Spills

A. Burning

Burning the oil results in severe pollution due to the release of carbon monoxide
during incomplete combustion. This can result in the deaths of several avian species
and can contribute to global warming too.

B. Oil Booms and Skimmers

Usingoil booms and skimmers for preliminary clean-ups to contain the oil spill before
further action is taken to clean up the oil spills. This method is usually ineffective
and does not work well in turbulent sea conditions or for an oil spill that is too large.

C. Emulsifiers

Emulsifiers result in the emulsification of oil causing the oil to form an emulsion
which usually is suspended in the seawater for prolonged periods resulting in greater
rates of fish contamination.

D. Sorbents
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Table 1 Comparison of methods

Methods

Burning Containment Emulsifiers Sorbents

Does it prevent harm to
marine life?

✗ ✓ ✗ ✓

Is it environmentaly
safe/feasible?

✗ ✓ ✓ ✓

Does it remove the oil from
the water?

✓ ✗ ✗ ✓

Can the oil be recovered? ✗ With the help of skimmers ✗ ✓

Speed of method Very fast Very slow Slow Medium

a. Speed of methods are taken to be relative to each other

Sorbents are currently being developed for cleaning up oil spills. They work by
binding to the oil using intermolecular forces of attraction. The oil and sorbent then
sink passively to the bottom of the sea and cause little or no harm to marine life.

E. Comparison of Different oil Recovery Methods

See Table 1.

3 Analysis of Sorbents

Hence from these methods, we can gather that the option that offers the most reason-
able trade-offs is the use of sorbents. Sorbent technology is currently being developed
as the current sorbents are extremely expensive and cheaper alternatives are being
researched.

Oil is an organic molecule; hence it will be attracted to other organic molecules
with similar intermolecular forces (IMF). To determine the type of intermolecular
forces, wemust look at the polarity of the oilmolecule. Oilmolecules used in cooking
are made up of triglycerides. There is a glycerol part of the molecule connected to
three fatty acid molecules. There are carboxyl groups present and the structure is
asymmetrical. The structure of a castor oil molecule is shown below (Fig. 1):

The carboxyl groups are polar and there are hydroxyl groups present as well.
Since the molecule is asymmetrical, the dipole moments are not cancelled out. The
hydroxyl groups allow hydrogen bonding to take place as well. However, most of the
oil molecule is made up of non—polar hydrocarbon chains and it makes up a more
significant part of the molecule. Therefore, the more dominant intermolecular force
is London dispersion forces (LDF), due to its large molecular mass.

Therefore, we can see that sorbents with non-polar groups will make for better
sorbents.
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Fig. 1 Crude oil molecule
structure

4 Materials

A. Light Oil

Light crude oil was obtained from Malaysia and diluted in a 1:1 ratio with water.

B. Units

Several active layers were made on silicon surface to catch crude oil. A variety of
sorbents were experimented to test their effectiveness in freshwater conditions.

• Aminosilane binds very well to the SiO2 substrate as a Si–O–Si covalent bond can
be formed. Hence, when PSS binds to Aminosilane that is bound to the substrate,
it allows BSA to attach to the substrate so it can be tested.

• Bovine Serum Albumin (BSA) is a globular protein that we used for testing
throughout our experiment as it is used as a protein concentration standard in lab
experiments, and it is very stable. It is made up of amino acids, some of which are
non-polar. This will cause there to be London Dispersion interactions with the oil
and the protein can “wrap” around the oil molecules [5].

• Polystyrene Sulfonate (PSS) is widely used as ion-exchange resins to remove ions
such as Potassium, Calcium and Sodium from solutions.We did do an experiment
testing how well BSA binded to any foreign substances from the crude oil that
dissolved in the water below it, to test for the presence of any ions but the results
showed there were not many ions present. Another crucial feature of PSS us the
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fact that it is a linker layer that allows BSA to bind to aminosilane that is bound
to the substrate.

• Glutaraldehyde is a commercial disinfectant, medication, preservative, and fixa-
tive. It is an organic molecule with 2 aldehyde groups at its ends. Glutaraldehyde
contains two aldehyde groups: one of them attaches to amino-silane the other
is exposed and can react with compounds from oil, e.g. mercaptanes. While the
aldehyde groups are polar, since they are on opposite ends, the polarity largely
cancels out in the horizontal direction. There is however a net dipole moment due
to its 3d structure. However, it is still able to exhibit London Dispersion Interac-
tions with non-polar molecules due to its carbon chain. It is a possible candidate
for a sorbent due to its stability and ability to attract non-polar oil molecules.

• Polyethylenimine is a polymer with repeating unit composed of the amine group
and two carbon aliphatic CH2CH2 spacer. It has multiple nitrogen groups sticking
out of the molecule, hence allowing it to exhibit hydrogen bonding. Polyethylen-
imine can be used to detect for the presence of ions such as fluorine, chlorine and
nitrogen. While it is unlikely that Polyethylenimine binds to oil due to its lack of
London dispersion interactions, it is used as a negative control to ensure that the
substance binding to the sorbents is oil and not ions sticking onto them instead.

• Phenylsilane, also known as Silylbenzene, is a colorless liquid, and is one of the
simplest organosilanes with the formula C6H5SiH2. It is a hydrophobic molecule;
hence it exhibits London dispersion force with other hydrophobic molecules.
Phenylsilane is a possible sorbent due to its high affinity to the hydrophobic oil
molecules aswell its stabilitywhich is evident in its uses in cross linkages between
proteins.

• Hydrogen terminated silicon (Si–H) is a chemically passivated silicon substrate
whose silicon atoms are covalently bonded to hydrogen. This surfacewas obtained
by immersing silicon into solution ofHF for 20 s. Si–H is also hydrophobic surface
and is a possible candidate for a sorbent due to its high stability and ability to
exhibit Londondispersion interactionswith non-polar, hydrophobic oilmolecules.

5 Equipment and Methods

The equipment used include primarily the Precision Ellipsometer [6, 7] and the
Colorimeter. The Precision Ellipsometer was used to determine the degree of binding
of the crude oil to the different substrate [10, 11]. The Colorimeter was used to
determine for how long oil emulsions persisted in waters of varying salinities. This
is done to evaluate how much subsurface contamination occurs in freshwater as
compared to saline water.

A. Precision Ellipsometer

To observe the binding of Bovine Serum Album (BSA), Glutaraldehyde, hydrogen
terminated silicon (Si–H) and phenylsilane to the crude oil in the water, Precision
Ellipsometry (PREL) was employed (see Appendix A). It is chosen for its ability
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Fig. 2 Electro-optical set-up of liquid-phase precision ellipsometry

to monitor chemical reactions in real time and sensitive measurements capable of
detecting molecular layers just a few nanometres thick [1, 9]. PREL is very portable
and can be used on-site when testing chemicals far out in natural environments where
certain conditions are needed to be met, at a small footprint of less than an A4-sized
page (Fig. 2).

In the precision ellipsometry system, a 650 nm laser is utilized. The beam passes
through a polarizer at 45º anticlockwise from the y-axis. This causes the initially
unpolarized light (Fig. 3a) beam to be linearly polarized (Fig. 3b). The polarized light
then enters the cuvette perpendicularly and reflects off the substrate with incident
and reflection angles of 45°. This reflection at 45º causes the s component of the light
to rotate 180º. After reflection, the reflected beam is elliptically polarized due to the
phase shift in the s and p components (Figs. 3c and 4).

Fig. 3 Figures 3a (left) through 3d (right) depicting polarization of the laser light

laser light

Fig. 4 Quarter wave retarder adjusting elliptically polarised light
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6 Colorimeter

The question at issue is are crude oil spills in freshwater more detrimental than
spills in salt/seawater. To investigate this, it was noted that mixing of oil with water
creates an emulsion, hence an analysis of the segregation of oil and water can be
conducted to test if the oil emulsifies throughout the water which would indicate that
it is detrimental to sea life below the surface. To analyse the rate of segregation, an
optical setup was assembled as shown in Fig. 5 (See Appendix B).

Oil was mixed with water in different ways. Homogeneous mixing occurs when
the oil is mixed only on the water–oil boundary, for example in waves. This was
imitated by shaking a bottle containing oil and water. Heterogeneous mixing occurs
when oil is mixed with water in presence of solid bodies, for example on rocks or
stones of coast line. This was imitated by mixing with rotating wire in the bottle.
Both fresh and salty water were used for this experiment. Within seconds after the
mixing, 2 mL of the emulsion was placed into an optical cuvette and inserted into
transmission measurement setup (Fig. 6).

Fig. 5 Schematic of optical
setup for light transmission
measurements, light emitting
diode (LED) shines the light
through optical cuvette and
transmitted light is measured
by photo-detector

oil

LED

collimator

photo-
detector

water

optical cuvette

emulsion

Fig. 6 Photos of oil water emulsions in saline (left) and fresh water (right)
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Fig. 7 Binding of crude oil
on PEI and PSS—negative
control

7 Results

See Figs. 7, 8, 9 and 10.

8 Discussion

A. Negative Control

From Fig. 7, it can be seen that there is no attachment of any substances on
Polyethylenimine and polystyrene sulfonate. Hence it serves as a negative control to
show that there is no other soluble compound in crude oil which could possibly have
attached to the sorbents, and thus any attached substance on the sorbents is definitely
crude oil.

B. Effectiveness of BSA and Glutaraldehyde

From Fig. 8, it can be inferred that both BSA and Glutaraldehyde had successful
attachments to oil even after washing. BSA is a protein that binds to a large variety
of substances, it is not surprising that it can bind to crude oil as well. BSA is made up
of many smaller amino acids of which some are hydrophobic which is characteristic
of a protein. Hence these hydrophobic groups had London dispersion interactions
with the crude oil, allowing BSA to bind to crude oil. Furthermore, the London
dispersion interactions between the 2 molecules was very extensive as both oil and
BSA have a large mass and contain many hydrophobic components. Glutaraldehyde
also had a successful attachment due to binding of aldehyde with inclusions of
nitrogen, or phosphorus, or sulfur atoms in carbon chain. While glutaraldehyde may
not be as hydrophobic asBSA, it’s carbon skeleton likely provided a place for London
dispersion forces to form between it and the crude oil, hence allowing crude oil to
stick to glutaraldehyde. From these results it can be concluded that proteins and
organic molecules (with a long carbon backbone) are able to be effective sorbents
underwater.
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Fig. 8 Attachment of
contaminants from oil water
on sorbent layers consisting
of amino-silane (AS),
poly-styrene-sulfonate (PSS)
and bovine serum albumin
(BSA) green curve, and
amino-silane (AS) and
glutaraldehyde (GA) blue
curve. Orange arrow shows
increment around 0.5 mrad
due to contaminants in the
oil water
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Fig. 9 Attachment of
contaminants from oil water
to hydrophobic surfaces of
silicon covered with
phenylsilane (Si–PhS) and
hydrogen terminated silicon
(Si–H)
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Fig. 10 Change in
transmission of oil-water
emulsion mixed in different
was: homogeneous mixing in
fresh water, heterogeneous
mixing in fresh water and
heterogeneous mixing in
saline water
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C. Effectiveness of hydrophobic surfaces

For the experiment conducted for Fig. 8, instead of using a new substrate and adding
chemicals/substances to bind onto it to test it, we used a substrate that was left in
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phenylsilane to make it hydrophobic. As the oil is also non-polar (hydrophobic), they
interact well together and bind to each other, as can be easily seen by comparing the
point of the graphs at 500 s and at 2000 s.

The hydrogen terminated silicon surface graph (in green) had a very large increase,
showing a lot of attachment of chemicals from the water below the oil to it, but the
phenylsilane-coated substrate only had a slight increase between 500 and 2000s.
This is a much more efficient and quick way of testing, as not much needs to be done
to conduct the experiment. It supported our hypothesis that the oil would bind to
a non-polar hydrophobic substance due to the dominant London Dispersion Forces
acting on them, and it also confirms our main hypothesis, showing the presence of
small emulsified oil in the water below the main layer of oil.

D. Emulsification of crude oil in waters of different salinities

From Fig. 10 of the colorimeter, it can be seen that transmission of light recorded for
salty water increases very quickly, so the mixture segregates during several minutes.
It can be concluded that emulsion in fresh water is more stable: after homogeneous
mixing, it segregated in around two hours. Heterogeneous mixing creates (most
likely) smaller oil droplets and the emulsion is stable even during several days. Thus
it shows that oil emulsifies and permeates through freshwater, likely seeping down to
marine life deep under the surface.Whereas for oil in saltywater, it quickly segregates
at the top, affecting only sea birds and fishes coming up to breathe.

E. Applications

In Singaporean context, we can utilise soybean derived proteins as sorbents. With
more advanced sorbents,we canutilise a spinningdrum to allow theoil to beharvested
and purified for later use. The drumwill be coatedwith a protein-based sorbent which
adhere to the drum, to the oil but not to water. Hence by having the drum submerged
in the water, we can create more efficient skimmers for secondary clean-ups after
majority of the oil has been cleared up (Fig. 11).

9 Conclusion

This study has shown that oil spills in freshwater aremuchmore threatening tomarine
life than that of oil spills in seawater. The crude oil permeates through the surface
into deep waters in a freshwater environment, which results in the poisoning of fishes
underneath the surface. These results can be concluded from the colorimeter data
where the emulsification of oil in pure water remained there for days, however, when
oil was mixed with salty water, the oil–water mixture quickly separated into their
distinct layers where the oil remained at the surface which would not harm marine
life. Furthermore, commercial sorbents mainly target adsorption of oil at the surface
and are ineffective at adsorbing oil under the surface, we propose using natural
proteins instead to adsorb oil beneath the surface of the water. Our results showed
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Fig. 11 Schematic of a
proposed skimmer which
could aid in subsurface oil
recovery

significant binding of Bovine Serum Albumin (BSA—a protein) with crude oil and
its harmful soluble components. Proteins such as BSA or other natural proteins can
be quickly sprinkled on the water in the event of an oil spill and will readily adsorb
the crude oil, ‘pulling’ the oil-protein compound to the seabed where it poses no
threat to marine life. By doing so, the threats the oil poses to marine life are quickly
neutralised resulting in more effective oil-spill clean-ups.
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Appendix

A. Precision ellipsometer “PREL17QdetG”

The Precision Ellipsometer PREL17QdetG was assembled by research mentor Dr.
Nikolai Yakovlev and parts were sourced from Thorlabs, Inc.

Wave length used 650 nm, incidence angle 60 deg, substrate silicon with n =
3.8; frequency of polarisation modulation 288 Hz; digitiser is Arduino Uno, and
recording with 1 data point per second.

B. Colorimeter “CLM3”

The Colorimeter apparatus CLM3 was assembled by research mentor Dr. Nikolai
Yakovlev and parts were sourced from Thorlabs, Inc.

Wave length used are 520 nm for green, 580 nm for yellow, 650 nm for red, and
the intensity shown on the graph is the sum of intensities of all three colours; optical
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path through the liquid 1 cm; digitiser is Arduino Uno, recording with 1 data point
per second.
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Investigation on the Effects of Different
Concentrations of Nitrogen
on the Growth of Ocimum Basilicum

Nallapuraju Ananya

Abstract For such an economically important plant, the basil plants need to be
grown quickly and efficiently. To accomplish this, farmers add fertilisers to the soil
in which the basil plants are grown in. A primary component of these fertilisers is
nitrogen. The aim of this experiment was to find out how different concentrations
of nitrogen in the soil affect the plant’s growth, measured through the change in the
height of the plant, number of leaves on the plant and colour of its leaves.

Keywords Ocimum basilicum · Plants · Basil · Leaves · Nitrogen · Fertiliser

1 Introduction

A. Ocimum Basilicum

Among the various species of basil, sweet basil (Ocimum Basilicum) is the most
economically important, and it is grown and used around the world. Basil has been
used in folk medicine, as an insecticide and as a remedy for snake, scorpion and
insect bites. Furthermore, the basil plant’s leaves are used frequently in the food and
spice industries. The essential oil of the basil plant is also used in food industries,
perfumery, dental and oral products and in traditional rituals and medicines.

For such an economically important plant, the basil plants need to be grown
quickly and efficiently. To accomplish this, farmers add fertilisers to the soil in which
the basil plants are grown in. A primary component of these fertilisers is nitrogen.

B. Nitrogen

Nitrogen plays a significant role in plant growth as it is part of the chlorophyll
molecule, the compound plants require to undergo photosynthesis, and which gives
plants their green colour [1].
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Nitrogen is also amajor component of amino acids, the building blocks of proteins
that act as structural units in plant cells while others act as enzymes. Nitrogen is also
a component of energy-transfer compounds such as adenosine triphosphate (ATP),
which allows cells to conserve and utilise energy released during metabolism. In
addition, nitrogen is a key component of nucleic acids such as deoxyribonucleic acid
(DNA) which allows cells to grow and reproduce.

A lack of nitrogen appears as general yellowing of the plant. On the other hand,
too much nitrogen may damage plants and cause leaf burn. Leaf burn is caused by
dehydration of the roots or crown due to the high concentrations of nitrogen that
cause the foliage to turn brown or yellow [2].

Plants that receive too much nitrogen might produce a lot of new leafy growth.
However, this new growth is often feeble and sappy, attracting various pests and
making the plant unable to survive the stress of drought. Furthermore, aromatic
plants such as basil lose much of their fragrance.

Nitrogen in the soil is often absorbed by the plants’ roots in the form of nitrate
salts and healthy plants often contain 3–4% nitrogen in their above ground tissues.
However, nitrate is easily drained from the soil by heavy rain, resulting in soil
acidification. Thus, fertilisers containing nitrogen need to be applied to the soil.

2 Aim and Hypothesis

The aim of this experiment was to find out how different concentrations of nitrogen
in the soil affect the plant’s growth, measured through the change in the height of
the plant, number of leaves on the plant and colour of its leaves. It was hypothesized
that a higher concentration of nitrogen in the soil increases the growth of the plant
i.e. change in the height of the plant, number of leaves on the plant and the colour of
the plant.

3 Literature Review

According to the New South Wales Government Department of Primary Industries
website, Agricultural sector, nitrogen is a key element in plant growth and is found in
many plant proteins, hormones and chlorophyll. According to the Oxford Academic
Journal of Experimental Botany, there was a study conducted by I.G. Burns [4]
in which the nitrogen supply was not steady. It was conducted to find out how the
relative growth ratewas affected by the nitrogen concentration. Another similar study
was conducted after that to find out about the response of plants to nitrogen supply
[3]. Hydroponic experiments were carried out with young lettuce plants (Lactuca
sativa L.) to compare responses to an interruption in external nitrogen supply. In this
experiment, they interrupted the external nitrogen supply to find out how the relative
growth rate of the plant affects the amount of nitrogen given to it. However, for this
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investigation, hydroponic is not a suitable method for the basil seedlings as too much
exposure to water may cause the roots of the basil seedlings to rot.

4 Materials

1. Small flower pots—25
2. Basil Seeds—75
3. Anhydrous calcium nitrate— ~ 60 g
4. D.I. water
5. Garden Soil— ~ 5 kg
6. Electronic analytical mass balance—1
7. Spray bottle/mister—6
8. 1 L measuring cylinder—1
9. 500 mL beakers—6
10. 1 L white plastic bottles—6
11. Spatula—5
12. Ruler—1

5 Methodology

A. Phase 1: Preparing the nitrate solutions

Measure out 0.9448 g of hydrated calcium nitrate using a weighing boat and an elec-
tronicmass balance. Pour these nitrate crystals into a beaker.Measure out 1000mLof
DIwater using a 1 Lmeasuring cylinder. Pour the DIwater into the beaker containing
the nitrate crystals. Stir the solution using a spatula to produce a 8.00 mmol L−1 of
nitrate solution (label as B). Repeat steps 1–5 using 1.8892 g, 2.8340 g, 3.7788 g and
4.7232 g of anhydrous calcium nitrate to produce a 16.00mmol L−1 (C), 24.00 mmol
L−1 (D), 32.00mmol L−1 (E) and 40.00mmol L−1 (F) of nitrate solution respectively.

B. Phase 2: Planting the basil seeds

Fill two-thirds of each pot with garden soil. Plant 3 basil seeds in each of the 25
flowerpots, 3 for each kind of the 6 concentrations and extras. If more than one of
the basil seeds germinates in each pot, remove the other basil seedlings in the pot to
reduce competition for nutrients.

C. Phase 3: Watering the basil seeds/seedlings

Before germination, mist the soil damp daily with a mister/spray bottle (~20 sprays).
After germination, water the basil seedlings with nitrate solution daily (50 ml

daily).



514 N. Ananya

6 Results and Discussions

Firstly, seedlings watered with the highest concentration of nitrate solution,
40.00 mmol/L died after the first week, as seen in Figs. 1 and 2. They also had
yellowish-brown leaves, showing significant signs of leaf burn. The high concen-
tration of nitrates in the soil could have also made the soil hypertonic, reducing the
water potential of the soil. Hence, it might have caused the seedlings to dry up as
water in the soil is unable to enter the roots via osmosis.

Fig. 1 Histogram of the average increase in the number of leaves on each plant by the concentration
of nitrate solutions that they are watered with over four weeks

Fig. 2 Bar graph of the average increase in the height (cm) of each plant by the concentration of
nitrate solution that they were watered with over the four weeks
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Table 1 Average increase in the height of the seedlings

Week 1 Week 2 Week 3 Week 4

A 1.05 1.70 2.80 3.90

B 1.08 1.50 2.48 3.57

C 0.90 1.18 1.63 2.33

D 1.37 2.08 3.07 4.05

E 1.22 1.38 1.87 2.438

F 0.87 0.00 0.00 0.00

Secondly, seedlings watered with 24.00 mmol/L of nitrate solution have the
greatest increase in mean height, based on Fig. 2. The seedlings watered with 16.00,
24.00 and 32.00 mmol/L all had the greatest mean number of leaves according to
Fig. 1. Hence, it can be seen that 24.00 mmol/L is the optimum concentration for
basil seedlings to have the greatest height and the most number of leaves.

Lastly, although the seedlings watered with D.I. water grew the second best in
terms of height according to Table 1, it had the dullest coloured leaves. From this, it
can be inferred that nitrogen also contributes to the production of the green pigments
in the leaves of plants (i.e. chlorophyll) significantly.

7 Conclusion

The seedlings watered 16.00 mmol/L of nitrate solution had the least height but
the highest number of leaves. The control, which was watered with D.I. water
(0.00 mmol/L), grew the second most in terms of height but it had duller coloured
leaves.

The seedlings watered with 24.00 mmol/L of calcium nitrate had the greatest
increase in number of leaves, and the greatest average height at the end of 4 weeks.

Thus, increasing the concentration of the nitrate solution increases the growth
of basil seedlings up till the optimum concentration (24.00 mmol/L) after which an
increasing concentration of nitrate solution decreases the growth of basil seedlings.

Therefore, 24.00 mmol/L is the optimum concentration for the growth of basil
seedlings with healthy leaves.

8 Limitations

In Phase 1, as small amounts of hydrated calcium nitrate are required, the
measurements could not be exactly accurate.
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In Phase 2, as the seeds were very small, they could not be planted at the same
depths, which may have led to the roots of some seedlings growing deeper and more
widespread than those of other seedlings.

In Phase 3, when the seedlings are watered, the concentration of nitrates in the
soil may not have been evenly spread throughout the soil. However, this had been
minimized as the watering of the seedlings was attempted to be done in similar
circular motions around the plant.

As this experiment was conducted with seedlings, which may not be as strong
as mature adult plants, they may not be able to withstand the high concentration of
nitrates in the soil as well as the adult plants. Hence the results are not an

accurate indicator of the optimum concentration of nitrates for adult basil plants.
Lastly, as this investigation was conducted over only four weeks, only four data

points could be collected, which may have caused the growth pattern graphed in
Figs. 1 and 2 to be inaccurate. If the investigation could be carried on for a longer
period of time, the differences in the growth patterns of the seedlings could be more
significant.

9 Future Work

Similar experiments can be done to find out how the concentration of other essential
ions, potassium and phosphorus, in the soil affects the growth of plants. Plants of
different species and age can also be used instead of the young basil seedling that
has been used in this study.

Another study can also be conducted to find out how the concentration of different
types of natural fertilisers can affect plant growth instead of the chemical fertilisers
that have been used in this study.
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FromWaste to Worth: Silver Recovery
and Its Electrochemical Transformation
to Nanoparticles
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Abstract Obtaining the Chemical Oxygen Demand (COD) is extremely important
to waste water analysis, as it can show the level of contamination. Thus, this is
a common process that takes place in wastewater treatment laboratories, producing
large amounts of CODwaste. Among the chemicals contained inCODwaste, silver is
present in high concentrations and can be easily recovered by precipitation. Further-
more, silver has many practical applications such as antibacterial and wastewater
treatment. Silver recovery from COD waste, was carried out through a precipitation
process using NaCl to produce AgCl. The concentration of NaCl was optimized,
obtaining silver removals above 95% from the COD waste, while ensuring minimal
NaCl usage. Subsequently, the AgCl powder was converted to AgNO3 in order to
have a water-soluble compound, which was used to synthesize silver nanoparticles
supported on Granular Activated Carbon (GAC) through a novel electrochemical
set up. Different experimental conditions such as applied current and silver solu-
tion concentration were studied, obtaining activated carbon materials with different
loadings of silver particles and diameters ranging from 50 to 1000 nm. The effec-
tiveness of the materials developed as water treatment agents, was evaluated through
its antibacterial potential and phenol removal of a synthetic wastewater. We found
that GAC with silver nanoparticles was able not only to increase the phenol adsorp-
tion capacity from 174 to 191 mg of phenol per gram of GAC but also inhibited E.
Coli bacteria growth. These results showed that it is possible to recover silver from
COD waste and transform it into a promising antibacterial material for wastewater
treatment.
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1 Introduction

COD refers to chemical oxygen demand as referenced from article on COD [1], this
parameter allows to determine the amount of oxygen that is necessary to decom-
pose the organic matter and oxidize inorganic chemicals such as ammonia and
nitrite, therefore it is related to the level of contamination in the water. Therefore,
the measurement of COD is a common process that takes place in all laboratories
related to wastewater treatment, producing large amounts of COD waste. Silver ions
are present among the compounds used during the COD determination; this metal is
added in excess to overcome interferences from other oxidants different than oxygen.
For that reason, silver ions are present in considerable amounts in the COD waste,
however, despite the ease which this metal can be recovered (Eq. 1) and reused, this
waste is commonly only disposed by laboratories.

Ag+ + Cl− → AgCl(s) (1)

Silver is a precious metal well known for its antibacterial activity and photocat-
alytic properties which can enhance wastewater treatment processes, especially in
the form of Silver nanoparticles. Although, there is a debate regarding its toxicity
in humans, low concentrations (<1 ppm) do not show adverse effects (World Health
Organization 1996). For this reason, silver nanoparticles usually are supported on
a material, preventing its release into the environment and ensuring human health.
Hence, in this work the main objective was not only to determine the feasibility of
silver recovery from COD waste, but also transform it into an environmental tech-
nology used for wastewater treatment. Specific objectives include the optimization of
reagent amount used for the silver recovery, the transformation of silver into silver
nanoparticles supported into activated carbon and the evaluation of the produced
material as an antibacterial agent and wastewater treatment technology.

2 Methodology

The overall methodology can be synthesized in 3 steps (Fig. 1), which correspond
to the specific objectives of this work. Detailed processes are described below.

2.1 Silver Recovery from COD Waste

Before we start extracting the Silver from the COD waste by precipitating Silver
Chloride (AgCl), we needed and approximation of the concentration of silver (Ag+)
ions present in the COD waste. To assess this, we used the following procedure
(Fig. 2).
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Fig. 1 Methodology summary of the present work

Fig. 2 Process diagram to determine silver concentration using ICP

We managed to conclude that using 2000 ppm concentration of NaCl in the reac-
tion’s solution is the most optimal to obtain the most amount of precipitate while
ensuring that we don’t waste too much of NaCl especially when it is being done in
a large scale.

4 L ofCODwastewere obtained and 1L of 2000 ppmNaCl solutionwas prepared.
Then we poured the COD waste and NaCl solution into a 5 L beaker inside the fume
hood. Then with the aid of a magnetic stirrer we sped up the precipitation of AgCl
from COD waste. After that in multiple batches we centrifuged the solution to settle
the precipitated AgCl at the bottom of the test tube. Then with the supernatant, we
passed it through filters to ensure there was no more AgCl precipitate in the solution.
Following that we diluted a sample of that solution and used the ICP-OES to calculate
the experimental yield. We then scraped the AgCl off the bottom of the test tubes that
were centrifuged and collected them in a beaker and placed it in a sealed jar which
had desiccant to absorb the moisture.

The obtained AgCl residue is added to a beaker along with concentrated ammo-
nium solution, copper turnings, and hot distilled water. The mixture is then stirred
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rapidly using amagnetic stirrer for 5–10min. Following that, the precipitated silver is
then allowed to settle and the blue solution was decanted off with distilled water. The
copper remains were then removed and nitric acid was added, to obtain AgNO3 Solu-
tion. This entire process was carried out in the fume hood. This process is referenced
from the article of recovering silver nitrate from silver chloride [2].

2.2 Electrochemical Synthesis of Silver Nanoparticles
on Activated Carbon

GAC and GAC-Cu were used as substrates and coated with silver in order to provide
a material with antimicrobial properties that can be used to disinfect water and carry
out adsorption processes. Embedding nanoparticles on GAC also can improve the
adsorption properties of the GAC due to an increase in the specific surface area. To
impregnate the GAC with Ag nanoparticles, we used and electrochemical method
which consisted in the reduction of silver ions to metallic silver (Eq. 2) by applying
a negative potential and using the GAC as electrode material, in this way we avoided
the use of toxic chemical reducing agents, commonly used in this process, refer-
encing from the article cathodic polarising effect [3] on GAC and also the article on
electrochemically prepared Iron-Modified GAC [4].

Ag+ + e− → Ag(s) (2)

The novel reactor (Fig. 3) was composed by carbon cloth as anode, while the
cathode comprised the GAC and a stainless steel mesh. To aid in compressing the
GAC so as to increase conductivity of the reactor, the electrolysis was conducted in
a syringe.

Electrolysis was conducted on both GAC and GAC-Cu. The electrolysis was
repeated 3 times each for both the types of GACs in different concentrations of
AgNO3 solutions. The concentrations that were used are 1000 ppm, 5000 ppm

Fig. 3 Experimental set-up, a image of the electrochemical reactor, b electrochemical reactor
materials and c power supply connection to the electrochemical reactor
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Fig. 4 Process diagram to evaluate the antibacterial potential

and 10,000 pm. These samples were then removed from the syringe and washed
with Deionized water and dried over a few days in a closed container with desic-
cants. Scanning Electron Microscope pictures of the 6 different samples (3 different
concentrations of AgNO3 for GAC, GAC-Cu) were taken together with standards
of the 2 different types of GACs. The 8 samples were labelled. For activated carbon
nomenclature, please refer to appendix.

2.3 Evaluation of Activated Carbon for Antibacterial
Potential

There are more than 25 infectious diseases related to water contamination from
pathogenic microbial agents such as bacteria, virus, protozoa etc. Due to the various
complexities in microbial agents, to test the effectiveness of the silver coated GACs
in preventing themicrobial replication we usedEscherichia coli to test for the growth
due to the high replication rate and reactivity of it. The used microdilution process
can be found in the appendix. In short, we followed the next procedure (Fig. 4):

2.4 Evaluation of Activated Carbon for Adsorption Capacity

The following diagramwas used to obtain the adsorption data, which was fitted to the
Langmuir and Freundlich isotherm models in order to obtain the adsorption capacity
of the differentmaterials. The full methodology can be found in the appendix (Fig. 5).

Fig. 5 Process diagram to evaluate the adsorption capacity
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3 Results and Discussion

3.1 Silver Recovery from COD Waste

Following that we conducted experiments with NaCl concentrations ranging from
400 to 4000 ppm andwe reached 99.32%yield at 2000 ppm. From results in Fig. 6we
were able to conclude that 2000 ppm was the optimum amount of NaCl that yielded
the highest percentage of Ag precipitated while ensuring minimal NaCl usage.

The precipitated AgCl and obtained AgNO3 was then tested with Energy Disper-
sive X-Ray Spectroscopy (EDS) to find out the composition of the solid that we
obtained. From Fig. 7, we can see that AgNO3 was indeed produced and the reason
for the high level for Oxygen is due to the oxidation of AgCl which oxidises very
readily.

Fig. 6 Graphs of percentage
removal of silver against
concentration of NaCl added
to COD waste, NaCl
concentration from
400–4000 ppm

Fig. 7 Graph of energy dispersive X-ray spectroscopy for atomic % of the elements on AgCl and
AgNO3
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Fig. 8 Scanning electron Microscope images of all the 8 different GACs were taken after elec-
trochemical deposition of silver, a silver microparticles on GAC-10000, b silver nanoparticles on
GAC-1000, c needle structures representing Cu on GAC-Cu-5000

3.2 Electrochemical Synthesis of Silver Nanoparticles
on Activated Carbon

From the SEM images, we found that when using a larger concentration of AgNO3,
due to the abundance of Ag+ ions, there were larger molecules of Ag reduced on
the surface of AC while when using a lower concentration of AgNO3 in the elec-
trolysis, the reduction from Ag+ ions to Ag was slower due to the lower availability
of Ag+ ions and as such fewer big lumps of larger molecules formed and the more
desired nanoparticles were deposited on the surface of the GAC. It was observed in
the pictures of GAC-Cu that needle-like structure were formed, indicating that the
oxidized Cu on the GAC reduced to form metallic copper on the GAC. The nanopar-
ticles have higher reactivity as well as excellent adsorption rates in comparison to
larger clumps of molecules. One factor that we had to take note was the toxicity that
silver posed when induced in water for water treatment (Fig. 8).

We can infer from Fig. 9 that with increasing concentration of AgNO3 the mass
percentage of Ag also increases for the GAC samples. For the GAC-Cu samples, the
percentages of Cu did not have a correlation due to the unpredictability of the copper
oxide reducing to form metallic copper. However, increasing amounts of Silver may
not be a good thing as they form larger silver particles instead of silver nanoparticles
that are more desired.

3.3 Evaluation of Activated Carbon for Wastewater
Treatment and Antibacterial Potential

From Fig. 10, we can see that the presence of a silver coating itself ensures that
bacterial growth is inhibited, and the solution remains clear. As seen from the GAC-
Cu-STD we can also conclude that the presence of a copper coating also actually
inhibits bacterial growth. Therefore, the only row that has cloudy solution is the
GAC-STD row where neither silver nor copper is present to inhibit bacterial growth
and thus allowing for the growth of bacteria. However, in that there seems to be an
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Fig. 9 Energy dispersive X-Ray results of the mass% components of the 8 various GACs

Fig. 10 Results from the microdilution test after being left to incubate for 18 h

anomaly where 2 of the wells are bluish and clear. We believe that there may have
been some contamination or experimental error that may have led to the presence of
copper hence the blue colour of Cu2+ ions as well as the absence of bacteria due to the
inhibition of bacteria from copper. Thus, we in overall conclude that GACs coated
with silver particles are indeed effective in inhibiting bacterial growth specifically
that E.Coli and can indeed act as antimicrobial agents.
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Fig. 11 A graph to illustrate how the experimental data points fit the Langumir model better

3.4 Effectiveness in Improving the Adsorption Capacity
of GAC

The Langmuir isotherm model is representative of a monolayer adsorption onto the
AC while the Freundlich is representative of a multilayer adsorption instead. The
linear equations of the Langmuir and Freundlich Isotherm Models are shown here.
qmax and K from the Langmuir and Freundlich model respectively are measures of
the adsorption capacity of the different samples of GACwhich can be found from the
intercepts of the linear equation after the data is plotted in the respective isotherms.
After fitting the data in the linear form of the isotherm models, we can see from the
larger R2 values in the langmuir linear graphs (See Appendix part 4) are much closer
to 1 than those observed in the freundlich isotherm graphs (See Appendix part 5).
Thus, we can conclude that the adsorption in this case is a monolayer adsorption.
The non-linear graphs of the isotherm models also agree with this conclusion as the
experimental data points match those of the Langmuir Model (Fig. 11). Then, from
the line equation of the linear langmuir graphs we can obtain the qmax values of
each of the 8 different GACs allowing us to compare the adsorption capacity of each
activated carbon. The comparison of the qmax values is shown in Fig. 12. From the
adsorption capacity values, we can see that when GAC-Cu were used regardless of
the concentration ofAgNO3 it was electrolysed it resulted in theAdsorption Capacity
of to be lower than the GAC-STD. This is probably due to the GAC-Cu having large
needle-like structures forming during the electrolysis and thus blocking the small
pores present in the activated carbon. This reduced the surface area of the adsorption
surface available for the adsorption of phenol. The same can also be said for the GAC
in 5000 and 10,000mg L−1 concentrations which caused the formation of large silver
microparticles which also blocked the small pores and thus they also haveAdsorption
Capacities that are lower than the GAC-STD. Only the GAC that was electrolysed
in 1000 ppm of AgNO3 formed silver nanoparticles that were not too big in size
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Fig. 12 Absorption capacities of the types of activated carbon electrolysed in different concentra-
tions of AgNO3 solution

and thus helped to improve the surface area of the Adsorption surface allowing for a
higher adsorption capacity that the that of the GAC-STD. Thus, in this case we can
conclude that only the GAC that was electrolysed in 1000 ppm of AgNO3 solution is
effective in increasing the adsorption capacity of the GAC to improve the adsorption
of phenol. We can also conclude that only silver nanoparticles that are small enough
help to increase the adsorption capacity when coated on the GAC and larger silver
particles actually end up decreasing the adsorption capacity.

4 Conclusion and Future Work

There are a few major conclusions. The first being that the optimal concentration for
precipitation of silver from theCODwaste is 2000 ppm.The secondmajor conclusion
is that the most suitable concentration to conduct electrolysis for coating of silver
nanoparticles on the GAC is 1000 ppm of AgNO3. The third conclusion is that the
presence of copper coating does not improve the coating process of Silver nor does it
improve its effectiveness in treating water contamination. Even though Ag NPs have
antimicrobial properties they can still have negative effects in cellular processes in
which weAg-NPs set off toxic processes in cells such disruption of cell transport and
local depletion of glutathione and other antioxidants.Hence,we took ICP readings for
the leaching of Ag as well as Cu while performing the adsorption experiment. It was
observed that the smaller nanoparticles, found in 1000 ppm concentration of GAC,
did not leach onto the phenol solution,while in larger particles found in 5000 ppmand
10000 ppm, leaching was observed for Ag. Cu was leached for all concentrations
of GAC-Cu. All the activated carbon coated with silver had antibacterial activity
regardless the silver concentration used to carry out the electrodeposition, although
the mechanism of bacteria deactivation is not well understood, some researchers
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have proposed that NPs smaller than 5 nm can penetrate cell walls and membranes,
referenced from the Guidelines for drinking-water quality, 2nd ed. Vol. 2 [5]. Hence
in our future work we could experiment more on the ideal concentration of AgNO3

to use so that we can produce NPs which are most effective with high antimicrobial
and adsorption capabilities and at the same time does not pose a health risk in leached
into drinking water. Another thing that we can consider is that during the recovery
of AgCl from the CODwaste there was Hg present in small amounts in the solid that
we recovered and tested. This could be due to the presence of Hg ions in COD waste
that may have precipitated out as

Hg2Cl2 upon addition of NaCl solution. Also in the AgNO3 that we tested, there
were traces of copper present in the sample and this could be due Copper being one of
the reagents that were used in the conversion of AgCl into AgNO3 and thus this may
have resulted in the copper not being removed properly at the end of the procedure.
Thus, we could on methods to purify these samples to get a more pure sample. The
last thing we could do is use different kinds of contaminants other than just phenol
or other forms of bacteria apart from E. Coli to check for the silver coated GAC’s
effectiveness in treating them.

One of themain disadvantages of using preciousmetals is the cost such as silver, so
obtaining silver fromwaste could diminish the cost. Furthermore, the electrochemical
deposition of silver into activated carbon is a novel procedure, usually they do it
in a chemical way which implies the use of toxic chemicals, electrochemical is a
“green and safe procedure” which mainly uses electricity to carry out the needed
reactions. This is also more cost effective in comparison to procedures like vacuum
impregnation. Hence, we have developed a method which is very cost effective,
hence easier to implement in a large scale to carry out water treatment.
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Isolation and Characterization
of Pseudomonas Aeruginosa Phages
from the Environment
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Abstract Phage therapy is the use of lytic bacteriophages, which are the natural
enemy of bacteria, to treat pathogenic bacterial infections. It is a field that has
been gaining interest recently as a promising complement with antibiotics to treat
bacteria, given increasing antimicrobial-resistanceof bacteria.Reported cases of lives
savedwith isolated environmental phages, such as that of Isabelle Carnell-Holdaway,
proves the potential of phage therapy. In this study, we focus onPseudomonas aerug-
inosa, which is a Gram-negative pathogenic bacterium that is commonly found in
soil and water. It is a frequent cause of nosocomial infections, which are complicated
and can be life threatening. P. aeruginosa is notorious for its resistance to antibiotics
and is associated with a mortality rate ranging from 18 to 61%. Hence, treatment
for P. aeruginosa-caused diseases is challenging and of utmost importance. As such,
we aim to isolate environmental phages that target P. aeruginosa and can be used in
phage therapy. Nine sewage samples were collected from Singapore’s Water Recla-
mation Plants and processed. Nine phages of different morphology were isolated
and characterised through phenotypic and genotypic methods. They were proven to
be genotypically distinct with different EcoRI and HindIII digestion patterns, and
were tested for infectivity in 13 different clinical strains of P. aeruginosa, proving
to be phenotypically distinct. The phages isolated from this study provide possible
therapeutic treatments for P. aeruginosa in clinical patients, as well as diagnostic
purposes in identifying specific P. aeruginosa strains of patients.
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1 Introduction

A. Phage therapy and its uses

There is a large number of infectious diseases that are caused by pathogenic bacteria.
Bacteriophages, or phages, are viruses that target, infect and replicatewithin bacteria.
Phage therapy is the use of natural or genetically modified lytic bacteriophages to
treat pathogenic bacterial infections, usually complementary alongside antibiotic
treatment. It is a field that has been gaining interest recently as a promising alter-
native to mono antibiotic therapy, although the discovery of bacteriophages and the
existence of phage therapy has been around for about a century. First used therapeuti-
cally in 1919 by microbiologist Felix d’Herelle, phage therapy progressed briefly for
two decades before the arrival of antibiotics in the 1940s, which were much easier
and effective to use, eliminated potential interest of the U.S. and most of Europe
in further development of phage therapy [1]. However, by the 1980s, the continual
evolution of bacterial antimicrobial resistance caused the health industry to relook
into phage therapy [2]. Phage therapy proves its benefits over traditional antibiotics,
with its specificity in bacterial infection minimising collateral damage to good bacte-
rial and human cells and the auto-dosing effect, where phage number multiplies in
bacterial-killing process [3, 4]. The superabundance of natural environmental phages
also allows for a copious supply of phages that can infect a bacteria, even if mutation
and resistance to some of those phages occur.

B. Background of Pseudomonas aeruginosa

Pseudomonas aeruginosa (Pa) is a common, Gram-negative bacterium found in the
environment (e.g. soil, water). It is an opportunistic pathogen that causes severe
illness by infection of many parts of the body (gastrointestinal, tissue, respiratory,
bone and joint, etc.) in humans and especially those who are immunocompromised
[5]. A significant and notable trait of this bacteria species is its advanced intrinsic
antibiotic resistance mechanisms, and as such, extremely high antibiotic and drug
resistance. They are resistant to multiple commonly used antibiotics and are thus of
increasing threat. In fact, the World Health Organisation (WHO) published a list of
bacteria of urgent need for new antibiotics in 2017, with P. aeruginosa being labelled
‘critical’ as a top priority [6].

C. Hypothesis and experimental aims

In this study, we hypothesize that there are many different types of phages capable of
infecting P. aeruginosa that can be isolated from the environment for therapeutic and
diagnostic purposes. Phages that infect P. aeruginosa are found where P. aeruginosa
lives in the environment (e.g. soil, water), and can be purified and isolated from the
environment for therapeutic and diagnostic purposes. As such, the purpose of this
project is to identify and isolate different bacteriophages that infect P. aeruginosa
from environmental sewage samples around Singapore, and perform genomic and
host range characterisation tests on the isolated phages. We aim to understand the
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host target range of the isolated phages against different P. aeruginosa bacterial
strains, if any, can potentially be used for therapeutic purposes. We also anticipate
that the isolated phages that are highly specific in infecting certain P. aeruginosa
strains could be utilised as a diagnostic tool for rapid detection of drug resistant P.
aeruginosa infection.

2 Materials and Methods

A. Sewage sample collection and filtering

Nine sewage samples were collected from Singapore’s Water Reclamation Plants
and left to settle for 30 min to settle solid particles before passing the supernatant
through a 0.22 µm filter membrane (Fig. 1).

B. Making overlay plates and phage hunting

The top agar consisted of 4.0 mL of 0.7% agar, 500 µL of the respective bacterial
cultures and 200 µL of 0.1 M CaCl2 was prepared over a Luria Bertani (LB) agar
(bottom agar). 10 µL of each phage sample was spotted onto the respective overlay
plates and incubated at 37 °C overnight. Plaque formation (a clear area formed in
the opaque overlay plate) indicates the presence of phages targeting the respective
bacteria (Fig. 2).

C. Isolation, purification, phage stocks and titer calculation of bacteriophage

Isolation: P. aeruginosa ATCC Strain (#27853) and 12 clinical strains previously
collected in the lab were used. Bacteria cultures were grown to an optical density
(OD) at 590 nm to 0.6–0.8 (log phage), andweremixed at 1:10 ratiowith each sewage
sample in the presence of a final concentration of 4 mM CaCl2 for adsorption. The
mixture was serially diluted and 10 µl of the serial diluted mixture (up to 10−3 if the
original phage titre is too high) were used tomake overlay plates to allow observation
of secluded plaques forming units (PFU).

Fig. 1 Collection and filtering of sewage samples
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Fig. 2 Making overlay plates and finding phages to purify

Purification: Plaques with different morphologies were picked with a pipette tip and
mixed into 100 µL of phage buffer (40 mM Tris-HCl of pH 7.4, 150 mM NaCl,
10 mMMgSO4, 1 mMCaCl2) to form a neat solution, followed by serial dilutions to
obtain overlay plates with isolated plaques. A total of four rounds of such purification
step was performed to obtain identical phage morphology (plaques) across the plate,
as seen in Fig. 3.

Phage stocks: Amplification of phage was done by soaking overlay plates with web-
like appearance with phage buffer. Upon incubation at room temperature, the buffer
was collected and filtered through a 0.22 µm membrane to obtain purified phage
lysate.

Phage titer: Phage titer was determined by spotting serial dilutions of the purified
phage stock onto respective overlay plates and upon incubation, only lysate spots
with isolated countable plaques were used to determine phage titer with the following
formula:

Number of plaques/10μL Dilution factor 103 μL/mL = Number of PFU/mL.

D. Genotypic Characterisation

Fig. 3 Purification process
of isolated phage samples
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Phage DNA was purified using Phage DNA Isolation Kit (Product #46850) from
NORGEN BIOTEK CORP according to the manufacturer’s protocol except the
following. The titer for some phage filtrates exceeded the upper recommended limit
of the kit, and was diluted with phage buffer. Milli-Q water was used in place of
Elution Buffer B provided in the kit. DNA purity and concentration was measured
and recorded using NanoDrop Spectrophotometer. The DNA was then subjected
to restriction enzyme digestion using EcoRI or HindIII according to New England
Biolabs (NEB)’s protocol. The digested phage DNA, including the uncut DNA were
loaded onto a 1.4% agarose gel stained with SYBR Safe dye and ran at 100 V for
80 min. The gel was visualised using a Chemidoc Imaging System (Bio-rad).

E. Phenotypic Characterisation

The nine phage lysates were spotted onto the 13 different P. aeruginosa bacterial
strain overlay plates, to determine the range of infection of the isolated and purified
phage samples. Upon incubation at 37 °C overnight, clearings on the overlay plates
were recorded down.

3 Results and Discussion

A. Bacteriophage isolation and purification

Nine sewage samples were collected from Singapore’s Water Reclamation Plants
(WRP) from Changi, Jurong, Kranji and Ulu Pandan. Each sewage sample was
mixed with 13 strains of P. aeruginosa bacterial culture (12 clinical strains and
1 commercial ATCC strain) and cultured at 37 °C for overnight as described in
Materials and methods. From the total of 117 solution mixtures, 78 of them showed
clearings on the overlay plates, plaques, suggesting the presence of phages specific to
the particularP. aeruginosa strain. Each of the 78 solutionswere then spotted again on
the 13 different strains of P. aeruginosa overlay plates. Of these 78 solutions, three
samples, sample 41, 64 (from Changi WRP) and sample 78 from (Kranji WRP),
which had phages that targeted most of the 13 bacterial strains were selected for
further purification to isolate individual types of phages.

Phage isolation was done on the three selected solutions through serially diluted
overlay plates and morphologically different plaques were selected. An example of
the serially diluted overlay plates (ranging from 10−3 to 10−6) that give isolated
plaques a round of purification is shown in Fig. 4a. We observed 2–4 morphological
different plaques for each solution and an example of two morphologically distinct
plaques (clear white vs cloudy turbid) is shown in Fig. 4b. From the incubated agar
plates, two different morphologies of isolated plaques was observed for solution 64
(�A64, �B64), three for solution 41 (�A41, �B41, �C41) and three for solution
78 (�A78, �B78, �C78). Purification was then carried out on the isolated plaques
of different morphologies. The isolated plaques were picked and mixed with phage
buffer to form a neat solution, after which serial dilution was carried out on the neat
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Fig. 4 a Third round of purification of phage �B78 from solution 78. Isolated palques (shown in
arrows) were picked from the most diluted plate (104) for the next round purification, b examples
of distinct plaque morphology: �B41 (left panel, clear white) and solution 78 (right panel, turbid
cloudy)

solutions in the phage buffer to obtain dilutions from 10−1 to 10−12 and the overlay
plates were incubated overnight.

Four rounds of purification was done. Two morphologies were observed in the
�A78 purification plates after the first round of purification, as such theywere further
purified (�Ai78, �Aii78). In summary, nine different phage samples were collected
after isolation and four rounds of purification and is shown in Fig. 5.

B. Genotypic characterisation of the isolated phages

For genotypic characterisation, DNAwas extracted from the isolated nine phages and
restriction enzymes analysis was performed. Gel electrophoresis of the uncut DNA,
EcoR1 enzyme digests andHindIII enzyme digests of the phage samples are shown in
Fig. 6. As the phage samples were isolated from three different sewage solutions, it is
expected that there should be different phages across the three solutions. Interestingly,
it appears that phages isolated fromKranjiWRP (�Ai78,�Aii78,�B78 and�C78)
exhibits more similar patterns than those isolated from Changi WRP (Solution 64:
�A64, �B64 and Solution 41: �A41, �B41 and �C41).

When looking at the digestion patterns of the isolated phages, it is of note that the
enzyme digested bands by EcoRI or HindIII for �A64 is very distinct from that of
�B64. On the other hand, the gel bands of �B41 and �C41 look similar, as well as
that of �Ai78 and �B78, and that of �Aii78 and �C78. This may suggest that the
pairs of phages highlighted are genetically very similar or even identical. However,
DNA sequencing of these phages DNA needs to be done in order to confirm their
genetic features. Apart from using A-T base pair rich restriction enzymes like EcoR1
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Fig. 5 Plaque morphology of nine isolated phages (three from solution 64: A64, B64, and C64;
two from solution 41: A41 and B41; four from solution 78: Ai78, Aii78, B78 and C78)

Fig. 6 DNA analysis of uncut DNA (U), EcoR1 enzyme digests (E) and HindIII enzyme digests
(H) of the nine phages by agarose electrophoresis

and HindIII, C-G base pair rich restriction enzymes like BamH1, Xmal and SacII
can also be used to further characterise the phages’ genotypes.

C. Phenotypic characterisation of the purified phages

Phenotypic characterisation is done by spotting our 9 phage samples onto different
bacteria overlay plates. The characterisation results are summarised in the table
in Fig. 7, with a ‘+’ indicating plaque formation and ‘−’ indicating absence of
plaques (no clearings). The phenotypic characterisation shows the different range of
infectivity of the phages against the P. aeruginosa bacterial strains. From this table
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Fig. 7 Characterisation results for the nine isolated phages against 13 Peudomonas aeruginosa
strains. ‘+’ indicates palque formation and ‘–’ indicates absence of plaques

we can determine the host specificity and activity of the phage samples. Phages from
solution 78 show a wide range of infectivity against the bacterial strains.

4 Future Studies

A. Uses for phages with wide range of infectivity

As phages from solution 78 show a wide range of infectivity against bacterial strains,
it may thus be used in making phage cocktails in phage therapy for treating patients
withP. aeruginosa,provided the patient isolate is first screened for an ideal lytic phage
treatment. These phages that are selected for therapeutic treatment would then have
to be genetically modified to exclude their DNA coding for lysogenic incorporation
mechanism. This is to prevent the immunity against lysis that the prophage confers
to host bacterium against homologous phages [7].

B. Uses for phages with specific infectivity

Conversely, phages such as �B41 and �C41 are much more strain-specific in infec-
tivity against P. aeruginosa. These phages can be further modified for diagnostic
purposes in identifying particular strains of P. aeruginosa in clinical patients. For
phages selected for diagnostic purposes that are tested to be lysogenic, the insertion
of a reporter Green Fluorescent Protein (GFP) gene into the phage genome allows
the phage to act as a marker for the specific strains they infect, when the GFP gene is
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inserted as prophage into the host genome [8]. This allows for non-invasive screening
of GFP produced for identification of specific P. aeruginosa strains in patients. It is
worthy to mention that the nine phage samples showed no clearing for the P. aerugi-
nosa strains 19, 20 and 21. A continuation of the experiment is to isolate more phages
from the other 78 solutions to find isolated phages that infect those strains, as well
as new strains of P. aeruginosa from other clinical sources.

5 Conclusion

This study demonstrates that there are indeed many bacteriophages present in the
world around us that target many kinds of bacteria, and these phages are unique
in both their genotype and phenotype. Bacteriophages from the environment are
shown to be effective in reducing bacterial population through inducing bacterial
lysis, and different phages do have a unique range of infectivity against different
types of bacterial strains. Our study has attained phages that are specific as well
as phages which have wide ranges. Depending on this range of infectivity, phages
can be further modified genetically to be used in phage therapy complementary to
antibiotic treatment as well as for diagnostics.
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FTIR and SEM Study
on the Degradation of Microplastics

William Chia, Yu Hung Ng, and Chong Yuan Ong

Abstract Microplastic, plastics that are smaller than 5 mm in size, can be directly
manufactured or formed from the breakdown of larger plastics. The aim of this
project is to research on the effects of temperature, humidity and UV light on
the degradation of microplastics. We would also propose ways to counter the
harmful effects brought about by microplastic breakdown. Using Attenuated Total
Reflectance Fourier Transform Infrared Spectroscopy (ATR FTIR) and Scanning
Electron Microscopy, we found that an increase in temperature and humidity and
the presence of UV light would speed up the degradation of plastics. This is a cause
of concern as global warming will intensify these conditions, thus accelerating the
production of microplastics.

Keywords Microplastic · Doegradation · FTIR · SEM

1 Introduction

Plastics have been mass produced since the 1950s and the annual production exceeds
288million tonnes [1].With the invention of plastics comesmicroplastics—tiny plas-
tics that are smaller than 5mmand are invisible to the naked eye [2].Microplastics can
be intentionally produced (primary microplastics) or can result from everyday items
like plastic bags, straws and bottles that break down into smaller pieces over time
(secondary microplastics) [3]. As plastics flowed into oceans, they become persis-
tent organic pollutants in the water [4]. These microplastics may contain hazardous
chemical ingredients and have adverse impacts on us [5, 6].
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More importantly, studies showed that microplastics can be found in a large,
remote, mountain Lake Hovsgol in Mongolia, alps and even artic snow [7]. While
microplastics in the sea and shoreline were comprised largely of plastic bottles,
microbeads, household plastics and bags, the most abundant microplastic types in
the alps and artic are fragments and films. These lightweight plastic fragments have
become airbourne and could heavily pollute freshwater systems and the artic [8].

Some people have proposed that we use biodegradable plastics instead as it
is deemed to be more eco-friendly than traditional plastics. However, the use of
biodegradable plastics could also result in environmental pollution. Rujnic-Sokele
and Pilipovic [9] pointed out that when biodegradable plastics enter the water,
biodegradation is slowed down and microplastics may be formed due to incom-
plete degradation. Also, the rate of composting is greatly reduced during periods of
cold weather and high humidity.

The breakdown of microplastics is dependent on many factors—UV light inten-
sity (photoreactive degradation), surrounding temperature (thermal degradation),
humidity, presence of enzymes (biodegradation) and pH of surroundings. When
microplastics break down, they produce even more microplastics, thus aggravating
the situation and causing a vicious cycle.

Hence, we aim to study how the breakdown of microplastics is affected by our
surrounding conditions. As Singapore has a high air temperature all year round,
humid climate and high UV intensity, we decided to confine our research to these
three factors. We chose to conduct tests on two types of plastic - Low Density
Polyethylene (LDPE) and Polyvinyl chloride (PVC). This is because these plastics
are very commonly used in our everyday activities. PVC can be used to make pipes,
doors, windows, bottles and cards while LDPE is mainly used for manufacturing
containers such as plastic bags [10]. In addition, we would also discuss ways to
mitigate the harmful effects brought about by these microplastics.

2 Methodology

The experiment was split into 2 parts—Degradation Testing and Characterisation.
In Degradation Testing, the samples were set up to observe the degradation of beads
over a period of 4 weeks. In Characterisation, Attenuated Total Reflectance Fourier
Transform Infrared Spectroscopy (ATR FTIR) and Scanning Electron Microscopy
(SEM) were used to determine the extent of degradation of beads.

A. Degradation testing

There were a total of 12 batches of samples (Table 1). To prepare the samples, the
beads were dried for 20 min at 55 °C to remove any excess water. 10 g of plastic
beads was placed in a glass bottle and sealed for each sample. Samples 5 and 10
simulated the natural environment of Singapore and were placed on the rooftops.
Samples 11 and 12 were exposed to UV light with wavelength 365 nm (UVC) by
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Table 1 Conditions for the 12 samples

Sample Type of plastic Temperature (°C) Humidity UV light

1 PVC 45–50 Low Absent

2 PVC 45–50 High Absent

3 PVC 65–70 Low Absent

4 PVC 65–70 High Absent

5 PVC 25–30 Low Present

6 PVC 25 Low Present

7 LDPE 45–50 Low Absent

8 LDPE 45–50 High Absent

9 LDPE 65–70 Low Absent

10 LDPE 65–70 High Absent

11 LDPE 25–30 Low Present

12 LDPE 25 Low Present

using a UV lamp with a power of 40W. The remaining samples were placed in water
baths to ensure relatively constant temperature.

Every week, 20 beads were removed from the samples placed in centrifuge tubes.
These tubes were stored in the cold room to stop degradation.

B. Characteriasation

Infrared spectra from 400 to 4000 cm−1 with a data interval of 2 cm−1 and resolution
of 16 cm−1 was collected using Perkin-Elmer FTIR Frontier model. Each sample
was compressed with a force of about 100 N and background scans were conducted
for every sample. Plastic beads made of LDPE were cut into smaller pieces using
a penknife to facilitate the compression of the samples. The transmittance (%T) of
each sample was measured for each spectra and a graph of transmittance against
spectra was plotted. For SEM, the morphologies of the surfaces of some samples
were observed by using a field emission scanning electron microscopy (FESEM)
(JSM-7600F), where the reference foils and functionalized foils were analysed at
an accelerating voltage of 1 kV and variable working distance using a 10 m-sized
aperture.

3 Results and Discussion

Figures 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 shows the FTIR spectra for the 12
samples before and after degradation. The orange lines show the initial %T while
the purple lines show the final %T of the samples. The x-axis is the wavenumbers
(cm−1) and y-axis is the %T.

A. Comapring the FTIR spectra for samples 1–4 (PVC)
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Fig. 1 Before (orange) and
after (blue) degradation
FTIR spectra for sample 1

Fig. 2 Before (orange) and
after (blue) degradation
FTIR spectra for sample 2

Fig. 3 Before (orange) and
after (blue) degradation
FTIR spectra for sample 3

Fig. 4 Before (orange) and
after (blue) degradation
FTIR spectra for sample 4

Fig. 5 Before (orange) and
after (blue) degradation
FTIR spectra for sample 5

Fig. 6 Before (orange) and
after (blue) degradation
FTIR spectra for sample 6

Fig. 7 Before (orange) and
after (blue) degradation
FTIR spectra for sample 7
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Fig. 8 Before (orange) and
after (blue) degradation
FTIR spectra for sample 8

Fig. 9 Before (orange) and
after (blue) degradation
FTIR spectra for sample 9

Fig. 10 Before (orange) and
after (blue) degradation
FTIR spectra for sample 10

Fig. 11 Before (orange) and
after (blue) degradation
FTIR spectra for sample 11

From the FTIR spectra (Figs. 1, 2, 3 and 4), PVC samples 1–4 showed significant
changes after degradation. There are some new peaks at 3250, 3350 and 3500 cm−1.
The peaks that appear conspicuously at 3400–3100 cm−1 are hydroxyl regions
H–O–H [11, 12], which occur because the sample adsorbs moisture easily. High
temperature and high humidity environment accelerated the chemical degradation of
PVC.

B. Comparing the FTIR spectra for samples 7–10 (LDPE)

From the FTIR spectra (Figs. 7, 8, 9 and 10), LDPE samples 7–10 showed signif-
icant changes after degradation. There are some new peaks at 1100, 1645, 3192
and 3400 cm−1. The peak at 1100 cm−1 represents –C–O stretch while the peaks at

Fig. 12 Before (orange) and
after (blue) degradation
FTIR spectra for sample 12
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1645 and 1465 cm−1 represents the –C=O stretch of erucamide and characteristic
–CH2–CH2—stretch in polyolefin respectively.

The peaks appear conspicuously at 3400–3100 cm−1 are hydroxyl regions H–O–
H, which imply that the sample adsorbs water easily. High temperature and high
humidity environment accelerated the chemical degradation of LDPE.

C. Comparing the FTIR spectra for samples 6 and 12 (effect of UV light on both
PVC and LDPE)

From Fig. 12, LDPE sample 12 showed significant changes after degradation. From
Fig. 6, PVC sample 6 also showed significant changes when compared to the initial
PVC sample. Larger peaks are observed and this means that UV light accelerated
the chemical degradation of both PVC and LDPE.

D. Comparing the SEM images of sample 5 (PVC) and sample 11 (LDPE) at the
beginning of the experiment and at week 4

Figure 13a is slightly rough while Fig. 13b is very rough and has many bumps.
Figure 1b also has small protrusions on its surface. This shows that surface crack of
LDPE has taken place after 4 weeks of outdoor exposure.

Figure 14a is smooth and flat while Fig. 14b is rougher and has a noticeable bump
at the bottom right part. This shows that surface crack of PVC has taken place after
4 weeks of outdoor exposure.

However, the extent of change in structure is more severe and noticeable in Fig. 14
than Fig. 13. Hence Fig. 14 experienced more degradation than Fig. 13. This implies
that LDPE degrades faster than PVC which can be explained by examining the
molecular structure of the two types of plastics.

For both PVC and LDPE, the primary force of attraction between the polymer
chains are London Dispersion Forces (LDF). However, the presence of polar C–Cl
bonds along the length of each polymer chain of PVC results in the presence of dipole-
dipole forces of attraction (DDF) along with the pre-mentioned LDF, while LDPE
only hasLDFbetween the polymer chains. Chang [11] andBurrows et al. [12] pointed

Fig. 13 Before (a) and after (b) degradation SEM images of sample 5 (PVC)
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Fig. 14 Before (a) and after (b) degradation SEM images of sample 11 (LDPE)

out that DDF is stronger than LDF. The effect of the additional DDF between PVC
polymer chains is not negligible since the C–Cl bonds are present along the whole
length of the long polymer chains. Thus, PVC has an overall stronger intermolecular
force of attraction between the polymer chains than LDPE, therefore allowing PVC
is more resistant to degradation as more energy is required to overcome the stronger
attractive forces between the polymer chains.

4 Implications and Conclusions

Our research project demonstrated that increased humidity and temperature and
prolonged exposure to UV light cause microplastics to degrade faster. This is quite
ominous as global warming exacerbates such conditions. The increase in global
temperature would increase the rate of water evaporation and result in an increase in
humidity. Thus, plastics would degrade faster, resulting in more extensive pollution
and adversely impacting biota. From our study, LDPE produces more microplastics
in the environment than PVC.
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Membrane Synthesis for Commercially
Viable Osmotic Power Generation
by Pressure Retarded Osmosis (PRO)

Cheng Yi, Yu Sutong, Liang Canzeng, and Wan Chunfeng

Abstract Water and energy are crucial resources for humans. Current energy and
water demands are on the rise and it is necessary to find new avenues to obtain
these resources. Osmotic power is an increasingly well-studied form of energy. Our
research is on focused on pressure retarded osmosis (PRO) because it is the most
prominent way of generating osmotic energy. Past applications of PRO have largely
ended in failure due to limitations of the membrane. Our research is focused on
developing new membranes that can generate commercially viable osmotic power.
The power generated from the PRO process can compensate for the high energy
consumption in the desalination processes. In this project, we have successfully
fabricated membranes that are strong (i.e., high maximum tensile stress and high
burst pressure), possess high water permeability as well as high salt rejection of
over 95% (i.e., low salt permeability) through direct phase inversion and interfacial
polymerization. We have achieved a peak power density of 12W/m2 which is higher
than 3 W/m2. This shows that our membrane can generate commercially viable
energy.We have outperformed the earlymembranes developed for power generation.
PRO is especially applicable in Singapore which relies heavily on desalination for
potable water. To the best of our knowledge, we have synthesized the strongest inner
selective hollow fiber thin film composite PRO membrane.

Keywords Thin film composite · Hollow fiber · Pressure retarded osmosis ·
Osmotic energy
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1 Introduction

The total amount of energy consumed globally is predicted to rise to 240 kTWh in
2040 [1]. On top of that, we face the depletion of non-renewable fossil fuels and
climate change. As we face tight environmental regulations as well as high energy
production cost, we are incentivized to explore other alternative renewable energy
sources. The existing desalination processes face two main challenges: high energy
consumption and the generation of highly concentrated brine after the desalina-
tion process which induces additional disposal issues. There are a variety of oppor-
tunities to co-produce energy and water and to harvest the benefits of synergies.
Our project uses pressure retarded osmosis (PRO) to generate clean energy while
treating wastewater. The energy generated from PRO can compensate for the energy
consumed during desalination. Several technologies have been researched on to
generate osmotic power, but PRO is deemed as the most explored and developed
process due to efficiency of power generation as well as high obtainable power
density [2–8]. In PRO, the water travels across a semipermeable membrane from
a low salt concentration feed solution (i.e. freshwater) to a high salt concentration
draw solution (i.e. saltwater) against a pressure applied on the feed solution, �P.
The pressure we applied is less than the osmotic pressure difference, �π, so that
spontaneous water flux between the two solutions is maintained as shown in Fig. 1.

PRO extracts the osmotic energy, which is converted into the diluted draw solution
with an increased volumetric flow rate as shown in Fig. 2 [2–9].

We can convert osmotic power into electrical energy by passing the water through
a turbine ormechanical energy through a pressure exchanger. Every day, 86.8million

Fig. 1 Schematic depicting the three osmotic processes
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Fig. 2 Diagram of the PRO process

m3 ofwater are desalinated [10, 11]. The product of desalination is concentrated brine
that can harm the marine environment if it is being discharged indiscriminately. The
brine has high salinity and it can generate high energy output. Therefore, we can
utilize the seawater brine to not only generate high osmotic power but also cut cost
for the treatment of seawater brine for disposal [12, 13]. Membranes are the core of
PRO technologies; however, research progress was slowed down as it lacks effective
and efficient membrane. There were pioneers in using the PRO process to generate
energy. One of them is Statkraft of Norway, they used seawater and river water
as feed and draw solutions respectively and built the first PRO prototype plant in
2009. However, in 2014, they terminated the plant. This might be due to technology
immaturities at that point of time i.e. lack effective membrane, membrane fouling,
and limited salinity gradient between the draw and feed solutions that results in
small power output. According to analysis done by Stakraft, we need to generate
at least 3 W/m2 of power density for hollow fiber membranes so that the process is
commercially viable [3, 14]. Figure 3 shows the theoretical profile of osmotic power
density against operating pressure. The theoretical power density is the highest when
the operational pressure is around half of the osmotic pressure difference. Therefore,

Fig. 3 Graphs of PRO water
flux and power density
against operating pressure
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novel PRO membranes are required to withstand the high operational pressure and
achieve high power density output.

We used phase inversion and interfacial polymerization in the fabrication of PRO
membranes. These 2 methods result in the formation of the hollow fiber substrate
layer and the ultrathin polyamide selective layer. This layer is above the porous and
robust support layer. This allows us to achieve high water flux and high salt rejection.
Our aim of our project is to develop TFC hollow fiber membranes that can generate
commercially viable energy.

2 Experimental

A. Chemicals and materials

For the preparation of the polymer dope, we used polyethersulfone (PES), n-methyl-
2-pyrrolidone (NMP) and polyethylene glycol 400 (PEG 400) as solvents. The
polymer dope is used to form the hollow fiber membrane substrate layer. After that,
we treated the as-spun hollow fiber substrates with 50/50 weight percentage of glyc-
erol solution. Isopropanol (IPA) was used to wet the membrane substrates in advance
before proceeding with interfacial polymerization [15]. We used trimesoyl chloride
(TMC), m-phenylenediamine (MPD), sodium dodecyl sulphate (SDS) for interfacial
polymerization. In our membrane characterizations and test for PRO performance,
we used sodium chloride (NaCl).

B. Fabrication of TFC-PES hollow fiber membranes

The dried PES polymer was added in batches to a mixture of NMP and PEG 400 in a
round-bottom flask to make the polymer dope. This mixture is continuously stirred
overnight under heating until all PES polymers have dissolved and a homogenous
solution was obtained. The solution was then degassed and loaded into a syringe
pump, ready for the Dry-jet wet spinning process.

C. Dry-jet wet-spinning process

Phase inversion is a demixing process where a homogeneous solution of a polymer
and solvent is immersed in a coagulation bath containing a nonsolvent. The polymer
solution is converted into two phases: (1) a polymer-rich phase, which is the
membranewith an asymmetric structure and (2) the liquid-rich phase. Themembrane
substrate layer was then fabricated via the dry-jet wet-spinning process using a single
layer spinneret.

As shown in Fig. 4, the spinneret consists of a needle and an annulus flow channel.
Water is ejected through the lumen of the needle to induce the internal coagulation
and give the “hollow” part of the hollow fiber, while the polymer dope is ejected
through the annulus channel so that the forming membrane has a hollow cylindrical
shape. As the forming hollow fiber enters the coagulant bath of water, it solidifies and
forms a solid hollow fiber through the phase inversion process. The properties of the
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Fig. 4 Dry-jet wet-spinning schematic diagram

as-spun hollow fiber, such as morphology, average pore size, membrane thickness
could be manipulated by changing the spinneret dimension, air gap distance as well
as take-up speed. After that, we soaked the hollow fiber substrate in water for two
days to remove any NMP residues [16]. The hollow fiber substrate was then treated
in a 50/50 by weight glycerol aqueous solution. After that, the hollow fiber substrate
was dried at ambient temperature.

D. Interfacial polymerization

Three PES membrane substrates hollow fibers were assembled in a parallel
configuration into lab scale test modules as depicted in Fig. 5.

We wetted the module with isopropanol alcohol on the inner side of the hollow
fiber substrate for 30 s and then soaked it in DI water for an hour before carrying
out interfacial polymerization [17]. Firstly, the hollow fibers were wetted by 2%
aqueous solution containing 0.1% SDS for 3 min on their lumen side. The module

Fig. 5 Schematic of lab
scale module



552 C. Yi et al.

was then purged with air to remove excess MPD solution for 5 min. Next, the hollow
fiber substrates were wetted with hexane solution containing 0.15% TMC for 5 min.
This results in the formation of a thin polyamide selective layer [17]. The TFC-PES
hollow fibre membrane was then purged with air to remove any residual hexane
before being stored completed membranes in DI water to prevent breakdown of the
selective layer.

E. Characterization of PES hollow fiber substrates

Weused field emission scanning electronmicroscopy to obtainmembranemorpholo-
gies. We used Instron tensiometer to obtain the tensile strengths of our hollow fibers.
The eleongation rate is 10 mm/min and the initial length of the membrane substrate
is 50 mm.

F. Characterization of TFC-PES hollow fiber membrane

Pure water permeability (PWP) (L/(m2 h bar), LMH/bar) testing is carried out to
determine the permeability of the hollow fibre membrane. In this test, DI water is
used for both the lumen and shell side. The membrane module first undergoes a
conditioning phase at 30 bar. After conditioning, pressure is reduced to 10 bar and
the change in mass of water on the shell side is measured against time. The PWP (A)
is calculated as:

A = �V

M�t�P
(1)

�V (L) is the change in volume of water in the draw solution. �t (h) is the time
period of the test. M (m2) is the effective membrane area. �P (bar) is the operating
pressure [17]. Salt rejection testing is conducted to test membrane rejections (R). In
this test, 2000 ppm NaCl solution is used at the lumen side while DI water is used at
the shell side. This test does not have a conditioning phase. The membrane module
is directly subjected to 10 bar of pressure and the change in conductivity and mass
at the shell side is measured against time. We calculate R by measuring the change
in conductivity of the draw and feed solutions using the following equation:

R =
(
1 − Cp

C f

)
× 100% (2)

where Cf is the concentration of the feed solution and Cp is the concentration of the
permeate solutions.

G. Osmotic power generation via the PRO process

The PRO tests are conducted by running 1.0 M NaCl draw solution at the lumen
side and DI water as feed solution at the shell side. The experimental conditions are
summarized in Fig. 6. The membrane module first undergoes a conditioning phase
at 30 bar. After conditioning, the pressure is reduced to 10 before increasing up to
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Fig. 6 PRO experimental
conditions

30 bar at fixed intervals. At each interval, the change in conductivity at both the shell
and lumen side and change in mass of water at the shell side is measured against
time.

The water permeation flux Jw (LMH) is calculated with the formula below

Jw = �V f

M�t
(3)

The theoretical osmotic power density, W, is calculated from

W = Jw

36
(4)

3 Results and Discussion

A. Morphology of PES hollow fiber substrate

The morphologies of the PES hollow fiber substrates are shown in Fig. 7. Since we
used water as both the bore fluid and external coagulant, dense skins are formed on
both the inner and outer surfaces. We can observe 3 layers in the PES hollow fiber
substrate. The outer layer is very irregular and porous. The layer in between has
short macrovoids near the inner skin. The inner layer is a very thin, dense and it is
a sponge-like layer with small surface pores. The inner layer is good for interfacial
polymerization. This membrane substrate acts as a porous and robust support layer

Fig. 7 FESEM images of the cross-sections of PES hollow fiber substrates
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for the ultrathin polyamide selective layer on top to achieve high water flux and high
salt rejection. Table 2 shows the dimensions of the two PES hollow fiber substrate
fabricated.

B. Mechanical strengths of the PES hollow fiber substrates

Barlow’s equation is used to calculate the burst pressure [15].

P ≈ 2xτ

OD
(5)

In this equation, x is wall thickness, τ is the tensile stress, OD is the outer diameter
of the membrane and P is the burst pressure. As tensile strength increases burst
pressure increase. Membrane A’s tensile strength is 5.11 MPa and its burst pressure
is 61.9 bar. Membrane B’s tensile strength is 5.97 and its burst pressure is 63.9 bar.

C. PRO performances

Both membranes possess a high NaCl rejection which are listed in Fig. 8. Since both
the thin film composite membranes have the same thickness of the selective layer,
their PWP decreases as the thickness of the hollow fiber increases. Membrane B has
a thinner hollow fiber support layer, therefore it has a higher PWP.

As the operating pressure increases, the water flux and PWP for both membranes
decrease as depicted in Fig. 9. This is consistent with the theoretical graph of water
flux against operating pressure in Fig. 3. Figure 10 shows the power density against
operating pressure of the TFC hollow fiber membranes. Membrane A has achieved a
peak power density of 6W/m2 at 15 barwhilemembraneBhas achieved a peak power
density of 12 W/m2 at 15 bar. This is consistent with the parabolic profile of power
density against operating pressure in Fig. 3. The power density against operating
pressure graph for Membrane A has apparent outliers, but due to limitations, we
are unable to repeat the test. The difference in power density between these two
membranes can explained by the thickness of hollow fiber membrane. However, a
thinner wall has other implications and we need to optimize these parameters. For
example, thin hollow fiber support layer in B results in a larger drop in water flux and
PWP as the operating pressure increases, as compared to A. A small outer diameter

Fig. 8 Properties of
membrane A and B
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Fig. 9 Graphs of water flux against operating pressure and water permeability against operating
pressure for membrane A and B

Fig. 10 Graphs of power density against operating pressure for membrane A and B

favours a high burst pressure, but it might induce severe pressure drop along the
membrane module and this will greatly increase the operational costs.

D. PRO-RO System

PRO is especially applicable in Singapore which relies heavily on desalination. Two
scenarios are depicted in Fig. 11. In the first scenario of an integrated PRO-RO
system, the concentrated brine from desalination can be used as the saltwater for
PRO. The seawater brine fromROpossesses a high pressure and a high concentration
of salts, but it has fewer foulants because of the preceding seawater pretreatment.
The pressurized concentrated brine will first pass through an energy recovery device
to lower the pressure to the PRO operating pressure and the osmotic energy can be
harvested from PRO. The energy generated can compensate for the energy consumed
during desalination. In the second scenario, PRO can be used first to dilute and
treat the seawater used for desalination, harvesting osmotic energy and diluting the
seawater feed to RO at the same time. With PRO pre-dilution, seawater RO can
operate at a much lower pressure to achieve the same seawater recovery.
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Fig. 11 a Schematics for RO-PRO and b PRO-RO integrated processes

4 Conclusion

PRO is a technology with significant potential in harvesting clean energy. In this
project, we have successfully fabricatedmembranes that are strong, highly permeable
with high salt rejection through direct phase inversion and interfacial polymerization.
We have achieved a peak power density of 12 W/m2 which is higher than 3 W/m2

for PRO to be commercially viable. We have also synthesised the strongest inner
selective hollow fiber thin film composite membrane for PRO thus far. However,
there are apparent limitations in our project. Our PRO performance was calculated
theoretically without using turbines. Instead of using actual wastewater and seawater,
we synthetically created NaCl solutions. It should be noted that the actual power
output depends on both the membranes’ efficiency as well as turbine design and
the efficiency of energy recovery devices. PRO is an exciting technology and future
studies can investigate the possibility of large-scale operation in PRO-RO plants for
commercial energy production.
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Bioremediation of Arsenic-Contaminated
Water Through Application
of Bioengineered Shewanella oneidensis

Hong Meng Yam, Sean Kar Weng Leong, Xinzhi Qiu, and Norazean Zaiden

Abstract This study aims to determine the bioremediation potential of bioengi-
neered Shewanella oneidensis as a cost-effective alternative for arsenic (As) removal
from groundwater, as opposed to the current complex and hazardous chemical and
physical methods. Herein we present a novel filtration method, by bioengineering a
bacterium with bioremediation potential, S. oneidensisMR-1, to express As-binding
protein, ArsR, as it adopts a biofilm lifestyle. The recombinant S. oneidensis (M)
was compared to its wild-type MR-1 (WT) across a range of As concentrations
(0–800 µM) and time (0–48 h) in its planktonic and biofilm form. Analyses of As-
sorption in the wild-type MR-1 and recombinant indicated significant sequestration
which increased with time incubated, while As-sorption did not plateau even at high
As concentrations of 800 µM. The recombinant displayed significantly higher As
sequestration than the wild type (p < 0.0001; cohen’s d= 122.4), with higher seques-
tration observed in the planktonic compared to the biofilm form (p < 0.0001; cohen’s
d = 4.262). Filtration efficiencies of 87% and 94% were obtained for As(III) and
As(V) respectively using our system, showing a significant improvement over current
commercial systems. With applications in potable water and industrial wastewater
filtration, especially for rural and underdeveloped countries given the lack of reliance
on specialized equipment, this system represents a powerful potential next-generation
Arsenic filtration method.
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1 Introduction

1.1 Global Issue of Arsenic-Contamination in Consumable
Water

The contamination of groundwaterwith arsenic (As) is a current global crisis.Arsenic
sources include geological (e.g. volcanic eruptions, leaching of natural ores) and
anthropogenic sources (e.g. pesticides and fertilizers in agriculture, textile dyeing
processes) [1]. Among all its forms, the As(III) and As(V) species are predominant.

In some areas (such as parts of Bangladesh), As levels in groundwater were deter-
mined to be above 5000 µg/l, far exceeding WHO guide limits of 10 µg/l [2].
Unlike other organic contaminants which can degrade into harmless constituents,
inorganicAs cannot be degraded. This is detrimental to the health of those consuming
the contaminated groundwater, leading to arsenicosis, carcinogenesis and skin lesions
[3].

1.2 Current Strategies of As-Removal

Conventional As-removal strategies include coagulation-flocculation, sorption and
ion exchange techniques [4], aswell asmembrane techniques such as reverse osmosis
[5]. However, most of these filtration systems are complex and expensive to install
and maintain, making them impractical for rural use.

Current research has tried to involve the use of microbes which play key roles in
geochemical cycles [6]. They act as geoactive agents that can transform several metal
species via solubilization and immobilization. When exposed to As, they detoxify it
via enzymatic reactions [7] and biomethylating arsenite to the less toxic trimethylar-
sine [8].Many of such traditional strategies involve the oxidation of As(III) to As(V),
followed by the removal of the less water-soluble As(V). For example, removal of As
in polystyrene bead filtration systems by iron-reducing bacteria reduced the As(III)
levels from 60 to 10 µg/l in 4 days and is effective for long term use [9]. Nonethe-
less, these strategies are still unable to outperform conventional filtration methods in
terms of efficacy and cost, and as such, are still unsuitable for widespread usage in
rural areas.
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1.3 Biofilms as a Bioremediation Strategy for As-Removal

While current microbial bioremediation strategies may display low efficacy, the
exploitation of the biofilm forms of microorganisms may ameliorate this disad-
vantage. Microorganisms in natural systems can exist in either the planktonic or
the biofilm form. Planktonic cells are free-moving, while biofilms are aggregates of
microorganisms encased in a self-producedmatrix termed the extracellular polymeric
substances (EPS) [10].

Various components in the EPS may function as electron-donors or electron-
acceptors, permitting redox reactions to occur in the biofilm matrix and aiding
the detoxification process of several toxic metal ions. For example, once positively
charged heavy metal ions are sequestered effectively due to the net anionic makeup
of the EPS biopolymer, groups of proteins (pili and nanowires in the EPS) and humic
substances can oxidize or reduce these metal ions [11].

1.4 Genetic Fusion to Exploit MR-1 Biofilm Advantages

In this study, we bioengineered a novel Shewanella oneidensis (MR-1) bacteria
and investigated its efficacy for the bioremediation of As in both biofilm and plank-
tonic forms. MR-1 was chosen due to its ability to reduce heavy metals and form
biofilms on metal oxides [12], as well as methylate inorganic arsenic into less toxic
organo-arsenic compounds which can be metabolised by the bacterium [11].

This study involves the genetic fusion of arsR to Biofilm-Promoting Factor A
gene (bpfA), resulting in the genes being translated into a single chimeric protein
during biofilm formation, which is then exported out of the cell as the EPS matrix
develops [13].

arsR is a structural gene of the ars operon that is responsible for As detoxification.
This structural gene encodes a transcriptional repressor that regulates expression
of the ars operon. Thiol groups of ArsR cysteine residues (of the transcriptional
repressor) are able to bind reversibly to inorganic arsenic, initiating transcription of
the operon. [13] The ars operon also contains the structural gene arsC which encodes
Cytoplasmic As reductase, allowing the reduction of As(V) to As(III).

The other component, bpfA, is essential for biofilm formation in MR-1 as extra-
cellular BpfA is a predominant EPS matrix component that holds the EPS matrix
together [13]. Putatively, this presents extracellular ArsR for the sequestration of
extracellular inorganic As. Extracellular ArsR bound to the biofilm may thus serve
as a competent As-binding module that can immobilise As.

Therefore, instead of oxidizing As(III) to As(V) as in traditional bioremediation
methods, M reduces As(V) to As(III), removing As(III) via the ArsR-BpfA chimeric
protein due to the greater binding affinity of ArsR to As(III) than As(V) [14]. This
leads to potential development of a novel, sustainable, competent and cost-effective
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As removal solution, reducing reliance on complicated physical systems and omitting
the increased environmental burden of chemical application.

1.5 Our Study

Herein we developed and and characterised the efficacy of our MR-1 mutation in
increasing sorption of both As(III) andAs(V) to facilitate their removal from ground-
water. Additionally, we explored the use of two different filtration systems for the
removal of arsenic. Firstly, using a biofilm system, allowing for the complete forma-
tion of an EPS matrix with ArsR-BpfA chimeric protein embedded in it. The second
methodwould be usingMR-1 in the planktonic form,where the constant disruption of
the biofilm formation to facilitate continuous secretion of the ArsR-BpfA chimeric
protein into the synthetic groundwater environment.bind to arsenic in significant
amounts, sequestering it and facilitating its removal from groundwater.

2 Methodology

2.1 Conditions

Reaction was conducted in synthetic groundwater (SGW) (Appendix 1). To obtain
mutant MR-1, arsR was fused to bpfA (Appendix 3). The use of planktonic and
biofilm (Appendix 6) forms ofM andWTMR-1were compared throughAs-sorption
capacity determination and As-binding isotherm.

Each experiment was performed with 3 biological and 3 technical replicates and
the total protein amount of the initial biomass was measured using Qubit Protein
Assay (Life Technologies) to derive results as sorped As nmol/mg of protein.

Equivalent aliquots of abiotic control (Ab), planktonic WT and M (both OD 0.2
600 nm biomass) were pelleted at 14,000 rpm for 2 min before being washed with
SGW of pH 7. The bacteria was pelleted again. For As-sorption capacity deter-
mination, the pellet was resuspended in SGW spiked with As(III) or As(V) of
varying concentrations (µM): 0.0,0 6.25, 12.5, 25.0, 50.0, 100.0, 200.0, 400.0, 800.0.
Reactions were performed at 30 °C, 200 rpm for 1 h.

For As-binding isotherm, the pellet was resuspended in SGW spiked with 10 µM
As(III) or As(V). Reactions were performed at 30 °C, 200 rpm for different time-
points (h): 0, 10, 24, 48.

The bacteria were spun down and [As(III)] and [As(V)] remaining in the
supernatant was determined using Molybdenum-blue As-colorimetric assay [15]
(Appendix 5).
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2.2 Biofilm

Equivalent aliquots of the harvested biofilms (biomass OD 0.2) in SGW pH 8.5 were
spiked with 10 µM As(III) or As(V) in a reaction volume of 15 ml. Reactions were
performed at 30 °C, 200 rpm over 48 h. Samples of the supernatant were collected
at time-points (h): 0, 4, 10, 24, 48. All samples were diluted 10 × in distilled water,
and syringe filtered (0.2 µm) before being analysed using ICP-MS. The amounts of
sorped As was derived from the difference between the analysed supernatant and the
initial spiked arsenic concentration.

3 Results

3.1 As-Sorption in Planktonic State

As-Sorption Increases as Concentration Increases
From Fig. 1a, b, we observe significant increases in As-Sorption as concentration of
As in environment increases. Sorped As/Protein is proportional to As concentration
(r2 = 0.996) and it can be observed that As-Sorption does not plateau and thus the
system does not reach capacity even at 800µMofAs(III) and As(V), which is almost
6000 times theWHO safe limit [16]. This is testament to this system’s ability to even
filter industrial wastewater, which has an average As concentration of only around
130 µM. [17]

As-Sorption Increases Over Time (Planktonic)
As-Sorption is also observed to increase with time in Fig. 2a, b, showing that constant
uptake of arsenic it is observed that M displays a higher saturation point than WT
for As-sorption in increasing As concentrations. However, this increase in sorption
for As(III) is less than for As(V).

Mutant Displays Higher As Sorption than Wild Type, Increased Affinity
for As(V)
The As-sorption potential for M is higher than WT (p < 0.0001; cohen’s d = 122.4),
with M showing As Sorption of around 1.5× that of WT after 48 h.

High basal As-sorption rates were seen, proving that background As-sorption of
WT is high. For As(III), there was no significant difference in As-sorption between
WT and M, while a substantial difference was observed for As(V), genetic fusion
of arsR to bpfA had a greater effect on As(V) sorption than As(III) sorption (p =
0.0007; cohen’s d = 1.988).
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Fig. 1 a As(III) and b As (V) sorption capacity of wild type (WT) and mutant (M) bacteria in the
planktonic state. Reactions were performed at 30 °C, 200 rpm for 1 h. All data is shown as mean ±
standard error (n = 9)
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Fig. 2 a As(III)-binding isotherm and b As(V)-binding isotherm of wild type (WT) and mutant
(M) bacteria in the planktonic form for a period of 48 h in solution spiked with 10µMAs. Reactions
were performed at 30 °C, 200 rpm for different time-points (h): 0, 10, 24, 48. All data is shown as
mean ± standard error (n = 9)
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3.2 As-Sorption in Biofilm State

As-Sorption Increases Over Time (Biofilm)
Likewise, As-Sorption is shown to increase over time for bacterial in biofilm form.
This shows that continued secretion of arsR into biofilm is likely to have taken place
despite prior biofilm formation (Fig. 3).

4 Discussion

4.1 As-Sorption Analyses in M Show Potential in Enhanced
as Sequestration

The hypothesis that the bioengineered MR-1 would have a greater As-sorption
capacity was supported by the data collected.

In the planktonic form, asMMR-1 adopts a biofilm lifestyle, BpfA is co-expressed
with ArsR, depositing Bpfa-ArsR proteins in the EPSmatrix. This is evident from the
higher As-sorption seen in M than WT for the planktonic MR-1 in both the binding
isotherm and the sorption capacity determination.

The hypothesis was also supported by data collected forMR-1 in the biofilm form,
with the binding isotherms showing increased sorption of both As(III) and As(V) for
M as compared toWT, although this increase was less significant than the planktonic
MR-1 experiments.

For both the biofilm and planktonic form, as well as M and WT, MR-1 shows
a greater sorption of As(V) than As(III). This is likely due to MR-1 being able to
better sequester As(V) in the EPS, as the hydrated form of As(III) is neutral while
hydrated As(V) is an oxyanion [18]. As a result, As(III) is less able to participate
in hydrogen bonding with the other components of the EPS, which may explain the
lower As(III) sequestration than As(V).

Thus, in addition toAs(V) being converted toAs(III) byCytoplasmicAs reductase
and then pumped out of the cell by the As efflux pump to be captured by the ArsR-
BpfA chimeric protein, this sequestration likely increases the sorption of As(V) as
compared to As(III), which is shown in the results collected.

4.2 Higher as Sequestration in Planktonic Than Biofilm State

The data indicates thatM bacteria sequester moreAs(III) andAs(V) in the planktonic
state than in the biofilm state (p < 0.0001, cohen’s d = 4.262). This may suggest
that some of the Bpfa-ArsR chimeric protein may diffuse freely throughout the
groundwater, instead of just being trapped in the EPS matrix. These free-diffusing
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Fig. 3 a As (III)-binding isotherm and b As(V)-binding isotherm of wild type (WT) and mutant
(M) bacteria in the biofilm form for a period of 48 h. Reactions were performed at 30 °C, 200 rpm
for different time-points (h): 0, 10, 24, 48. All data is shown as mean ± standard error (n = 9)
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proteins come into direct contact with As for binding, allowing an increased surface
area and resulting in a higher As sequestration in planktonic form.

In addition, the biofilm macrostructure may also limit diffusion, as prior research
has found that EPS can bar diffusion of anti-microbial agents [19] as well as retard
the diffusion of heavy metals through the biofilm [20]. This may result in decreased
access of BpfA-ArsR to As in the synthetic groundwater.

Nevertheless, the recombinant MR-1 displays better efficacy in As-sorption
than WT in both forms. Hence, it is a better candidate for bioremediation of As-
contaminated groundwater in the polystyrene bead filtration system than existing
techniques using wild type bacterial strains.

4.3 Comparison with Conventional Filtration Techniques

From Fig. 4, the recombinant MR-1 (left) has an As(III) and As(V) filtration effi-
ciency of 87% and 94% respectively, significantly higher than conventional filtration
methods [21–24]. This is significantly better than the co-precipitation method used
in specialized Arsenic removal plants in Bangledesh [25] and even Reverse Osmosis
treatments to create potable water used in developed countries like the United States.
[26]

Not only does our system show greater filtration efficiency, it possesses huge
advantages in its simplicity. It does not suffer from the drawbacks of other high-
efficiency methods due to their reliance on inorganic metals which may cause algal
blooms. It also does not require heavy and expensive specialized equipment, and can
function without electricity as bacterial can be cultivated at room temperature and
removed through village slow sand filtration, and thus is suitable for use in rural and
underdeveloped areas.

5 Future Studies

In addition to testing how theAs-sorption of theM andWTbacteria in planktonic and
biofilm forms varies with pH, future studies can test other physicochemical factors
such as temperature, varying chemical compositions of the SGW and the addition
of fine particulate matter, which will more accurately mimic the varying conditions
of actual groundwater. Optimistically, varying physicochemical factors within the
range of the real -life conditions would not affect As-sorption efficacy significantly.
Another study that could be carried out can involve the testing and optimisation of the
growth and As-sorption of planktonic bacteria placed into a sand filter and allowed to
develop into a biofilm in the sand filter. SGW can then be cycled in from the top and
out from the bottom of the sand filter. The process of biofilm formation is expected to
produce BpfA-ArsR chimeric proteins that freely diffuses in the groundwater, giving
a greater surface area to capture more As in groundwater before being trapped in
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Fig. 4 Comparison of a As(III) and b As (V) filtration with conventional filters. A time period of
48 h is used for the M bacteria, bacteria in planktonic form. ***p < 0.005 **p < 0.01 *p < 0.05 (one
tailed t-test)
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the EPS rather than using a fully developed biofilm which has BpfA-ArsR trapped
within the EPS.

6 Conclusion

The recombinant S.oneidensis MR-1 co-expressing arsR with chromosomal bpfA
enabled it to sequester high amounts of As, particularly in the sorption of As(V).
Additionally, the planktonic form sequestered more As than the biofilm form. Plank-
tonic bacteria corresponding to an OD200 of 0.2 is capable of sorping high percent-
ages of arsenic, comparable to or even higher than conventional methods. Thus, it
has great potential for future applications in filters which capitalise on the efficacy
of As-sorption of planktonic bacteria. The EPS matrix of the biofilm itself showed
good capacity in As-sorption, of which incorporation of ArsR generated minimal
difference in As-sorption enhancement since each ArsR has a capacity for binding
only a single As element. Further improvement of biofilm-mediated As-sorptionmay
require designing multiple binding domains to increase As sequestration.

The recombinant S.oneidensisMR-1 co-expressing arsRwith chromosomal bpfA
enabled it to sequester high amounts of As, particularly in the sorption of As(V).
Additionally, the planktonic form sequestered more As than the biofilm form. Plank-
tonic bacteria corresponding to an OD200 of 0.2 is capable of sorping high percent-
ages of arsenic, comparable to or even higher than conventional methods. Thus
it has great potential for future applications in filters which capitalise on the effi-
cacy of As-sorption of planktonic bacteria, and can filter groundwater with varying
pH effectively. The EPS matrix of the biofilm itself showed good capacity in As-
sorption, of which incorporation of ArsR generated minimal difference in As-
sorption enhancement since each ArsR has a capacity for binding only a single
As element. Further improvement of biofilm-mediated As-sorption may require
designing multiple binding domains to increase As sequestration.

With significantly greater As filtration efficiencies as compared to commercially
used conventional filtration methods, both in developing and developed countries,
coupledwith removed reliance on inorganicmetals and specialized equipment, herein
we thus presented and established a filtration system with high potential for use in
bioremediation of arsenic contaminated water.
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Appendix 1: Synthetic Groundwater (SGW) Recipe

SGW was prepared with the following chemicals (and their concentrations): CaCl2
(2.500 mM), MgSO4 (1.246 mM), NH4Cl (0.168 mM), KNO3 (replaced with
NaNO3 in this study) (0.059 mM), H3PO4 (0.032 mM), SrCl2.6H2O (0.008 mM),
NH46Mo7O24.4H2O (0.016mM)„MnCl2.4H2O (0.091mM),NaHCO3 (7.799mM),
FeSO4.7 H2O (0.010 mM). Arsenic was then added. (Refer to Appendix 4).

Appendix 2: Standard Curves of As(III) and As(V)
Methodology

Molybdenum blue As-colorimetric assay [15] was carried out on samples of known
concentrations of As(III) and As(V), to obtain a standard curve that is able to convert
absorbance read by the spectrophotometer (at 880 nm) to the concentration of As(III)
or As(V) in the solution.

Appendix 3: Preparation of Wild-Type and Recombinant S.
oneidensisMR-1 Methodology

Polymerase chain reaction (PCR) procedures were performed to fuse the arsR of
wild-type (WT) MR-1 to the 5′-end of bpfA, before ligated to pUC57 vector to
incorporate a kanamycin resistance gene and aggC, which is a gene downstream
to the chromosomal bpfA. With these complementary sequences of chromosomal
bpfA and aggC, the linearised fused gene product was transformed into MR-1 by
electroporation procedure for homologous recombination to its chromosomal DNA.
The starting culture was prepared in Luria–Bertani medium (LB) for 16 h at 30 °C,
shaken at 200 rpm. Addition of antibiotic (kanamycin) is used for selection of M.
The WT MR-1 was prepared without kanamycin addition.

Appendix 4: Preparation of As in Synthetic Groundwater
Methodology

Arsenic stock solutions of As(III) and As(V) were prepared in distilled water
using Sodium (meta) arsenite (Sigma Aldrich, S7400) and Sodium arsenate dibasic
heptahydrate (Sigma Aldrich, S6756). The As(III) and As(V) concentrations in
synthetic groundwater (SGW, refer to Supporting Document 1 [15]) were varied
by serial diluting the stock solutions. The pH of SGW was manually adjusted using
a pH meter by adding acid (HCl) or base (KOH).
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Appendix 5: Calculation of As-Sorption Using
the Molybdenum Blue As-Colorimetric Assay Method
Methodology

As-colorimetric assay [14] was used to determine the amount of As(III) and As(V)
remaining in the solution by reading using a spectrophotometer (at 880 nm). By using
standard curves (Appendix 2), the absorbance was converted to the corresponding
concentrations ofAs(III) andAs(V) remaining in the solution, determiningAs sorped
by WT and M. The steps for the colorimetric assay are as follows:

1. Use a micropipette to transfer 600 µL of reaction mixture to 3 sets of Eppendorf
tubes; set T, set X and set R.

2. Add 18 µL of KMnO4 solution to set X and 18 µL of 5% l-cysteine solution to
set R, and mix the tubes using a vortex machine.

3. Heat set R at 80 °C for 1 h.
4. To all sets, add 30µL of ascorbic acid, then 90µL of acetone, and finally 120µL

of mixed reagent, mixing with a vortex machine after each addition. 100 mL of
mixed reagent contains 5 mL antimony potassium tartrate, 50 mL 20% sulfuric
acid, 15 mL ammonium molybdate and 30 mL of distilled water.

5. Use a micropipette to add 3 × 200 µL of the mixture to a 96-well plate, creating
3 technical replicates, and read the plate using a spectrophotometer at OD880.

Appendix 6: Preparation of WT and M Biofilms
Methodology

Biofilms of MR-1 wild-type (WT) and bpfA-arsR recombinant (M) were allowed
to form within a 15 cm silicone tubing of 0.3 mm inner diameter connected to a
continuous supply of Minimal Medium 1 (MM1) pH 7.4 supplemented with 10 mM
sodium lactate as carbon source. A starting inoculation volume of 1 ml from a 16 h
culture at biomass of OD 1.0 prepared in Luria–Bertani medium (LB) at 30 °C,
200 rpm, were used. Attachment of the inoculated volumes were allowed for 2 h
before initiating the pumpflowof 3ml/h. The biofilmswere accumulated in the tubing
for 1 week before harvested with 3 ml SGW pH 8.5 for downstream experiments.
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Analyzing Recursive Sequences by Big
Data Technologies

Trivikram Mohan, Yen Jun Hung, and Vivian Jiang Zewei

Abstract In this project we investigate the application of Big Data—the collection
of data points which characterizes a recursive relation—to find meaningful approx-
imations of the general formula of these relations. We develop a methodology for
application through its application in a new derivation for Binet’s Formula for the
Fibonacci Sequence, as well as a novel refinement of Stirling’s Approximation of n!
which closely matches Ramanujan’s approximation for n!. We find our methodology
and analysis to be highly applicable to complex, modern recursive sequences which
cannot be easily solved for analytically.

Keywords Big data · Recursive sequences · Trend analysis · Fibonacci
sequence · Binet’s formula · Ramanujan’s approximation · Factorial

1 Introduction: The Fibonacci Sequence and Conventional
Proof of it’s General Formula

Named [1, 2] after Fibonacci, also known as Leonardo of Pisa or Leonardo Pisano,
Fibonacci numberswerefirst introduced in hisLiberAbaci in 1202. The sonof aPisan
merchant, Fibonacci traveled widely and traded extensively. Math was incredibly
important to those in the trading industry, and his passion for numbers was cultivated
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in his youth. The term “Fibonacci numbers” is used to describe the series of numbers
generated by the pattern

0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144 . . . ,

where each number in the sequence is given by the sum of the previous two terms.
Fibonacci numbers are of interest to biologists and physicists because they are fre-
quently observed in various natural objects and phenomena. Mathematically, they
can be represented by the recurrence relation:

Fn = Fn−1 + Fn−2

where F0 = 0 and F1 = 1.
To find the general formula for the Fibonacci Sequence, we will first define a

linear homogeneous relation as follows;

Definition 1.1 A linear homogeneous relation is defined as;

an = c1an−1 + c2an−2 + c3an−3 + · · · + cdan−d ,

whose Characteristic Equation is defined as;

xd = c1x
d−1 + c2x

d−2 + · · · + cd

By this definition, the characteristic equation of the Fibonacci Sequence (a linear
homogeneous relation) is;

x2 − x − 1 = 0

Lemma 1.2 If the characteristic equation x2 − c1x − c2 = 0 of the defining formula
an = c1an−1 + c2an−2 has:

1. two distinct roots s1,s2, then the general formula for term an is

usn1 + vsn2

2. a single root s, then the explicit formula for an is“

usn + vnsn

where u and v are determined by its the sequence’s initial conditions.

Since the characteristic equation of the Fibonacci Sequence x2 − x − 1 = 0 has
2 distinct linear roots;

(s1, s2) =
(
1 + √

5

2
,
1 − √

5

2

)
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Theorem 1.3 ([3]) The general formula for Fn of the Fibonacci Sequence is given
by;

Fn = 1√
5

((
1 + √

5

2

)n

−
(
1 − √

5

2

)n)

Proof From Lemma 1.2,

Fn = u

(
1 + √

5

2

)n

+ v

(
1 − √

5

2

)n

Given the initial conditions F1 = F2 = 1, hence we have u = 1√
5
and v = − 1√

5
.

Substituting these values in the above equation, we have the general formula for Fn.
This formula is also known as Binet’s Formula.

Big Data in this report refers to a collection of data points of a recursive relation
Fn with respect to n to better understand and formulate easier-to-derive yet accurate
approximations for the general formulae of recursive sequences.

In the next section, we will prove Theorem 1.3 using Big Data, which involves
looking at the general trends ofFn versus n, linearizing the graph, and finding devi-
ation within our estimated formula.

2 Proof of Fibonacci Sequence General Formula using Big
Data Technologies

To obtain a general formula for the Fibonacci Sequence, wemust observe the general
trends in its values; hence, we will plot a graph of Fn versus n. We want to observe
trends in the values of Fn with as many values as possible to obtain more accurate
graphs. For a conservative estimate, we use 1000 data points to plot the data. Clearly,
the graphs are exponential.

Lemma 2.1 The estimated general formula for the Fibonacci Sequence Fn is given
by;

Fn(est.) = 1√
5

(
1 + √

5

2

)n

Proof Tomake it easier to interpret data graph from these graphs,we need to linearize
it by using lnFn versus n instead with the same 1000 data points. The graphs are
clearly not straight lines, however they may be approximated as such and we can
interpolate it with a best-fit line to yield the equation;

lnFn = 0.4812n − 0.8039
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It is a good fit since theR2 value of this interpolation is 1. Now, let lnFn = an + b.
Then, Fn = krn where r = ea and k = eb. By definition of the Fibonacci Sequence,
we have;

krn = krn−1 + krn−2,

and hence r = 1+√
5

2 since r > 0. Furthermore,

k = e−0.8039 ≈ 1√
5

Therefore

Fn(est.) = 1√
5

(
1 + √

5

2

)n

However, this could not be the general formula of the Fibonacci Sequence, as
there are still discrepancies which are more prominent for lower values of n.

Definition 2.2 We let the discrepancy between Fn and Fn(est.), Tn be defined as

Tn = Fn − Fn(est.) = Fn − 1√
5

(
1 + √

5

2

)n

Now, we graph Tn with respect to n, and we find that as n approaches infinity,
Tn approaches 0. Indeed, our estimate for Fn becomes more accurate as the number
of terms in the Fibonacci Sequence increases. However, the value of Tn alternates
between negative and positive values for each alternate n. Hence we graph T 2

n versus
n, and we find that the graph is one of exponential decay. By plotting ln Tn versus n,
we can linearize it to obtain the best fit line;

ln(T 2
n ) = −0.9623n − 1.6112

Hence, we have T 2
n = cn + d = pqn, where p = ed and q = ec. Hence,

T 2
n = 0.2 ∗ 0.382n = 1

5
× 0.382n

Again, the estimate is good since the R2 value of this interpolation is 1. Now,

Tn = ± 1√
5

× (±0.618)n ≈ ± 1√
5

×
(

±
√
5 − 1

2

)n

;

Now, we have;

Fn = Tn + Fn(est.) = 1√
5

(
1 + √

5

2

)n

± 1√
5

×
(

±
√
5 − 1

2

)n
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Trying out all 4 possibilities to see which one works as a general formula for the
Fibonacci Sequence, we find that the formula that works out of the 4 is;

Fn = 1√
5

(
1 + √

5

2

)n
− 1√

5
×

(
1 − √

5

2

)n
= 1√

5

((
1 + √

5

2

)n
−

(
1 − √

5

2

)n)

Hence, we have derived Binet’s formula using trends in the Fibonacci Sequence,
and some insight in the waywe had worked to the final result. If we had been satisfied
and stopped at Lemma2.1, wewould have ended upwith an incomplete version of the
final formula. The applications of Big Data are not limited to simple proofs like the
above for the Fibonacci Sequence. Rather, it can be used as a powerful tool to sharpen
available approximations for complex recursive relations, as we will demonstrate in
the next section.

3 Deriving Ramanujan’s Approximation from Stirling’s
Approximation for the Factorial

Definition 3.1 Abraham De Moivre discovered that n! may be approximated as;

n! ≈ cnn+
1
2 e−n,

where c is a positive, real constant and n is an integer. Stirling[4] later contributed
to this formula by discovering the the constant cmay best be approximated as

√
2π.

Hence, Stirling’s approximation for n! is given as;

n! ≈ √
2π ∗ nn+

1
2 e−n = √

2πn ×
(
n

e

)n

In this section, we will use Big Data to derive a more accurate approximation for
Factorials. The creative approach to this problem will be to use a polynomial best fit
curve instead of a linear best-fit line which we used in the previous section, so as to
replace the linear function within the square-root in Stirling’s Approximation with a
more accurate polynomial function within an ath-root.

Let us simplify the setup for Stirling’s Approximation to;

n! ≈
(
n

e

)n

× c[g(n)]a =
(
n

e

)n

× [f (n)]a

where c > 0, 1
a is a positive integer and f (n) and g(n) are polynomials in n.
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Lemma 3.2 The polynomial f (n) within the may be defined as;

f (n) =
[
n!en
nn

] 1
a

Proof Now, to make a polynomial best-fit curve we need the Right-Hand-Side of
Stirling’s Approximation to be a polynomial in n.

n!(
n
e

)n ≈ [f (n)]a

Hence,
n!(
n
e

)n

1
a = f (n)

Now, if we graph f (n) versus n at various a, we find the f (n) directly as the
polynomial approximation for the best-fit curve. For example, for a = 1

2 , we find
that the f (n) for which R2 = 1 is

f (n) = 6.2748n + 1.0993

f (n) = 2π(n + 7/20)

Hence, [
n!en
nn

]2

= 2π(n + 7/20)

n! ≈
(
n

e

)n√
2π(n + 7/20)

This is very similar to Stirling’s Formula.Wewill now graph for a = 1
2 , a = 1

3 , . . .

for positive integer denominators.

Proposition 3.3 For even values of 1
a up to 1

a = 10, the polynomial f (n) will be of
order 1

2a . For odd values of 1
a , up to 1

a = 10, no such statement can be made about
the order of f (n).

This Proposition is made on the basis of best-fit curves made on the graphs of
all f (n) for all positive integers a where 0 < a < 11. For example, at a = 1

4 , the
polynomial f (n) where R2 = 1 becomes;

f (n) = 39.476n2 + 13.193n + 2.0053

f (n) = π2

(
4n2 + 4

3
n + 1

5

)
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Hence, [
n!en
nn

]4

= π2

(
4n2 + 4

3
n + 1

5

)

n! ≈
(
n

e

)n
4

√(
4n2 + 4

3
n + 1

5

)

Definition 3.4 ([5]) Ramanujan’s Approximation for n! is given by;

n! ≈
(
n

e

)n

× √
π × 6

√
8n3 + 4n2 + n + 1/30

Ramanujan’s Approximation ismore accurate than Stirling’s Approximation even
for all n. However, as n increases the deviation between the actual value of n! and
the approximation becomes more error-prone.

Theorem 3.5 Ramanujan wrote the inequality;

(
n

e

)n

× √
π × 6

√
8n3 + 4n2 + n + 1/100 <

n! <

(
n

e

)n

× √
π × 6

√
8n3 + 4n2 + n + 1/30

Proposition 3.6 Using Big Data as a basis, we may approximate n! as follows;

n! ≈
(
n

e

)n

× √
π × 6

√
8n3 + 4n2 + n + 1/50

Proof By applying Proposition 3.3 for 1
a = 6, the polynomial f (n) for which R2 = 1

becomes;
f (n) = 248.05n3 + 124.026n2 + 31.1n + 0.6062

f (n) = π3

(
8n3 + 4n2 + n + 1/50

)

By applying Lemma 3.2, we have;

[
n!en
nn

]6

≈ π3

(
8n3 + 4n2 + n + 1/50

)

Hence,

n! ≈
(
n

e

)n

× √
π × 6

√
8n3 + 4n2 + n + 1/50
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A Concluding Note for this Proof: We must note that the polynomial f (n) in
our approximation is almost exactly the average of the two polynomials within the
6th-root of the polynomials within the upper and lower bounds of the inequality in
Theorem 3.5.

4 Creating a Higher-Order Approximation for n! using Big
Data Technologies

Through our considerations in Proposition 3.3, we have ruled out odd values of 1
a .

Now, we can consider even values such as 1
a = 8 or 1

a = 10. Now, the polynomial
f (n)8 and f (n)10 respectively are;

f (n)8 = π4

(
16n4 + 32

3
n3 + 3.556n2 + 0.394n + 1.275

)

f (n)10 = π5

(
32n5 + 80

3
n4 + 11.112n3 + 2.234n2 − 5.804n + 234

)

To compare and contrast the accuracy of the various approximations in this section
and the last, we will be measuring the discrepancies between n! and the estimate
from Ramanujan’s Approximation Rn, the lower bound in Theorem 3.5 Ln, Stirling’s
Approximation Sn, our approximation in Proposition 3.6 a6n, and the two above
approximations a8n and a10n respectively (Fig. 1).

From our results above, an interesting result is that the accuracy of the approxi-
mation need not depend on the order of the polynomial within the ath-root. Rather, it
depends on the n in the approximation. For example, a6n approximates n! better for
small n, however Rn approximates the factorial function best at high n. This makes
Rn the most useful approximation, because there is no need to approximate n! at
small n.

Fig. 1 Table of Discrepancy for R(n), S(n), L(n), a6n, a8n, and a10n
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5 Conclusions

In Conclusion, we have applied Big Data—a collection of data points of a recursive
relation Fn with respect to n to better understand and formulate easier-to-derive yet
accurate approximations for the general formulae of recursive sequences. Specifi-
cally, we have derived exactly the Binet’s Formula for the Fibonacci Sequence. We
have also formulated our unique approximation of n! by leveraging Big Data upon
already existing formulae such as Stirling’s Approximation.We can verify our results
by comparing it with the actual values of the recursive relation, or by comparing its
accuracy with pre-existing results—similar to how our unique approximation for n!
was similar in nature to Ramanujan’s approximation for n!.

This similar pedagogy may be used outside the context of problems like these—
the general application of Big Data requires some prior insight about the function
so as to figure out how to linearize or ‘polynomialize’ the function, as we had done
in the latter sections. Once finding approximate values through a best-fit curve, we
simplify them to fractions and surds and factorize out irrational numbers like π

and e. If the problem allows for it, we may back-substitute our approximation and
characterize the difference between the approximation and the true value to further
increase the accuracy of our estimation of the general formula of Fn. This back-
substitution process is very similar to what we did in Definition 2.2.
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Machine Learning Using Satellite
Remote Sensing to Predict Agricultural
Yield of Cash Crops in USA

Lakshmi Sirisha Kommareddi and Luo Sha

Abstract Remote sensing on satellite images enables us to obtain more information
thanwhat is seen by the human eye. ApplyingMachine Learning on the data obtained
from satellite remote sensing makes it possible to gain better insights by performing
analysis and understanding trends. Some applications of remote sensing are fire
detection, crop yield prediction, deforestation detection etc. According to studies
done by the Food and Agricultural Organization (FAO) of the United Nations, the
world’s population is growing at an immense rate and is expected to reach 9.1 billion
by 2050, which is a 34% increase from the current population [7]. This forecasted
growth highlights the importance of having higher agricultural yield and accurate
crop information. Hence, crop yield prediction is a very useful tool that will validate
better management of agricultural resources. This paper explores Machine Learning
applications using Satellite Remote Sensing to predict Agricultural Yield. Support
Vector Machine Simple Linear Regression and Multiple Linear Regression models
were used to build the prototype. Model validation and testing was done to determine
the accuracy of the prediction. This prototype was built using Landsat-8 images as
Landsat-8 has high spatial resolution whereas many existing research papers use
satellites like MODIS with higher temporal resolution. The prototype predicts Corn
and Soybeans yield in Iowa and Illinois, USA with an accuracy ranging from 70–
90%. These yield prediction models will allow researchers to better understand crop
patterns.
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1 Introduction

Satellite Image Processing and its applications have a significant role inAstronomical
Research and Development. The aim of this paper is to use Machine Learning on
satellite images to build a model that uses vegetation indices such as Normalized
Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) obtained
from the satellite images to predict crop yield in certain areas of interest. This will
aid researches to better understand crop yield patterns.

In the future, this model could be integrated into Satscope, which is an existing
web application that serves as a platform for the research engineers at NUS Satellite
Technology and Research Centre (STAR) to collect, store, process and view the
satellite imagery captured byGalassia-II andLandsat-8. Thiswill enhance Satscope’s
current capabilities and allow users to perform remote-sensing operations such as
crop yield prediction on satellite images.

The objective is to use Machine Learning on Satellite Imagery to predict Agri-
cultural Yield for cash crops. Firstly, Corn in Iowa, USA is selected to develop a
proof-of-concept model and test accuracy of yield prediction. The end goal is to
develop an accurate model for yield prediction of corn, and extend this to other crops
and regions. The model has currently been extended to different states as well as
crops, such as Corn and Soybeans in Iowa and Illinois.

A study on Palm Oil Yield by the paper “Estimating oil palm yields using vege-
tation indices derived from QuickBird”, uses regression analysis to create empirical
yield estimation models using PalmOil Yield and NDVI values [2]. The paper “Crop
Yield Assessment from Remote Sensing” uses a crop model to extract information
from satellite images such as vegetation indices and simulate yield of wheat crops
in the south eastern counties of North Dakota State in the US [5]. This model uses
simple regression analysis as well. The paper “Near real-time prediction of U.S. corn
yields based on time-series MODIS data” uses a simple regression model to estimate
crop yield for various crops such as soybean, wheat etc. Different vegetation indices
such as NDVI, RVI, EVI, GNDVI etc. are used for correlation [13].

MODIS satellite has lower spatial resolution than Landsat-8, so in this research
paper, Landsat-8 imagery was used which has high spatial resolution. This makes it
possible to observe the crop plantation landscape in detail and accurately calculate
vegetation indices from the image [3, 11].

Hence, from most of the relevant literature, it can be determined that a regression
model correlating crop yields and vegetation index values derived from satellite
images is a suitable approach to estimate crop yields in different regions.
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2 Support Vector Machine (SVM) Model

2.1 Simple and Multiple Linear Regression Models

In statistics, linear regression attempts tomodel the relationship between a dependent
and independent variable [9]. If there is only one independent variable, it is called
simple linear regression. If there is more than one such variable, it is called multiple
linear regression. A strong correlation indicates that there is a significant relation
between the variables.

Scikit-learn is a machine learning library for the Python language. It contains
numerous regression and classification algorithms. In this research, the Linear
Regression Model from the Scikit-learn library is used [14].

A SVMLinear RegressionModel is used to build simple linear correlationmodels
of Yield versus NDVI and Yield versus EVI. The average NDVI values per year are
the independent variables (x-axis) whereas the yearly crop yield data values are the
dependent variables (y-axis).

In the implementation, once the accuracy of the simple regression models of Crop
Yield versus NDVI and Crop Yield versus EVI is established, a multiple regression
model is used to further enhance accuracy. The multiple regression model using
NDVI and EVI as the independent variables and crop yield as the dependent variable
will be more accurate than the simple regression model. The multiple regression
model generally has higher correlation than the simple linear regression models.

2.2 Evaluation Metrics

There are various regression error metrics that can be used to examine the model.
These metrics provide insight into the quality of the model. Mean Square Error
(MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and R-
Square are some of the commonly used metrics for linear regression models [11].

MSE basically measures the average squared error of our predictions. For each
data point, it calculates the difference between the predictions and the target, squares
this difference and then takes the average of those values.

• Range of MSE is from 0 to infinity.
• Lower values of MSE indicate better model fit.

RMSE is the square root of MSE. It can be interpreted as the standard deviation
of the unexplained variance, and has the useful property of being in the same units
as the response variable. The square root brings the scale of the errors to the same
level as the scale of the targets.

• Range of RMSE is from 0 to infinity.
• Lower values of RMSE indicate better model fit.



588 L. S. Kommareddi and L. Sha

MAE is a linear score whichmeans that all the individual differences are weighted
equally in the average. The error is calculated as an average of absolute differences
between the actual values and the forecasted values.

• Range of MAE is from 0 to infinity.
• Lower values of MAE indicate better model fit.
• Not as sensitive to outliers as MSE.

The coefficient of determination, or R2, is a scale-free metric used to gauge a
model. It is a statisticalmeasure of howclose the data values are to thefitted regression
line. It determines correlation strength.Whether the output values are extremely large
or small, the R2 value will still be within their range.

• Range of R2 is from 0 to 1.
• Higher R2 value indicates higher correlation.

3 Implementation

The implementation consists of the following summary of steps, which are explained
in detail later in this section.

Example— Selected crop: Corn, Year: 2017, State: Iowa

1. Developed a Python Script to obtain the actual yield data from United States
Department of Agriculture (USDA) database for Corn in all the counties in Iowa
for the year 2017.

2. Obtained Corn crop masks from USDA CropLand Data Layer (CDL) website
for all the counties in Iowa.

3. Selected a county from Iowa and obtain Landsat–8 Images for 2017 using Earth
Explorer Feature Collection function.

4. Mosaicked the obtained images to form a single composite image.
5. Visualized NDVI and EVI layers for the selected county.
6. Analyzed the NDVI and EVI layers for different time periods to confirm June–

September as the most accurate period to choose for training the model.
7. Filtered the obtained Landsat-8 Images to the chosen period of June–September.
8. Used a reducer function on the composite image to obtain NDVI and EVI

time-series charts
9. Averaged these charts to obtain theNDVI andEVI values for the selected county

in Iowa.
10. Repeated Steps 1–9 for all counties in Iowa.
11. Once all NDVI and EVI values were obtained for all counties, fed it into the

Support Vector Machine Regression Model to obtain the regression graphs as
well as evaluation metrics.

12. Steps 1–11 were repeated for obtaining the yield prediction models for other
states and crops such as Soybeans in Illinois, Corn in Illinois etc.
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Fig. 1 Image of region before mosaicking

3.1 USDA Yield Data and Crop Masks

The United States Department of Agriculture (USDA) website has annual yield data
of various crops in the USAwhich can be filtered by state and further narrowed down
by county [16]. To make it more automated, a python script was written to query
from USDA Quickstats for all the counties based on the state and crop selected for
the model.

The USDA CropLand Data Layer (CDL) website has a Crop mask raster for corn
and soy plantations in Iowa and Illinois [4, 17]. Applying this mask on the image
of the selected state shows only the chosen crop plantations in that state and masks
everything else.

For example, applying the corn mask on the image of Iowa shows only corn
plantations in Iowa state and masks the rest. The left image in Fig. 1 is a map of Iowa
state showing all plantations and crops. Once the crop mask is applied, the non-corn
plantations are masked out. The yellow pixels in the right image of Fig. 1 denote
only corn plantations/farms. These crop masks make it possible to build models for
selected crops in selected regions.

3.2 Landsat-8 Images and Mosaicking

Mosaicking refers to the process of spatially assembling image datasets to produce a
spatially continuous image.Mosaicking allows us to obtain the highest quality image
with least cloud cover for the given region in the specified date range.

In Fig. 2, from the Landsat-8 images obtained, the highest quality pixels from
these images are stitched together to form one composite image for the selected
regions.

This composite image in Fig. 3 reduces bias from cloud cover, and provides an
accurate representation of NDVI and EVI values for the region.
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Fig. 2 Image of region
before mosaicking

Fig. 3 Image of same region after Mosaicking

3.3 Visualization and Analysis of NDVI and EVI Layers

A strong positive correlation exists between vegetation indices and crop yields.
Among vegetation indices, Normalized Difference Vegetation Index (NDVI) and
Enhanced Vegetation Index (EVI) showed the best correlation with corn yield [1].

The NDVI and EVI layers are computed after applying the crop mask to the
images. After applying the Crop Mask, the only visible pixels in the image are of the
selected crop plantations. Hence the NDVI and EVI visualization layers only show
the selected crop plantations in the selected states. Visualizing county boundaries,
NDVI Layers and EVI Layers provides more insight into understanding the growth
of crops in a region (Fig. 4).

For Corn crop, months from early June to end September have an accurate repre-
sentation of potential yield using NDVI and EVI indices as it would clearly measure
the Vegetation Index during plantation and growth stages of the crop only [9].
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Fig. 4 NDVI layer visualization

3.4 Reducer Function and Time Series Charts

The reducer function will composite all the images in the collection to a single image
representing the min, max, mean or standard deviation of the images. The mean is
selected in this research.

After mosaicking all these images, a composite image is obtained. The reducer
processes the image collection and obtains the individual composite based on mean
values for each day in the year for a time series chart (Fig. 5).

This chart shows the NDVI values over the selected growth phase period of the
crop which is averaged to obtain the mean NDVI for the county.

Fig. 5 NDVI time-series chart
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3.5 SVM Linear and Multiple Regression Models

SVM Linear Regression Model is used to build simple linear correlation models of
Yield versus NDVI and Yield versus EVI. In Fig. 6, the average NDVI/EVI values
per year are the independent variables (x-axis) whereas the yearly crop yield data
are the dependent variables (y-axis).

The predicted yield values for the multiple regression model are compared with
the actual yield values to evaluate the model (Fig. 7). It can be seen that the predicted
values are close to the actual values, which validates the accuracy of the model.

4 Results

The SVM Linear and Multiple Regression Models are built, and the evaluation
metrics are obtained for different states and years. The results are summarized in
this section.

Fig. 6 Corn yield vesus NDVI regression plot (Iowa, 2017)

Fig. 7 Actual versus
predicted yield (multiple
regression model)
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Table 1 R2 summary

Crop State Year Yield versus NDVI Yield versus EVI Multiregression

Corn Iowa 2017 0.79 0.88 0.90

Corn Illinois 2017 0.79 0.74 0.81

Corn Illinois 2018 0.76 0.70 0.84

Corn Illinois 2017-18 0.78 0.72 0.79

Corn Iowa and Illinois 2017 0.60 0.70 0.70

Soy Illinois 2017 0.60 0.74 0.80

4.1 R2 Summary Table

The summary of the R2 values for different states and years provide insight into
the variations in different regions and crops (Table 1). The R2 values represent the
correlation strength of the models. Hence comparing the values for different criteria
such as varying states, years and regions helps to analyze the strength of the different
models, and identify outliers.

It can also be observed that the Multiregression R2 values are higher compared
to individual Yield versus NDVI or Yield versus EVI R2 values for all the cases as
Multiregression model generalizes the regression line over more data points.

4.2 Control Experiment

Independent Variable—Crop: The Crop is varied between Corn and Soy while the
year and region are kept constant. The year used is 2017 for Illinois State to compare
differences between Corn and Soy Yield.

Figure 8 is a comparison of actual Corn Yield versus Soy Yield in Illinois for
2017. It is seen that Corn and Soy result in very different yield amounts as they are
different crops.

Figure 9 shows the Yield versus NDVI and Yield versus EVI plots for Corn and
Soy, and it is observed that both crops have a very different trend.

Independent Variable—Year: The Year is varied between 2017 and 2018 while the
crop and region are kept constant. The crop used is Corn for Illinois State to compare
differences between 2017 and 2018 Yield.

Figure 10 is a comparison of actual 2017 Yield versus 2018 Yield in Illinois for
Corn. It is seen that even though different years are used, since it is the same crop,
the yield is in the same range.

Figure 11 shows the Yield versus NDVI and Yield versus EVI plots for 2017 and
2018, and it is observed that both years have a similar trend as the same crop and
region are used.
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Fig. 8 Illinois 2017
yield—Corn versus Soy
Histogram

Fig. 9 Yield versus NDVI (left) and yield versus EVI (right) plots for Illinois 2017 yield—Corn
versus Soy

Fig. 10 Corn yield—2017
versus 2018 histogram



Machine Learning Using Satellite Remote Sensing to Predict … 595

Fig. 11 Yield versus NDVI (left) and yield versus EVI (right) plots for Illinois Corn yield—2017
versus 2018

IndependentVariable—Region: TheRegion is varied between Iowa and Illinois states
while the crop and year are kept constant. The crop used is corn for 2017 year to
compare differences between Iowa and Illinois Yield.

A comparison of actual Iowa Yield versus Illinois Yield for Corn in 2017 is shown
in Fig. 12. Even though different regions are used, since it is the same crop and year,
the yield is in a similar range.

Figure 13 shows the Yield versus NDVI and Yield versus EVI plots for Iowa
and Illinois. It is observed that for Yield versus NDVI, both regions have a slightly
different trend even though the same crop and year are used. On the other hand, for
Yield versus EVI, both regions appear more similar.

Fig. 12 Corn 2017
yield—Iowa versus Illinois
histogram
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Fig. 13 Yield versus NDVI (left) and yield versus EVI (right) plots for Illinois 2017 yield—Corn
versus Soy

4.3 Experiment Results and Observations

Different Crops have different growth phases, harvest periods, and varying crop
structures, so althoughNDVI is a general representation of the green vegetation, there
might be slight differences in the yield. The density of vegetation cannot be taken
into account with NDVI. Since the same crop will represent NDVI in a similar way,
and the region is the same which means the soil type, and atmospheric conditions
are same, there is not much yearly variation. Even though the crop and year are
same, there could be differences between different regions due to varying climate,
soil conditions, harvest period etc. The effect of the different independent variables
is shown in Table 2.

This research uses vegetation indices such as NDVI and EVI obtained from satel-
lite images to predict crop yield in certain areas of interest. The analysis of vegetation
indices has shown that these indices (such as NDVI and EVI) have good correlation
with the crop yield when the yield relies directly on the leaves (2D Crop Structure).
The indices are not relevant when the yield depends on small fruits or tree crops

Table 2 Control experiment results

Independent variable Details NDVI EVI Multiregression

Crop Illinois, 2017: Corn
versus Soy

0.79
versus
0.60

0.74 versus 0.74 0.81
versus
0.80

Year Illinois, Corn: 2017
vesus 2018

0.79
versus
0.76

0.74 versus0.70 0.81
versus
0.84

Region Corn, 2017: Iowa versus
Illinois

0.79
versus
0.79

0.88 versus 0.74 0.90
versus
0.81
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as the density of the vegetation in these crops cannot be taken into account with
vegetation indices such as NDVI and EVI.

Based on the experiments, it can also be noted that EVI seems to be a better
indicator of crop yield compared to NDVI. EVI has lesser variations, and is more
consistent even when the years and region are changed.

The following observations have been made from the control experiment:

• Combining various years for same crop and region will not reduce accuracy.
• Combining different regions into same model might reduce accuracy.
• Combining various crops into the same model will reduce accuracy.

5 Conclusion

The objective of this paper is to useMachine Learning on Satellite Imagery to predict
Agricultural Yield. Corn in Iowa, USA was selected to first develop a proof-of-
concept model and test accuracy of yield prediction.

Once an accurate yield prediction model was built for corn, the end-goal was
to extend it to other crops and regions. The model has currently been extended to
different states as well as crops, such as Corn in Illinois, and Soy in Illinois.

In this paper, Support Vector Machine Simple Linear Regression and Multiple
Linear Regression models were used to predict crop yield for Corn and Soy in Iowa
and Illinois states in the USA. The models were evaluated and the results had a good
accuracy with R2 values in the range of 0.70–0.90.

From the experiments, results and observations, it can be concluded that to get
a yield prediction model with the best accuracy, it would be ideal to use the same
region and crop, and a wider range of years.

More indices such as Green Vegetation Index (GVI), Soil Adjusted Vegetation
Index (SAVI), Ratio Vegetation Index (RVI), Perpendicular Vegetation Index (PVI)
etc. can be used to build a more accurate model. The PVI indexmeasures the changes
from the bare soil reflectance caused by the vegetation. This may be a good index to
use for different regions to deal with the problem of varying soil conditions.

The models could be combined with more variables such as temperature, precip-
itation, soil data etc. to further enhance accuracy and prevent bias between varying
regions and years [13].

Lastly, deep neural networks such as Convolutional Neural Networks or Bayesian
models could be tested to enhance the current prediction accuracy [16].
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DNA Proximity Circuit a Universal
Platform for Analyzing Biomarkers

Xinzhi Qiu, Hong Meng Yam, Ningjing Wu, Yan Shan Ang ,
and Lin-Yue Lanry Yung

Abstract Advanced diagnostic techniques, such as PCR and ELISA, are widely
used in well-equipped laboratories. However, they are expensive and are not acces-
sible in resource-limited settings. With growing evidence that point-of-care testing
(POCT) improves clinical outcomes, there exists a need for simple, fast, low cost, yet
sensitive POCT technique. We present a single pot “molecular adaptor”, which we
name DNA split proximity circuit (SPC), that can be used as an isothermal, enzyme-
free and wash-free diagnostics platform. SPC consists of a pair of “plug-and-play”
DNA initiators readily adaptable to various biomarkers ranging from nucleic acids
to protein complexes, which then triggers a signal amplification readout based on
Hybridization Chain Reaction (HCR). We first improved the kinetics and the sensi-
tivity of HCR by refining HCR hairpin designs. Using biomarkers related to breast
cancer as model systems, we applied the optimized HCR to our SPC system and
demonstrated its capability to detect microRNA (miRNA) and cell surface receptors.
SPC demonstrated good limit of detection in the femtomolar range within 30 min for
all miRNA targets tested. It also showed high specificity and an ability to differen-
tiate between different cell surface protein markers. Being isothermal and enzyme-
free, our system is less sensitive to temperature and buffer conditions, making it
highly robust, thus showing great potential for bedside use. With applications in
biomarker analysis, cell visualization and disease diagnostics, herein we improved
and established the potential of SPC as a powerful next-generation POCT assay.
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1 Introduction

Diagnostics is an integral component of healthcare systems today, with time and
accuracy being pressing concerns [1]. Recently, point-of-care testing (POCT) devices
gained traction as it streamlines healthcare processes and improves clinical outcomes.
This is reflected by an expanding POCT devices market that is predicted to have an
annual compound growth of 10.4% to reach a total of US$46.7 billion in 2024 from
just US$28.5 billion in 2019 [2]. With such enormous growth, the World Health
Organization has introduced the ASSURED (Affordable, Sensitive, Specific, User-
friendly, Rapid and Robust, Equipment-free and Deliverable to end-users) criteria to
guide the development of new POCT devices [3].

This push towards POCT applications has led to the development of new
isothermal signal amplification technologies likeRollingCircleAmplification (RCA)
and Loop-mediated Isothermal Amplification (LAMP) that are rapid and efficient in
detecting nucleic acid-based biomarkers even without the thermocycling step neces-
sary in Polymerase Chain Reaction (PCR) [4–6]. Nonetheless, these techniques
involve the use of enzymes which demand for controlled reaction conditions e.g.
temperature and buffer composition. As such, a recent method called the Hybridiza-
tion Chain Reaction (HCR) stands out for being both isothermal and enzyme free
[7].

HCR operates using a of a pair of metastable DNA hairpins (HP1 and HP2) that
are trapped kinetically in their stem-loop structure, of which HP1 is modified with
a Fluorophore-Quencher (F-Q) label. Upon the introduction of a trigger sequence, a
linear chain reaction cascades via the alternating opening of HP1 andHP2 to produce
a nicked double-stranded DNA which fluoresces as the fluorophore and quenchers
are separated (Fig. 1a). This enzyme-free property of HCR makes it less sensitive to
storage and reaction conditions as compared to RCA or LAMP [8, 9]. However, HCR
still faces limitations of washing steps and long processes of HCR hairpin redesigns
which thus far limits its application as a POCT technology [10, 11].

Here, we present a platform called the DNA Split Proximity Circuit (SPC), a
fast and low-cost “plug and play” molecular “adaptor” for HCR that is enzyme-free,
wash-free and can be applied universally for biomarkers such as nucleic acids and
proteins. This expanded on the types of biomarkers that HCR can detect, creating a
simple, fast and universal POCT by mitigating existing limitations of HCR.

Our HCR circuit design comprises of two DNA initiator strands (I1 and I2) that
can be freely modified to incorporate antibodies, aptamers or nucleic acid sequences
to analyze the desired targets (Fig. 1b). In the absence of targets, they exist as separate
metastable entities as the trigger sequence is split between I1 and I2 (and protected
by a hairpin loop on I1), reducing non-specific signal generation. Upon binding to
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Fig. 1 a Mechanism for the Hybridization Chain Reaction (HCR) which works via the basis of
DNA strand displacement attached with Fluorophore-Quencher (F-Q) labels b Initiators for the
DNA Split Proximity Circuit (SPC) (c) The activation of our SPC system involves 3 steps: (1) The
two initiators bind to respective complementary sites on the target, (2) unlocking of the hairpin
lock, leading to (3) the formation of trigger sequence (b*c*) and a HCR reaction

targets, however, I1 and I2 will held in proximity, promoting the assembly of the
trigger sequence via the opening of the hairpin loop on I1, which triggers HCR
(Fig. 1c). As only the recognition domains are modified, our SPC system retains
optimal designs of the trigger sequence, HP1 and HP2 in all applications.

In this project, we first aimed to minimize the background leakage and to improve
the kinetics and the sensitivity of HCR through improved hairpin designs using
Nupack software (computer simulations) and experimental data, before applying this
optimized HCR to our SPC system.We then tested its capability to universally detect
different biomarkers. Specifically, we characterized the assay’s kinetics, sensitivity,
specificity (discrimination of single nucleotide polymorphism) and performance in
different biological matrices. Biomarkers related to breast cancer will be used as
model systems.

As miRNAs are emerging biomarkers in the field of diagnosis due to their differ-
ential expressions in various diseases, including cancer, we will be using miRNA
targets that are upregulated in triple-negative breast cancer (TNBC) [12–16]. In addi-
tion, to demonstrate the application of our SPC system on protein complexes, we will
be detecting and visualizing human epidermal growth factor receptor (HER) protein
dimers (HER1:HER1, HER2:HER2 and HER2:HER3 dimers) in TNBC and HER2
+ cell lines [17–19]. The differential expression of HER receptors is helpful in the
diagnosis and categorization of Breast Cancer [20].
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2 Methodology

2.1 Preparation of Working Solutions for SPC and HCR

The reaction buffer comprises of 10 mM Tris (pH 7.0), 5 mM MgCl2 and 140 mM
NaCl. StockDNA(100μM)was diluted to 1μMworking concentration.All oligonu-
cleotides were heated at 95 °C for a total of 5 min and then snap cooled on ice cubes
for 30 min in separate tubes.

2.2 Real-Time Fluorescence Measurement for Fluorophore
Quencher (F–Q) HCR and SPC

All reactions were conducted at 24 °C in 20 μl of reaction buffer which contains a
final reaction concentration of 24 nM for HP1, 16 nM for HP2 for HCR and 20 nM
of I1 and I2 and a corresponding dilution of targets as stated in the text.

The reactions were conducted in a single one-pot format where all components
were added together. All fluorescence measurements were carried out in 384-well
black Nunc microwell plate with a Tecan Spark 10 M plate reader with excitation
wavelength of 485 nm and emission wavelengths of 530 nm.

2.3 Cell Culture Andimaging

AU565 (ATCC CRL-2351) and MDA-MB-231 (triple negative, ATCC HTB-26)
breast cancer cells were cultured in RPMI 1640 media and supplemented with addi-
tional 10% FBS. Cell cultures were maintained in a sterile environment of 5% CO2

and 37 °C. The cells were seeded overnight at a density of 5000–10,000 cells in
96-well chamber slides. After a 24 h post plating process (confluency ~70%), the
cell medium was extracted, and the slides were washed once with warm 1 × PBS.
The cells were then fixed for 10 min with 4% ice-cold paraformaldehyde.

2.4 Cell Lysate Analysis

The split proximity circuit was added into a reaction buffer of 1 × PBS (pH
7.4) and 10 mM MgCl2 which was the added one-pot to the cell lysate in order
to detect HER1:HER2 heterodimers, HER2:HER2 homodimers and HER2:HER3
heterodimers. Fluorescence measurement was taken at 30 min in Tecan Spark M200
reader to monitor the kinetics of signal evolution.
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After an additional 3 rounds of washing, the cells were blocked with 1%BSA and
0.1 mg/ml salmon sperm DNA in 1× PBS for 30 min shaking (100 rpm). After this,
the blocking buffer was extracted, and the chamber was washed once with 1× PBS.
Next, the cells were stained with 50 mL of 1000 × dilute DAPI (diluted with 1 ×
PBS from a concentration of 1 mg/mL) for 5 min in the dark, followed by washing
twice with 1 × PBS. The SPC reagents were then mixed (120 nM HP1, 80 nM HP1
and 20 nM I1 and I2) and incubated with the cells for 30 min in 0.1 mg/ml salmon
sperm DNA, 0.05% Tween-20, 1% BSA and 10 mM KCl in 1xPBS (SPC reaction
buffer). We used Olympus Epifluorescence IX73 microscope to capture florescent
cell images.

3 Results

We improved our HCR hairpin design usingAng andYung’s original guidelines [21].
After some optimization of buffer, annealing condition, hairpin ratio and salt

(NaCl andMgCl2) concentrations, our HCR hairpin design achieved good signal and
low background leakage (Fig. 2a). This drastically improved the limit of detection
(LOD), defined to be the background plus 3 standard, to 0.3 fM, (Fig. 2b, c) which
was better than several HCR assays reported including those which require another
separation step or enzymatic amplification steps [22–27] . In addition, our HCR

Fig. 2 aGel electrophoresis of our improvedDNAHP design. Low backgroundwas observed (red)
and therewas signal propagation (blue) visible even at [Trigger]= 15.2 pM bFluorescence emission
spectrum when increasing concentrations for trigger sequences was measured. c Characterization
of the limit of detection (LOD) for the F-Q HCR system. A LOD of < 0.3 fM was achieved. d The
kinetics of the HCR F-Q system was improved across all trigger concentrations tested. Equilibrium
was reached within minutes. All data is shown as mean ± standard deviation (n = 3)
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Fig. 3 a Characterization of the kinetics of the SPC system. Equilibrium was reached within an
hour, with clear trends observable within 30min. bCharacterization of the LOD for the SPC system.
The LOD of < 19fM was achieved. Results are shown as mean ± standard deviation (n = 3)

system showed improved kinetics, with equilibrium being reached in minutes across
all target concentrations tested (Fig. 2d).

3.1 Evaluating SPC Circuit Performance

We applied our improved HCR hairpin designs into the SPC system. After going
through a substantial design and optimization process, we first characterized the
kinetics, sensitivity and the specificity of the SPC system with a Synthetic Target
(ST). We observed that the SPC retained reasonably fast signal generation (Fig. 3a)
and a detection limit well within femtomolar range in 30 min (Fig. 3b).

3.2 MiRNA Detection Using SPC

By changing our target recognition domain, we demonstrate that our SPC is able to
detect miRNA targets which are upregulated in TNBC:mir9, mir21 andmir29[15] as
well as let7a.We demonstrated that our SPC system continues to maintain good limit
of detection ranging from 61fM to 336fM. This is well within the femtomolar range
across all miRNA targets tested while using initiators designed in a plug-and-play
manner.

3.3 Receptor Dimer Detection and Visualization

By changing the recognition domains, we demonstrate that our SPC can be used to
detect HER receptor dimers (Fig. 4a). Here, we used two cell lines: breast cancer
cell line AU565, which over-express HER2 and HER3 [28], while showing low
levels of HER1 [29] and breast cancer cell line MDA-MB-231 which shows low
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Fig. 4 a Binding of initiators to HER2:HER3 dimers on fixed AU565 HER2+ cells triggers HCR.
bDetection of HER2:HER2, HER2:HER3 and HER1:HER1 dimers in cell lysate. The total protein
content in the cell lysate was adjusted to 50 μg/mL c Fluorescence readout was achieved only
when both initiators are in proximity with one another when binded to HER2:HER3 heterodimers.
Nonspecific fluorescence is low even in the presence of one antibody-conjugated initiator. One
sided t-test was carried out against the negative cell line (MDA-MB-231 for HER2:HER2 and
HER2:HER3, AU565 for HER1:HER1). Results are shown as mean ± standard deviation (n = 5).
***p < 0.001

levels of HER2 and HER3 [30] but over-expresses HER [31]. In cell lysate, we
observed statistically significant fluorescence signal for HER2:HER2, HER2:HER3
and HER1:HER1 dimers as compared to their respective negative cell lines (Fig. 4b).
This demonstrates the high specificity displayed by our SPC system even in the
complex cell lysate environment.

On fixed cells, we observed very clear signal being generated within 30 min
in the detection of HER2:HER3 dimers, with no signals visible in the negative
control (Initiators without antibody conjugated) (Fig. 4c). Our method is quicker
than the traditional immunohistochemistry techniques used in clinical diagnosis and
also shows a potential to profile strong binding interactions with extended binding
times, such as the binding between T-cell and antigen presenting cells. [32]

3.4 Comparison with Common Signal Amplification Methods

In Table 1, we compare various characteristics of our SPC system with various other
commonly used methods of signal amplification. SPC possesses major advantages
in its ease and simplicity, showing potential for point-of-care use.
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Table 1 Table summarizing the various characteristics of different signal amplification methods

Categories SPC PCR [33] ELISA
[34]

LAMP [33] RCA [33,
34]

Lateral
Flow [35]

Enzyme-free + – – – – +

Assay Design Simple Simple Simple Complex Complex Complex

Isothermal + – + + + +

Temperature(s)
°C

RT
(22–24)

94, 55–60,
72

RT
(22–24)

60–65 37 RT (22–24)

No washing + + – + – +

4 Conclusion

Here,we present theDNASplit ProximityCircuit, a robust and adaptable assaywhich
achieved a low LOD in the femtomolar range within 30 min at room temperature
without the need for enzymes and intermediate washing steps. In this work, we
refined the design for HCR hairpin monomers and applied this improved design to
our DNA Split Proximity Circuit system. We then demonstrated the universality of
our assay through the characterization of sensitivity, specificity and robustness of the
assay in the detection of biomarkers like miRNA and proteins both in buffered and
more complex biological environments such as cell lysate and serum. Here, we put
forth our SPC system as a platform with immense potential to be used for miRNA
profiling and protein complex detection in point of care applications.
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Abstract Electrical Impedance Tomography (EIT) is a non-invasive medical
imaging technique, in which the bio-impedance of a part of the body is inferred
from surface electrode measurements and used to form a tomographic image of that
part. EIT is particularly useful for monitoring lung function because the resistivity of
the lung tissue is higher than most other soft tissues in the thorax. Lung tissue resis-
tivity also decreases several folds between inhalation and exhalation, which explains
why monitoring ventilation is currently the most promising clinical application of
EIT. EIT plays a crucial role in monitoring patients aided by mechanical ventilation,
as the usage of mechanical ventilation frequently results in ventilator-associated lung
injury (VALI). To enable portability and continuous remote monitoring of patients,
it is desirable to incorporate wireless transmission capability to the EIT device. The
main objective of this research is to design and establish a wireless interface for
the transmission of bio-impedance data from the human body, to obtain real-time
tomographic imaging.

Keywords Wireless interface · EIT (Electrical impedance Tomography) ·
ESP32-PICO-KIT · Surface electrodes · SPI interface · TCP/IP · FFT ·
Tomographic imaging

D. Jeevakaarthik (B) · A. L. J. Kang · K. Nithesh
NUS High School of Math and Science, Singapore, Singapore
e-mail: jeeva.kaarthik@gmail.com

A. L. J. Kang
e-mail: adrian.luahjk@gmail.com

K. Nithesh
e-mail: nitheshkrishnan.kn@gmail.com

D. L. T. Wong · L. Zeng · C.-H. Heng
Department of Electrical and Computer Engineering, National University of Singapore,
Singapore, Singapore

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
H. Guo et al. (eds.), IRC-SET 2020,
https://doi.org/10.1007/978-981-15-9472-4_53

609

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9472-4_53&domain=pdf
mailto:jeeva.kaarthik@gmail.com
mailto:adrian.luahjk@gmail.com
mailto:nitheshkrishnan.kn@gmail.com
https://doi.org/10.1007/978-981-15-9472-4_53


610 D. Jeevakaarthik et al.

1 Introduction

Advances in clinical telemetry medical systems in recent years have shown their
usefulness in meeting the healthcare demands. In Singapore, healthcare is the third-
largest spending by the ministry, behind education and defense. In the Financial
Year of 2018, the government has spent 9 billion SGD on healthcare. Following
Singapore’s aging population, their deployment will aid in enhancing the quality of
healthcare while reducing the cost [1].

Medical devices, such as medical ventilators, are designed to aid patients with
respiratory problems. These life-saving devices provide mechanical ventilation by
moving air into and out of the lungs to simulate inhalation and exhalation of the
patient. In Singapore, a major cause of hospital admissions and 20% of death is due
to respiratory disorders, such as Chronic Obstructive Pulmonary Disease (COPD).
A large proportion of people affected by these disorders require assistive respira-
tory techniques such as lung ventilation. Electrical Impedance Tomography (EIT)
is potentially a viable method for continuous monitoring of lung ventilation. By
processing the collected bio-impedance signals from surface electrode measure-
ments, imaging could be obtained subsequently with the help of well-established
signal processing software. In this research, we have incorporated wireless trans-
mission capability between the EIT device, and the computer used for imaging, to
enhance the portability of the device.

2 Existing Solution and Need for Evolution

Currently, medical EIT devices are large, complex, wired systems that require the
intervention of skilled personnel to collect bio-impedance data from patients. There-
fore, it would be advantageous to make these devices portable and efficient for
continuous monitoring purposes. With this objective, we embark on incorporating
wireless transmission capability to in-house developed EIT devices. Besides, with
the real-time collection of EIT data on the internet-enabled platform, real-time anal-
ysis by healthcare professionals can be made feasible to further enhance the quality
of healthcare.

3 Tools

The hardware and software tools used in the development of the EIT device is shown
in Table 1.
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Table 1 Tools used [2–4] Hardware Software

Cmod A7 Arduino IDE v1.8.9

ECG device Python 2.7 Spyder

Electrodes Python 3.7 IDLE

ESP32-PICO-KIT MATLABR2018b

ADS1292r

4 System Design and Description

Figure 1 shows the functional flow diagram of the system. This functional flow is
described in the subsections that follow.

4.1 Data Acquisition by EIT Device

TheBIO-IMP1811 board consists of two chips, CmodA7 andBio-impedance analog
front-end (AFE),mounted on it. Bio-impedance data from surface electrodemeasure-
ments will be collected byBio-impedanceAFE,which functions as interface sensors.
Data received by Bio-impedance AFE are subsequently read by Cmod A7. Cmod
A7 then continuously streams data to ESP32-PICO-KIT through the SPI interface.

Fig. 1 Functional flow diagram of the system (EIT device, computer andwireless interface between
them)
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4.2 Data Transmission Through Wireless Interface

The computer hosts the web server. This server program has been written in Python
2.7 on Spyder IDE. The ESP32-PICO-KIT has an inbuilt Wi-Fi module, allowing
us to incorporate wireless transmission capability into our wireless EIT system. The
Arduino program running in ESP32-PICO-KIT has been designed to collect data
from BIO-IMP1811 through the SPI interface, and send data to the web server over
the wireless interface.

For each state of electrodes, 8192 bytes of data are written into the web server
over the wireless interface. Thus, for one complete cycle of measurements, 16 sets
of 8192 bytes of data are written into the web server, as there are 16 electrodes.

4.3 Data Processing and Imaging in Computer

The server program reads 8192 bytes of data from the web server. These data then
undergo processing and are stored in a text file on the computer. Processed data in the
text file are then read by the MATLAB program. The MATLAB program performs
several computations, before plotting the final tomographic image.

The Unified Modeling Language (UML) sequence diagram of a typical inter-
action between various components in the EIT Device is shown in Fig. 2. The
sequencing explained in Fig. 2 assumes the pre-condition that wireless connection
between ESP32-PICO-KIT and the web server has been established. The numbered
sequences in Fig. 2 are explained as follows:

(1) Acquisition of Bio-impedance data by surface electrodes attached to patient’s
body, and subsequent transmission of these data to BIO-IMP1811

(2) Data transmission to Cmod A7
(3) Data transfer from Cmod A7 to ESP32-PICO-KIT through the SPI interface

Fig. 2 UML sequence diagram of a typical interaction between various components in the EIT
device
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Fig. 3 Surface electrode measurements in the human body

(4) Data transfer from ESP32-PICO-KIT to the web server over the wireless
interface

(5) Data processing by Python program
(6) Data processing and tomographic imaging by MATLAB program
(7) Analysis of tomographic image by healthcare professional

4.4 Surface Electrode Measurements

Surface electrode measurements are illustrated in Fig. 3. Wet electrodes are used
for better contacts and signal acquisition quality. As shown in Fig. 3, signals from
all 16 states are required to construct a tomographic image. During each state, a
high-frequency current signal is injected into a pair of electrodes, and corresponding
voltage signals are captured at the remaining 13 pairs of electrodes. This process is
repeated for all 16 electrodes through successive rotations, to create one frame of the
high-resolution tomographic image.

4.5 Architecture of EIT Device

Thegeneral architecture of thewirelessEITdevice is described inFig. 4.TheWireless
EIT device consists of the following - ‘Electrodes’ block for collecting electrical
signals from patients body, ‘Amplifier & ADC’ block for amplifying and converting
analog signals to digital signals, the ‘Micro Controller Unit (MCU)’ for overall
system control and coordination, the ‘Transceiver’ block for transmitting the EIT
data obtained, and the ‘Power Source’ block to power the wireless EIT device.
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Fig. 4 General architecture of a wireless EIT device

4.6 SPI Protocol

The Serial Peripheral Interface (SPI) is a 4-wire synchronous serial communication
interface specification used primarily in embedded systems [5]. Figure 5 shows the
basics of how the SPI protocol works. Since the communication is synchronous, a
clock signal is sent along with the data to help synchronize the two or more commu-
nicating elements. SPI devices communicate in full-duplex mode using master-slave
architecture. Any data transmission through the SPI interface, specifically, through
the MISO (Master In Slave Out) andMOSI (Master Out Slave In) lines, is controlled
solely by the master. In our system, the master is ESP32-PICO-KIT, while the slave
is Cmod A7.

An interrupt occurs when the DRDY (Data Ready) pin drops low. During each
interrupt, 64 bytes of data are read fromCmodA7 by ESP32-PICO-KIT. During data
transmission, the CS (Chip Select) pin must be set low. A signal in SCLK (Serial

Fig. 5 SPI analog signals in each wire of the SPI protocol
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Clock) pin toggles during transmission of data, to synchronize the data transfer
between master and slave.

4.7 Data Transmission Using Wireless Interface

In the development of the wireless interface between the computer and the EIT
Device, TCP/IP (Transmission Control Protocol/ Internet Protocol) has been estab-
lished using socket programming, as shown in Fig. 6. TCP/IP is used on top of the
802.11b Wireless Interface.

Firstly, a socket object is instantiated by the Python Server Program, which binds
to the IP address of the host computer. This server then listens for connection requests
from clients. The client in our system will be ESP32-PICO-KIT, which uses a socket
to establish a connection with the web server. Once the connection is accepted by the
server program, successful connection is established between the client and server,
and the client starts writing data into the server continuously. The server program
will be reading these data for processing.

Fig. 6 Data transmission using the wireless interface
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Fig. 7 An analogy of the data processing done in computer

4.8 Data Processing

As the Python server program reads each array of data from the web server, data
trimming is done to ensure accuracy and reliability of the data being processed. The
portion of data in each array that is used for processing is then separated into 2 arrays.
FFT (Fast Fourier Transform) is carried out on each of these arrays to give an output
array, containing 13 sub-arrays of 16 bytes each. Corresponding elements of every
two consecutive sub-arrays are then added, giving a resultant array, that similarly
has 13 sub-arrays of 16 bytes each. This 13 × 16 matrix is then written into a text
file. An analogy of this process is shown in Fig. 7.

4.9 MATLAB Program and Tomographic Imaging

MATLAB is a multi-paradigm numerical computing environment used for technical
computing, such as matrix manipulation and plotting of functions and data. The
MATLAB program reads a processed array of data from the text file and performs
several computations. The plotting of a tomographic image of the human chest or
chest model is then done.
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5 Procedure and Results

Over the course of this project, we set out a step-by-step approach to achieve the
objective. Before embarking on developing the actual wireless EIT system, we have
divided the project into multiple phases as follows:

5.1 Connecting ESP32-PICO-KIT to Local Wi-Fi Network

Starting with the basics, we established the connection of ESP32-PICO-KIT to the
local Wi-Fi network, using an Arduino Program. Thus, ESP32-PICO-KIT can either
host or connect to a web server, to transfer data through the wireless interface.

5.2 Familiarizing and Controlling GPIO
of ESP32-PICO-KIT Using Web Interface

To familiarize with interfacing GPIO (General-Purpose Input/Output) pins, we
connected 2 LEDs to a couple of GPIO pins. A program is run on the Arduino
IDE to host a web server. Using the Graphical User Interface (GUI) designed on the
web server, LEDs connected to the GPIOs of ESP32-PICO-KIT could be controlled
independently.

5.3 Determining Roles of ESP32-PICO-KIT and Computer
in Wireless Data Transfer

In data transfer, there exist two roles, i.e. server and client. The server is responsible
for hosting a web server into which data can be written, and the client is responsible
for connecting to the server to either read or write data. To determine the roles of
ESP32-PICO-KIT and computer in the client-server communication, we carried out
an experiment to record the time delay involved in data transfer between ESP32-
PICO-KIT and computer in 2 different set-ups:

Set-up 1 - ESP32-PICO-KIT as client and computer as server; Set-up 2 - ESP32-
PICO-KIT as server and computer as client.

As illustrated in Fig. 8, our results conclude that Set-up 1 results in a much faster
data transfer than Set-up 2. Hence, Set-up 1 will be adopted for the development
of the wireless EIT system to minimize data latency, therefore enabling continuous
imaging and monitoring of real-time data.
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Fig. 8 Graph of time delay involved in data transfer against the number of bytes transmitted, when
ESP32-PICO-KIT is: 1) client and 2) server

5.4 Transfer and Plotting of ECG Data

Testing with ECG (electrocardiogram) data helps to design our targeted wireless
EIT system due to the following reasons – processing and plotting of ECG data are
simpler as compared to generating an image based on EIT data, and the process of
obtaining data from the ECG Device is analogous to the EIT Device [5].

Data from the ECG Device are first transferred to ADS1292r. ESP32-PICO-KIT
sends a specific set of commands to obtain ECG data from ADS1292r, through the
SPI interface. ESP32-PICO-KIT thenwrites ECGdata into the connectedweb server.
The Python server program reads data from the web server and plots a graph of ECG
data, as shown in Fig. 9.

5.5 Transfer, Processing and Tomographic Imaging of Data
from EIT Device

Based on the experience and knowledge gained from previous phases, the actual
set-up for the EIT system has been made to retrieve data from the EIT device for
tomographic imaging.

ESP32-PICO-KIT sends a specific set of commands through the SPI interface to
CmodA7, to obtain data from surface electrodes attached to the patient’s body. These
data, that are written into the web server by ESP32-PICO-KIT, are then processed by
the Python program. The MATLAB program subsequently displays a tomographic
image using the processed data.
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Fig. 9 Plot of ECG data

Figure 10 shows the experimental set up for the wireless EIT system and the
tomographic images that are to be obtained.16 electrodes placed around the human
chest, as well as the chest model. The chest model is simulated using a water tank
with two cylindrical test objects placed within the tank to model the human lungs
[6].

Fig. 10 Tomographic images of human chest and chest model [6]
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Bio-impedance data from these surface electrode measurements are collected
through BIO-IMP1811 and Cmod A7. These data are transferred to ESP32-PICO-
KIT through the established SPI Protocol, and subsequently to the computer over the
wireless interface. Data processing and tomographic imaging will then be done, to
generate the corresponding images as shown in Fig. 10 (Images in the second row).
In these tomographic images, blue color indicates low conductivity, while the color
intensity represents the relative conductivity measured within the region.

6 Future Works

6.1 Enhancing Web-Based GUI (Graphical User Interface)

There is scope to improve the GUI to make it more user friendly. Creating a web-
based GUI enables the continuous monitoring of patients via the Internet andMobile
app.

6.2 Power Management and Optimisation

In this configuration, the wireless EIT device transmits real-time data continuously
to the computer, and so the optimization of the power consumption of different
components would enhance the power efficiency of the device.

6.3 Testing the EIT Device Using Different Chest Models

Accuracy and reliability of the tomographic images generated from the data
transmitted by the EIT device can be improved by testing more chest model samples.

6.4 Automation of Data Imaging

ThewebGUI can be improved to configure data collection and generation of imaging
at regular intervals, to further automate the continuous monitoring of patients.
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7 Conclusion

As stated in the objective of this research, the major application of the EIT Device
is to provide a continuous monitoring technique of lung ventilation of patients with
respiratory problems. The current devices used in hospitals are not as sophisticated.
We are doing this research to devise a portable wireless EIT Device, which assures
the quality of healthcare due to its remote monitoring capability and portability. This
EIT Device helps to collect data from surface electrodes attached to the patients and
transmits data to the web server through the wireless interface, for processing and
tomographic imaging. This enables the medical professional to monitor the patient’s
condition via GUI, to provide prompt medical assistance. This is surely a leap in the
advancement of Electrical Impedance Tomography Devices.
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Abstract Monitoring physiological responses to stressors is critical for both mental
and physical health management. Different methods of physiological monitoring can
early detect and prevent onset of mental disorders. Various methods and tools are
commercially available to assess physiological parameters such as smartwatches and
smartphones. However, only a few are used specifically for stress detection purposes.
Moreover, in general, research on emotions and physiological stress is performed
traditionally in a lab environment, causing results to not reflect accurately in real
life, despite various sensors being used. In this paper, we design a proof-of-concept
wearable stress monitoring system that assesses physiological responses to common
stressors—physical activity thermal pain. The proposed stress monitoring system
consists of two sensors, a pulse sensor, and a skin conductivity sensor. An early
feasibility study has been carried out with multiple sensor locations implemented
and analyzed including the finger, wrist and ankle. Various stressor conditions such
as rest, thermal pain and physical activity were carried out. Compared to being at
rest, the pulse rate and skin conductance increased following physical activity. These
initial findings warrant further studies involving a larger sample size and broader
stressor conditions.
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1 Introduction

The term stress was first explained in 1936 by the endocrinologist Hans Selye. Stress
is defined as “the non-specific response of the body to any demand for change” [1].
Stress causes the mind to be in a state of fear or anxiety. In modern society, stress
has become a significant problem many countries face. This condition is the way the
body or mind responds to a situation or an event. However, the reason for acute or
chronic stress varies hugely from person to person and differs from an individual’s
social and economic conditions [2].

Pain can be defined as a collection of emotional and sensory aspects, along with
motor behaviors which will result from the activations of nociceptive pathways in
response to harmful stimuli. Researchers have found that pain and stress are adaptive
as a protection for on our bodies, for example, from physical injury or starvation. Pain
and stress can be related in two ways; the pain can appear when an individual is in
a state of excessive stress and/or stress can arise when an individual is experiencing
severe pain [3].

Many studies on stress are divided into two categories: psychological question-
naires and physiological measurements. For this project, we focus on physiolog-
ical measures. Stress monitoring can differ in healthy people and those with health
conditions. The experiences of a healthy person compared to a person suffering from
chronic pain are different physiologically and psychologically and it is essential to
consider them while monitoring stress.

When an individual is in pain or in a condition of stress, their physiological
measures differ. We hypothesize that the physiological parameters of pulse rate and
skin conductivity will increase drastically as a sign of stress or pain. This was investi-
gated using a setup consisting of a pulse sensor and a Galvanic Skin Response (GSR)
sensor to measure pulse rate and skin conductivity, respectively.

When an individual undergoes physical activity, energy is being consumed,
converted to heat and result in a rise in body temperature. This also initiates sweating
[4]. Pulse rate also increases with exercise [5]. The pulse rate also increases in
response to thermal stimuli such as when in contact or immersion in ice [6]. With
the evidence of change of pulse rate and sweating, the activity of sports and thermal
stimulus, in this study these stressors were used to simulate pain and physical stress.

The current state of the art emotional research is commonly conducted in lab
conditions. Fingermeasurements are usually for skin conductance testing for psycho-
logical research. This method requires the subject to be in the lab for extended hours
to obtain a sufficient amount of data.

Devices such as smartphones or smartwatches can detect multiple physiological
parameters at the same time. However, the obtained results might not be accurate. For
the research environment, sensors are designed to undertake experiments from an
individual without leaving the lab at stationary conditions. This could cause incon-
venience to the subject and hamper conditions, especially if the measurement has to
be taken over a longer period [7].
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In this paper, we describe a proof-of-concept study investigating the effect of
stressors (physical activity and thermal pain) on physiological measures of stress
including pulse rate andGSR.We talk about the systemdesign and experiment testing
method. We also discuss the obtained results and possibilities for future studies.

2 System Design and Testing Method

2.1 Design Implementation

An illustration of the system design is found in Fig. 1. The sensors used should
be able to detect the parameters accurately and be highly sensitive. As mentioned,
we are focused on skin conductivity and pulse readings. Figure 2 shows the early

Fig. 1 Overview of system design

Fig. 2 Experimental set-up of sensor probes
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feasibility set-up of the experiment.
Arduino Nano was used as a development board. An Arduino board is readily

available. The available input and output pins are suitable to be scalable in the future
with more sensor.

To measure the pulse rate, Max30102 was used as the pulse sensor, using Inter-
Integrated Circuits (I2C) communication. The basic principle of the pulse oximeter
is to have the ability to continuously monitor the functional oxygen saturation of
haemoglobin in arterial blood (SaO2). The pulse oximeter uses red and infrared (IR)
light to differentiate oxygenated and deoxygenated blood via varying levels of light
absorption [8]. Green light is used for pulse measurement for the wrist and ankle as
the wavelength is shorter for better penetration through the skin. For the sensor to
be accurate and sensitive, conditions such as the Light Emitting Diode (LED) light,
sample size, sample rate, pulse width and range are to be adjusted. The intensity of
the light setting is ranged from 0–255 steps, 0 being 0A and 255 being 50 mA. The
mode of the light was red and IR for finger reading and green for wrist and ankle
reading. Brightness intensity was 70, approximately using 13.73 mA.

An average of 4 samples were taken as one reading and the sampling rate was 1 s.
The pulse width was set at 69 ms. The Analogue-Digital Converter (ADC) range was
set at 8bits. The mode and intensity of the light were adjusted to get a better reading
for different conditions but for this experiment, the settings reminded the same.

To create the GSR sensor, we used the concept of an ADC and a low-pass filter.
To simulate the probes of the GSR sensor, we used aluminum foil. The low-pass
filter rejects high-frequency noise. A 10 k� resistor and 0.1µF capacitor were used
to design the cut-off frequency is 159.2 Hz. A simple first-order filter was used.

The GSR signal consisted of two components, skin conductance level (SCL) and
skin conductance response (SCR). SCL is known as the tonic level and SCR is known
as the phasic response [9]. SCR are short fluctuations in the skin conductance that
last for a few seconds and usually follows a pattern of a steep rise, a short peak and
followed by a slow return to a baseline [7]. For this study, we recorded the mean
skin conductance response. Velcro straps were used to secure the sensors and probes
to various locations on the skin. The Velcro strap ensures that the sensor probes
maintain close contact to the skin. A pictorial representation of the GSR system is
illustrated in Fig. 3.

Conductivity (G) is obtain by the reciprocal of Resistance (R) [10]. By reading
the resistance of the skin, we were able to calculate the skin conductance.

G = 1

R

Three locationswere tested to determine themost suitable placement of awearable
sensor, the center wrist (1 cm from the end of palm), and ankle and the fingers (index
finger and middle finger for skin conductance reading and index finger only for pulse
reading). A representative example of skin conductance positions on one subject is
illustrated in Fig. 4.
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Fig. 3 Skin conductivity probe

Fig. 4 Measurement
locations: (1) Fingers (2)
Wrist (3) Ankle

The values collected in the first 30 s will not be used to ensure that the values
obtained are in a stable state. As themotivation of this projectwas to create awearable
stress monitoring system, the data was set to restart when the user removes the sensor
from his/her skin.

The GSR data is acquired over a longer time period, and hence there was no need
to obtain sensor reading every second. The values of pulse rate and skin conductance
were averaged over the entire duration of the study. Skin resistance decrease with
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time of contact and exposure. The resistance of dry and wet skin becomes equal
overtime, at around 2/3 of the wet skin resistance [10].

We used the Parallax Data Acquisition (PLQ-DAQ) Tool to convert the sensor
readings into graph form in real-time.With the graphs, we could observe the stability
of the sensor and the changes.

2.2 Experiment Testing

As we tested for feasibility at an early stage, there was only one subject and the data
were collected under different stressor conditions. The subject was a healthy female,
aged 24 years.

For each skin sensor location, results were taken at different stressor conditions.
The aim of these conditions was to simulate and create physiological changes and
stress to the body to investigate the change in pulse rate and skin conductance due to
these changes and stress. The conditions were at rest, exposure to thermal stimulus
(ice) and after physical activity (continuous jumping for 4 min). Pulse rate was
recorded in Beats Per Minute (bpm) and skin conductivity in micro-siemens (µS).

The simulations of pain were done by exposure to thermal stimulus (ice) on the
right hand for 4 min. The skin temperature changes rapid when exposed to cold,
typically in a minute. Ice compression are most effective when it is done for below
10 min [11]. Within 4 min, the subject will feel pain.

For each stressor condition, the subjectwas started of being seated in a comfortable
position for 1 min, followed by completion of stress condition and another rest for
5 min to conclude the experiment. Each experiment will be at least 1 h apart to ensure
the start conditions were as similar as possible.

3 Results

As mentioned, PLQ-DAQ was able to show the readings in form of a graph for each
experiment. Figures 5 and 6 shows examples of the readings when three activities
are placed in a single graph.

3.1 Skin Response Reading

For GSR reading, the values tabulated in table are averages during each activity
(Tables 1, 2, 3, 4, 5, 6).

During rest, the SCR reading decreases with time. As for the jumping condition,
the results in the first minute were the highest, followed by a dip and gradually
increase.
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Fig. 5 Skin conductance at the fingers

Fig. 6 Pulse rate at the finger

Table 1 Skin conductance
response reading from the
finger

Activity Skin conductance (µS)

First minute rest Activity 5 min Rest

At rest 0.66 0.62 0.52

Exercise 1.16 0.29 1.21

Thermal stimulus 0.56 0.59 0.45
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Table 2 Skin conductance
response reading from the
wrist

Activity Skin conductance (µS)

First minute rest Activity 5 min Rest

Rest 2.86 2.64 1.40

Exercise 2.04 0.54 1.84

Thermal stimulus 2.29 1.88 1.84

Table 3 Skin Conductance
Response Reading from the
Ankle

Activity Skin conductance (µS)

First minute rest Activity 5 min Rest

Rest 4.87 4.89 3.90

Exercise 5.34 1.80 3.45

Thermal stimulus 4.38 5.21 5.11

Table 4 Pulse rate reading
from the finger

Activity Pulse rate (BPM)

First minute rest Activity 5 min Rest

Rest 79.6 78.9 80.0

Exercise 80.4 75.9 86.1

Thermal stimulus 82.7 83.3 84.1

Table 5 Pulse rate reading
from the wrist

Activity Pulse rate (BPM)

First minute rest Activity 5 min Rest

Rest 83.5 82.0 80.4

Exercise 83.9 78.3 87.7

Thermal stimulus 83.1 81.0 84.3

Similar to being at rest, the skin conductance did not change when on exposure
to thermal stimulus.

The different skin sensor locations had different SCR sensitivity and detected
SCR differently. The range of SCR readings differ from sensor locations.

Table 6 Pulse rate reading
from the ankle

Activity Pulse rate (BPM)

First minute rest Activity 5 min Rest

Rest 78.7 80.1 78.7

Exercise 78.4 82.4 82.5

Thermal stimulus 78.8 80.66 78.24
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3.2 Pulse Reading

Similarly, for pulse rate, the values tabulated in table are averages during each activity.
The pulse rate increased after going through exercise. However, the pulse rate did

not increase exposure to thermal stimulus, similar to the results on comparison with
the rest condition.

4 Discussion

The results for skin conductance show that consist of small fluctuation and takes a
relatively long time to change. The difference in responsiveness is due to several
conditions of the skin such as amount of sweat glands density and electrodermal
activity [7]. During physical activity, the body becomes dehydrated [5] and our
results showed that when the subject started exercising, SCR is the lowest. However,
when the subject stopped, the SCR reading started to increase.

From the pulse rate results we noticed that, only after exercise, the pulse increased
slightly. However, during the experiment, while exercising, the sensor readings were
the most unstable compared to being at rest and thermal stimulus of the hand. This
could be due to instability due to physical activity.

Comparing to our hypothesis, we predicted that the pulse rate and SCR will
increase when in pain and physical activity. The results confirmed that there is no
significant increase of SCR and pulse rate when going through a thermal pain.

Literature evidences that resistances from various body parts vary. For example,
the left wrist and right wrist have a slight difference in resistance [7]. In our study, the
sensors were tested on the left side of the body to reduce variation due to potential
lateralization influence.

Fingers were included as finger measurements are traditionally used in labs to
measure emotional research. Wrist and ankle are body parts that are commonly
exposed and easily accessed. The wrist and ankle were also selected because it can
be integrated into a product that is commonly found. The wrist measurement can
be incorporated in a watch while the ankle measurement can be incorporated for an
anklet or socks.

In some studies, subjectswere asked to refrain frommoving to reduce skin conduc-
tance changes due to physical activity [7]. We should take this into consideration
when reviewing the results in the future.

At rest, the hearts pump the least amount of blood thorough the rest of the body
therefore the pulse rate should be the lowest here. According to the Singapore Heart
Foundation, for an average adult, the resting pulse rate can vary from 60–90BPM and
can vary from person to person [12]. Our results correspond to the standard given
with 79.6BPM at rest for 10 min.

As this was a proof-of-concept study, this does not have enough evidence to show
a significant difference and comparison of different living and health conditions.
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Further studies would entail bigger sample size and over a longer duration. Also, the
conditions employed represent only a certain aspect of stress and are not exhaustive.
Future work could also explore development of this proof-of-concept study into a
wearable device, with several physiological measures such a temperature and also
including wireless data transfer.

5 Conclusion

From this study,GSRand pulse reading are affected due to physical activity. Readings
from skin conductance and pulse rate are found to be higher when during physical
activity compared to being at rest. However, when undergoing thermal stimulus,
GSR and pulse reading did not have drastic changes compared to being at rest.
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Fabrication of Microbial Fuel Cells
Powered by Soil-Based Electrogenic
Microbes and Wastewater as a Novel
Method for Electricity Generation
and Wastewater Purification Via a Novel
Hybrid Process

Ng Yan Bin Lucas and Peng Zikang

Abstract Microbial Fuel Cell (MFC) is a promising renewable energy source
through the use of biofuels. This study involves the testing of Microbial Fuel Cells
with potting soil, burnt soil and garden soil, before evaluating the efficacy of lime
compost, grapefruit compost and strawberry compost (made from recycled fruit
waste) in generating electricity. The MFC’s maximum voltage output and maximum
power output at various ohmic resistances were then determined. Among the 3
common soils tested, potting soil produced the highest voltage and power output. It
produced an open circuit voltage of 137mV. Grapefruit compost had greatest voltage
and power output among the compost soils with an open circuit voltage of 152 mV.
The simultaneous nitrification-denitrification (SNdN) process was utilized by the
introduction of ammonia-oxidizing bacteria (AOB) and nitrite-oxidizing bacteria
(NOB). The use of aquarium wastewater was in the cathodic chamber produced
greater voltage than the control set-up (burnt soil). In addition, ammonium and nitrate
levels in the wastewater dropped drastically. Finally, to maximize the efficiency of
the MFC, grapefruit was composted with potting soil (to achieve the best voltage),
and also used alongside with aquarium wastewater, producing a maximum voltage
of 310 mV and removing ammonium and nitrates by over 80%.

Keywords Microbial fuel cell · Compost · Nitrification · Denitrification ·
Ammonia-oxidizing bacteria

1 Introduction

Fossil fuels provide a valuable source of energy but is being depleted and will even-
tually run out. Consumption of fossil fuels has also severely imperiled human life
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through its drastic aftermaths, such as global warming and atmospheric pollution [1].
Furthermore, in 2016, about 2.5 kg of foodwaste is thrown away by an average Singa-
porean household each week [2], showing the severity of food wastage in Singapore.
Hence there is a need to explore cleaner alternative sources of energy, as well as to
promote recycling to manage wastage at the same time.

Driven by the increasing concern over the energy-climate crisis and environment
pollution, recently, there has been growing interest in the double chambered Micro-
bial Fuel Cells (MFCs). MFCs put forward the possibility of harvesting electricity
from organic waste and renewable biomass and are hence a renewable energy source.
MFC is a bio-electrochemical system that utilizes microbes to consume and degrade
nutrients to release energy in the form of electrons, protons and carbon dioxide [3].
An MFC (Fig. 1) comprises an electron acceptor, a cathode and an anode, a proton
exchange membrane or salt bridge and the medium with microbial populations [4].
The anodic chamber is connected to the cathodic chamber by a salt bridge, which
transfers protons via the salt ions in the salt bridge. These protons will then meet
with the electrons that travelled through the external circuit across the multimeter to
the cathodic chamber, resulting in a current produced [5].

This study aims to explore a more environmentally friendly method to generate
electricity usingMFC. Previous studies have found thatmicrobes found in soilmainly
come from the Geobacteraceae family [6], resulting in a limited diversity of micro-
bial populations, which could be accountable for low electricity produced. Thus, this
study proposes introducing fruitwaste to enrich soilwith nutrients like carbohydrates,
and the low pH level of the fruit could also introduce a new microbial population
known as Acidophiles, which are exoelectrogens [7]. However, fruit waste is diffi-
cult to obtain in large quantities. Therefore, creating soil compost with fruit waste
to reduce the amount of resources needed while maximizing power output, by intro-
ducing both bacteria found in fruits and soil will be more ideal. In this study, the
effect of different types of soil (burnt soil, garden soil and potting soil) and fruit
waste (lime, grapefruit and strawberry) on power output of a self-constructed double
chamber MFC was investigated.

Fig. 1 Set-up of a microbial fuel cell (MFC)



Fabrication of Microbial Fuel Cells Powered … 637

Based on several studies, the most common Terminal Electron Acceptor used is
oxygen dissolved in water due to its high redox potential, yet it poses challenges due
to its poor contact with electrode surface [4]. Oxygen is the most common electron
acceptor utilized in the cathode compartment due to its high oxidation potential and
that it yields a clean product (water) after reduction. However, most studies show
that the oxygen supply to the cathode compartment is energy consuming [4]. Some
studies use MFCs that reduces oxygen from atmosphere by using an air cathode, but
contact difficulties of oxygen at the air cathode is pertinent and expensive catalysts
such as platinum is needed for reduction using an air cathode. Hence, there is a
need to explore alternative electron acceptors. Research has shown that MFC can
remove ammonium and metal ions when electrons and protons reduce them to less
toxic forms, serving as alternative electron acceptors [8]. In a conventional MFC
used to treat wastewater, wastewater from leachates, brewery and sewages have been
utilized but is used only in the anodic chamber,which only allows ammonia-oxidizing
bacteria (AOB) and nitrite-oxidizing bacteria (NOB) to remove harmful pollutants
in wastewater by cellular redox reactions, without being able to utilize fully the
electrochemical reactions of the fuel cell to reduce the level of these pollutants [9].

Unlike most studies which rely on biological methods for ammonium and nitrate
removal, this study proposes introducing these bacteria into the aquariumwastewater
first, before adding the effluent to the cathodic chamber, such that removal of these
pollutants would bemademore efficient by the redox reactions from both the bacteria
and fuel cell.

2 Materials and Methods

2.1 Materials

Burnt, potting and garden soil were purchased from Corona Florist and Nursery.
Potassiumchloride (99%purity) and agar powderwere procured fromSigmaAldrich.
Wastewater was obtained from fish tanks.

2.2 Construction of a Double-Chamber Microbial Fuel Cell

A 3.0 cm hole was drilled at the side of each of the 2 containers. Soil (1 L), premixed
with 350 ml of 0.28 moldm−3 of glucose solution was added to the anodic chamber.

Percentage of pollution removal:Qd = Cb − Ca

Cb
× 100%

where Qd is the percentage of ammonium or nitrate removed;
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Fig. 2 Actual set up of MFC

Ca is the final concentration of ammonium or nitrate/mgL-1,
Ca is the initial concentration of ammonium or nitrate/mgL-1

Volume rather than mass of soil was kept constant as different types of soil
have different densities and using the same mass of soil would result in the volume
being very different. Three types of soil were studied—burnt, potting and garden.
A salt bridge which was prepared from potassium chloride and agarose powder was
connected tightly to the two ends. 4 graphite electrodes were obtained from spent
batteries and coiled with copper wires which were soldered together to form one set
of electrodes. Electrodes in soil were 3 cm above the base while electrodes in water
were fully submerged. An electric air pump was used to introduce oxygen into the
water in the cathodic chamber (Fig. 2).

Power output and current were first calculated after measuring the voltage output
when an external resistance was applied. Resistors were ranged from 100 ohms to
470 k ohms, taking a total of 15 points to plot the power density curve and polarization
(Voltage versus current density) curve. Subsequently, the set-up was left for 7 days to
generate electricity and voltage trends were recorded using a SparkVue datalogger.

2.3 Preparation of Compost

Discarded fruits (lime, grapefruit and strawberry) which were bruised or disfigured
were collected from fruit stalls. The fruits were sliced into quarters and arranged
evenly on 2 L of burnt soil, before adding another 2 L of burnt soil on top. The
containers were then placed in an eco-garden with constant shade for 90 days. The
power output of the different types of compost was determined as described in section
B.
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2.4 Removal of Ammonium and Nitrate from Wastewater
via the MFC

1 L of aquarium wastewater was mixed with 500 ml of burnt soil and left for 2 h
to allow the essential bacteria in soil to mix with the wastewater. The levels of
ammonium and nitrate in the wastewater were measured using a colorimeter (HACH
DR 890) before and after the experiments. The suspension was then filtered under
vacuum to obtain the filtrate which was placed in the cathodic chamber of MFC for
redox reactions to occur. The efficiency in removing the pollutant was calculated
using the formula:

3 Results and Discussion

3.1 Characterization of MFC Using Varied External
Resistances

Maximum power outputs were obtained from power density graphs while maximum
voltage outputswere obtained frompolarization graphs.Out of the 3 types of common
soils, potting soil showed the most ideal power density curve (Fig. 3), with the
highest power output of 130 W m−2, highlighting that its electrochemical reactions
and electron transfer rates are the greatest. It also has the highest maximum voltage
output (Fig. 4) of 118.3 mV. Among the 3 types of compost soils, grapefruit showed
the greatest power output of 71.3 W m−2 (Fig. 5) and also the greatest maximum
voltage output of 151.3 mV (Fig. 6).

Fig. 3 Power density curves
of the common soils
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Fig. 4 Polarisation curves
of the common soils

Fig. 5 Power density curves
of the compost soils

Fig. 6 Polarisation curves
of the compost soils

3.2 Gram Staining of Soils

Gram-positive bacteriawere identified based on its unique purple color because of the
staining of peptidoglycan cell wall while red stains from safranin are characteristic of
gram-negative bacteria. Burnt soil (Fig. 7) and garden soil (Fig. 8) showed commu-
nities of gram-negative bacteria and a few isolated groups of gram-positive bacteria
while potting soil (Fig. 9) showed the presence of both gram-negative and gram-
positive bacteria. Among the compost soils, grapefruit compost (Fig. 10) contains
both gram-negative and gram-positive bacteria, while lime compost and strawberry
compost contain mainly gram-positive bacteria. Gram-negative bacteria rely on
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Fig. 7 Bacteria in burnt soil

Fig. 8 Bacteria in garden
soil

Fig. 9 Bacteria in potting
soil

Fig. 10 Bacteria in
grapefruit compost

cell surface exposed cytochromes for the oxidation and reduction of minerals and
organic material extracellularly and thus could generate a higher voltage than gram-
positive bacteria [10]. This suggests that potting soil and grapefruit compost that
have more gram-negative and gram-positive bacteria can produce a greater voltage
output (Figs. 11, 12, 13).
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Fig. 11 Bacteria in lime
compost

Fig. 12 Bacteria in
strawberry compost

Fig. 13 SEM image of
control electrode

3.3 Analysis of Electrodes by SEM

SEMimages of the electrodes fromburnt, garden and potting soil (Figs. 14, 15 and 16)
revealed a much smoother surface as compared to the surface of the control electrode
(a new graphite rod cleansed with ethanol), which showed a rougher surface with
discrete particles. This suggests that a layer of biofilm had formed over the graphite
electrodes of the soil, thus increasing the voltage of the MFC. Biofilm comprises
mainly gram-negative bacteria, which aremore adaptable than gram-positive bacteria
in the soil conditions [11], therefore they are able to reproducemore rapidly compared
to gram-positive bacteria. Furthermore, bacteria like Geobacter sulfurreducens in
soil show the best extracellular electron transfer (EET) performance because the
biofilmgrown on the electrode undergoes direct electron transfer due to itsmultiheme
cytochromes [12]. Thus, the gram-negative bacteria found in the biofilm that could
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Fig. 14 SEM image of burnt
soil eletrode

Fig. 15 SEM image of
garden soil electrode

Fig. 16 SEM image of
potting soil electrode

oxidize the minerals in the soil could also contribute to the high voltage produced
by potting soil (Figs. 17, 18).

3.4 Characterization of Common Soils by EDS

The analysis of the EDS spectrum showed that potting soil (Fig. 19) contained the
highest concentration of aluminum (1.70%) and silicate ions (1.08%), followed by
garden soil (Fig. 18), with 0.59% aluminum and 0.29% silicate ions and burnt soil
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Fig. 17 EDS image of burnt soil (control)

Fig. 18 EDS image of garden soil

Fig. 19 EDS image of potting soil
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(Fig. 17) with 0.41% aluminum and 0.26% silicate ions. Potting soil contains other
minerals in higher concentrations as compared to garden and burnt soil, like calcium
(1.50%) and iron (0.36%) [11], in which the gram-negative bacteria present in it
can thrive. This is because the mineral respiring gram-negative bacteria in potting
soil can work by the redox active molecules in their outer membrane to oxidize
minerals extremely efficiently [13]. This further supports why potting soil has high
voltage output (Fig. 4) which is similar to grapefruit compost in terms of its bacterial
communities, which also produced highest voltage out of the 3 compost soils (Fig. 6).

3.5 Comparison of Voltage Output Between Different
Terminal Electron Acceptors Used at the Cathode

From Fig. 20, the wastewater set-ups containing ammonium and nitrate ions as
terminal electron acceptors had a peak voltage of 172 mV while the control set up
with only oxygen as the terminal electron acceptor only attained 138 mV. Hence,
ammonium and nitrates in wastewater are suitable alternatives to oxygen as terminal
electron acceptors.

Fig. 20 Type of terminal
eletron acceptor against
voltage produced

Fig. 21 Removal of
ammonium and nitrate ions
by MFC
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3.6 Efficiencies of Ammonium and Nitrate Removal

As shown from Fig. 21, 71.85% of ammonium ions and 81.06% of nitrate ions had
been removed when aquarium wastewater is used in the cathode chamber of MFC,
and burnt soil in the anode chamber. The efficient removal of ammonium and nitrates
was made possible due to the novel hybrid method of incorporating three rounds of
purification processes.

The first stage of wastewater treatment occurs when soil is first mixed with the
wastewater. This allows ammonium ions to be adsorbed by the soil as organic matter
in soil contain negatively charged silicates, carboxyl and phenolic groups [14] which
attract positively charged ammonium ions. The mineral soils that this study investi-
gated have a net negative charge because of the substitution of silica by aluminum in
the mineral structure of the soil. This replacement is termed as isomorphous substi-
tution, and the result is the soils having a negative surface charge which enables it to
attract positively charged ions.

The second stage of the water treatment occurs after bacteria in soil diffuses into
thewastewater. This allows simultaneous nitrification-denitrification (SNdN)process
to occur. Ammonia-Oxidizing Bacteria (AOB) would participate in the oxidation of
ammonium ions to nitrite ions while Nitrite-Oxidizing Bacteria would participate
in the oxidation of nitrites to nitrate ions. During denitrification, nitrate ions being
formed as a result of nitrification would undergo a chain series of redox reactions
before nitrogen is finally evolved as the end product. The nitrogenous end product
is much less toxic than the nitrate ions initially present [15].

Nitrification

NH+
4 + 3/2O2 ammonia oxidizers→ NO−

2 + 2H+ + H2O (1)

NO−
2 + 1/2O2 nitrite oxidizers→ NO−

3 (2)

Denitrification

2NO−
3 + 4H+ + 4e− → 2NO−

2 + 2H2O (3)

2NO−
2 + 4H+ + 2e− → 2NO + 2H2O (4)

2NO + 2H+ + 2e− → N2O + H2O (5)

N2O + 2H+ + 2e− → N2O + H2O (6)

In the third stage of successive water treatment, when the effluent of wastewater
is placed into the cathodic chamber, the transfer of electrons and constant movement
of protons across the external circuit and the salt bridge respectively would cause the
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rate of denitrification to increase. Hence, nitrates and ammonium ions are removed
more effectively in this novel hybrid process.

3.7 Optimization of MFC for Simultaneous Wastewater
Treatment and Power Generation

3.7.1 Comparison of Maximum Voltage of Optimized MFC with Other
Set Ups

Due to potting soil, grapefruit compost and wastewater-fueled burnt soil displaying
best voltage outputs, combination of Grapefruit-Potting-Compost-Wastewater
(GPCW) was used for the MFC, which is a 3 in 1 optimization of the MFC, where
the cathode contains the aquarium wastewater while the anode contains the grape-
fruit composted with potting soil. The optimization involved selecting the best soil
medium, best fruit for composting, as well as the best Terminal Electron Acceptor to
be used in the cathode. Such a combination is able to generate power and at the same
time treat wastewater. Figure 22 reveals that GPCW indeed displayed the highest
maximum voltage output among all other set ups, attaining 310 mV. The maximum
voltage output of GPCW is significantly higher than the cathode control (burnt soil)
and anode control (Wastewater-fueled burnt soil), based on Mann-Whitney U test at
a significance level of 0.05.

Fig. 22 Comparison of maximum voltage output of optimized MFC with other set ups.* denotes
statistical significance based on Mann-Whitney U test at a significance level of 0.05
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Fig. 23 Comparison of
removal of ammonium and
nitrate ions

3.7.2 Comparison of Wastewater Treatment Capabilities of Optimized
MFC

Compared to the burnt soil-poweredwastewater set up, GPCW is able to remove 17%
more ammonium ions but is slightly less effective in removing nitrate ions (Fig. 23).
Most ammonia-oxidizing bacteria (AOB) are gram-negative while nitrite-oxidizing
bacteria (NOB) are mostly gram- positive [16], and thus GPCW having the most
gram-negative bacterial communities due to the presence of potting soil is likely to
have more AOB but lesser NOB being involved in the nitrification process.

4 Conclusion

Among the 3 types of soil tested, potting soil produced the highest maximum voltage
and power output while grapefruit compost produces the highest maximum voltage
and power output compared to lime and strawberry compost. Wastewater containing
ammonium and nitrate ions was determined to be a suitable replacement for the
conventional electron acceptors such as oxygen, producing higher voltages. Hence,
not only isMFCable to generate electricity, it is effective in removing ammoniumand
nitrate ions from aquarium wastewater via the SNdN process. On the other hand, the
SNdN process was also proven to be more effective when this process is facilitated
by the MFC.

A combination of potting soil, with grapefruits composted in it and powered by
aquarium wastewater (GPCW set-up) improved the amount of electricity generated
and at the same time led to higher percentage removal of ammonium ions. Compared
to conventional technologies of producing energy which utilizes fossil fuel, MFC is a
greener alternative. MFCs have great potential to simultaneously generate electricity
and treat wastewater, and its power can be increased significantly by stacking it in
series.
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In the future, MFCs can be fabricated using a greener method by recycling even
its container and delve into more types of pollutant removal like metal ions and dyes,
helping to save the environment. More types of soil can also be used to explore
how different bacterial species in soil contributes to power production by the MFC.
Ultimately, it has the potential to be used to meet future clean water and energy
demand by upscaling it.
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Synthesis of Photocatalytic Iron(III)
Fumarate Metal Organic Framework
Microrods for the Degradation
of Organic Dyes

Shao Jun Neo, Keith Koh, and Wei Sheng Low

Abstract Metal Organic Frameworks (MOFs) have been gaining attention as
emerging photocatalysts that can degrade organic pollutants in water. In this study,
Iron(III) Fumarate MOF was successfully synthesized using a simple hydrothermal
method by refluxing a mixture of iron(III) chloride and fumaric acid, with water as
the solvent. The Iron(III) FumarateMOFwas then characterized using both Scanning
Electron Microscopy and X-ray Diffraction. 60 mM of both iron(III) chloride and
fumaric acid resulted in the Iron(III) Fumarate MOF with the optimum morphology.
Iron(III) Fumarate MOF synthesized was able to photocatalytically degrade methy-
lene blue, brilliant green and methyl orange dyes by radical generation, which was
confirmed using Mass spectra and Photoluminescence spectra analysis. Iron(III)
Fumarate MOF degraded methyl orange, an azo dye, via demethylation, desulfona-
tion followed by deamination and the cleavage of the azo bond. The band gap of
Iron(III) Fumarate MOF was determined to be 1.49 eV, which was lower than that of
conventional photocatalysts such as titanium dioxide and zinc oxide. The effect of
the presence of visible light and hydrogen peroxide on the amount of dye degraded
was investigated. It was found that Iron(III) Fumarate MOF outperformed conven-
tional photocatalysts, titaniumdioxide and zinc oxide, in degrading all the dyes tested
when both visible light and hydrogen peroxide were present, removing at least 97%
of all dyes. Hence, Iron(III) FumarateMOF is a promising alternative to conventional
photocatalysts in degrading organic dyes.
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1 Introduction

In recent years, the rapid development of industries has generated an increasing
amount of wastewater. With over 10,000 types of dyes that are commercially avail-
able, and factories that produce over 70million kgof dyes per year [1], severe environ-
mental problemswill arise if these dyes are disposed intowastewater. Dyes are highly
toxic and mutagenic [2], and the introduction of organic dyes into aquatic ecosys-
tems interferes with bacteria growth, preventing them from degrading pollutants [3].
Wastewater treatment technologies that are currently available for industries, such
as adsorption and coagulation, only concentrate or separate the organic pollutants
from water [4]. They are not completely degraded into biodegradable or less toxic
compounds [5]. Other water treatment methods, including membrane technologies
such as reverse osmosis, are expensive [6].

Among various methods used to remove organic pollutants, photocatalysis is
increasingly adopted to remove organic contaminants from wastewater, due to their
high efficiency, good reproducibility, and their relative ease of handling [5]. In
general, photocatalysis involves the generation of highly reactive chemical oxidants
(such as radicals) under light to degrade toxic organic substances [7]. In advanced
oxidation processes (AOPs), the heterogeneous photocatalytic removal of organic
pollutants using semiconductor catalysts (such as TiO2 and ZnO) has been demon-
strated to be highly efficient in degrading a wide range of organic pollutants [7].
However, one typical drawback is that the photocatalysts are not stable in aqueous
medium—the illumination of these catalysts leads to their corrosion, introducing
metal ions into water [7].

On the other hand, Metal Organic Frameworks (MOFs), a class of metal–organic
hybrid porous materials, have recently caught the attention of researchers due to
their diverse and easily tailored structures. MOFs are composed of metal-containing
nodes connected by organic ligands through strong coordinate bonds. Some MOFs
behave as semiconductors when exposed to light, implying that they can be used as
photocatalysts [8]. Compared to reported photocatalysts, photocatalytic MOFs have
more versatile synthesis strategies and a large surface area [9]. Iron(III) Fumarate
MOF is a 3D metal organic framework formed from trimers of iron(III) octahedral
linked to fumarate anions (Fig. 1), forming cages with open channels running along
the z-axis [10]. Iron(III) FumarateMOF swells by 85% after being exposed to a polar
solvent, while fully maintaining its open-framework topology. This large increase in
surface area of Iron(III) Fumarate MOFs is very favorable for photocatalysis.

Currently, titaniumdioxide (TiO2) is commonly used as a photocatalyst to degrade
dyes [11]. However, photocatalysts such as TiO2 are only responsive to UV light,
which merely accounts for 3% of the energy of the sunlight arriving on the Earth’s
surface [12]. This reduces its effectiveness in a large-scale setting. Therefore, this
project aims to synthesize Iron(III) Fumarate MOF and investigate its ability to
degrade both cationic dyes (brilliant green and methylene blue) and anionic dyes
(methyl orange) in the presence of hydrogen peroxide and visible light. Hydrogen
peroxide can be activated by iron complexes to generate hydroxyl radicals, which
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Fig. 1 Structure of Iron(III) Fumarate MOF, Hydrogen omitted for clarity

are non-selective oxidants that could potentially degrade a wide variety of organic
contaminants.

2 Materials and Methods

Iron(III) chloride, fumaric acid, brilliant green, methyl orange, terephthalic acid,
titanium dioxide and zinc oxide were purchased from Sigma Aldrich. Hydrogen
peroxide and methylene blue were purchased from GCE Chemicals and Unichem
respectively.

2.1 Synthesis of Iron(III) Fumarate MOF

200 ml of both iron(III) chloride and fumaric acid solutions were mixed with a mole
ratio of 1:1 and refluxed for 2 h under continuous stirring at 100 °C. The concentration
of reactants used was set at 20 mM or 60 mM. The resulting precipitate was then
centrifuged, washed and dried until constant mass.

2.2 Determination of Effectiveness of Iron(III) Fumarate
MOF in Degrading Dyes

0.050 g of Iron(III) Fumarate MOF and 1 ml of 6% hydrogen peroxide was added to
20 ml of 25 ppm dye solution and stirred for 24 h in darkness or under the irradiation
of visible light by a 14 W fluorescent tube. After which, the final absorbance of dye
was measured using a UV–Vis Spectrophotometer at λ = 664 nm for methylene
blue, at λ = 625 nm for brilliant green and at λ = 464 nm for methyl orange. A
control with no Iron(III) Fumarate MOF and hydrogen peroxide was included in the
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set up. The experiments were repeated with conventional photocatalysts, titanium
dioxide and zinc oxide. Five replicates were conducted for each photocatalyst. The
formula below was used to calculate the percentage removal of dye:

Pd = Ci − C f

Ci
× 100%

where

Pd Percentage of dye removed
Ci Initial concentration of dye
Cf Final concentration of dye.

2.3 Analysis of the Photocatalytic Generation of Hydroxyl
Radicals by Iron(III) Fumarate MOF

Varying amounts of Iron(III) Fumarate MOF and 6% hydrogen peroxide were added
to 20 ml of a mixture of 0.2 mM terephthalic acid and 1.4 mM sodium hydroxide
and stirred for 15 min. After which, the photoluminescence of the resulting solution
wasmeasured using a Spectrofluorophotometer. The excitationwavelengthwas set at
310 nm. In the presence of hydroxyl radicals, terephthalic acid reactswith the radicals
to form 2-hydroxyterephthalic acid, which emits a florescence signal at a wavelength
of around 425 nm. A control with no Iron(III) FumarateMOF and hydrogen peroxide
was included in the set up.

3 Results and Discussion

3.1 Characterization of Iron(III) Fumarate MOF by X-Ray
Diffraction (XRD)

Iron(III) Fumarate MOF was successfully synthesized, as confirmed by the XRD
pattern of the MOF where 2-Theta peaks at 10.2°, 10.9° and 13.3°, characteristic of
Iron(III) Fumarate MOF [9], were identified (Fig. 2).

3.2 Effect of Concentration of Reactant Solutions
on Iron(III) Fumarate MOF

MOF synthesized using 20 mM precursors (iron(III) chloride and fumaric acid)
yielded small, spherically-shaped MOF (Fig. 3c) while MOF synthesized using
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Fig. 2 XRD pattern of Iron(III) Fumarate MOF

Fig. 3 Scanning Electron Micrographs (SEM) of MOF synthesized using a) 60 mM precursors at
5000× magnification, b) 20 mM precursors at 5000× magnification, and c) 20 mM precursors at
100,000× magnification. Total volume of both reactant solutions was kept constant at 200 ml

60 mM precursors yielded large, hexagonally-shaped rods (Fig. 3a), which was
the reported structure of Iron(III) Fumarate MOF [9]. This is because higher
concentrations of reactants allowed for a more complete crystallization of MOF.

3.3 Effect of Presence of Visible Light and Hydrogen
Peroxide on Degradation of Dyes

Figure 4 reveals that the presence of hydrogen peroxide enhanced the degradation
of all three dyes by Iron(III) fumarate MOF, with the percentage of dyes removed
being greater than 97%. Based on Mann Whitney U-Test, it was shown that there
was a significant difference in the amount of all the 3 dyes degraded when hydrogen
peroxide was present.

The presence of visible light significantly enhanced the effectiveness of the MOF
to degrade the three dyes (Fig. 5a). The reason why the degradation of dyes by the
MOFwas enhanced by both visible light and hydrogen peroxide (H2O2) is because it
is a photocatalyst. Under visible light, electrons would be promoted from the valence
band to the conduction band of Iron(III) Fumarate MOF, reducing dye molecules.
The electron holes formed as a result acted as an oxidizing agent (Fig. 5b). Together,
they can take part in redox reactions to generate radicals which degraded the dyes.
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Fig. 4 Effect of the presence of hydrogen peroxide on the percentage of dye degraded. * denotes
statistical significance based on Mann Whitney U-Test at a significance level of 0.05

H2O2 could also be reduced and oxidized to generate radicals, thereby enhancing
the ability of the MOF to degrade dyes.

3.4 Comparison of Iron(III) Fumarate MOF
with Conventional Photocatalysts

Remarkably, in the presence of visible light, MOF synthesized in this study was
more effective than both ZnO and TiO2 in degrading all 3 dyes (Fig. 6). However,
based on the MannWhitney U-Test, only methylene blue and methyl orange showed
a significant difference on the percentage of dye removed as compared to ZnO and
TiO2. The reason why Iron(III) FumarateMOFwas more effective in degrading dyes
may be due to its lower band gap.

3.5 Determination of the Band Gap of Iron(III) Fumarate
MOF Synthesized

The band gap of semiconductor photocatalysts is a crucial factor in determining
their photocatalytic efficiency, since it shows howmuch energy from the visible light
region (photon energy of 1.7–3.0 eV) they could capitalize. Zinc oxide and titanium
dioxide both have high band gaps of 3.2 eV [13], which limit their ability to initiate
photocatalytic reactions using visible light. However, MOF synthesized in this study
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Fig. 5 a) Effect of presence of visible light on the degradation of dyes by Iron(III) Fumarate MOF.
* denotes statistical significance based on Mann Whitney U-Test at a significance level of 0.05.
b) Proposed mechanism of how Iron(III) Fumarate MOF degrades methyl orange dye

was determined to have a band gap of 1.49 eV (Fig. 7), which means that even light
in the near infrared region could be used to initiate the photocatalytic reaction, unlike
the conventional photocatalysts which can only harness UV radiation.

3.6 Photocatalytic Generation of Hydroxyl Radicals
by Iron(III) Fumarate MOF

It is commonly established that terephthalic acid can react specifically with hydroxyl
radicals in alkaline conditions to form 2-hydroxyterephthalic acid, which emits a
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Fig. 6 Comparison of Iron(III) Fumarate MOFwith conventional photocatalysts on the percentage
of dye degraded under visible light irradiation

Fig. 7 UV–Vis Spectrum of MOF and determination of optimum band gap E of the MOF

strong fluorescence signal at 425 nm [9]. Thus, this reaction was used to qualitatively
determine the difference in the amount of hydroxyl radicals generated when differing
amounts ofMOF (Fig. 8a) or hydrogenperoxide (Fig. 8b)were added. Peaks of higher
intensity were obtained when a larger amount of MOF or hydrogen peroxide was
added into the terephthalic acid solution, suggesting that the amount of hydroxyl
radicals photocatalytically generated increased when the amount of MOF or H2O2

added increased.
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Fig. 8 a) Photoluminescence spectra as differing amounts of MOF were added. b) Photolumines-
cence spectra as differing amounts of H2O2 were added
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Fig. 9 Mass Spectra of methyl orange residue in a) absence of H2O2, b) presence of H2O2

3.7 Proposed Mechanism of Photocatalytic Degradation
of Methyl Orange Dye

Figure 9 shows the different mass spectra obtained with and without the presence
of hydrogen peroxide. The intensity of methyl orange at peak 304 was more than
30 times lower when hydrogen peroxide was added, implying that much more
methyl orange was degraded in the presence of hydrogen peroxide. Furthermore,
many more peaks were observed when H2O2 was added, further suggesting that the
photodegradation was more complete with more intermediates.

Considering the different types of radicals generated and the masses of the
degraded products, themechanism of photodegradation ofmethyl orange by Iron(III)
Fumarate MOF is proposed. Without H2O2, demethylation occurs, removing the 2
methyl groups of methyl orange (Fig. 10a). However, with H2O2, the presence of
more radicals resulted in desulfonation and deamination of methyl orange (Fig. 10b).
Remarkably, methyl orange was also degraded by the cleavage of the azo group
(Fig. 10c), which suggests that the MOF has the potential to break down persistent
azo compounds.

4 Conclusion and Recommendations for Future Work

Iron(III) Fumarate MOF was synthesized with a simple hydrothermal process from
iron(III) chloride and fumaric acid. The Iron(III) Fumarate MOF had a micro-rod
morphology when it was synthesized with a reactant concentration of 60 mM. Addi-
tionally, Iron(III) Fumarate MOF could degrade at least 97% of the tested dyes in
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Fig. 10 Proposed degradation pathways of methyl orange: a) demethylation, b) desulfonation
followed by deamination, and c) 2 ways the azo group is cleaved

the presence of visible light and hydrogen peroxide. Iron(III) Fumarate MOF outper-
formed zinc oxide and titanium dioxide in degrading the 3 dyes. The band gap of
Iron(III) Fumarate MOF was determined to be 1.49 eV, suggesting that light in the
near-infrared and visible region can be used to initiate the photocatalytic reaction,
unlike conventional catalysts which could only harness UV. Iron(III) Fumarate MOF
degraded methyl orange, an azo dye, via demethylation, desulfonation followed by
deamination and the cleavage of the azo bond. Iron(III) Fumarate MOF is there-
fore a very promising photocatalyst that can be used against azo pollutants, with its
remarkable ability to degrade azo compounds through different pathways.

In the future, the Iron(III) Fumarate MOF can be tested against other organic
pollutants, such as pesticides, drug residues and azo compounds. Kinetic studies
could also be conducted to investigate the rate of dye degradation. The toxicity of
the organic pollutant residues could be evaluated and compared with the organic
pollutants itself.
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Aerosol Jet Printed Temperature Sensor
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Abstract Temperature sensor are ubiquitous and essential electronics that provide
thermal feedback to users: one of the vital physiological parameters—the body
temperature. During this year global pandemic outbreak, COVID-19, the temper-
ature sensor has become a triggering detection kit for all those who may be infected.
In this study, a Three-Dimensional (3D) printed temperature sensing prototype with
a wireless function has been developed. The designed sensor has high flexibility
and accuracy to be used for practical healthcare applications. The 3D-printed flex-
ible electronic can sense and transmit an user’s body temperature to the cloud plat-
form, ThingSpeak, for real-time monitoring purpose. Due to its flexibility in term of
design and material choice, Aerosol Jet Printing (AJP) technique is used for sensor
fabrication. This paper highlights (1) the importance of monitoring an individual’s
body temperature, (2) the strength and limitations on various type of 3D printing
methods and materials, and (3) the development of the printed sensing prototype
design is discussed. The system has been suggested to be implemented and tested in
any thermal-sensitive application or clinical environment for healthcare application
purpose.
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1 Introduction

Body temperature is one of the most crucial and essential parameters in reflecting the
physiological activities and well-being of a human. One such example, changes in
temperature can assist the medical professionals or an individual to in analyzing
the pathological symptoms, such as infections, inflammation, hyperthermia, and
hypothermia [1].Real-timemornitoring of an individual’s body temperature is crucial
for identifying sudden adverse conditions, such as cardiovascular condition (e.g.,
heart attack, heart failure, and arrhythmias), wound healing, pulmonary diagnostics
(e.g., asthma), and syndrome prediction [2]. Additionally, temperature monitoring is
vital for a soldier and an athlete, where physical activity is directly related to their
accomplishments [1], and for the elderly and chronic diseases patients. Continuous
temperature monitoring and supervison are vital for those who are in vulnerable
positions [3].

Among the commercially available printing techniques for developing flexible
sensors, some commonly used ones are: photolithography, screen printing (SP), laser
cutting, contact printing, contact printing, and Three-Dimensional (3D) printing [4].
A 3D printing technique, which also referred to as Additive Manufacturing (AM), is
one of the most revolutionary technologies in the twenty-first century and has been
studied extentively and explored for its distinct advantages over other mentioned
techniques [5].

Comparatively, 3D printing can reduce fabricating process steps, chemical waste,
lowering fabrication cost [6], and manual labour to complete the prototypes than to
other traditional printing techniques, such as photolithography. For example, once a
designed sensing prototype is imported to the printer system, the sensor is developed
accordingly without much human interference. Secondly, the developed sensors can
be configured thus to suit any particular application of the device. Thirdly, the simple
fabricating principle of the 3D printed flexible sensor allows the prototype to be
developed with high accuracy, repeatability, and resolution. Lastly, the range of
materials available in this printing technique is significantlymore extensive than other
methods like lithography. With this printing technique, it has made the fabrication
process of a sensor with multifunctional attributes so much easier [4].

In recent years, electrically printed devices such as semiconductors, and circuits
like thin-film transistors, Light-Emitting Diodes (LEDs), sensors and solar cells with
3D non-contact printing technology have gained many attentions and interests from
the researchers [6].

The two primary methods used in this technology consists of InkJet Printing
(IJP) and Aerosol Jet Printing (AJP), and both printing methods have their pros and
cons in fabricating flexible electronic devices. The primary technical specification
comparison between IJP and AJP are shown in Table 1. In contrast, AJP has an
adjustable working height of 1–5 mm and can print conductive inks with a wide
range of viscosities from 1 to 2500 cP onto complex non-planar substrates with high
resolution of 10 μm. Besides, it has a clog-resistant nozzle and can print with a low
processing temperature [6, 7].
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Table 1 Basic technical
specification comparison of
non-contact printing
technique

Characteristic IJP [6] AJP [6]

Printing Principle Electrostatic Aerodynamic

Tip height (mm) 1 1–5

Ink viscosity (cP) 10–20 1–2500

Tip diameter (μm) 10–50 100–300

Process speed (mm/s) Up to 5000 Up to 200

Dynamic accuracy (μm) N/A ± 6

Droplet size (pl) 1–8 0.001–0.005

Line thickness (nm) 5–500 100–5000

Particle diameter (nm) <100 10–700

Feature size (μm) >30 10–200

Surface tension (mN/m) <60 <30

Metal loading (wt.%) <20 >60

Throughput (m2/s) 0.01–05 0.01–05

In this paper, we will be reviewing the state-of-art of the various types of
printing techniques and materials used by many other researchers, in comparison
with the fabricating methods and materials that the project employees. We will
also be describing the designing process and implementation of the wireless sensor
network system and discussing on the printed temperature sensor related results. The
conclusion associated with this projected is provided in Sect. 4.

2 Materials and Methods

2.1 Overall System Description

Figure 1 explains the design and development process flow of our proposed work.
The fabrication of the sensing prototype starts with designing the model in Two-
Dimensional (2D) and 3D format with a Computer-Aided Design (CAD) software.
During the design process, the pattern and the dimensions—width, length, and height
of the ink, resistance value, alterations that may occur during the flexing or stretching
of the electronics should be taken into account.

Whereas, Fig. 1b illustrates the working principle of the AJP technique. In this
process, an atomizer is used to atomize the functional ink, and the aerosol droplets
produced are transported by the carrier Nitrogen (N2) gas to the deposition head. The
entrained ink is then cylindrically enwrapped in the print head by sheath gas flow.
Due to the aerodynamic interaction between the sheath gas stream and the carrier
gas stream, the droplet will exit the tip of the nozzle and impact the substrate with
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Fig. 1 A conceptual representation depicting the overall system description. a Printing steps for
flexible electronics fabrication; Design with CAD software to printing the results with an AJP
3D printer. b Schematic explanation of the AJP printing technique process. c The AJP printed
temperature sensor placed under the arm for body temperature. d Schematic procedure of the
wireless function in the Microcontroller Unit (MCU) for transmitting data to the cloud for real-time
monitoring

high speed. The line with high density and resolution is printed onto the selected
substrates [6].

Figure 1d explains the procedure of the wireless sensor network system. The
system is deployed to collect user’s body temperature and transmit the collected data
to the cloud platform, ThingSpeak, for real-time monitoring and visualization.

2.2 Prototype Design and Material Choice

The schematic representation of the designed temperature sensor is illustrated in
Fig. 2; materials used for electronics development are indicated. Substrate mate-
rial, polyimide (PI) is selected for fabricating such temperature sensors due to its
flexibility, transparency, good surface roughness, and combability to silver (Ag) ink
[3].

When fabricating of printed electronics, substrates have played a significant role in
shaping the physical, mechanical, and electrical features of the devices. Additionally,
the substrate’s properties such as chemical inertness, thermal, electrical insulations,
as well as, combability of conductive ink, are essential and should be taken into
accordingly for the printing of the flexible devices and electrical development to
suit a particular application [3, 8]. The flexible electronics require a degree of bend-
ability, foldability, and stretchability of the substrates [3]. The commonly used thin



Aerosol Jet Printed Temperature Sensor … 667

Fig. 2 CAD design of the temperature sensor created with Autodesk, AutoCAD. a Design and
dimensions used for a printed temperature sensor in 2D. b Design and material used in this project
in 3D

polymeric substrates include polyetherimide (PEI), polycarbonate (PC), polyacry-
late (Pacr), PI, polyethylene (PE), polyurethane (PU), and polyethylene terephthalate
(PET) [3, 8]. Some popular substrates used for integrating sensitive nanomaterials
are PET, PC, and PU for its excellent deformability and optical transparency, and
polydimethylsiloxane (PDMS) films for its superb elasticity and biocompatibility
[8]. In comparison with the mentioned substrates, in this project, PI is used as the
substrate material for printing the sensing prototype, as discussed above.

Functional lines printing is a crucial influence in fabricating printed elec-
tronics devices. Its high controllability and excellent uniformity should fulfil with
Morphology Control (MC) and Uniform Control (UC) [6]. Conductive inks used
for printing are usually composed of organic and/or inorganic materials. Organic
inks are referred to as carbon-based nanomaterials, and it exhibits good sensitivity
and excellent mechanical and electrical properties. Additionally, it is straightforward
and inexpensive to develop printed electronics on different types of flexible polymer.
Some widely used organometallic ink includes graphene, Carbon Nanotubes (CNT),
and carbon black [8]. Whereas, nanowires or nanofibers of inorganic materials are
extensively studied among the advanced materials used in the manufacture of printed
electronics like sensors due to properties such as high sensitivity, high durability
device performance and stability, and simple assembly [8]. Inorganic metallic inks
consist of Ag, and silver nanoparticles (AgNP) and in the field of this project, we
will be using Ag as the conductive ink over the substrate, PI. The specification of the
ink used in this framework is stated in Table 2.

The approach for designing the temperature sensing prototype illustrated at Fig. 2
is to use semi-circle or semi-hemisphere as the cross-sectional area (A) shape, and
50 μm as the minimum width or diameter for each microchannel. As the diameter
of the semi-circle is 50 μm, the radius (r) will be 25 μm. Thus, the cross-sectional
area for the sensing prototype can be obtained from the equation:

A = πr2

2
(1)
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Table 2 Specification of Ag
Ink

Characteristics Specification

Particle size (mm) 3–10

Viscosity (cP) 4–5

Resistivity (μ�-cm) 10–50

Solvent Water or organic based

Solid content (wt%) ~45

Sintering temperature (°C) 200

From the given specification stated in Table 2, the resistivity (ρ) of Ag is 10–
50 μ�-cm. The average resistivity of the conductive ink can be obtained by adding
both values together and divided by 2. Giving the average resistivity of the ink to
be 30 μ�-cm. The resistance (R) of the ink and the total number of microchannels
(n) used in this framework are 620 � and 100, respectively. The length (L) of each
microchannel can be calculated with the following formulas:

R = ρ�

A
(2)

and

� = 2n(L + πr) + πr (3)

3 Results and Discussion

3.1 Wireless Network System

From the given circuit diagram, Fig. 3, it showcases the wireless sensor network
system. In this work, it comprises of an Arduino Uno board, a Negative Temperature
Coefficient (NTC) thermistor, an ESP8266: ESP-01 Wi-Fi module, four resistors
with the value of 1 K�, 2.2 K�, 100 �, and 47 � each.

In this wireless network system, the Arduino Uno board act as a Microcontroller
Unit (MCU). It is capable of sending actions and data and collecting the temperature
from the device.

A thermistor, which is also known as a thermal resistor is an electronic temperature
sensing device, has a characteristic to alter its physical resistance accordingly when
exposed to changes in temperature. In the thermistor family, it consists of two types of
thermistors: Positive Temperature Coefficient (PTC) thermistor and NTC thermistor.
Due to its high accuracy and flexibility, an NTC thermistor is used in this framework
to measure temperature. NTC thermistor is a commonly used sensing devices as
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Fig. 3 Wireless sensor network system circuit diagram

they can be used in almost in any type of equipment where temperature plays a role.
The characteristic of such components is that the resistance value will decrease as
the operating temperature around them increases, and it can be observed in Fig. 6,
Sect. 3.2.

The Wi-Fi module, ESP-01, can grant access for the MCU to the internet like
a Wi-Fi shield, and communication between the module and another device via
transmitting and receiving data. According to the ESP-01 datasheet fromAI-Thinker,
the operating voltage of themodule is stated to be ranging from 3.0 to 3.6V.However,
the typical nominal voltage used by Arduino Uno board is 5 V, a voltage divider
is implemented into the circuit to avoid damaging the ESP-01 during the serial
communication between the module and the MCU, as shown in Fig. 3. Resistors
used for the voltage divider are a 1 K� and a 2.2 K� at the RX pin of the ESP-01
and the Arduino Uno board. It is to ensure that the voltage across the two resistors
to be 3.44 V.

3.2 Printing Related Results

From the given photograph, Fig. 4, it depicts the printed sensing prototype that was
fabricated with AJP technique.

Figure 5 illustrates the temperature detected by the printed temperature sensor,
shown in Fig. 4, on the cloud platform, ThingSpeak. This experiment has proved
that the wireless sensor network system can send the up-to-date data with the desired
duration time set for collecting the temperature data.

The experiment setup: are to place the sensing prototype in a room environment,
the first reading is sent to the cloud after the temperature come to stable, the readings
are transmitted to the cloud every 10 s.

Two resistance tests were performed to check the sensor’s non-linearity: heating
and cooling. As observed in Fig. 6, both graphs are overlapping with each other,
which supports the system’s linearity. The experiment was conducted by applying a
heat pack onto the printed electronics for 10 min. Additionally, the printed sensing
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Fig. 4 Example of aerosol
jet printed temperature
sensor

Fig. 5 The temperature
detected by the printed
temperature sensor on the
cloud platform, ThinkSpeak

Fig. 6 Resistance versus temperature for the heating and cooling process of the printed temperature
sensor
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Fig. 7 Results obtained
from Arduino Wirelessly

prototype we used for the test experiment has a resistance of 70 � at room temper-
ature (usually 25 °C). Thereby, from the given graph, it has proved that the printed
electronics can to detect a wide range of temperature ranging from 28 to 51 °C, while
keeping the resistance value within the range set.

Taking Fig. 8 as a reference, and assuming that the Analog-to-Digital (ADC)
reading is done in the MCU; the physical output voltage of the printed sensor can be
verified with the theoretical output voltage by:

Vout = Vin × ADC value

1023
= 3.05 V (4)

Thereby, the resistance of the printed electronic, R2, can be obtained by using the
simple voltage divider network formula, then substituting the Vout into the formula
(Fig. 7):

Rth = R ×
(

Vin

Vout
− 1

)

= 63.93 � (5)

3.3 Discussion

The morphology of printed lines can be determined by the spreading and drying of
the ink after the printing process is done. The spreading of the ink on a solid surface
is influenced by the wetting properties and can be expressed with Young’s equation
[9, 10]:
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Fig. 8 Ink wetting and drying. a Various type of wetting behaviour of the ink droplet on substrates.
b Typical cross-sectional area profile of the printed line [9]

γsv = γsl + γlv cos θ (6)

where γsl represents the solid/ liquid interfacial free energy, γsv and γlv are the
surface energy of the substrates and the ink droplets respectively, and θ is the angle
between the contacted surfaces. Figure 8a depicts different wetting behaviour of the
ink droplet on the substrate during the spreading process. Good wetting is suggested
when the contact angle is small or lesser than 90°, while a large angle between the
contacted surface is greater than 90° indicates a poor wetting [9, 10]. For example,
when the contact angle is 0°, it is suggested to be a perfect wetting and spreading,
while 180° represented a perfect-nonwetting scenario [9]. In other words, a favorable
wetting described that the ink is capable of spreading over andmaintaining its contact
with the solid surface for a continuous feature. It is of crucial for functional printing as
constant deposition of the functional material is required for fabricating the reliable
device. Whereas, a poor wetting means that the ink cannot remain in contact with
the surface and tends to retract and bead up, causing it to a discontinuous material
deposition [9].

The morphology of the printed pattern is further described by the ink viscosity,
assuming reliable ink spreading. Based on the ink’s specification in Table 2, the ink’s
viscosity is only 4–5 cP, causing the cross-sectional area profile of the printed line to
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be in the shape of a coffee ring. The coffee ring shape happens when the deposited
material dries up and concentrates on the periphery of the print, leaving a concave
at the central area, as shown in Fig. 8b. Note that the coffee ring effect is a very
common but an unwanted phenomenon due to this effect would lead to non-uniform
solvent evaporations across the droplet during the drying process [9].

4 Conclusion and Future Work

This paper highlights the importance of monitoring an individual’s body temperature
in real-time. The state-of-art of the various type of fabrication methods and mate-
rial chosen for manufacturing flexible electronics are reviewed. The wireless sensor
network system implementation and the derivation of the sensing prototype design
are described with printed results from feasibility tests.

In this study, we have demonstrated a wireless health monitoring system with the
use of an aerosol jet printed temperature sensor. The flexible electronics can detect a
wide range of temperature of 28–51 °C. The system is suggested to be implemented
and tested in any thermal-sensitive application or clinical environment for healthcare
application purpose.

In future studies,wewill investigate further the performance of the printed temper-
ature sensor in comparison with the commercially available temperature sensor.
Additionally, we could develop the printed temperature sensor into a portable or
wearable device, with several physiological parameters such as strain and humidity.
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Facile and One-Step Synthesis
of Zirconium Oxide Nanoparticles
for Removal of Phosphate and Lead(II)
Ions

Lim Dillion, Ho Shanley, and Bryan Lee Chong Han

Abstract Water pollution, caused by toxic pollutants such as lead(II) and phos-
phate ions, results in a lack of safe drinking water. Zirconium oxide nanoparticles
show great promise as an adsorbent in water purification. However, the conven-
tional method of synthesizing zirconium oxide nanoparticles involves calcination.
Although it is effective, it is extremely energy-intensive and economically unfriendly.
In the present study, zirconium oxide nanoparticles were synthesized using a
facile precipitation method involving zirconium oxychloride, sodium hydroxide and
banana peel extract. The zirconium oxide nanoparticles synthesized were evalu-
ated in terms of their adsorption capabilities on lead(II) and phosphate ions and by
varying the initial concentration and pH of phosphate and lead(II) ion solutions.
Results showed that zirconium oxide nanoparticles synthesized using banana peels
are spherical in shape andhave a significantly lower diameter than thatwithout banana
peel extract. Zirconium oxide nanoparticles are also comparable to calcium oxide
(lime) and commercial activated carbon in the removal of phosphate and lead(II)
ions respectively, removing 99.7% of phosphate ions and 99.5% of lead(II) ions. The
simple, one-step proposed method of synthesizing zirconium oxide nanoparticles
could potentially reduce cost of synthesis of zirconium oxide, rendering its use to
purify water feasible.

Keywords Zirconium oxide · Nanoparticles · Facile · Phosphate · Lead(II) ions

1 Introduction

Due to pollution from farms, dissolution of rocks and wastewater discharge from
factories, the elevated amounts of phosphate in water bodies have been a big threat
to the environment [1]. Elevated amounts of phosphate in water bodies could cause
eutrophication which is harmful to aquatic life and reduces oxygen content in water,
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and even be perilous to humans. Phosphate often causes fatal cardiovascular calci-
fication because it leads to the deposits of calcium phosphate in various tissues
[2].

Another pollutant commonly found in water is lead(II) ions which may cause
many serious ailments such as becoming anemic, kidney failure and even resulting
in death [3]. Infants, for example, are largely affected by extremely low lead levels,
which could lead to impaired neurobehavioural development in young children [4].

Conventional methods to remove phosphate from wastewater include precipita-
tion, biological methods, reverse osmosis and adsorption [5]. On the other hand,
current treatment methods for removal of lead(II) ions from industrial wastew-
ater include precipitation, ion-exchange, separation using membranes, as well as
adsorption [6]. Among these methods, adsorption is promising to treat wastewater
containing both phosphate and lead(II) ions, due to its high efficiency, low cost and
ease of execution [7]. Although activated carbon is the most popular adsorbent used
throughout the world for the removal of pollutants, its generation is difficult and is
costly, which restricts its application in developing countries [8].

Zirconiumoxide has been increasingly researchedupon in recent years,with appli-
cations including artificial jewellery, insulating materials, light shutters and stereo
television glasses. Zirconium oxide nanoparticles possess good adsorption capacities
for metal ions, even in the presence of large amounts of competing ions, hence being
a promising adsorbent for industrial wastewater treatment [9]. In addition, zirconium
loaded materials such as zirconium loaded reduced graphene oxide [10] and zirco-
nium loaded activated carbon [11] have a high affinity for phosphate. As zirconium
oxide is very resistant to extreme pH values, oxidizing and reducing agents [12], it
is a promising adsorbent for both phosphate and lead(II) ions.

Based on several studies, the conventional way of synthesising zirconium oxide
nanoparticles involves calcination [7, 13],which is highly energy-intensive and hence
limits its use as an adsorbent.

Hence, this study aims to investigate the synthesis of zirconium oxide nanopar-
ticles using a facile, simple and one-step synthesis via precipitation and the use of
plant extracts as capping agents, and to evaluate the effectiveness of the synthesized
zirconium oxide nanoparticles in removing phosphate and lead(II) ions.

2 Materials and Methods

2.1 Materials

Sodium hydroxide, sodium dihydrogen phosphate and lead(II) nitrate were procured
from GCE Chemicals. Zirconium oxychloride and Folin–Ciocalteau agents were
purchased from Sigma Aldrich. Banana peels were obtained from local fruit stalls.
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2.2 Preparation of Banana Peel Extract

Banana peels were washed with deionised water, dried and blended. Dried banana
peel (30 g) was then boiled with 100 ml of water for 15 min. The mixture was then
filtered and stored at 4 °C before use.

2.3 Total Polyphenol Content of Banana Extracts

The total polyphenol content of banana peel was found using the Folin–Ciocalteau
method with gallic acid as a standard [14]. 1 ml of banana peel extract was added to
a 25 ml volumetric flask and 9 ml of deionised water was added. A reagent blank was
also prepared using deionisedwater. Next, 1ml of the Folin–Ciocalteau’s reagentwas
added to the mixture. It was then shaken. 10 ml of 7% (w/v) Na2CO3 solution was
added to the mixture after 5 min. The solution was diluted to 25 ml with deionised
water and shaken. After the solution was incubated at room temperature for 90 min,
the absorbance against the prepared blank mixture was determined at 750 nm with a
UV–VIS Spectrophotometer (Shimadzu UV1800). Calibration curve was prepared
using gallic acid from 20 to 100 mg/l with 20 mg/l intervals. The total polyphenol
contents of the extracts were then expressed as milligrams of gallic acid equivalents
(GAE) per kg of banana peel (mg GAE/kg).

2.4 Synthesis of Zirconium Oxide Nanoparticles

With stirring, banana peel extract (1ml)was added to aqueous zirconiumoxychloride
(0.3 M). The pH of the mixture was adjusted to 7.5 with 1 M sodium hydroxide,
followed by forceful stirring for 16 h. The precipitate formed was centrifuged and
washed with deionised water until the electrical conductivity of the supernatant was
lower than 1 mS cm−2. The final product was oven-dried at 60 °C until constant mass
was attained and crushed into fine powder using a pestle and mortar. The reaction
which leads to the formation of zirconium oxide nanoparticles is proposed to be:

ZrOCl2 + 2NaOH → ZrO2 + 2NaCl + H2O (1)

Polyphenols present in banana peel extract act as capping agents to stabilize the
nanoparticles by preventing them from aggregating.

The zirconium oxide nanoparticles synthesized were characterised with the Scan-
ningElectronMicroscope (SEM),EnergyDispersiveSpectroscope (EDS) andX-Ray
Diffraction (XRD).
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2.5 Effect of Initial Concentration

The adsorbate solutions were made through the dissolution of different amount of
AR grade NaH2PO4·H2O and Pb(NO3)2 in deionized water respectively to achieve
solutions of concentration from 50 to 250 mg/L of phosphate or lead(II) ion. Batch
adsorption studies were conducted with beakers containing 20 ml of phosphate or
lead(II) ion solution of different concentrations and 0.10 g of zirconium oxide. The
mixtures were stirred for 24 h, after which they were centrifuged and the supernatant
analysed for residual phosphate and lead(II) ion using a colorimeter (HACHDR890)
and an Atomic Absorption Spectrophotometer (Shimadzu 6300) respectively. The
set-ups also included a control without any zirconium oxide. Five replicates were
conducted for each concentration.

The equilibrium concentration data were fitted into Langmuir and Freundlich
linearised isotherms as given in Eqs. 2 and 3 respectively to determine the adsorption
mechanisms, where Ce refers to the concentration of the pollutant at equilibrium
(mg/L), Qe is the adsorption capacity (mg/g) while Qmax is the maximum adsorption
capacity (mg/g), b is the Langmuir constant, indicating the sorption intensity. KF is a
constant corresponding to sorption capacitywhile n corresponds to sorption intensity.

Ce

Qe
= 1

bQmax
+ Ce

Qmax
(2)

log Qe = log KF + 1

n
logCe (3)

Adsorptionof phosphate and lead(II)was evaluated in termsof adsorption capacity
(Q) and removal efficiency (R). The adsorption ion capacity (Q) was calculated in
mg/g according to the following formula:

Q =
(
Ci − C f

)
V

M

Ci intial concentration
Cf final concentration
V volume of solution
M mass of ZrO2.

Removal efficiency (R) was calculated in % according to the following formula:

R = Ci − C f

Ci
× 100%

Ci initial concentration
Cf final concentration.
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2.6 Effect of pH

The effect of pH on phosphate and lead(II) ion uptake can throw light on the mech-
anism of how zirconium oxide adsorbs both ions. The initial concentration of the
pollutant ion was standardised at 50 mg /l and the mass of zirconium oxide was fixed
at 0.1 g while the pH was varied between 2–12 for phosphate and pH 2–6 for lead(II)
ions using dilute hydrochloric acid or sodium hydroxide.

2.7 Comparing the Performance of Zirconium Oxide
with Lime and Activated Carbon

The effectiveness of zirconium oxidewas comparedwith lime, a conventional coagu-
lant used to remove phosphate and with commercial activated carbon, a conventional
adsorbent used to remove lead(II) ions.

3 Results and Discussion

3.1 SEM Images of Zirconium Oxide Nanoparticles

Zirconium oxide nanoparticles synthesized were spherical in shape (Figs. 1 and 2).
Using ImageJ, zirconium oxide nanoparticles synthesized without the banana peel
extracts were determined to have an average size of 24.85 nmwhich is about twice as
large as the ones synthesized with banana peel extract which have an average size of
12.18 nm (Fig. 3). Total polyphenol test on banana peel extract shows that it contains
107mgGAE/kg of peel which is comparable tomost fruit peels such as blueberry and
strawberry [15]. It was postulated that polyphenols present in the banana peel extract
act as capping agents for the zirconium oxide nanoparticles (Fig. 4), stabilizing them
and preventing them from aggregating, hence resulting in particleswithmuch smaller
sizes.

Fig. 1 Image of ZrO2
nanoparticles synthesized
with banana peel extracts
from SEM (left)
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Fig. 2 Image of ZrO2
nanoparticles synthesized
without banana peel extracts
from SEM (right)

Fig. 3 Diameter of
zirconium oxide
nanoparticles with and
without banana peel extract

Fig. 4 Polyphenols in plant
extracts acting as capping
and stabilizing agents for
zirconium oxide
nanoparticles

3.2 Energy-Dispersive Spectroscopy (EDS)

The presence of zirconium and oxygen confirms the identity of zirconium oxide
(Fig. 5). Carbon present is due to the polyphenols from the banana peel extract.

3.3 X-Ray Diffraction (XRD)

The 2-theta peak at 31.3° (Fig. 6) is characteristic of zirconium oxide. The XRD
pattern of zirconium oxide synthesized is similar to those reported in literature [7].
The broad peak indicates that the zirconium oxide is non-crystalline and amorphous.
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Fig. 5 EDS of zirconium oxide nanoparticles synthesized

Fig. 6 XRD pattern of
zirconium oxide
nanoparticles

3.4 Comparison of Adsorption of Phosphate Using ZrO2
Nanoparticles and CaO

Zirconium oxide is effective in adsorbing phosphate, removing more than 99% of
phosphate (Fig. 7). There is no significant difference in the percentage removal by
zirconium oxide and lime as the p-value of Mann–Whitney test is 0.203 (>0.05). As
illustrated by Fig. 8, phosphate ions are being adsorbed via ion exchange with the
surface hydroxyl groups present in zirconium oxide nanoparticles [10]. On the other
hand, lime (CaO) removes phosphate via precipitation, as illustrated by Eq. 4:

10Ca2+(aq) + 6PO4
3−(aq) + 2OH−(aq) → Ca10(PO4)6(OH)2(s) (4)
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Fig. 7 Adsorption of
phosphate by zirconium
oxide as compared to lime

Fig. 8 Removal of
phosphate by ZrO2 via ion
exchange

3.5 Comparison of Adsorption of Pb2+ Using ZrO2
Nanoparticles and Activated Carbon

ZrO2 nanoparticles synthesized with the use of banana peel extract removes close to
100% of lead(II) ions. There is no significant difference in the adsorption of lead(II)
ions by zirconiumoxide and commercial activated carbon (p-value ofMann–Whitney
test = 0.209 > 0.05).

The high percentage of adsorption of lead(II) ions by zirconium oxide nanoparti-
cles can be accredited to the –OH groups present in zirconium oxide forming dative
bonds with the lead(II) ions [16], thus adsorbing the lead(II) ions.

Activated carbon, however, contains functional groups containing oxygen such
as –OH, phenol and ether groups which allow it to datively bond to lead(II) ions
(Fig. 9) [17].
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Fig. 9 Adsorption of Pb2+

ions by ZrO2 in comparison
with commercial activated
carbon

3.6 Effect of pH on Adsorption of Phosphate by ZrO2
Nanoparticles

The adsorption of PO4
3− by zirconium oxide nanoparticles were evidently dependent

on the pH (Fig. 10). At low pH, the percentage of adsorption increased from pH 2 to
6, with the optimum pH being 6. As pH increases beyond 6, percentage adsorption
drops. A low pH causes poorer adsorption capabilities to drop because of electrostatic
repulsion between the anionic OH− and PO4

3− groups [2]. However, at a pH of about
6, the predominant chemical species is H2PO4

− (Fig. 11) which has the same charge
as hydroxyl groups, hence they are able to replace the hydroxyl groups favourably
via ion exchange (Fig. 11). This explains why the best pH for removal of phosphate
is pH 6.

Fig. 10 pH’s effect on
adsorption of phosphate ions
Adsorption of Pb2+ ions by
ZrO2 in comparison with
commercial activated carbon

Fig. 11 Predominant
chemical species at different
pK values
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Fig. 12 pH’s effect on
adsorption of lead(II) ions

3.7 Effect of pH on Adsorption of Pb2+ Ions by Zirconium
Oxide Nanoparticles

The pH’s effect on Pb2+ adsorption by ZrO2 nanoparticles was demonstrated in
Fig. 12. Under the acidic pH conditions, the adsorption performance increased
significantly from pH 2 to pH 6. To avoid the spontaneous precipitation of lead(II)
hydroxide, a pH beyond 6 was not tested. Evidently, the removal of Pb2+ was poor at
a low pH, which will result in H+ and Pb2+ ions to compete for adsorption sites due to
protonation of ZrO2 at lower pH values, thus having a poorer adsorption capability
[18]. The optimal pH for adsorption is determined to be between pH 5 to 6.

3.8 Isotherm Studies

The equilibrium concentration data of both PO4
3− and Pb2+ fit Langmuir isotherms,

suggesting that the adsorption is monolayer on a homogeneous surface. Maximum
adsorption capacities on phosphate and lead(II) ions were derived and compared
with other adsorbents (Tables 1 and 2). The maximum adsorption capacity (Qmax)
of zirconium oxide on phosphate is higher than that on lead(II) ions. Compared
to zirconium oxide without plant extracts and several other adsorbents reported in
literature, the Qmax of zirconium oxide synthesized using banana peel extracts on
both pollutants are higher, suggesting that it is an adsorbent with great potential to
be used in water treatment.

Figure 13 shows the plot of the linearized Langmuir isotherm, and its gradient
was used in the calculation of the maximum adsorption capacity (Qmax), which has
been tabulated in Table 3. Figure 14 shows the linearized Freundlich plot. A higher
correlation coefficient (R2) indicates that the Langmuir isotherm fits the adsorption
data better. The Qmax for phosphate was determined to be 106 mg g−1.

Figure 15 shows the linearized Langmuir plot, where its gradient was used to
calculate the Qm (maximum adsorption capacity), which are tabulated in Table 4.
Figure 16 shows the linearized Freundlich plot. The correlation coefficients (R2)
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Table 1 Comparing The
maximum adsorption
capacity of different
adsorbents on PO4

3−

Adsorbent Maximum adsorption
capacity (mg/g)

Reference

Zirconium oxide with
plant extract

106 This study

Zirconium oxide
without plant extract

30 [2]

Nobium oxide 13 [2]

Iron
hydroxide-Eggshell
waste

14 [2]

Red mud 1 [2]

Fe–Mn binary oxide 23 [2]

Table 2 Comparing the
maximum adsorption
capacity of different
adsorbents on PB2+

Adsorbent Maximum adsorption
capacity (mg/g)

Reference

Zirconium oxide with
plant extract

31.8 This study

Zirconium oxide without
plant extract

25.0 [19]

Groundnut husk
modified with guar gum

9.76 [20]

Activated carbon 26.6 [19]

Pinewood biochar 3.00 [19]

Fig. 13 Langmuir isotherm
for phosphate

Table 3 The parameters of the isotherm for the adsorption of PO4
3−by zirconium oxide

nanoparticles

Pollutant Langmuir Freundlich

Qmax (mg g−1) b (L mg−1) R2 R2

PO4
3− ions 106 0.46 0.9979 0.8598
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Fig. 14 Freundlich isotherm
for phosphate ions

Fig. 15 Langmuir isotherm
for lead(II) ions

Table 4 The parameters of the isotherm for the adsorption of lead(II) ions by zirconium oxide
nanoparticles

Pollutant Langmuir Freundlich

Qmax (mg g−1) b (L mg−1) R2 R2

Pb2+ 31.8 0.08 0.9998 0.9830

Fig. 16 Freundlich isotherm
for lead(II) ions
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indicate that the Langmuir model once again was a better fit for the adsorption data.
Maximum adsorption capacity on Pb2+ was determined to be 31.8 mg g−1.

4 Conclusion and Future Work

Zirconium oxide nanoparticles have been successfully synthesized using banana peel
extracts via a simple and one-step precipitation reaction. Compared to zirconium
oxide synthesized without banana peel extract, the ones synthesized using banana
peel extracts are smaller in size. The zirconium oxide nanoparticles synthesized
using banana peel extract are also comparable to conventional adsorbents, lime and
activated carbon, in adsorbing phosphate and lead(II) ions respectively. The removal
of phosphate and lead(II) ions by zirconium oxide highly depends on the pH. The
optimum pH for adsorption of both phosphate and lead(II) ions is 6. The equilibrium
data is a good fit for Langmuir isotherm, showing that the adsorption of both phos-
phate and lead(II) ions by zirconium oxide is monolayer. The maximum adsorption
capacity of ZrO2 for phosphate and lead(II) ions was determined to be 106 mg g−1

and 32 mg g−1 respectively. The simple, one-step method of synthesizing zirconium
oxide nanoparticles proposed in this study is a promising and more eco-friendly
alternative to current method of synthesizing zirconium oxide nanoparticles.

Possible extensions to this study include investigating the kinetics of the removal
of phosphate and lead(II) ions by zirconium oxide. In real life, wastewater contains
multiple anions and hence it would be relevant to study whether the presence of
other anions would affect the adsorption of phosphate by zirconium oxide. Finally,
for practical usage, zirconium oxide nanoparticles can be embedded into calcium
alginate beads for easier retrieval and the possibility of reusability.
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A Novel Electrochemical Enhancement
of Activated Carbon Fibres
for the Purification of Contaminated
Pharmaceutical Effluents

Low Jeen Liang, Yiu Yi Hin Kinsey, and Tan Wei An

Abstract Industrial discharge of pharmaceutical effluents has rapidly increased over
the last decade and poses severe environmental threats. Activated carbon is the most
prevalent adsorbent for wastewater treatment because of its efficiency and scalability
for commercial usage, however, its application in treating pharmaceutical wastewater
is unsustainable. This is due to the presence of several pharmaceutical organics in the
wastewater, such as acetone, which are harder to purify. To overcome this limitation,
the electrochemical enhancement of activated carbon fiber (ACF) for the treatment of
acetone-contaminated pharmaceutical wastewater was explored. It was found that at
an applied voltage of −1.0 V, electro-sorption at an optimum electrolyte concentra-
tion of 0.001 M increased ACF’s adsorption capacity for acetone by up to 107%. An
improvement in adsorption capacity after electrochemical enhancement was consis-
tent across a wide range of wastewater salinities. Freundlich and Langmuir isotherm
studies also revealed that the maximum adsorption capacity of electrochemically
enhanced ACF greatly outperformed that of unenhanced ACF and other well-known
adsorbents. When electrochemically regenerated, ACF retained over 90% of its orig-
inal adsorption capacity while the unenhanced ACF lost 39% of its initial adsorption
capacity over three back-to-back cycles of adsorption and regeneration. Therefore,
electrochemical enhancement increases the reusable lifespan of ACF, decreasing the
amount of newACFneededduring treatment. Furthermore, electro-sorption and elec-
trochemical regeneration have no lag time between each process, potentially allowing
for a cyclic treatment process. This was explored in the construction of a working
prototype. Electrochemically enhanced ACF holds immense promise as an effective
and waste-minimizing technology for pharmaceutical wastewater purification.
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1 Introduction

In recent years, increased demand for healthcare has accelerated the growth of the
pharmaceutical industry. Singapore’s vibrant pharmaceutical sector has seen rapid
growth over the past half-century due to several factors, including a growing popu-
lation and the development of new and innovative drug therapies to treat infectious
and chronic conditions [1]. Globally, each and every individual that requires medi-
cation—a universal necessity—contributes to total water expenditure during phar-
maceutical production, and its subsequent disposal as wastewater. Consequently, the
discharge of pharmaceutical effluents containing numerous organic pollutants has
risen worldwide. These pollutants pose a dire threat to the environment and even to
human health.

Acetone is a prominent example of the organic pollutants found in pharmaceutical
wastewater. Acetone, a polar organic with a low molecular weight, is often used as
a solvent in pharmaceutical manufacturing [2]. For example, acetone is used as a
solvent in the wet granulation process in the formulation of tablets or capsules [3].
Acetone is highly volatile at room temperature and causes acute or chronic poisoning
to humans by prolonged contact. In high concentrations, acetone is also toxic to
wildlife and contributes to air pollution [4].

Conventional purification methods, such as reverse osmosis and electrochemical
oxidation, are costly [5] and unsustainable for the prolonged treatment of pharmaceu-
tical wastewater. Activated carbon is widely hailed as the most prevalent adsorption
material used for the removal of toxic organics from wastewater due to its effective-
ness, capacity and scalability for commercial usage. In particular, activated carbon
fibres (ACFs), which are a hybrid of carbon fibre and activated carbon have gained
prominence. ACF is a promising microporous material with a fibre shape and well-
defined porous structure. It has a high specific surface area (800–3000 m2/g), fast
adsorption and desorption rate and is easy to regenerate [6].

However, activated carbon remains unsuitable for pharmaceutical wastewater
treatment. Activated carbon adsorbents are quickly saturated with organic pollutants
found in wastewater and lose their adsorption ability. Current regeneration efforts of
activated carbon for its reusability are also expensive and time consuming. Further-
more, activated carbon is less efficient in its adsorption of polar organics with a low
molecular weight such as acetone, many of which are present in pharmaceutical
wastewater [7]. An estimated 300,000 tonnes of activated carbon are disposed yearly
as secondary waste [8]. Activated carbon is largely produced from the carbonization
of lignocellulosic materials [9], such as rice husk and coal. Large-scale production
of activated carbon depletes natural resources and is expensive.

Electro-sorption (alsoknownas electrochemical enhancement) has attracted atten-
tion as a promising technology that is primarily known to effectively desalinate
seawater using activated carbon electrodes. Upon the passage of a potential differ-
ence through electrically conductive adsorbents, the adsorption capacity for ionic
salts and heavy metal ions was enhanced by over 40% [7]. Recent forays have found



A Novel Electrochemical Enhancement of Activated … 691

that applying a second voltage on the activated carbon after adsorption could poten-
tially enhance its regeneration for future reuse. These enhancements would make the
use of activated carbon more meaningful.

However, despite the urgent need to develop more efficient technologies for phar-
maceutical wastewater purification, there are currently, to this study’s knowledge, no
studies on the electro-sorption of pharmaceutical pollutants. Electro-sorption has the
unique features of low cost, does not cause pollution, environmentally friendly and
simple operation [8], making it a suitable technology for pharmaceutical wastewater
treatment. Acetone as a pharmaceutical pollutant is uniquely both volatile and resis-
tant to biodegradation, suggesting a need for greater understanding of new available
methods in order to efficiently remove it from pharmaceutical effluents. This study
aims to explore and fill up this lack of material in the current field.

By utilizing a novel electrochemical enhancement of activated carbon fibre (ACF),
this study aims to enhance ACF’s performance as an attractive and promising
treatment technology for the minimization of pharmaceutical wastewater pollution.

2 Experimental

2.1 Materials

Acetone and sodium sulfate were procured from Sigma Aldrich. ACFs were ordered
from Guangdong, China.

2.2 Electro-sorption by ACF

1.3 g of ACF was suspended by a working electrode holder in a 1000 mg/L 250 ml
acetone solution of varying salinities (0.01, 0.001 and 0.0001 M of sodium sulfate)
(Fig. 1). A bias potential of −1.0 V was applied onto the ACF for the duration
of the adsorption using a potentiostat. An AgCl reference electrode was used to
detect voltage applied, while a platinum plated electrode as the auxiliary electrode,

Fig. 1 Electro-sorption setup
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completing the circuit. Electro-sorption was not carried out at a positive voltage
as acetone may be reduced to form either propane or isopropanol instead of being
adsorbed [8].

A similar setup, without a bias potential applied onto the ACF, served as the
control. Finally, to account for volatilization of acetone, another setup with neither
ACF nor bias potential applied was employed.

UV–Vis spectroscopy at a wavelength of 267 nm was used to determine the final
concentration of acetone after adsorption and electro-sorption.

2.3 Isotherm Studies on ACF and Electrochemically
Enhanced ACF

1.3 g ofACF and electrochemically enhancedACFwere submerged in a setup similar
to the one mentioned in section B with a salinity of 0.001 M sodium sulfate and
varying acetone concentration (200, 400, 600, 800 and 1000 mg/L). The equilibrium
concentrations of acetone were then fitted into Langmuir and Freundlich isotherms.
The Langmuir isotherm, which assumes monolayer adsorption onto a homogeneous
surface, was plotted using the linearized equation:

Ce

Qe
= 1

bQmax
+ Ce

Qmax
(1)

where Ce is the final concentration of acetone at equilibrium in mg/L, QeQe is
the adsorption capacity at equilibrium in mg/L, Qmax is the maximum adsorption
capacity and b is a constant. The inverse of the gradient allows one to derive Qmax

The Freundlich isotherm, which in contrast to the Langmuir isotherm, assumes
multilayer adsorption onto a heterogeneous surface, was plotted using the linearized
equation:

lg Qe = lg K f + 1

n
lgCe (2)

where Ceis the final concentration of acetone at equilibrium in mg/L, Qe is the
adsorption capacity at equilibrium, KF is a constant proportional to the maximum
adsorption capacity and 1

n is another constant which determines favourability of
adsorption.

2.4 Reusability Studies on ACF

After adsorption or electro-sorption, ACF from both set ups were submerged in
100 ml of 0.001 M sodium sulfate solution. A voltage of +0.6 V was applied on the
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electrochemically enhanced ACF for 30 min. ACF and electrochemically enhanced
ACF was subjected to three consecutive cycles of adsorption/electro-sorption and
regeneration with their adsorption capacity at the end of each cycle determined.

3 Results and Discussions

3.1 Electrochemical Enhancement of the Adsorption
Capacity of ACF for Acetone

A wide range of salt concentration is naturally found in pharmaceutical wastewater.
Figure 2 shows that the electrochemically enhanced ACF removed more acetone
than the unenhanced ACF across all wastewater salinities, with the greatest increase
being 107% when sodium sulfate concentration is 0.001 M.

Similar to ACF, the adsorption capacity of electrochemically enhanced ACF
increased as salinity increased from 0.0001 to 0.001 M of sodium sulfate. This is
likely due to the “salting out” of acetone [10]where the solubility of acetone decreases
as more sodium sulfate is dissolved in the solution, resulting in more acetone being
retained on the surface of ACF. However, at 0.01M of sodium sulfate, the adsorption
capacity of electrochemically enhanced ACF decreases, as the excess ions occupy
adsorption sites on ACF due to electrostatic attraction from the voltage applied [6].

It is proposed that ACF adsorbs acetone due to dipole–dipole interactions and
hydrogen bonding between its surface functional groups and acetone molecules
(Fig. 3).

To explain the increase in adsorption capacity, Scanning Electron Microscopy
(SEM) and Energy Dispersive Spectroscopy (EDS) analysis were conducted on ACF
before and after electro-sorption. Both SEMs in Fig. 4 were performed at an eV of
5.0 kV and aperture working distance of 8.0 mm.

Fig. 2 Removal of acetone by ACF and electro-sorption
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Fig. 3 Proposed adsorption
mechanism of acetone by
ACF

Fig. 4 SEM of ACF before electro-sorption at 2000 × magnification (left) and SEM of ACF after
electro-sorption at 2000× magnification (right)

Figure 4 reveals that ACF after electro-sorption has a rougher and more uneven
surface, possibly due to electrochemical polarization, which is attributed to electro-
static repulsion between surface functional groups [11], inducing inelastic deforma-
tion on the surface of the ACF. This increases the number of adsorption sites avail-
able on ACF’s surface, enhancing its adsorption capacity. EDS data also suggests an
increase in the oxygen containing functional groups of ACF after electro-sorption
(Table 1), which improves the hydrophilicity of ACF, thereby allowing ACF to better
adsorb acetone via dipole–dipole interactions. At a negative voltage applied during
electro-sorption, active oxidising free hydroxyl radicals are generated on the surface
of the ACF, causing it to be oxidized [12, 13].

Table 1 EDS of oxygen
content in ACF and ACF after
electro-sorption

Oxygen content (%)

ACF before electro-sorption ACF after electro-sorption

6.71 9.70
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3.2 Isotherm Studies

The equilibrium concentration data of ACF and electro-sorption were fitted into the
Langmuir and Freundlich isotherms. By analysing the plot of the Langmuir isotherm,
the maximum adsorption capacity (Qmax) of ACF and electrochemically enhanced
ACF can be derived. This can be compared with the Qmax of other adsorbents from
different studies. Table 2 reveals that electrochemically enhanced ACF not only has
a much higher maximum adsorption capacity (Qmax) than unenhanced ACF, but also
outperforms other adsorbents like zeolite and silica.

By comparing R2 (Coefficient of determination) of isotherm plots, mechanisms of
adsorption and electro-sorption of acetone were compared (Table 3). The respective
isotherms determined are shown below (Figs. 5, 6, 7 and 8). The Freundlich isotherm
is a better fit for electrochemically enhanced ACF as its R2 is greater, suggesting
multilayer and heterogeneous adsorption. In contrast, adsorption byunenhancedACF
fits Langmuir model better, suggesting that adsorption is predominantly monolayer
and homogeneous. A visual model of both forms of adsorption can be seen in Fig. 9.

Table 2 Maximum
adsorption capacity (Qmax)

Adsorbent Qmax (mg g−1) Source

Enhanced ACF 189 This study

Unenhanced ACF 50 This study

Zeolite 57 [10]

Silica 68 [11]

Table 3 Isotherm parameters Type of ACF R2 values

R2 Freundlich R2 Langmuir

Enhanced ACF 0.994 0.952

Unenhanced ACF 0.864 0.880

Fig. 5 Langmuir Isotherm
for ACF
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Fig. 6 Langmuir Isotherm
for electrochemically
enhanced ACF

Fig. 7 Freundlich Isotherm
for ACF

Fig. 8 Freundlich Isotherm
for electrochemically
enhanced ACF

3.3 Regeneration and Electrochemical Regeneration of ACF

Figure 10 reveals that after three cycles of adsorption and regeneration, the elec-
trochemically enhanced and regenerated ACF maintained over 90% of its original
adsorption capacity,while that ofACFplungedby39.2% in the third cycle. Therefore,
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Fig. 9 Representation of homogeneous and monolayer adsorption (left) and representation of
heterogeneous and multilayer adsorption (right)

Fig. 10 Regeneration and Electrochemical Regeneration of ACF

electrochemical enhancement increases the reusable lifespan of ACF, decreasing the
amount of new ACF needed during treatment. Under a positive voltage applied, H+

ions are produced at the ACF functioning as an anode, causing local pH to decrease
[14]. As H+ ions protonate acetone, the hydrogen bonds between acetone and ACF
are weakened, promoting the desorption of acetone into the solution and rendering
the regeneration of ACF efficient.

Notably, electro-sorption was carried out immediately after regeneration, with no
time in between cycles. In comparison, commercial chemical regeneration of acti-
vated carbon typically requires up to several hours between cycles for the drying of
adsorbents [13]. This suggests that electro-sorption and electrochemical regenera-
tion can be conducted immediately after each another, rendering a cyclic process.
Thermal regeneration, a widely used commercial regeneration method, is energy
intensive as it requires high temperatures up to 800°C during its pyrolytic stage [5].
In contrast, electrochemical regeneration, which has a low energy consumption as it
operates in low direct current voltages [5], is potentially a cost-effective alternative
to conventional chemical or thermal regeneration.
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3.4 Construction of Prototype for Integrated Treatment
of Pharmaceutical Wastewater

A prototype was designed for the large-scale treatment of pharmaceutical wastew-
ater. The prototype consists of three containers, two of which are containers for the
wastewater and regeneration solutions with the third being the central electrochem-
ical cell. The containers were constructed using 5.0 mm thick acrylic sheets cut out
using a laser cutter joined together with acrylic glue. A 10 mm hole was drilled
in each of the reagent containers to attach a pipe by which the container would be
drained. In the electrochemical cells, a 40 mm circle was cut out from the top to
fit the electrodes in, in addition to two 10 mm holes which would be attached to
pipes leading from the reagent containers. To control the flow of solution, two elec-
tronic ball valves were installed at the reagent containers. A third ball valve was
installed at the bottom of the electrochemical cell to drain away the solution after
electro-sorption and regeneration cycles. With the use of the electronic ball valves,
the process is fully automated (Fig. 11).

With the flick of a button, wastewater from Tank 1 drains into the central cell
where electro-sorption of pharmaceutical wastes occurs. After electro-sorption, the
treated effluent will be drained. Regeneration solution from Tank 2 will then be
channelled into the central cell to desorb the adsorbed pollutants so that the ACF
could be regenerated. This process can be visualized in Fig. 12. After desorption,
the spent regeneration solution will be drained, and the cycle repeats. The process is
automated, rapid and efficient.

Our prototype demonstrates the potential for electro-sorption and electrochem-
ical regeneration to be combined as a cyclic treatment process. This process allows
for a single batch of ACF to potentially treat tonnes of pharmaceutical wastewater
without human intervention, as well as minimize lag time between electro-sorption

Fig. 11 Prototype blueprint
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Fig. 12 Actual Prototype

and electrochemical regeneration. In an industrial setting, the prototype can be
upscaled, rendering the treatment of pharmaceutical wastewater by electro-sorption
and electrochemical regeneration even more attractive and convenient.

4 Conclusion

Electro-sorption successfully increases the adsorption capacity of ACF, a prevalent
commercial adsorbent, for acetone up to 107% across a wide range of wastew-
ater salinity. The maximum adsorption capacity of ACF was enhanced from 50 to
189mgg−1. Furthermore, electrochemical regeneration can retain over 90%ofACF’s
adsorption capacity over three continuous cycles of adsorption and regeneration.
The cyclic nature of electro-sorption and electrochemical regeneration allows for a
rapid, simple and convenient treatment process. Electro-sorption and electrochem-
ical regeneration are attractive and promising methods to enhance the performance
of ACF as a more cost-efficient and waste minimizing option for pharmaceutical
wastewater purification.

A model on how electrochemically enhanced ACF can be used in industrial
wastewater treatment plants has been proposed and constructed. The prototype has
been fully automated to continuously channel wastewater and regeneration solvent
into its central electrochemical cell for wastewater treatment and ACF regener-
ation respectively. The solutions are then drained from the central cell, and the
process repeats itself again. In this way, electro-sorption and electrochemical regen-
eration can be integrated in situ without anymanual intervention required, effectively
reducing transport and labour costs. On an industrial scale, such a prototype could
potentially be used for a large-scale cyclic treatment process for the purification
of acetone-contaminated pharmaceutical wastewater, allowing for a facile treatment
process.
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In the future, the study could be extended to include a wider range of ions and
other pharmaceutical pollutants such as ethylene glycol and dimethyl sulfoxide. A
synthetic form of pharmaceutical wastewater containing a mixture of these solvents,
together with a high concentration of ions such as Cl− and NO3

− could be used to
mimic real-life pharmaceutical wastewater. Further investigations would ensure the
effectiveness of electrochemically enhancedACF in real lifewastewater treatment, so
that electrochemically enhanced ACF can be an even more eco-friendly, sustainable
and widely applicable product. Studies could also be conducted to determine the
maximum amount of times electrochemically enhanced ACF can be reused while
retaining over 90% of its adsorption capacity, as our study only investigated this up
to three consecutive cycles.

The process of electrochemical enhancement lends itself easily to being used for
other adsorbents. Electrochemical enhancement could be employed as a low-cost,
eco-friendly method to enhance the performances of other electrically conductive
adsorbents such as carbon nanotubes or reduced graphene oxide. With the develop-
ment of more cost-efficient and environmentally friendly adsorbents, electrochem-
ical enhancement has the potential to be a versatile method which can be adapted
to complement innovative adsorbent materials for the treatment of pharmaceutical
wastewater. Therefore, electrochemical enhancement shows enormous potential in
the field ofwater purification, and can be applied in awide range of industrial settings.
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Investigating the Use of Phosphate
Removing Organisms in Bioremediation

Lim Chern Howe Ryan, Tan Wei Liang Darrius, and Tay Hock Jun

Abstract This study aims to investigate the use of phosphate removing organisms
in bioremediation, testing the phosphate removal capabilities of 3 microorganisms,
Bacillus subtilis, Pseudomonas putida and Saccharomyces cerevisiae under various
conditions. To determine the concentration of residual phosphates, phosphate test kits
were used along with a colorimeter. The findings revealed that all 3 microorganisms
were capable of phosphate removal, although S. cerevisiae performed the best at 84%
removal. In general, synergistic effects between the microorganisms were found to
be present. Additionally, immobilisation of S. cerevisiae within calcium alginate
beads was found to reduce phosphate removal capability, although S. cerevisiae still
managed to achieve a significant percentage of phosphate removal. Immobilised S.
cerevisiae cells were able to remove phosphates after being reused, albeit at a lower
percentage. Dead S. cerevisiae cells were also found to be capable of removing
phosphates. Our findings suggest that S. cerevisiae is the microorganism best suited
for bioremediation, and that immobilisation can be a viable technique given the
benefits it provides, such as allowing for cell reuse and protecting cells against
hazardous conditions, as well as not disrupting the marine ecosystem by introducing
S. cerevisiae cells directly into water.
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1 Introduction

Eutrophication is a serious problem worldwide, threatening natural aquatic ecosys-
tems, especially in suburban areas and developing countries [1]. Eutrophication
induces hypoxia, depleting oxygen levels in water and causing marine life to die
off, as well as reduces water quality [14]. Eutrophication is mainly caused by excess
nutrient loading which promotes excessive algal growth [15]. This is especially so
for phosphates, which are considered the limiting factor for the growth of algae [12].
Sources of excess nutrients include excessive use of fertilisers and pesticides in agri-
culture [11] and excessive soil erosion caused by unrestricted deforestation (DebRoy
et al. [7].

Status quo methods to control eutrophication include chemical precipitation [10]
and the use of powerful algaecides [6]. However, thesemethods have been found to be
expensive, ineffective and to cause second-hand pollution. The use of bioremediation
as an alternative has become increasingly prevalent as a cheaper and more effective
alternative to control eutrophication. Bioremediation involves the use of phosphate
removing organisms (PAO), a group of microorganisms that are capable of removing
phosphates by accumulating phosphates within their cells as polyphosphates [13].

In particular, Bacillus subtilis, a gram-positive bacteria strain, has shown capa-
bility for phosphate removal. Anyako and Obot [2] found that B. subtiliswas capable
of removing up to 66% of phosphates present in iron ore, even considering that the
iron ore had anti-microbial properties which caused the B. subtilis population to
drop significantly over the course of the 7 week experiment. Similarly, Pseudomonas
putida, a Gram-negative bacteria strain, has also demonstrated the ability to remove
phosphates. Cai et al. [4] showed that P. putida was capable of quick and efficient
phosphorus removal. They found that in one hour under anaerobic conditions, P.
putida managed to remove 96% of phosphorus from activated sludge. The yeast
Saccharomyces cerevisiae has also previously demonstrated the ability to remove
phosphates. Breus et al. [3] reported that cells of S. cerevisiae removed 40% of phos-
phates from the media containing concentrations of phosphate and glucose, and this
percentage increased up to 80% upon addition of 5 mM magnesium sulfate.

Immobilisation is a technique widely used in bioremediation, as it offers various
advantages [16]. These include allowing for cell reuse, reducing the need for costly
cell recovery and recycle, as well as providing resistance to extreme conditions
such as extreme pH, temperature, presence of toxic chemicals and heavy metal ions,
etc. Lau et al. [9] and Chevalier and De la Noue [5] reported that immobilisation
does not inhibit the function of microorganisms in terms of bioremediation, but
in fact catalyses it, due to numerous reasons including providing high flow rates,
allowing high volumetric productivities, and providing suitable micro environmental
conditions.
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2 Objectives and Hypotheses

2.1 Objectives

Our objectives are to screen the effectiveness of different species of bacteria and yeast
in the removal of phosphate, to investigate the effect of pH on the rate of removal
of phosphates, investigate the possible synergistic effects of co-inoculating different
combinations of bacteria on the amount of phosphates removed, to investigate the
effectiveness of immobilised bacteria and yeast in phosphate removal, as well as to
determine if living and non-living cells remove phosphates to the same extent.

2.2 Hypotheses

Our hypotheses are that different species of bacteria and yeast can remove phosphates
to varying degrees, that bacteria show the highest rate of removal of phosphates at
their optimal pH of growth, that co-inoculation of a mixture of bacteria demonstrates
a synergistic effect in the removal of phosphates, higher than the summation of
their individual phosphate removal effects, that immobilised bacteria and yeast are
capable of removing phosphates from wastewater with efficiency similar to that of
non-immobilised bacteria, and that living cells remove phosphate at a higher rate
than non-living cells.

3 Methods and Materials

3.1 Experimental Variables

See Table 1.

Table 1 Experimental variables

Independent variables Dependent variable Controlled variables

Species of bacteria and yeast
used

Final concentration of
phosphates

Initial concentration of
phosphates

pH value of phosphate medium Absorbance of microorganism
precultures at 600 nm

Temperature of incubation
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3.2 Procedure

3.2.1 Growth of Microorganism Precultures

Bacteria required (Bacillus subtilis ATCC19659 & Pseudomonas putida
ATCC31800) were inoculated into 10 ml LB broth and grown overnight at 30 °C
in a shaking incubator. The yeast (Saccharomyces cerevisiae Carolina) was inocu-
lated into 10 ml potato dextrose broth and likewise grown overnight at 30 °C in a
shaking incubator. The absorbance of each microorganism culture at 600 nm was
then standardised at 0.800 using a UV–vis spectrophotometer.

3.2.2 Preparation of Phosphate Medium

Phosphate medium was prepared containing (per litre): 10 g glucose, 0.1 g KH2PO4,
0.5 g (NH4)2SO4, 0.2 g NaCl, 0.1 g MgSO4.7H2O, 0.2 g KCl, 0.5 g yeast extract,
0.002 g MnSO4·H2O and 0.002 g FeSO4·7H2O.

3.2.3 Phosphate Removal Test

In test setups,microorganismprecultureswere inoculated into phosphatemediumat a
final concentration of 20% (v/v). In the control setups, the same volumes of LB broth
and potato dextrose broth were inoculated into phosphate medium. 3 replicates of
each setup were prepared. Setups were then incubated at 30 °C for 1 day in a shaking
incubator, and concentration of residual soluble phosphates were determined using
the phosphate test kits (Hach) and a colorimeter. 0.1 ml of each setup mixture was
added to 9.9 ml of deionized water to dilute phosphate concentration by a factor of
100. The contents of one sachet from the phosphate test kit (Hach) was then added
to the diluted sample. The sample was then thoroughly shaken and left for 2 min,
before concentration of phosphates was measured by a colourimeter (a part of the
phosphate test kit).

3.2.4 Investigating Effects of pH on Removal of Phosphates

The pH value of the phosphate medium was then adjusted to 6 and 8 using the
pH probe and sodium hydroxide/hydrochloric acid. Microorganism precultures were
then added to phosphatemedium of varying pH values as described above, with phos-
phate medium at pH 7 serving as control. 3 replicates of each setup were prepared.
Then, the phosphate removal test as described above was carried out to determine
the concentration of residual soluble phosphate.
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3.2.5 Testing for Synergistic Effects in Phosphate Removal

In test setups, various combinations of microorganism precultures were inoculated
into phosphate medium at a total final concentration of 20% (v/v). The following
combinations were tested: equal volumes of B. subtilis and P. putida (10% each),
equal volumes ofB. subtilis+ S. cerevisiae (10% each), equal volumes ofP. putida+
S. cerevisiae (10% each), and equal volumes of B. subtilis+ P. putida+ S. cerevisiae
(6.67% each). In control setups, similar volumes of LB broth/potato dextrose broth
were inoculated into phosphate medium with similar volumes as shown in the setups
above. 5 replicates of each setup were prepared. The phosphate removal test as
detailed earlier was again carried out to determine the concentration of residual
soluble phosphate.

3.2.6 Removal of Phosphates by Cells Immobilised in Calcium Alginate
Beads

5 ml of broth culture of Saccharomyces cerevisiae was mixed with 2% sodium algi-
nate solution in equal volumes. The mixture was then added dropwise into 0.1 M
calcium chloride solution to produce calcium alginate beads containing entrapped
cells. In test setups, beads were added into 4 ml phosphate medium. In control
setups, beads containing entrapped potato dextrose broth, non-immobilised S. cere-
visiae broth culture and non-immobilised potato dextrose broth were added into
similar volume of phosphate medium as in the test setups. 5 replicates of each setup
were prepared. Phosphate removal test as described earlier was then carried out to
determine the concentration of residual soluble phosphate.

3.2.7 Removal of Phosphates by Living and Non-living Cells

Half the volume of the S. cerevisiae preculture was removed and immersed into
a boiling water bath for 10 min. Boiled and unboiled precultures of S. cerevisiae
were inoculated separately into phosphate medium at a final concentration of 50%
(v/v) for test setups. In control setups, potato dextrose broth was added to phos-
phate medium at a final concentration of 50% (v/v). 5 replicates of each setup were
prepared. Absorbance of each setup at 600 nmwasmeasured. Phosphate removal test
as described earlier was then carried out to determine the concentration of residual
soluble phosphates.
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Fig. 1 Graph showing phosphate removal by various microorganisms

4 Results

4.1 Phosphate Removal Test

Figure 1 shows our results from the initial screening test for phosphate removal
capability. Phosphate removal as a percentage was calculated by finding difference
between phosphate concentration in the control setup (LB broth for bacteria, PDB
broth for yeast) and test setup, divided by the phosphate concentration in the control
setup.

B. subtilis and P. putida achieved 62.7% and 13.5% phosphate removal respec-
tively in our initial screening tests. S. cerevisiae outperformed both the bacteria,
achieving 84.1% phosphate removal. Thus, we decided to focus on S. cerevisiae in
the tests for immobilisation and reusability, as well as the tests for phosphate removal
by living and non-living cells.

4.2 Effect of pH on Phosphate Removal

Figure 2 and Table 2 illustrate the results of our phosphate removal tests carried out
on the 3 microorganisms at various pH.

B. subtilis achieved optimal phosphate removal at pH 7, and was significantly
affected by any change in pH. P. putida achieved optimal phosphate removal at pH 8,
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Fig. 2 Graph showing effect of pH on phosphate removal by various microorganisms

Table 2 Effect of pH on phosphate removal

Microorganism Removal at pH 6/% Removal at pH 7/% Removal at pH 8/%

B. subtilis 47.6 63.0 18.6

P. putida 45.9 49.1 76.0

S. cerevisiae 95.6 92.7 91.7

and was similarly affected by a drop in pH. S. cerevisiae achieved optimal phosphate
removal at pH 6, and was not significantly affected by an increase in pH, remaining
consistent at around above 90% removal, indicating that S. cerevisiae is resistant to
pH variations.

4.3 Synergistic Effects in Phosphate Removal

Table 3 demonstrates how we compared the different setups to show if there was a
synergistic effect.

To determine if synergistic effect was present, we calculated the average removals
of setups with individual microorganisms (expected removal), and compared it to the
actual phosphate removal by the setup with a mixture. As can be seen from the table,
the actual removal by the combined setup exceeded average removal by individual
setups, showing a synergistic effect. As the Kruskal–Wallis p value was below 0.05
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Table 3 Synergistic effects in phosphate removal

Combination Removal by combined
setup/%

Average removal of
individual setups

Kruskal–Wallis p
value

B. subtilis + P. putida 9.8 6.8 0.01729

B. subtilis + S.
cerevisiae

87.9 52.3 0.00192

P. putida + S. cerevisiae 81.6 50.6

B. subtilis + P. putida
+ S. cerevisiae

69.5 36.6

for all mixtures, it indicates a significant difference in percentage phosphate removal,
demonstrating a clear synergistic effect.

4.4 Phosphate Removal by Immobilised S. cerevisiae Cells

Figure 3 shows the phosphate removal by both immobilised and non-immobilised
yeast cells.

Compared to the non-immobilised yeast cells, the immobilised yeast cells
achieved 73.4% phosphate removal capability. The Mann–Whitney U test p value
was 0.011, showing that there is a significant difference between percentage removal
of immobilised and non-immobilised yeast. However, most of the phosphate removal

Fig. 3 Graph showing effect of immobilisation on phosphate removal by S. cerevisiae
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capability is preserved when S. cerevisiae is immobilised, and immobilisation is still
a viable technique for phosphate removal.

4.5 Phosphate Removal by Living/Non-living Cells

Phosphate removal values were divided by absorbance at 600 nm to account for cell
division in the unboiled culture, as shown in Table 4. The adjusted phosphate removal
values are also shown in Fig. 4.

After adjusting for absorbance, it can be seen that both the boiled and unboiled
cultures achieved relatively similar phosphate removal, suggesting that even boiled

Table 4 Removal of
phosphates by boiled and
unboiled cultures, adjusted
for absorbance

Boiled culture Unboiled culture

Average phosphate removal
(%)

30.2 56.8

Average absorbance at
600 nm

0.942 1.538

Adjusted phosphate removal
(%)

32.1 36.9

Fig. 4 Graph showing phosphate removal by boiled and unboiled S. cerevisiae cells
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S. cerevisiae was capable of significant phosphate removal. The Mann–Whitney U-
test p value was 0.4009, demonstrating that there was no significant difference in
phosphate removal capability of living and non-living S. cerevisiae cells.

4.6 Reusability of Immobilised S. Cerevisiae

Figure 5 shows the results of phosphate removal by reused immobilised yeast cells
and fresh immobilised yeast cells.

Compared to fresh immobilised yeast, the reused immobilised yeast achieved
80.4% phosphate removal capability. The Mann–Whitney U test p value was 0.209,
showing that there was no significant difference in percentage phosphate removal
of fresh and reused immobilised yeast cells. However, given that phosphate removal
capability only decreased by about 20% with each reuse of the immobilised yeast
cells, immobilisation of yeast cells could allow reuse for a few cycles, showing the
potential benefit of immobilisation.

Fig. 5 Graph showing phosphate removal by freshly immobilised yeast cells and reused
immobilised yeast cells
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5 Conclusion and Discussion

Our project discovered that S. cerevisiae was the most efficient microorganism for
phosphate removal, and that it also demonstrated a resistance to pH changes.We also
found that immobilisation of S. cerevisiae, although impacting phosphate removal
capability, remained a viable option for bioremediation, and that dead S. cerevisiae
cells were still capable of phosphate removal. Lastly, we found that S. cerevisiae
demonstrated a synergistic effect in phosphate removal when co-inoculated with B.
subtilis and/or P. putida.

Other researchers have found that phosphate transport and signaling in S. cere-
visiae, specifically by the PHO84 and PHO87 transporters, does not require ATP or
metabolism to be activated, only a presence of glucose [8]. This would allow dead S.
cerevisiae cells to remove phosphates in the presence of glucose and phosphates in
phosphate medium by transporting them into the cell to be stored as polyphosphates,
which supports our findings.

In general, although this was not supported by our findings, other researchers
have found that immobilisation could in fact promote the removal of phosphates.
Nakamura et al. (1995) found that bacterium strainMicrolunatus phosphovorusNM-
1,when immobilised in polyacrylamide gel, rapidly took up phosphates present in the
medium under aerobic conditions, with a phosphate take-up rate of about 10–20 mg-
P/g-cell·h. Similarly, Swe Cheng et al. (2017) found that Scenedesmus bijugatus
when immobilised still achieved a rapid phosphate removal rate of 0.25 mg L−1 d−1.

Even though immobilisation was shown to negatively impact phosphate removal,
the effect of immobilisation on phosphate removal was shown to not be very severe.
Immobilisation confers numerous benefits onto the bioremediation process, such
as protecting microorganisms from toxic pollutants and heavy metal ions, as well
as granting increased resistance to temperature and pH changes. It also improves
efficacy of bioremediation by allowing for cell reuse in multiple batches, and also
ensures that microorganisms do not contaminate the final treated product. As such,
the tradeoffs of bioremediation indicated by our project appear to be worth it in
real-life application of bioremediation.

Some limitations of our research include that the cell counts of bacteria/yeast
may differ between setups and experiments due to differing growth rates, which
would result in varying degrees of phosphate removal both within experiments and
between experiments. Immobilised and non-immobilised yeast cells may also have
reproduced at different rates, affecting final cell count which could not be accounted
for using absorbance (unlike our experiment involving boiled and unboiled cells).

For further work, more investigation into the optimal conditions (temperature
and concentration of nutrients) for S. cerevisiae to remove phosphates is needed,
along with investigation into other potential synergistic effects in phosphate removal
following co-immobilisation of S. cerevisiae with other microorganisms.
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Security Development with an Industrial
Device for SCADA System

Clifton Perth Link Choo, Wang Ling Goh, and Huaqun Guo

Abstract It is not a normal occurrence that Supervisory Control and Data Acquisi-
tion (SCADA) system encountered cyberattacks.However, there has been an increase
in the number of security threats as the world is progressing into Industry 4.0. As
such, cyber security becomes more prominent and it is paramount to safeguard valu-
able information from cybercriminals as well as preventing disruptive events that can
lead to devastating outcomes. This paper addresses the integration of an industrial
Single Board Computer (SBC) with firewall implemented, enhancing the security
of SCADA systems overall. The paper presents the details to design and implement
using various software and methods to overcome the challenges/issues during the
implementation. A series of performance tests have been conducted, and the results
obtained have shown the good functionality and reliability of the installed firewall
with SBC.

Keywords SCADA systems · Single board computer · Firewall · Security

1 Introduction

1.1 Background

The adoption of Supervisory Control and Data Acquisition (SCADA) systems is one
of the several types of industrial control applications that is used to manage industrial
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operations. As technology advances, new capabilities are added to these automated
systems which can constitute to a significant part of the current safety-critical infras-
tructures [1]. SCADA systems are usually operated in distribution systems such as
water distribution networks, electrical utility transmission systems, and public trans-
portation facilities [2]. They are constructed to retrieve and process field information
through the integration of data transmission system as well as a human machine
interface software to create a centralised monitoring system [2]. This allows the user
to oversee and operate the entire system from a central location in real time.

The automated systems discussed above are generally insecure as they are
primarily designed for performance, reliability, and safety. The need for cyber secu-
rity measures becomes even more prominent when there is an increased demand in
the market for efficient large-scale SCADA systems. In addition, SCADA security is
essential to prevent any forms of attacks and threats in the present digital world. One
example is the malicious computer worm known as Stuxnet Virus which was discov-
ered in 2010 [3]. The virus particularly targets the programmable logic controllers
that regulated both the machinery and technical mechanisms of the Iranian nuclear
centrifuges. This resulted in the malfunction of the SCADA systems, causing a
huge investment of time and money to rectify the problem. Similarly, the WannaCry
ransomware attacked the United Kingdom’s National Health Service in 2017 [4].
This hindered medical procedures as medical workers were unable to access critical
patient details. Given the success of both viruses penetrating the SCADA environ-
ment, it is important to acknowledge the vulnerabilities of the current security system
and that the traditional security measures are inadequate in providing a complete
protection of the infrastructures.

1.2 Work Scope

The objective of this work is to implement a firewall between devices operated in
SCADA systems using an industrial grade Single Board Computer (SBC), to provide
attack detection and prevention to the security platform. Existing firewall security
features are executed on the Linux operating system computer before migrating to
the industrial grade SBC. A series of quantitative tests will then be conducted to
determine the performance and functionality of the firewall. This proposed solution
enables the firewall to manage the network traffic while detecting and intercepting
any unwanted data packets. Furthermore, the SBC comes with an inbuilt bypass
functionality that inhibits the interruption of data traffic flow in the event of an inline
network device failure. As such, the proposed systematic approach can help to protect
against computer malwares and viruses, to ensure a secure and sustainable network
in SCADA systems.

The remainder of this paper is organized as follows. Section 2 provides the litera-
ture review on the related technologies. Section 3 describes the details of our design
and implementation, while our experimental tests and results are presented in Sect. 4.
Finally, Sect. 5 outlines our conclusions and future work.
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2 Literature Review

2.1 Firewall Technology

A firewall is hardware, software, or a combination of both that monitors the trans-
mission of packets of digital information that attempts to pass through the perimeter
or a network. Based on a predefined set of security rules called firewall policies, the
firewall inspects each packet and determines whether it should be allowed or blocked
upon arriving at the firewall. This helps to block unwanted traffic from entering or
leaving the network and this is crucial as it can ward off harmful attacks that cause
unavailability of an operation that hinders network performance. The access control
lists that are capable of accepting or dropping network packets can be implemented
to enhance the security features of the system. This is usually done by checking the
port numbers at the specified source and destination. A notable difference between
a software firewall and a hardware firewall is the entity they protect. Software fire-
wall protects endpoint systemswhereas hardware firewall protects thewhole network
infrastructure. Also, hardware firewalls are more costly and complicated to configure
as compared to their peers. They can then be further categorised into several different
types like static packet filtering, stateful packet inspection, application gateways, and
circuit gateways.

In a SCADA network, the number of rules required by an organisation tend to be
large and this can affect the performance of the firewall. In other words, the factor of
firewall rule matching speed plays an important role in optimal operation network
performance [5, 6]. A study shows that Hash Table SearchAlgorithm has the smallest
execution time and becomes faster when the number of rules increases exponentially
as compared to its peers like the Binary Search algorithm and the Linear Search
Algorithm [5, 6]. Hence, the optimum firewall rules to be engaged must be carefully
considered.

SCADAWall will be introduced in this work as the firewall software to filter
industrial control commands that flows within the network. Its functionality includes
the use of a comprehensive packet inspection (CPI) feature that inspects the entire
protocol payload and a proprietary industrial protocols extension algorithm (PIPEA)
that enables users to customise their CPI configurations for extended capability of
SCADAWall [7]. Besides that, it provides out-of-sequence command detection algo-
rithm that detects and blocks irregular behaviours in the SCADAsystem, for instance,
a different order of commands that does not follow the correct sequence [7].

2.2 Modbus

Modbus protocol is a request-response protocol that maintains client/server commu-
nications between devices connected on different types of networks [8]. A master-
slave relationship is usually used to depict the communication between the SCADA
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system (Master) and the PLC device (Slave). To initiate an interaction, the master
will send a query and wait for a response from the slave. The content of these queries
and responses as well as the network layers are determined by the different layers of
protocol.

To understandModbus protocol, the protocol framework and its functionality will
be explained in detail. In general, the Modbus frame shown in Fig. 1 consists of the
Application Data Unit (ADU) and the Protocol Data Unit (PDU) [9]. The Modbus
PDU is defined as a function code that comprises the size and value of the function
code, followed by an associated set of data.When a message is sent to the recipient, a
function code for the action to perform is allocated to the slave device. This code can
be in the range of 1–255 whereby each unique function code has a specific behaviour
except for 128–252 which are reserved for exception responses. The Modbus ADU
initiates a Modbus transaction and helps establish the format of request initiated by
client. It consists of additional addresses such as the discrete and register addresses
and the capacity of handled items for server to operate. The error check component
exists to alert any error in a given action.

Shown in Fig. 2 is the typical Modbus/TCP payload on the SCADA systemwhere
it incorporates a seven bytes Modbus Protocol Header and Modbus payload. The
transaction identifier distinguishes each transaction where each identifier is desig-
nated for the same request and reply. As mentioned above, the function code delivers
instructions to the slave to execute a particular action. It can also be an indication
of successful execution when used in a reply. In SCADA system, the function code
together with the data field ofModbusmessage are important to get inspected. Signif-
icant attacks such as intruding the SCADA system by manipulating some Modbus
commands can cause imperative outcomes. Hence, the Modbus message must be

Fig. 1 Modbus frame

Fig. 2 Modbus/TCP message
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carefully monitored using a firewall to prevent attackers for making full use of this
vulnerability.

2.3 Iptables

Iptables is an open-source firewall that has been extensively used for protecting
safety-critical systems by providing packet filtering capabilities [10]. This user-space
module operates at network and transport layers, and permits users to define firewall
rules, conduct network address translation, and packet mangling. As both IP and TCP
have different header lengths, a feature called u32 match was introduced to resolve
this issue.

The u32 match extracts four bytes (32 bits) of the packet and compares with the
values of interest. For thosewith less than 32bits,masking and shiftingwill be applied
to the indicated value. The problem of the variable header-length was overcome by
calculating the header length of header-length field. A summarised series of steps
using u32 match [10] will be described below:

1. To obtain header length of IP field in bytes, extract it from the header length field.
2. Value obtained will be used to return to the beginning of the TCP header.
3. Repeat step (1) on TCP header length field.
4. Value obtained will be used to return to the beginning of the SCADA message.
5. Indicate an offset on beginning of SCADAmessage andmatch against the desired

value.

For IP header (see Fig. 3), the header length field can be extracted from bits
4–7 of the first byte by using the command “0�22&0x3C”. The number 0 in the
command indicates the location of the header length and number 22 specifies the

Fig. 3 IP header
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Fig. 4 TCP header

number of times the bit must shift to reach the last bit. The hexadecimal “0x3C”
represents the header length mask. To allow the operation of jumping to the begin-
ning of the message, the “@” sign is added to the back of the command, forming
“0�22&0x3C@”.

Similarly, this can be done on the TCP header as shown in Fig. 4. For TCP, it
is easier to obtain the length of the TCP header field because of the offset field. A
simple command “12�26&0x3C” will then complete the operation and proceed to
the checking of SCADA message.

Configuring the firewall rules in iptables is essential to manage the traffic flow in
and out of the system. Before constructing personalised rules sets, the type of rules
must be addressed. There are three distinct rule sets: Input, Output, and Forward
[11]. The Input rule set defines the acceptable incoming traffic and state the data to
be explicitly blocked. The Output rule set filters the outgoing traffic and the Forward
rule set establishes various configuration settings such as port forwarding where it
reroutes the incoming packets to another intended port number. Without indicating
any of the three rule sets above, the default configuration rule set will first be applied
which basically allows all traffic coming in and out of the network. The default rule
set [11] is shown below:

:OUTPUT ACCEPT [0:0]
:FORWARD ACCEPT [0:0]
:INPUT ACCEPT [0:0]
-A INPUT -I lo -j ACCEPT
-A INPUT -p icmp -j ACCEPT
-A INPUT -m state –state NEW -m tcp -p tcp –dport 22 -j ACCEPT
-A INPUT -m state –state ESTABLISHED, RELATED -j ACCEPT
-A INPUT -j REJECT –reject-with icmp-host-prohibited
-A FORWARD -j REJECT –reject-with icmp-host-prohibited
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COMMIT
The components of the syntax commands above will be outlined in bullet forms

to explain the significance.

• “-A” syntax appends to the existing rule set
• “-m state –state NEW” pairs with connection state of NEW
• “-m tcp -p tcp” matches the protocol type of TCP
• “-j ACCEPT” or “-j REJECT” gives the decision of accepting or dropping if all

items match.

To sum it up, iptableswith feature of u32match is a powerful security tool that will
be use on SCADA system to protect against malicious threats conducted by attackers.
Furthermore, firewall rule sets introduced in iptables will only allow desired traffic
and block unwanted packets.

3 Design and Implementation

3.1 Single Board Computer

An industrial level Single Board Computer (SBC) with functional computer compo-
nents such as microprocessor and input/output that acts as a small computer device
capable of performingmultiple computing tasks has been implemented on a SCADA
system. The SBC supports Linux based operating system (OS) and has built in func-
tion of advanced Local Area Network (LAN) bypass. The bypass functionality guar-
antees connectivity between two devices in the absence of power or when the SBC
is under non-operational state. There are four connectivity modes (see Fig. 5) in the
system, and the bypass mode is supported by advanced LAN bypass.

Connect mode—This mode connects the bypass system to the host systems. For
instance, device A and device B are connected to their respective network ports of
the Network Interface Cards (NIC).

Disconnect mode—This mode disconnects the bypass system such that both
devices A and B are isolated from each other and from their respective NICs.

Fig. 5 Bypass action and related connectivity codes
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Bypass mode—In this mode, both devices A and B are connected to each other
while being isolated from the SBC. Network traffic between both ports maintain
flowing in the network but bypass the SBC.

Do_not_change mode—This action states that the current state of the SBC will
not be changed when a specific event takes place. As such, network connectivity
remains as it is.

Given the information above, the SBC is connected in between the SCADA server
and client and has twomain operationalmodes, i.e., Connectmode andBypassmode.
Under normal circumstances, the Connect mode will be active and the Bypass mode
will only be activated when there is a power failure.

3.2 Installation and Configuration of Operating System

Due to the lack of Operating System in the SBC, the only way to install the OS
is to aid in the creation of a bootable stick. The solution is to use Rufus which is
an application to format USB flash drives and insert the ubuntu ISO image into the
thumb drive. Thus, a bootable stick created by Rufus was used to install the Linux
OS. To enable the installation of the OS, hold the ‘delete’ button before powering on
of the SBC to enter the BIOS (basic input/output system) of the SBC. In the BIOS
configuration, the primary boot priority was changed to allow the USB stick to be
at the first position. This will ensure the boot up of the program in the USB to run
instead of others.

1. Booting Issues

An error message “Error: no suitable video mode found. Booting in blind mode.”
was displayed after the booting of the SBC. To solve this problem, the settings at
the grub.cfg file had to be modified and the codes of the text file of Isolinux are
represented below to allow smooth running of installation.

Original as below
menuentry “Install Ubuntu Server” {

set gfxpayload=keep
linux/install/vmlinuz file=/cdrom/preseed/ubuntu-server.seed quiet---
initrd/install/initrd.gz

}
is updated with the following:
menuentry “Install Ubuntu Server” {

set gfxpayload = keep
linux/install/vmlinuz file=/cdrom/preseed/ubuntu-server.seed vga=normal
console=tty0 console=ttyS0, 115200n8---
initrd/install/initrd.gz
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}

2. Internet Connectivity Issues

Another issue faced is that there is no connection to the Internet as the Ethernet had
not been configured during the initialisation of configurating the OS. In the case of
SBC, Dynamic Host Configuration Protocol (DHCP) instead of static IP was utilised
to obtain Internet connection.

Depending on which management port (mgt) is connected to the router, the
commands entered in the Linux shell will vary. “ifconfig” command checks for
ongoing connections to the SBC. This will verify the availability of Internet
connection should the Ethernet routing procedure operated.

To bring up connection of mgt1 port: Type “sudo ifconfig enp2s0 up”. The light
on the SBC will indicate that it has been successfully connected. To bring down
connection of mgt1 port: Type “sudo ifconfig enp2s0 down”. Lights will be turned
off.

To bring up connection of mgt2 port: Type “sudo ifconfig enp3s0 up”. You will
see lights to show that it is connected. To bring down connection of mgt2 port: Type
“sudo ifconfig enp3s0 down”. Lights will be turned off.

Upon bringing up the connection of the mgt1/mgt2 port, the next step is to enter
the command “sudo nano -w/etc./network/interfaces”. We then replace “eth0” with
“enp2s0” after entering the file as shown below. Note that iface is an internal variable
for ifup and ifdown.

{
auto eth0

allow-hotplug eth0
iface eth0 inet dhcp

}

3.3 Migration of Firewall

SCADAWall is configured to be a layer 2 transparent firewall dedicated to increase
the overall security of the system. It will be transferred to the SBC using the Linux
terminal. Afterwards, users operate the SCADAWall by applying “$ sudo python3
scadawall.py” command. SCADAWall provides various settings to configure firewall
rules and sequence rules, retrieve log information, define proprietary protocols, and
upload firewall settings via the graphical interface of the SCADAWall configurator.
Ultimately, the SCADAWall differentiates the configurated packets from normal
network traffic and applies decryption technique where it updates the firewall rules
automatically. An alert or message will be sent to the administrator’s computer if the
SCADAWall detects a malicious command.

The network bridge had to be established before the downloading of SCADAWall
program. This is done by typing the following commands in the terminal:
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$ sudo apt-get update
$ sudo apt-get install bridge-utils
$ sudo brctl addbr br0 # note that this and below settings will be reset after reboot
$ sudo brctl addif br0 eth0 # change to the name of your network interface
accordingly
$ sudo brctl addif br0 eth1 # change to the name of your network interface
accordingly
$ sudo ifconfig br0 up

4 Results and Evaluation

4.1 Bypass Functionality Check

Thebypass functionof theSBCshouldbe activatedwhen there is power loss, allowing
packets to flow within the network. Ping, a network administrator utility to test for
reachability of host or IP network,will be used tomeasure connectivity of the targeted
networks. It operates by sending Internet Control Message Protocol (ICMP) echo
request packets and waits for the host to reply. A statistical summary of results such
as round-trip times, errors, and packet loss will be displayed on the command prompt
terminal as shown in the figures below.

To show that the bypass mode of SBC is working, a ping request was made and
sent to the server. Figure 6 shows the results whereby the client has successfully
reached the server without any packet loss.

An additional test was carried out to determine that the client was unsuccessful
in reaching the server when the connect mode was activated. Figure 7 validated that
the connect mode of SBC is working.

Fig. 6 Ping test on bypass mode
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Fig. 7 Ping test on connect mode

4.2 Firewall Performance

1. System Testing Results

Constructing proper test environment as shown in Fig. 8 will help to justify that
an accurate and reasonable outcome is attained. Table 1 shows the relevant tests
conducted on the firewall to validate its functionality. These tests includeComprehen-
sive Packet Inspection assessment, Out-of-sequence command detection, Proprietary
industrial protocol extension, and Tunnelling communication technology evaluation.

2. Latency

To determine the speed and accuracy of the firewall, time stamping using Wire-
shark will be performed with the same system setup shown (Fig. 8). Two Wireshark
terminals will be operated simultaneously to detect the two network interfaces that
is connected to the SCADA system. The time difference observed between the two
network interfaces are tabulated in Table 2.

It is important to consider both the number of inspected payload fields and the
number of firewall rules as variables in this assessment to measure the CPI latency so
that it can yield a fair and accurate outcome. Also, all conditions of the experiment
are the same when measuring the latency of both the “No Firewall Rules” and “100
Non-CPI Rules” categories to provide unbiased comparisons. These firewall rules
consist of 100 non-CPI rules and CPI rules to inspect various payload fields of

Fig. 8 System setup for testing
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Table 1 Results of firewall function tests

Index System testing analysis

feature to be tested Testing details Results

1 Comprehensive packet
inspection

Set firewall rules to block
control commands by the
prevention of allocating value
“1” to specific address

SCADAWall can block such
commands and sends an alert
to the log configurator

2 Out-of-sequence
command detection

Set sequential firewall rules
that only allows specific
sequence of control
commands (For example,
device 2 can only be activated
after device 1 has been
switched on). Injection of
out-of-sequence commands
using Metasploit module will
be applied for testing purposes

SCADAWall can block
out-of-sequence commands

3 Proprietary industrial
protocol extension

Using the interface to setup
user-defined protocol and
apply comprehensive packet
inspection

SCADAWall can extend its
ability to check the new
proprietary protocols

4 Tunnelling
communication
technology

Sniffing and checking the
communication between the
SCADAWall and the
SCADAWall Configurator.
Also, it is to check on whether
SCADAWall is in transparent
mode

SCADAWall is in
transparent mode
(configured as a network
bridge without IP address).
All traffic is encrypted

Table 2 Latency of firewall tests

Without CPI rules No firewall rules (µs) 100 Non-CPI rules (µs)

Latency for command 10.10 10.17

Latency for response 11.07 11.06

With 100 CPI rules 4 fields (µs) 6 fields (µs) 8 fields (µs) 10 fields (µs)

Latency for command 25.20 20.49 24.51 26.71

Latency for response 13.07 12.82 13.57 13.78

With 10 checked fields 25 rules (µs) 50 rules (µs) 75 rules (µs) 100 rules (µs)

Latency for command 12.81 18.14 20.50 26.71

Latency for response 12.32 12.99 12.29 13.78

control command. For each configuration, ten thousand commands and responses
are transmitted by the devices to produce the best results.

The latency results in Table 2 show that the additional latency with CPI rules are
in the range of less than 17 µs in our experiments.
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From the bypass function test, various firewall functions tests and latency tests,
the results obtained have shown the good functionality and reliability of the installed
firewall with SBC.

5 Conclusion and Future Works

The current SBC model has proved its usefulness in the security development for
SCADA system. Not only it supports the integration of firewall, but also its bypass
functionality has demonstrated that network traffic between two end-users hosts
continue to flow in the event of a power failure. The firewall performance tests
have been conducted to review its feasibility and functionality. To sum it up, the
implementation of the SBCwith firewall and bypass functions to the SCADA system
can be considered a success. Further improvements and works on increasing firewall
complexity can be carried out to achieve higher degree of security level. One possible
suggestion is to introduce an intrusion detection system to the SCADA system. It is a
networking structure that scans and monitors network traffic for unusual behaviours
and reports them via a management system. When such activity is discovered, an
alarm sound will be generated to indicate that a cyberattack may have occurred. This
alerts the administrators to investigate the network quickly to devise an effective
solution to terminate the attack.As compared to current circumstanceswhere network
administrators have to regularly inspect the logfile for unusual activities, the proposed
solution will be more efficient.
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Investigating the Effect of Phytoextracts
on Protecting Saccharomyces cerevisiae
from Oxidative Stress

Jun Yuan Koo, Ryan Teoh, and Sheng Hao Zong

Abstract Environmental stressors can lead to an increased generation of reactive
oxygen species (ROS) which can lead to oxidative stress when ROS levels exceed
detoxification mechanisms. Addition of antioxidant-rich phytoextracts to stressed
cells would be beneficial as the antioxidants would scavenge free radicals, thus
protecting the yeast cells and increasing cell viability and thus fermentation efficacy.
In the present study, UV radiation, hydrogen peroxide, and ethanol were found to
exert oxidative stress on Saccharomyces cerevisiae, and yeast cells revealed a signif-
icant decrease (86%, 83%, and 95% respectively) in colony forming units (CFUs).
However, addition of 10% concentration aqueous extracts of Zingiber officinale and
Capsicum annuum showed significant ameliorative effects on yeast cells, restoring
theCFUwith only a loss of 17%and 4% forUV, 11%and 37% for hydrogen peroxide,
and 44% and 35% for ethanol. Mixture of aqueous extracts was not found to exhibit
synergistic effects in ameliorating stressed yeast cells.

Keywords S. cerevisiae · Oxidative stress · ROS · Phytoextracts · Z. officinale · C.
annuum

1 Introduction

Saccharomyces cerevisiae has many industrial uses. However, in these processes,
S. cerevisiae experiences oxidative stress resulting from environmental stresses. In
the brewing process, optimal oxygen levels are required for fermentation to take
place. Thus, yeast is constantly exposed to oxygen in brewery propagation as well
as in fermentation vessels [3]. Serial repitching, a process whereby yeast cropped at
the end of the fermentation is reused in subsequent fermentations and re-exposed to
oxygen as before, can only be conducted a finite number of times before fermentation
performance deteriorates [5]. Due to the fact that reactive oxygen species (ROS)
results in cellular aging [7] and replicative lifespan in yeast is correlated to the
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cell’s antioxidant potential [1, 10], the amount of oxygen exposure of a certain
batch of yeast and its ability to mitigate the effects of ROS generation might be
used to determine how many times serial repitching can be carried out [5]. In wine-
making, yeast cells experience processes involving aeration, nutrient deprivation,
and dehydration, which can induce oxidative stress [4]. As for baking, cells of S.
cerevisiae often go through freeze-thawing, high-sucrose, and air-drying, leading to
denaturation of antioxidant enzymes and damaging the mitochondrial membrane,
causing S. cerevisiae cells to experience oxidative stress [9]. Oxidative stress can
lead to the deterioration of fermentation efficacy in S. cerevisiae. By exogenously
adding antioxidants, yeast cells would be aided in the free radical scavenging, and
be more resistant to environmental stresses [2], thus possessing increased replicative
lifespan, fermentation capacity, viability, leading to higher fermentation efficacy, and
lower production costs.

2 Objectives and Hypotheses

2.1 Objectives

In the present study, UV light, hydrogen peroxide, and ethanol were the chosen
inducers of oxidative stress. This study aims to investigate whether aqueous extracts
of Zingiber officinale and Capsicum annuum would be able to restore the CFUs of
stressed cells, and whether a mixture of these phytoextracts would exhibit synergistic
effect in protecting yeast cells.

2.2 Hypotheses

We hypothesise that the extracts are able to protect yeast cells against UV radiation,
hydrogen peroxide, and ethanol, and a synergistic effect would be observed with a
combination of extracts.

3 Methods and Materials

3.1 Experimental Variables

See Table 1.
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Table 1 Experimental variables

Independent variables Dependent variable Controlled variables

Type of plant extract Number of colony forming units of
yeast
Absorbance at 517 nm in the
DPPH test

Temperature of growth of yeast
Initial number of cells in yeast
preculture
Concentration of plant extract
Duration of exposure of yeast cells
to ultraviolet light
Concentration of hydrogen
peroxide solution
Concentration of ethanol

3.2 Procedure

1. Growth of yeast cells (preparation of yeast preculture)

S. cerevisiae cells were inoculated into 10 ml potato dextrose broth and grown
overnight at 30 °C in a shaking incubator. The number of cells were determined
using a haemocytometer and standardised at approximately 1 × 107 cells ml−1.

2. Preparation of plant extracts

1 g of plant sample was ground in 10 ml of deionised water using a mortar and
pestle. The entire mixture was then transferred to a 50-ml centrifuge tube and heated
to 48 °C for 20 min in a water bath. The mixture was centrifuged at 7000 rpm for
10 min, the supernatant was collected and was filter-sterilised through a microfilter.

3. Investigating effect of plant extracts on yeast cells exposed to ultraviolet light

Fourmixtureswere prepared and left to stand at room temperature for 20min. Control
setups 1 (C1) and 2 (C2) each consisted of 3 ml of yeast preculture and an equal
volume of sterile water. The mixture in C2 was transferred into a Petri dish for UV
exposure for 30 s. This tested the effect of UV light on the growth of yeast cells in the
absence of antioxidants. Control setup 3 (C3) consisted of 3 ml of yeast preculture
and an equal volume of plant extract. This tested the effect of antioxidants on the
growth of yeast cells. The test setup (T) contained 3 ml of yeast preculture and an
equal volume of plant extract. This mixture was exposed to UV for 30 s to test if the
antioxidants protected the cells from damage caused by free radicals from UV light.
Five replicates of each setup were prepared. Mixtures from C1, C3 and T setups
were serially diluted to 10−4 with saline solution, while mixtures of C2 were diluted
to 10−2. 0.1 ml of the diluted cultures were spread evenly with a sterile spreader on
potato dextrose agar. The plates were incubated at 30 °C and the number of yeast
colony forming units was determined after 24 h.

4. Investigating effect of plant extracts on yeast cells treated by hydrogen peroxide
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Three setups were prepared. Control setup 1 (C1) contained 2 ml of yeast preculture
with 3 ml of sterile water. Control setup 2 (C2) consisted of 2 ml of yeast preculture
with 2 ml of sterile water and 1 ml of 2 mM hydrogen peroxide solution. This tested
the effect of hydrogen peroxide on the growth of yeast. The test setup (T) had 2 ml of
yeast preculture addedwith 2ml of plant extract and 1ml of 2mMhydrogen peroxide
solution. This tested the effect of antioxidants on the growth of yeast treated with
hydrogen peroxide. Five replicates of each setup were prepared. The set-ups were
incubated at 30 °C for 60 min. Serial dilution, plating and incubation of plates were
done according to that previously described.

5. Investigating effects of plant extracts on yeast cells treated with ethanol

Three setups were prepared. Control setup 1 (C1) contained 3 ml of yeast preculture
with 3 ml of sterile water. Control setup 2 (C2) contained 3 ml of yeast preculture
with 1.8ml of sterile water and 1.2ml of absolute ethanol to give a final concentration
of 20% (v/v) ethanol. This tested the effect of ethanol on the growth of yeast cells
in the absence of antioxidants. The test setup (T) was made up of 2 ml of yeast
preculture added with 1.8 ml of plant extract and 1.2 ml of absolute ethanol. This
tested the effect of antioxidants on the growth of yeast cells treated with ethanol.
Five replicates of each setup were prepared. Serial dilution, plating and incubation
of plates were done according to that previously described.

6. DPPH antioxidant test

1,1-diphenyl-2-picryl-hydrazil (DPPH) is a free radical which produces a purple
solution when dissolved in methanol. When it is reduced by antioxidants, a change
in colouration from purple to yellow is observed. The negative control consisted of
1.0 ml of DPPH, 1.9 ml of methanol and 0.1 ml of sterile water. In the test set-up,
plant extract replaced sterile water. Five replicates were prepared. For the respective
blanks for each set-up, methanol was added instead of DPPH solution. The initial
absorbance was measured at 517 nm against the respective blanks and the mixtures
were then left to stand in the darkness for 20min, before the final absorbance readings
were measured. The radical scavenging activity (in %) was then calculated based on
the following formula:

Final absorbance of control − f inal absorbance of test

Final absorbance of control
× 100%

4 Results

4.1 Effect of Phytoextracts on Yeast Cells After UV Exposure

Exposure of S. cerevisiae cells to UVC light for 30 s was found to decrease colony
forming units by 86%, but addition of aqueous extract of Zingiber officinale showed
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Fig. 1 Graph showing the effect of ginger extract on UV-treated yeast cells

Fig. 2 Graph showing the effect of capsicum extract on UV-treated yeast cells

significant ameliorative effects, reducing loss of CFUs to only 17% (Fig. 1). Addition
of aqueous extract of Capsicum annuum showed even stronger ameliorative effects,
restoring CFUs with only a loss of 4% (Fig. 2). However, mixture of both extracts did
not restore CFUs at a significantly higher rate than the individuals extract, thus it was
not found to exhibit synergistic effect (Fig. 3). The Kruskal-Wallis test p value was
0.00547 for setups with ginger, 0.00896 for capsicum, and 0.0015 for the mixture,
showing that the differences in number of colony forming units were statistically
significant. The plates are shown in Fig. 4.

4.2 Effect of Phytoextracts on Yeast Cells Treated
with Hydrogen Peroxide

Treatment of S. cerevisiae cells with hydrogen peroxide decreased CFUs by 83%,
but addition of aqueous extract of Capsicum annuum restored the CFUs with a
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Fig. 3 The effect of a mixture of ginger and capsicum extracts on UV-treated yeast cells

Fig. 4 Plates with yeast colonies. C1 and C2 represent control 1(no UV) and control 2 (UV),
respectively. C3 and C4 represent control 3 (ginger extract) and control 4 (capsicum extract),
respectively. T1 and T2 represent test 1 (ginger extract with UV) and test 2 (capsicum extract with
UV), respectively. Dilution factors for all setups were 10−4 or 10−5, but 10−2 for control 2

loss of 37%, while the addition of aqueous extract of Zingiber officinale restored
the CFUs with a loss of only 11% (Fig. 5). A mixture of extracts was not found to
exhibit synergistic effect (Fig. 6). The p values in the Kruskal-Wallis test were 0.0062
and 0.0023 for individual extracts, and the mixture, respectively, showing statistical
significance in the number of yeast colonies among setups (Fig. 7).

4.3 Effect of Phytoextracts on Yeast Cells Treated
with Ethanol

Treatment of S. cerevisiae cells with ethanol decreased CFUs by 95%, but addition
of aqueous extract of Zingiber officinale restored the CFUs with a loss of 44%, while
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Fig. 5 Graph showing the effect of capsicumandginger extracts onyeast cells treatedwith hydrogen
peroxide

Fig. 6 Graph showing the effect of mixture of capsicum and ginger extracts on yeast cells treated
with hydrogen peroxide

Fig. 7 Plates with yeast colonies. C1 and C2 represent control 1 (no hydrogen peroxide) and
control 2 (hydrogen peroxide), respectively. T1 andT2 represent test 1 (ginger extract with hydrogen
peroxide) and test 2 (capsicum extract with hydrogen peroxide), respectively. Dilution factors for
all setups were 10−4, but 10−2 for control 2

the addition of aqueous extract ofCapsicum annuum restored the CFUswith a loss of
only 35% (Fig. 8). The Kruskal-Wallis test p value was 0.00151, indicating that the
difference in the mean number of yeast colonies in setups was statistically significant
(Fig. 9).
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Fig. 8 Graph showing effect of capsicum and ginger extracts on yeast cells in the presence of
ethanol

Fig. 9 Plates with yeast
colonies. C1 and C2
represent control 1 (no
ethanol) and control 2
(ethanol), respectively. T1
and T2 represent test 1
(ginger extract with ethanol)
and test 2 (capsicum extract
with ethanol), respectively.
Dilution factor was 10−4,
except 10−2 for control 2

4.4 DPPH Antioxidant Assay

DPPH antioxidant assay was carried out to quantify the radical scavenging activities
of both extracts. The radical scavenging activity ofZingiber officinalewasdetermined
to be 60.33% whereas that of Capsicum annuum was 65.45% (Fig. 10). The Mann-
Whitney U test gave a p-value of 0.01208, showing that the differences in final
absorbance of the control and test were statistically significant.
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Fig. 10 Graph showing final absorbance in the DPPH test

5 Conclusion and Discussion

In the present study, oxidative stress was induced on Saccharomyces cerevisiae via
exposure to UV light, hydrogen peroxide, and ethanol, resulting in significant loss of
colony forming units (CFUs). However, loss of CFUs was greatly restored with the
addition of aqueous extract of ginger (Zingiber officinale) and red capsicumor red bell
pepper (Capsicum annuum), which can be attributed to the antioxidant compounds
present in both plants. This is supported by the results from the DPPH assay showing
the strong free-radical scavengingproperties of both extracts.However, no synergistic
effect was found for the ginger-capsicum mixture.

Hydrogen peroxide is a reactive oxygen species itself, so the loss in CFUs after
treatmentwith hydrogen peroxide can be attributed to the action ofROSwhich causes
oxidative stress, directly leading to cell death. UV light induces oxidative stress by
releasing inflammatory cytokines which results in the generation of ROS [6]. As for
ethanol, the process of oxidative stress is much more complicated as it is induced
via multiple pathways such as damage to the cell membrane leading to increased
cell membrane permeability, as well as depletion of antioxidant enzymes and release
of inflammatory cytokines [11]. The reduction in loss of CFUs can be attributed
to the plant antioxidant compounds found in the phytoextracts which scavenge free
radicals, therefore protecting yeast cells from oxidative stress.

Both capsicum and ginger extracts showed strong ameliorative effects, which also
correspondswith the high antioxidant levels found in these extracts. One in vivo study
reported that ginger essential oil increased antioxidant marker enzymes like catalase
and glutathione peroxidase, and hence the cells’ viability of hydrogen peroxide-
induced oxidative stress [8]. As for capsicum, compounds like ascorbate, as well
as gallic acid, which are both found in high amounts in Capsicum annuum, could
have been the main factor behind the restoration of yeast CFUs. One study by Wu
et al. [12], showed that ascorbate and gallic acid scavenged hydrogen peroxide by
mitigating the oxidant-induced growth arrest of the yeast cells.



740 J. Y. Koo et al.

A limitation in this studywas the difficulty in standardising the antioxidant content
in the extracts of ginger and capsicum each time a fresh batch of extract was prepared,
thus leading to varying concentrations of antioxidants. Further research could be
conducted using other inducers of oxidative stress apart from those used in the present
study, and also investigate whether other solvents could be used to effectively extract
antioxidants from the plants.
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Development of a First-Aid Smart
Assistant Device Using IoT Technology
and Augmented Reality

Cheng Zhi Ying

Abstract The objective of this project is to build a system software that could assist
any first responder irrespective of their background in first-aid. The system soft-
ware employs a combination of Internet of Things (IoT) technologies to dial for
emergency medical assistance as well as make a diagnosis of the first-aid treatment
needed.AcustomImageRecognition (IR) service is trainedusing IBMWatson’s deep
machine-learning to assess the casualty’s primary condition based on data analytics
of the photo taken. Training phrases are fed into Dialogflow to construct a voice and
text-based conversational interface for Google Assistant’s Artificial Intelligence (AI)
to give a secondary first-aid diagnosis. Vuforia’s Augmented Reality (AR) engine in
Unity is then enlisted via Target Detection to display a superimposed visual-aid of a
virtual assistant applying first-aid on the casualty. The various components are amal-
gamated using the AI’s autonomous control over the IR andAR applications to create
the proposed end-to-end system software. Lastly, XCode, an app-building engine,
develops the components built in the various software into prototype mobile appli-
cations. Future prototyping could assist first responders during an actual emergency
and complement SCDF’s efforts of promoting high standards of first-aid through the
myResponder application.

Keywords Augmented reality · Image recognition · First-aid

1 Introduction

1.1 Internet of Things (IoT)

The Internet of Things (IoT) is the neural internetworking of web-enabled devices
and has hence emerged as the paradigm shift of future Internet applications because
of its two key attributes. Firstly, IoTs are embedded with Artificial Intelligence (AI)
that allows for autonomous control over many devices. Thus, time spent as a result
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of human intervention to toggle and navigate between different control systems is
minimised. This radically improves users’ convenience and an evident example of
this is the development of smart home controls such as Amazon Alexa. Secondly,
IoTs leverages on machine learning. Therefore, given enough training datasets, IoTs
are highly trainable and opportunities such as Image Recognition (IR) services are
presented by IoT’s capability to analyse and employ the data received.

1.2 Augmented Reality (AR)

Augmented reality (AR) is the integration of digital information with the end-user’s
real-world environment. As such, when AR is used in educational tools, it has the
aptitude of enhancing visual learning and it has hence given rise to many visual-aid
applications in the healthcare sector [1]. By bringing life-saving information into
the medics’ field of vision with the assistance of AR, the administration of medical
treatment can be executed with greater precision in a significantly shorter duration
[1].

1.3 IoT and AR Integrated Application in First-Aid

First-aid is the simple medical assistance given to prevent the degradation of a
person’s health condition before professional medical care is made available. Despite
its vitality in lifesaving, the importance of first-aid is often undervalued. According
to research done by St John, an organisation well-versed in providing first-aid and
ambulance services, the lack of first-aid expertise endangers an average of 150,000
lives a year [2]. Heart attack emergencies where first-aid would have made a differ-
ence kill at least 29,000 yearly and 70% of these deaths occur before the victim
reaches the hospital [3]. A research paper from the University of Warwick revealed
that one-in-eight cardiac arrest patients could not be saved as the rate of bystanders
with CPR knowledgewas very low [3].Without prior first-aid knowledge, bystanders
are uncertain of the type of first-aid to administer as there could be similar or over-
lapping symptoms. Furthermore, they are also unsure of how to carry out proper
first-aid procedures even if they knew the type of first-aid to administer. Evidently,
the need to equip people with basic first-aid skills has become increasingly apparent
over the years but the time-consuming nature of professional first-aid courses is a
major deterrent. With a time allowance of as short as six minutes to save a life [4],
current first-aid tutorials online would likewise be ineffective during an actual emer-
gency as they are used as teaching material before the emergency and not during
the emergency itself, making them relatively lengthy. Moreover viewers may also
find these tutorials confusing because of the angling of the videography. Learning
from a third person point-of-view (POV) demonstration does pose as a learning
barrier, especially for more complicated first-aid procedures [1]. Hence, this project
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aims to create a software, the First-aid Aider, that will respond with useful first-aid
information presented in an easily comprehensible manner for real-time and proper
administration of first-aid by any first responder, regardless of their proficiency in
first-aid.

2 Method

2.1 Design Thinking Process

A general concept of the software was first formulated by tapping on the useful
characteristics of IoTs and AR technologies. The empowerment of an IR service
could resolve issues on uncertain diagnoses by inexperienced first responders as an
IR service could be trained to identify the symptoms of the casualty using deep
machine learning and thus propose a primary diagnosis to the first responder. On
the other hand, an AR service could serve as a visual-aid to teach first-aid in a clear
and concise manner by showing an “AR virtual assistant” performing first-aid on
the casualty itself from a first person POV. To create this effect, an AR video player
will be created. A first person POV first-aid video with a transparent background
will be played such that only the hands of the first-aider in the video can be viewed.
This is so that the video can be superimposed on the casualty. In doing so, even
amateur first-aiders can quickly replicate the same actions displayed by the AR and
administer the necessary treatment. This is because unlike watching online tutorials,
the first responder need not have to spend time understanding the first-aid tutorials in
the third person POV before applying this understanding to the casualty from their
first person POV.

However, the IR and AR services are built on two different platforms. Thus,
incorporating a suitable IoT’s AI is imperative to merge the separate IR and AR
platforms into one complete end-to-end system by having the AI toggle between the
two different platforms with the AI’s autonomous control over them. Furthermore,
the AI will also help give a more contextualised secondary diagnosis by asking the
user more questions after the IR’s primary diagnosis is given (Fig. 1).

2.2 Actuation and Prototyping Process

Different development tools were used to create, test and finalise the various AI, IR
and AR components. After building the individual components with the respective
platforms, the prototyping stage of unifying them into a single application system
that can be used on mobile devices commenced. This was done with an application
building engine, XCode.
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Fig. 1 Workflow of the first-aid aider application system

3 Methodology and Results

3.1 Google Assistant and Dialogflow

For the purpose of the prototype, the Google Assistant was chosen as a suitable AI
due to the fact that it allows custom tailoring of conversations between the user and
the Google Assistant using the Dialogflow console. As such, it can be easily trained
to give useful and appropriate replies in response to all kinds of emergency situations.

The Dialogflow console operates on a fundamental call and response principle
in the form of intents and responses. Intents refer to the wants of the user and in
this context, they are the verbal first-aid procedures required by the user. Responses
refer to the utterances spoken and displayed back to the user by the Google Assistant
(Annex, Fig. 2).

The training of the Google Assistant constituted of two processes. The first was
charting the dialogue succession between Google Assistant and the user to call for
an ambulance and to teach the respective first-aid scenarios based on the intent of
the user after they have used the IR component (Annex, Figs. 3, 4, 5 and 6). The
second was training the Google Assistant to recognise the intent of the user. As the
same intent would have infinite variations of phrasing, Google Assistant had to be
trained to comprehend the intent and invoke the correct corresponding response.
Hence, training phrases, different ways of how a user’s intent can be worded, were
fed and processed by the Google Assistant (Annex, Fig. 7). With Dialogflow’s
machine learning, Google Assistant can understand similar user utterances to the
training phrases and this increases the accuracy of Google Assistant returning the
right response.
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3.2 Result of AI Development

Testing of the Google Assistant showed that it was able to recognise the intents of the
user well and respond accordingly. The Google Assistant was also useful in giving a
secondary diagnosis by asking important clarifying questions to assess if the correct
diagnosis has beenmade. For instance, the first responder was able to better discern if
the injury is a sprain and fracture, which is commonly hard to tell apart, when asked
by the Google Assistant to check for the presence of the differentiating symptoms
of the casualty (Annex, Fig. 6). As the voice of the Google Assistant is computer
generated, it was helpful in reading out a steady count when the user’s intent was to
perform Cardiopulmonary resuscitation (CPR). The speed of the Google Assistant’s
speech delivery is also tailored close to a rate of 100 bpm, the appropriate rate for
delivering CPR [5], which increased the user’s success rate in performing it.

3.3 IBM Watson Visual Recognition

IBM Watson Visual Recognition is an IR service that relies on high-performing
convolutional neural networks and deep learning algorithms by Python Keras
libraries in Jupyter Notebook. Apart from its reliability and accuracy as a service,
IBM Watson Visual Recognition gives users the option of developing custom IR
classifiers with their own image collection. Hence, IBMWatson was selected for the
IR service for the First-aid Aider.

To begin with, training images were prepared for each type of first-aid treatment
needed (Annex, Fig. 8). The minimum training data size of a classification class is
ten images. Thus, an average of 30 images for each class was used to improve the
accuracy of the customised IR service (Annex, Fig. 9). After the custom IR service
was trained, test images that were not part of the training image datasets were used to
evaluate the accuracy of the IR service. Fine tuning and retraining of the IR service
began after some of the test images were wrongly identified. After which, the IR
service was downloaded as a compatible Core ML model file type to develop the IR
application with the application building engine, XCode.

3.4 Xcode

The building of the IR application comprised of two steps. The first was writing the
script for the IR service in Swift. Taking reference from James Rochabrun’s project
for an IBMWatson Objects Identifier Application [6], the script was modified to suit
the needs of the IR service for the First-aid Aider (Annex, Fig. 10). The second step
was to design the interface of the application design in Xcode’s Main.storyboard. A
UIButton was included at the bottom of the application for the user to take a photo



746 C. Z. Ying

of the casualty. An UIImageView was added next for the photo taken to be displayed
in the IR application. Lastly, a UILabel was used to display the classification of the
first-aid treatment to be shown on the phone screen. The iOS application was then
built and downloaded for testing on an iPhone (Annex, Fig. 11).

3.5 Result of IR Application

Experimenting with the IR application showed that it was capable of identifying
the correct first-aid treatment needed. It was also proven to be useful in identifying
multiple injuries on a casualty so that it covered all the necessary first-aid that needed
to be performed.

3.6 Vuforia and Unity AR Application

Unity is a 2D and 3D development engine that is commonly used to build virtual
graphics. Using Unity with Vuforia AR Support, an AR video player with play, pause
and scrubbing functions was easily created.

Vuforia AR Support was selected as its AR technology relies on Target Images
to superimpose the AR object in the real world. This means that the AR object will
only be displayed when a specific image is detected. Hence, using this concept of
Target Images, the Target Image was set as the casualty’s injuries. This way the AR
video player with the first-aid animation can be overlaid over the casualty’s injury
directly.

To build the video player, a 3D plane was used Play and Pause UIButtons were
created below the plane. Unity’s VideoPlayer.Play and VideoPlayer.Pause functions
were attached to the respective UIButtons. Finally, A UISlider was introduced to the
video player with a script written in C++ to allow the user to scrub the video (Annex,
Fig. 12).

3.7 Adobe Premiere Pro CC

Adobe Premiere Pro CC is a video editing software that removes the backgrounds of
videos with the use of green screens. After editing the videos with Adobe Premiere
Pro CC, the background of the first-aid tutorial was removed and added to Unity’s
video player for the intended effect of an “AR virtual assistant” (Annex, Fig. 13).
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3.8 XCode

Xcode was used again to build the iOS application on the iPhone for testing.

3.9 Result of AR Application

The AR video was successfully superimposed in the real-world and all three play,
pause and scrubbing functions worked well. The superimposed first person POV
demonstration was also significantly simpler for a first responder with no first-aid
experience.

Unfortunately, with the current AR technology, Vuforia was only able to display
AR objects with a static 2D Target Image or miniscule 3D Target Images. Larger
3D Target Images such as human body parts were not recognised. Therefore for
the purpose of the prototype, 2D printed images were used as Target Images to
demonstrate this concept (Annex, Fig. 13). With further development of Vuforia’s
Target Image technology however, such anARapplication can be created to recognise
real human body parts as Target Images.

4 Conclusion

In conclusion, the prototype shows that the concept of utilizing useful characteristics
of IoT and AR technologies significantly helps inexperienced first responders to
firstly, identify the symptoms of the casualty using machine learning data analytics
and secondly, learn first-aid in a clear and concise manner using AR as a visual-aid.
Although the prototype had a limitation of not being able to detect 3D objects like
human body parts with the current Vuforia AR technology, but further prototyping
of this project will allow the convergence of IR and AR technologies to potentially
revolutionise the administration of first-aid to save more lives.
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ANNEX

Fig. 2 Dialogflow console and its operations

Fig. 3 Dialogue successions created for each intent for the respective first-aid treatments
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Fig. 4 Default welcome intent and response from Google assistant

Fig. 5 Default fallback intent and response from Google assistant
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Fig. 6 Dialogue succession under the treatment for the sprain or fracture treatment intent

Fig. 7 Training phrases for different utterances by the user but with the same intent
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Fig. 8 IBM Watson training images

Fig. 9 Training image sizes for each classification class
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Fig. 10 Script in swift for the IR application
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Fig. 10 (continued)
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Fig. 10 (continued)

Fig. 11 IR application prototype
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Fig. 12 Script written in C++ for the UISlider
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Fig. 13 Arm bandage tutorial displayed by the AR application prototype using a 2D Target Image
on the iPhone
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The Synthesis and Design
of Nanoparticles for Measuring Traction
Forces in Living Cells

Su Minn Jeilene Ho, Ming Guo, Nicolas Fang, Satish Kumar Gupta,
and Zheng Zhang

Abstract In the cytoplasm of mammalian cells, there are diverse and continuous
intracellular movements essential for cell physiology, such as the transport of vesi-
cles and other organelles. It is crucial to determine varied mechanical behaviours
of the cell from viscous, viscoelastic, and poroelastic to pure elastic for differing
physiological cell processes. In this project, poly(N-isopropylacrylamide), PNIPAM
nanoparticles were synthesised and designed tomeasure traction forces in living cells
via the passivemicrorheologymethod. Confocalmicroscopywas used for characteri-
sation of the nanoparticles such as its size and shape. Subsequently, the nanoparticles
were injected into a living cell’s cytoplasm and intracellularmovementwas observed.
The video was then analysed to determine the traction forces in the cells using the
passive microrheology method. The nanoparticles were found to be non-toxic to
the cells and were able to successfully permeate through the cell membrane. Thus,
these nanoparticles can be used to further comprehend the mechanics of cells. By
expanding on our knowledge of the intricacies of cell physiology, nanoparticle-based
monitoring of cells paves the way for understanding the effect of cancer mutations
on normal cells.

Keywords Nanoparticles · PNIPAM ·MDCK cells · Confocal microscopy · Cell
mechanics

1 Introduction

In the cytoplasm of mammalian cells, there are diverse and continuous intracellular
movements essential for cell physiology, such as the transport of vesicles and other
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organelles. While biological motors and enzymatic processes provide key driving
forces for these activities, the mechanical properties determine the mechanical resis-
tance that cellular compartments experience. Hence, in order to understand living
cellular machinery, it is paramount that the active driving force and appropriate
mechanical environment to overcome for transport [1] is determined. Furthermore,
previous research has shown that cells have both viscoelastic [2] and poroelastic [3]
properties. Viscoelasticity is defined as the property of a material that exhibits both
viscous and elastic properties during deformation: Elastic materials deform instan-
taneously when stretched and return back to their original configuration instantly
after the removal of stress, whereas viscous materials deform at a constant rate under
constant stress while exhibiting time-dependent behaviour [4]. In the context of cells,
those with viscoelastic properties deform under constant stress while demonstrating
time-dependent behaviour and are able to fully recover to their original form once
stress is removed. Poroelastic materials are porous mediums in which pore volume
changes when an external load is exerted onto the material, resulting in the defor-
mation of the solid. Hence, it is crucial to determine varied mechanical behaviours
of the cell from viscous, viscoelastic, and poroelastic to pure elastic for differing
physiological cell processes. To date, little groundwork has been made in the study
of mechanical properties of the cytoplasm as compared to the research for the force
that molecular motors generate both individually and collectively [5, 6].

This project aims to synthesise and design poly(N-isopropylacrylamide),
PNIPAMnanoparticles in living cells for themeasurement of traction forces by using
the passive microrheology method. PNIPAM nanoparticles was mixed with fluores-
cein O-methacrylate (FMA) dye to enable inverted confocal microscopy to study
surface morphology. Subsequently, the nanoparticles will be injected into a living
cell’s cytoplasm and a video of its movement within the cell is taken. Thereafter, the
speed at which the nanoparticle moves in the cell and its diameter is obtained. These
values can then be used to deduce the varied mechanical behaviours of the cell for
physiological cell processes.

2 Methods

2.1 Synthesis of PNIPAM Particles

N-isopropylacrylamide (NIPAM, 6 g) monomer, N0-methylene-bisacrylamide
(BIS, 150 mg) crosslinker and 2-Aminoethylmethacrylate hydrochloride (AEMA,
25.8 mg) [7] are dissolved in 150 mL deionized (DI) water and stirred under nitrogen
flow at 60 °C. Subsequently, 10 mg of fluorescein O-methacrylate (FMA) dye was
dissolved in 5 mL DI water and added into the mixture. 30 mL of mixture and
60 mL of DI water were added to a double-walled glass reactor coupled to a water
circulation thermostat (Fig. 1). The reactor was then fitted with a reflux condenser,
a mechanical stirrer, a septum and a nitrogen gas inlet. Under nitrogen and stirring,



The Synthesis and Design of Nanoparticles for Measuring … 761

Fig. 1 Synthesis of
PNIPAM nanoparticles with
the use of a double-walled
glass reactor

the reaction mixture is heated to 80 °C [8]. Then, 31.2 mg of ammonium persulfate
catalyst dissolved in 6 mL of water is added into the reactor. The rest of the mixture
was added into the reactor at 1 mL/min using a syringe pump at the rate of 1 mL/min.
After a few hours, the reaction mixture was allowed to cool before centrifugation.

2.2 Inverted Confocal Microscopy

An inverted confocalmicroscope (Leica, Leica TCSSP8MP)was used for its distinc-
tive ability to control field depth and eliminate or reduce background information
away from the focal plane which results in image degradation [10]. Inverted confocal
microscopy was used to evaluate 3 characteristics of the nanoparticles. Firstly, it was
used to check if the fluorescence of the nanoparticles came through. Secondly, if the
sample is too dense and needs to diluted, this is determined when clustering of the
nanoparticles is observed. Lastly, the spherical shape and size of the nanoparticles
is verified. Furthermore, the inverted confocal microscope is used to determine if
the nanoparticles have successfully entered the cells while a video is recorded. A
schematic of the inverted confocal microscope can be found in Fig. 2.

2.3 Cell Culture

Madin-Darby Canine Kidney (MDCK) cells were cultured in DMEMmedium [10%
Fetal bovine serum (FBS), 1% Penicillin-Streptomycin (PS)]. As the cells were
transfected with Green Fluorescent Protein (GFP), they were able to fluoresce under
the inverted confocal microscope. As the nuclei of the cells are very large (~10 µm)
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Fig. 2 Schematic of inverted
confocal microscope [9]

relative to the size of the PNIPAMnanoparticles synthesised, it is easy to differentiate
between the cells and the nanoparticles during imaging.

2.4 Dynamic Light Scattering

Dynamic Light Scattering (DLS) (Wyatt, DynaPro NanoStar) was used to determine
the size of the nanoparticles across a series of temperatures from 25 °C to 45 °C in
intervals of 5 °C. Each data set consisted of 10 acquisitions with the time interval
of 5 s while the set temperatures used were 25 °C, 30 °C, 32 °C, 35 °C, 40 °C and
45 °C (Fig. 3a). Solvent specific parameters were set to that of water as the samples
had densities close to that of water (Fig. 3b).

A stability test was also performed to deduce the stability of the PNIPAM
molecules between 30 °C and 35 °C. This verifies PNIPAM’s ability to reform into
its original size after contraction at temperatures above 32 °C.

2.5 FIJI

FIJI was used to track the movement of the nanoparticles in the cell using the plugin,
TrackMate. The parameters were set as shown in Fig. 4a.
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Fig. 3: (a) Instrumental and (b) solvent parameters for DLS

3 Results

Two sizes of spherical PNIPAM particles are used. During the synthesis of Batch
A of nanoparticles, the surfacant, Sodium Dodecyl Sulfate (SDS) was added to
form smaller particles of the average size of 700 nm at room temperature which is
determined through DLS from preliminary results (Fig. 4b(i)). In Batch B, surfacant
was not added and it was found that the size of the nanoparticles was an average
of 1067 nm at room temperature (Fig. 4b(ii)). Additionally, it was observed that the
radius of the particles decreases drastically after 32 °C which verifies its expected
thermoresponsiveness.

Furthermore, the stability of the PNIPAM nanoparticles from Batch B was also
analysed. From Fig. 4c, it was observed that there was no significant variation of the
particle radius throughout the three runs for each temperature (30 °C and 35 °C).
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Fig. 4 (a) Parameters for FIJI (b) Dynamic Light Scattering of i) Batch A nanoparticles ii) Batch
B nanoparticles (c) Stability test between 30 °C and 35 °C

Hence, we deduce that the PNIPAM nanoparticles are relatively stable. However,
it was observed that in comparison to the first and second runs (Run 1–4) for each
temperature, the third run (Run5–6) had agreater variation.Thus, increased repetition
of readings will enable the verification of nanoparticle stability.

To add on, it was discovered that the nanoparticles had inconsistent sizes as
shown in Appendix. This is possibly due to the lack of surfacant added during the
synthesis of the particles fromBatchBwhich results in inconsistent sizes of PNIPAM
nanoparticles.

For Batch A, it was deduced that the particles had fluoresced and there was no
clustering when diluted (Fig. 5b, c). Images collected from the inverted confocal
microscope confirmed that the nanoparticles were spherical. However, for batch B,
it was discovered that the nanoparticles emitted fluorescence weakly and many that

Fig. 5 Inverted confocal microscopy of batch A (a) dense sample (184.88 × 184.88 microns) (b)
dilute sample (184.88 × 184.88 microns) (c) dilute sample (69.76 × 69.76 microns)
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were present in the bright-field image (Fig. 7b) was not seen in the fluorescent image
(Fig. 7a). This is possibly due to the FMA dye in the nanoparticles no longer being
excited due to constant exposure to visible light.

To verify the proposed non-toxicity of the nanoparticles, 50 µL of nanoparticles
from Batch A was added to the DMEM medium of the sub-cultured cells. It was
discovered that the nanoparticles did not affect cell growth in the culture and thus
were deemed non-toxic to the living MDCK cells as illustrated in Fig. 6.

Subsequently, with the use of the inverted confocal microscope, it was deduced
that the nanoparticles had successfully entered the cells. This is determined by adding
varying amounts of nanoparticles from both batches into the sub-culture of the cells
in a (35 mm × 10 mm) petri dish. The cells are left in the incubator for at least a
day to grow and attach to the bottom of the petri dish. Once taken out, the solution
is poured out and the samples are washed 3 times with 2 mL of Phosphate-Buffered
Saline (PBS) each time. In Fig. 6, it is observed that there are green specks in the

Fig. 6 (a) MDCK cells with 50 µL of Batch A i) zoomed out image ii) zoomed in image. (b)
MDCK cells with no nanoparticles i) zoomed out image ii) zoomed in image
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Fig. 7 Inverted confocal microscopy of Batch B (482.23× 482.23 microns) (a) under fluorescence
(b) bright-field

image for the MDCK cells with nanoparticles (Fig. 6a(ii)) which is not found in
the images taken of just MDCK cells (Fig. 6b(ii)). The green specks are known to
be the nanoparticles. As additional nanoparticles that did not enter the MDCK cells
would have been washed away previously, it is determined that the nanoparticles
have successfully entered the cells.

The MDCK cells with 100 µL of Batch B were analysed with the use of FIJI.
The yellow pathways of the particles previously marked by the software with purple
circles (Fig. 8a) were drawn (Fig. 8b). However, it is known that the particles did not
travel as much as the pathways suggested from the video taken. Thus, this method
of tracking the cells is inaccurate. However, the accuracy of this measurement can

Fig. 8 (a) Particles marked by FIJI are demarcated by the purple cells (b) Path of particles is
represented by yellow lines for MDCK cells with 100 µL of Batch B



The Synthesis and Design of Nanoparticles for Measuring … 767

be improved by increasing the fluorescence of the nanoparticles such that it is more
easily detected by the software.

4 Discussion

This work aimed to synthesise and design poly(N-isopropylacrylamide), PNIPAM
nanoparticles tomeasure traction forces in living cells. It was found that Poly-NIPAM
particles of sizes 700nm and 1067 nm were able to successfully permeate the cells’
membrane and were not toxic to the cell. This can have many further applications as
it is a non-invasive method to understand the cells physiology.

PNIPAM particles also have thermoresponsive properties which can be explored
further. It is known that PNIPAM has a volume phrase transition temperature of
32 °C. Below 32 °C, PNIPAM particles are clear and transparent (Fig. 9a). Above
32 °C, the nanoparticles will contract and become cloudy white instead (Fig. 9b).
Hence, they can potentially be used to sense the internal temperature of the living
cell.

Furthermore, PNIPAM particles have also been found to have pH-responsive
properties by incorporating a weak acid or base into the NIPAM network through
co-polymerisation [11]. Thus, this concept can be further explored by testing forweak
acid/base and NIPAM combinations that are non-toxic to the cells. Consequently,
PNIPAM particles can also serve as pH-sensors of the cells’ cytoplasm.

Fig. 9 (a) Clear PNIPAM solution with yellow cluster below 32 °C (b) Cloudy white PNIPAM
solution with white cluster above 32 °C
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Another possible advancement of the project is by manipulating the nanoparticles
in the cell with optical tweezers. The nanoparticles can be dragged unidirectionally
with constant forces exerted on them with the aid of optical tweezers through optical
trapping [1].

Lastly, different characteristics of the nanoparticles can be further explored such as
a greater size range and even varying shapes such as cylindrical or pyramidal shapes.
The effect of cancer mutations on the cells can also be investigated by injecting
nanoparticles into a cancerous cell and a normal cell. This can be determined by
evaluating the difference in mechanical properties of the living cells cytoplasm.
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Appendix: Dynamic Light Scattering

See Fig. 10, 11, 12, 13, 14 and 15.

Fig. 10 DLS readings at 25 °C
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Fig. 11 DLS readings for all 3 runs at 30 °C
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Fig. 12 DLS readings at 32 °C

Fig. 13 DLS readings for all 3 runs at 35 °C
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Fig. 13 (continued)

Fig. 14 DLS readings at 40 °C

Fig. 15 DLS readings at 45 °C
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An Investigation into the Ability
of Mesocarp of Durian, Lemon, Pomelo
and Sweet Orange in Reducing Residual
Nitrite Content in Processed Meat
Products

Wei Le Lim, Zong Hon Justyn Lae, Zhi Yuan Melvin Loh,
and Conrad Zheng

Abstract Sodium nitrite is a preservative used in processed meat which can react
with compounds found in the meat to form carcinogenic products.Research has
shown that the mesocarp (the middle layer of the peel) of some citrus fruits is able
to reduce the nitrite content of processed meat when incorporated in the meat during
the manufacturing process. Hence, we investigated the effectiveness of the meso-
carp of Durian (Durio zibethinus), Lemon (Citrus limon), Pomelo (Citrus maxima)
and Sweet Orange (Citrus sinensis) in reducing nitrite content. In our experiment,
fruit mesocarp was mixed with processed chicken sausages. The concentration of
sodium nitrite in the sausages was measured before and after the mixing. The type of
mesocarp, mesocarp concentration and duration of reaction between the mesocarp
and sausages were varied in our experiments. The mesocarp concentrations we used
were 5% and 10%, while the duration of reaction was 1 day and 1 week. We found
that at 10% concentration of mesocarp and after 1 week of reaction, lemon was the
most effective at reducing residual nitrite content, followed by durian, pomelo and
sweet orange.
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1 Introduction

Nitrites and nitrates are used in the manufacturing of meat products. Sodium nitrite
is a preservative that fights harmful bacteria in ham, salami and other processed and
cured meats and also gives them their pink colouration. However, extra nitrite, or
residual nitrite that is not involved in preservationmight be harmful.During themanu-
facturing process of certain meats, sodium nitrite combines with naturally present
amines in themeat to form carcinogenic N-nitroso compounds.When ingested, these
compounds are associated with the cause of cancer [1].

Through research, we found that the mesocarp of citrus fruits such as lemon
and orange can reduce nitrite levels in meat products. Mesocarp is defined as the
middle layer of pericarp, or the fleshy part of certain fruits. Mesocarp of certain
fruits might contain biologically active compounds that could reduce sodium nitrite
[2]. Moreover, the biologically active compounds, such as flavonoids and vitamin C,
contain antioxidant properties that may exert higher health promoting effects [3].

Hence,we investigated the effectiveness of themesocarp of durian, lemon, pomelo
and sweet in reducing residual nitrite content in sausages. Pomelo was chosen as it
is a tropical citrus fruit that was untested, and durian as it is a tropical, non-citrus
fruit that could be a potential alternative to citrus mesocarp. Tropical fruits could
potentially be easier to obtain given Singapore’s tropical climate.

We evaluated the effectiveness of the four fruit mesocarp in reducing residual
nitrite content by using a colourimetric procedure to test for nitrite reduction levels
in cured chicken sausages that had been treated with the four different types of
mesocarp. Nitrite reacts with NEDA-Sulfa in acidic solutions to produce a purple-
coloured solution according to the equation below. The more intense the colour of
the solution, the higher the concentration of nitrite present [4].

C12H14N2(NEDA) + C6H8O2N2S (sulfa) + NO−
2 (nitrite) + H+(acid)

→ C18H19O2N5S(purple colour) + 2H2O

We measured the absorbance reading of the samples using a microplate spec-
trophotometer and plotted a calibration graph against concentration of sodium nitrite,
thereby concluding which mesocarp was most effective in reducing residual nitrite
content.

From our background reading, all citrus fruit albedo (mesocarp) contains the
biologically active compounds responsible for reducing nitrite content [2]. Hence,
we hypothesised that lemon, orange, pomelo mesocarp, being citrus fruits, are more
effective in reducing residual nitrite content than durian. However, currently not all
the biologically active compounds that are responsible for reducing nitrite content
have been identified and we could not hypothesise which fruit mesocarp amongst
the citrus fruits might be able to reduce the greatest amount of nitrite content.

We hope that through our research, manufacturers are able to use fruit mesocarp to
effectively reduce residual nitrite content in processed meat products for the benefit
of consumers’ health.
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2 Materials and Methods

2.1 Materials

The materials and chemicals used in our project are: cured chicken sausages,
sweet orange, pomelo, lemon and durian mesocarp, potassium ferrocyanide, zinc
acetate, borax solution, sulfanilamide, hydrochloric acid, N-1-naphthalenediamine
dihydrochloride (NEDA) and sodium nitrite.

The equipment used in our project include a microplate spectrophotometer, an
electronic balance, micropipettes, a blender and other common laboratory apparatus
like filter funnels, filter paper, beakers, glass rods, test tubes andmeasuring cylinders.

2.2 Method

Preparing the mesocarp

1. Cut out lemon mesocarp from the fruit and place the mesocarp in a beaker and
immediately keep it in the freezer. When needed, the lemon mesocarp is thawed
at room temperature.

2. Use a blender to obtain a powdery form of mesocarp. Then, put it in an oven on
low heat for 2 days so as to remove water content.

Mixing the dry cured chicken sausages with the fruit mesocarp

1. Weigh out about 1 g of cured chicken sausages into three beakers each.
2. Add lemon mesocarp separately (0 g, 0.05 g and 0.1 g) into cured chicken

sausages of the three beakers. The sample with 0% mesocarp by mass is the
control sample. Mix the meat with the mesocarp using a glass stirring rod. This
is the first set of samples.

3. Repeat Steps 1 and 2. This is the second set of samples.
4. Leave the two sets of samples (one for 1 day and the other for 7 days) respectively

in the freezer for the reaction between the compounds in mesocarp and nitrite in
the sausage to take place.

Deproteination

The purpose of deproteination is to precipitate the proteins. This is necessary because
proteins have a certain UV absorption and could give a false reading as we are
using a colourmetric method (nitrite test) to measure the results. Moreover, proteins
are colloids which make the solution turbid and difficult to read on the microplate
spectrophotometer [5].

1. Remove samples from freezer (after 1 day/7 days respectively) to stand at room
temperature for 10 min with occasional swirling.
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2. Add 1 cm3 of saturated borax solution into all the beakers and heat the beakers
for 15 min on a boiling water bath.

3. Allow all the beakers and its contents to cool to room temperature and add
successively 200 µl of potassium ferrocyanide and 200 µl of zinc acetate. Mix
thoroughly after each addition.

4. Allow all the beakers to stand for 30min at room temperature for full precipitation
of proteins before filtering the solution into a test tube so as to obtain a clear
solution.

Nitrite Test

1. Prepare 0, 2.5, 5.0, 7.5 and 10.0mg/dm3 of standard sodiumnitrite for calibration.
2. After the deproteination of samples, add 100 µl of sample solutions, standard

sodium nitrite solutions and water each into separate wells of the microplate.
3. Repeat Step 2 on the other rows of wells of the microplate. The repetition is for

the averaging of the absorbance readings for reliability of results.
4. Add 600 µl of water, 100 µl of sulphanilamide and 60 µl of hydrochloric acid

each to every well of the microplate. Then leave the cuvettes for 5 min in the
dark as light might interfere with the reaction.

5. Add 20 µl of N-1-naphthylethylenediamine dihydrochloride (NEDA) to each
well and leave for 5 min in the dark. NEDA reacts with nitrite in the solution to
give a purple coloured solution. Then, add 120 µl of water to each well, making
the volume of the wells 1 ml each.

6. Dispose of all NEDA containing waste in the waste bottles in the fume hood.

Calculation nitrite level in the sausage

1. Measure the absorbance of the standard solutions and samples at 538 nm using
a microplate reader.

2. Plot a calibration graph of concentration of nitrite against absorbance readings.
The data obtained from the standard nitrite solutions is used for this plot. Average
the absorbance readings obtained for each of the known

3. Concentrations. After plotting the points, draw a best fit line on the graph (Fig. 1).
4. Estimate the nitrite concentration in the samples by comparing the absorbance

of each sample to the nitrite concentration on the graph.
5. Repeat the procedure with pomelo, sweet orange and durian mesocarp.

Comparison of the effectiveness of the different fruit mesocarp

Using the results, determine the effectiveness of the different types of mesocarp by
calculating the percentage reduction in nitrite concentration in each sample. This is
done by comparing the nitrite concentration in each sample to the control.



An Investigation into the Ability of Mesocarp … 777

Fig. 1 A sample of a sodium nitrite calibration graph from one of our experiments

3 Results

The experiment was performed three times and the absorbance readings from the
microplate spectrophotometer were used to determine the nitrite concentration in
the sausages. A computer programme was used to correct the readings by doing a
pathlength correction. This was done to ensure that the random errors made during
the experiments were minimised to get a more reliable and accurate reading. The
average nitrite concentrations from the three experiments are summarised in the
table (Tables 1, 2). More detailed data from each experiment, including absorbance
readings, can be found in Appendix.

Table 1 Average reduction of sodium nitrite in meat mixed with mesocarp for 1 day

Duration: 1 day

Percentage of mesocarp
(%)

Mesocarp Average nitrite
concentration after
reaction (mg/L)

Percentage of nitrite
concentration reduced (%)

0 Control 1.25 0

5 Lemon 1.13 9.90

10 0.948 24.3

5 Orange 1.18 5.81

10 0.995 20.5

5 Pomelo 1.08 13.7

10 0.995 20.5

5 Durian 1.12 10.6

10 1.04 16.7
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Table 2 Average reduction of sodium nitrite in meat mixed with mesocarp for 1 week

Duration: 1 week

Percentage of mesocarp
(%)

Mesocarp Average nitrite
concentration after
reaction (mg/L)

Percentage of nitrite
concentration reduced (%)

0 Control 1.15 0

5 Lemon 0.544 52.7

10 0.467 59.5

5 Orange 0.742 35.5

10 0.699 39.3

5 Pomelo 0.833 27.7

10 0.695 39.6

5 Durian 0.786 31.8

10 0.665 42.3

According to our results, the average nitrite concentration in the samples after
reaction all ranged below the average nitrite concentration of the control, showing
that each mesocarp did reduce nitrite content.

4 Discussion

The average percentage of nitrite concentration reduction for the four fruit mesocarp
in Experiments 1, 2 and 3 is summarised in Fig. 2.

Our discussion will focus on three areas:

1. Trends in Nitrite Reduction

Type of Mesocarp

At 10% concentration and 1 week, the higher concentration and longer reaction time
we experimented with, lemon was the most effective mesocarp, by a large margin, at
reducing residual nitrite content. The differences in nitrite reduction levels between
orange, pomelo and durian mesocarp at the same concentration and reaction time
were not significant. Lemon is also themost effectivemesocarp at 10% concentration
and 1 day, and at 5%concentration and 1week.At the lower concentration and shorter
reaction time, 5% and 1 day, pomelo was the most effective mesocarp.

This difference in the effectiveness may be caused by the varying amounts of the
biological active compounds responsible for reducing nitrite content among the fruit
mesocarp, with lemon likely having the most.
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Lemon Orange Pomelo Durian

Fig. 2 Graph of average percentage reduction of nitrite concentration of sausages reacted with
different mesocarp of different concentrations (5 and 10%) and over different periods (1 day and
1 week)

Concentration of Mesocarp (5 and 10%)

From Fig. 3, we see that the higher the percentage of mesocarp used, the greater the
reduction in nitrite concentration.

5% mesocarp 10% mesocarp

Fig. 3 Graph showing the effectiveness of mesocarp in reducing nitrite when different fruit
mesocarp concentrations are changed
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The increase in concentration of mesocarp provided more active biological
compounds for the same volume, which can speed up the rate of the reaction, causing
more nitrite to be reduced in the same amount of time.

However, the longer the reaction time, the nitrite reduction due to an increase
in mesocarp concentration becomes less significant. Doubling the concentration of
mesocarp from 5 to 10% reduced a greater percentage of nitrite content for the 1 day
samples compared to the 1week samples, especially for orange and lemonmesocarp.
For example, for the 1 day reaction, doubling the orangemesocarp concentration from
5 to 10% increases nitrite reduction levels by about 19%. However, for 1 week of
reaction, doubling the mesocarp concentration of orange by the same amount only
increases the percentage nitrite reduction by about 4%. This might be due to the
reaction time becoming the limiting factor at 1 week, hence little nitrite content
could be further reduced.

Duration of reaction (1 day and 1 week)

The longer the time of reaction between the mesocarp and the meat, the greater the
reduction in nitrite concentration (Fig. 4).

Increasing the duration of the reaction from 1 day to 1week consistently increased
the percentage nitrite concentration reduction by about two times or more across all
fruits. The increase in reaction time gave the active biological compounds a longer
time period to reduce residual nitrite concentration, so more time would mean more
residual nitrite reduced.

1 day (reaction time) 7 days (reaction time)

Fig. 4 Graph showing the nitrite reduced when the duration for reaction of mesocarp with the
processed meats are changed
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2. Possible Reasons for Variations in Results

There were significant variations in results during individual experiments
(Appendix).

Firstly, there were certain variables regarding the growth of Sweet Orange,
Pomelo, Lemon and Durian trees which were not possible for us to keep constant,
such as the humidity, temperature, and amount of sunlight received by those fruit
trees, the freshness of the fruits, which will then affect the quality of the fruit and its
peels.

Secondly, the ripeness of each fruit at harvest might have been different. This
may have affected our results because harvesting the fruits at different stages of
ripeness may have resulted in a difference of the quality of their mesocarp. Also,
different parts of the mesocarp might have different amounts of the biological active
compounds, which could lead to variations in results.

Thirdly, the temperature may be a factor. The mesocarp was dried in an oven and
stored in a freezer. This could have affected the biological compounds in the citrus
mesocarp, which could possibly vary the results.

Lastly, the reason why some mesocarp showed zero percent or even negative
reduction in nitrite levels is due to experimental errors with equipment as the scales
involved are small, such as with the electronic balance or the micropipettes. Hence
the results were not very precise and were averaged (Tables 1 and 2) to get more
reliable results.

3. Relevance to Practical Applications

The Agri-Food and Veterinary Authority of Singapore (AVA) has set a standard
for the amount of sodium nitrite in the finished meat product not to exceed 125mg/L,
[6] while the CodexGeneral Standard for FoodAdditives (GSFA)mandates that food
products containing sodium nitrite cannot contain more than 80 mg/L [7]. The most
effectivemesocarpwe tested, lemonmesocarp at 10% concentration, had 0.467mg/L
of nitrite content at the end of 1 week of reaction whereas the control had 1.25 mg/L
of nitrite content (Fig. 5).

The concentration of nitrite in our control was within the range of both stan-
dards, although the nitrite content could be further reduced with the use of mesocarp.
However, even at the low concentrations of nitrite in our product, processed meat
reacted with nitrite can still form significant levels of carcinogenic compounds. For

Fig. 5 Graph of
concentration of nitrite as
compared to other standards

1.251282

0.466839

80

125

0 100

Nitrite Content in Sample
Sausages

Nitrite content after Treatment
(10% lemon, 1 week)

GSFA Standards

AVA Standards
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example, experts concluded that each 50 g portion of processed meat eaten daily
increases the risk of colorectal cancer by 18% [8]. Therefore, although the current
concentration of nitrite in permitted meat products is much lower than the AVA and
GSFA standards, these standards may be revised in future due to current studies
showing the dangers that nitrites pose even at such low concentrations.

Wehave also shown that durian, despite not being a citrus fruit, is about as effective
at reducing nitrite content as orange, and has the potential to be incorporated in
processedmeat depending on the desired final levels of nitrite in themeat. The durian
fruit is itself rich in antioxidants, which adds to the benefits using the mesocarp, as
it not only helps to reduce nitrite levels, but also reduces cancer risks in other ways
[9].

Incorporatingmesocarp into themanufacturing process of meat products is highly
feasible in Singapore’s context, as pomelo and durian are tropical and hence acces-
sible in Singapore, while orange and lemon can also be obtained easily. Secondly,
fruit peels can be recycled to obtain mesocarp, reducing wastage. Manufacturers
could get the fruit peels from fruit juice or fruit ice-cream companies, which make
these fruits easy to obtain. Thirdly, the mesocarp is also cleaner and more free from
pesticides compared to the outer layer of the fruit (exocarp). Lastly, the mesocarp
does not need to be in high concentrations to produce effective reduction in nitrite
content and hence would not affect the colour, taste or texture of the fruits, and can
even increase the fibre content in sausages.

5 Conclusion

As the concentration ofmesocarp and duration of the reaction (betweenmesocarp and
processed meat) increases, the more nitrite content is reduced, although diminishing
returns will set in and manufacturers have to strike a balance between nitrite content
and texture of the meat. From our results, we concluded that lemon mesocarp was
the most effective in reducing nitrite content, followed by durian, pomelo and sweet
orange. Pomelo and durian have also been shown to be potential alternatives.

Due to time constraints, our project was limited. Further extensions to this project
would be to experiment with other non-citrus fruits so as to raise the awareness of
the effectiveness of non-citrus mesocarp in reducing nitrite content. Secondly, we
could experiment with a greater variety of concentrations of mesocarp and further
vary the reaction time between the mesocarp and the meat as well as find out if there
are other factors affecting the colour of the sample solutions that have been reacted
with NEDA.

Lastly, we hope that our research helps to raise awareness of the possible dangers
of sodium nitrite in our food as well as the benefits of recycling mesocarp from fruit
peels, which are commonly thrown away. They could be useful in reducing residual
nitrite content and could be implemented by manufacturers, thus slowing down the
rising cancer rates in Singapore.
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Appendix—Data from Findings

See Tables 3, 4, 5, 6, 7 and 8.

Table 3 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 day (experiment
1)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.148 1.07 13.5

10% Lemon 0.137 0.931 24.8

5% Orange 0.151 1.11 10.4

10% Orange 0.143 1.01 18.6

5% Pomelo 0.151 1.11 10.4

10% Pomelo 0.148 1.07 13.5

5% Durian 0.150 1.10 11.4

10% Durian 0.138 0.95 23.8

Control 0.161 1.24 0

Table 4 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 week (experiment
1)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.092 0.411 64.2

10% Lemon 0.088 0.359 68.7

5% Orange 0.112 0.669 41.7

10% Orange 0.115 0.708 38.3

5% Pomelo 0.120 0.773 32.7

10% Pomelo 0.109 0.630 45.1

5% Durian 0.114 0.695 39.4

10% Durian 0.110 0.643 43.9

Control 0.149 1.15 0
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Table 5 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 day (experiment
2)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.148 1.07 16.9

10% Lemon 0.137 0.931 27.8

5% Orange 0.165 1.29 0

10% Orange 0.14 0.969 24.9

5% Pomelo 0.139 0.956 25.8

10% Pomelo 0.136 0.918 28.8

5% Durian 0.155 1.16 9.94

10% Durian 0.151 1.11 13.9

Control 0.165 1.29 0

Table 6 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 week (experiment
2)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.103 0.553 50.7

10% Lemon 0.098 0.488 56.5

5% Orange 0.123 0.811 27.7

10% Orange 0.114 0.695 38.0

5% Pomelo 0.123 0.811 27.7

10% Pomelo 0.115 0.708 36.9

5% Durian 0.127 0.863 23.0

10% Durian 0.105 0.579 48.0

Control 0.147 1.12 0
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Table 7 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 day (experiment
3)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.161 1.24 −1.05

10% Lemon 0.141 0.982 19.9

5% Orange 0.153 1.14 7.32

10% Orange 0.143 1.01 17.8

5% Pomelo 0.156 1.18 4.18

10% Pomelo 0.142 0.995 18.8

5% Durian 0.150 1.10 10.5

10% Durian 0.148 1.07 12.6

Control 0.160 1.23 0

Table 8 Reduction of sodium nitrite in meat mixed with mesocarp to react for 1 week (experiment
3)

Substance tested Absorbance Concentration of sodium
nitrite left after reaction
(mg/L) (3 s.f.)

Percentage of nitrite reduced
(%)

5% Lemon 0.112 0.669 43.6

10% Lemon 0.103 0.553 53.4

5% Orange 0.118 0.747 37.0

10% Orange 0.114 0.695 41.4

5% Pomelo 0.131 0.915 22.9

10% Pomelo 0.118 0.747 37.0

5% Durian 0.122 0.798 32.7

10% Durian 0.120 0.773 34.6

Control 0.152 1.19 0
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Novel Therapeutic Strategy Suppresses
Mosquito Saliva-Enhanced CHIKV
Infection
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Abstract Chikungunya virus (CHIKV) is one of themost important emerging infec-
tious diseases and is responsible for significant global public health problems due
to its recent outbreaks which was associated with severe morbidity. Transmission
of CHIKV occurs through a bite by infected Aedes aegypti or Aedes albopictus. As
such mosquito saliva, may contain active components to promote the transmission
of CHIKV. The effect of a specific mosquito salivary protein (Protein X) on human
skin fibroblast (BJ) cells, which is the first line of cells in contact with the virus
and protein as well as the primary virus replication site, is being studied. Through
analysis on viral load and infectivity coupled with studies on antiviral gene expres-
sion, we found that this mosquito salivary protein enhanced CHIKV infection in
BJ cells through interrupting host antiviral response by binding to a specific host
cell receptor. Further research was done to investigate the effect of blocking the
receptor with antagonists to bring down the infection. Both antagonists A and antag-
onist B restricted enhancement of CHIKV infection in human skin fibroblast cell by
mosquito salivary protein. Our data highlights the potential use of these antagonists
for prophylaxis and treatment of CHIKV infection in humans.
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1 Introduction

1.1 Background

Chikungunya virus (CHIKV) is a mosquito-transmitted alphavirus that has in recent
years, emerged in many new locations all over the world, including South America,
and Southeast Asia [1]. Symptoms include fever and joint pain, and in severe cases,
it may result in death. As of yet, there is no commercial vaccine or antiviral agent to
protect against or treat for CHIKV [2].

1.2 Rationale

CHIKV is primarily transmitted by infected female mosquitoes, typically by Aedes
aegypti and Aedes albopictus [3]. During blood feeding, these mosquitoes inject
both virus and their saliva into the human host. This mosquito saliva is shown to
have pharmacologically active substances, that have many effects on the human
body [4]. These effects include vasodilation—which helps prevent blood clots and
helps the mosquito in blood feeding—and it also affects the human host immune
response [5]. This effect on the host immune response enhances CHIKV in multiple
ways, favouring CHIKV infection spreading [6]. Previous studies only analysed the
effect of mosquito saliva as a whole, or other components of mosquito saliva on
CHIKV infectivity [6–9]. In this study, we focused on a specific protein X that is
abundantly expressed in the female mosquito’s saliva and studied both its effect on
CHIKV infection and how to reverse it.

The skin fibroblasts are the initial cells in contact with both virus and mosquito
saliva [9] during CHIKV infection. They also serve as the primary site for virus
replication [10] in the skin, which is why we choose to use human skin fibroblast
(BJ) cells for our in vitro testing. We studied the effect of Protein X on CHIKV
infection and discovered the mechanism behind its effect. From there, we designed
a strategy to antagonise the effect of Protein X to control CHIKV infection in human
skin fibroblast cells.

2 Methodology

2.1 Cell Culture and Cell Seeding [11, 12]

HEK 293T cells (ATCC Cat No. CRL-11268) were cultured in filter sterilised
Gibco™ Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 10%
fetal bovine serum. BJ (human skin fibroblast) cells were cultured in filter sterilised
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GibcoTMDulbecco’s Modified Eagle Medium supplemented with 10% fetal bovine
serum with 100 units of penicillin and 100 μg of streptomycin. 40,000 cells/well
was seeded in 6-well culture plate and incubated at 37 °C for 18 h.

2.2 Cell Viability Assay [13]

The CellTiter-Glo® Luminescent Cell Viability Assay was performed to evaluate
the cytotoxicity of mosquito salivary protein and antagonists against HEK-293T
cells according to the manufacturer’s protocol. Briefly, monolayers of HEK-293T
cells were grown in 96-well plate and were treated with different concentrations of
mosquito salivary protein/antagonists. The plate was then incubated at 37 °C with
5% CO2 for 24 h before the CellTiter-Glo® Luminescent Cell Viability Assay was
performed.

2.3 Virus Infection and Protein X Treatment

For CHIKV infection, the human skin fibroblast cells were treated with Protein X
during the infection with CHIKV strain LR2006 OPY1 tagged with ZsGreen at
multiplicity of infection, MOI 2. The infected but untreated cells were served as
controls in this case. The cells were then incubated at 37 °C for 24 h. At 24 hpi,
the cells were harvested and the culture supernatant was collected for infectivity
checking.

2.4 Blocking of Host Receptors with Antagonists [14]

For receptor blocking, the human skin fibroblast cells were pre-treated with antag-
onists for 30 min before CHIKV infection and Protein X treatment. The cells were
then harvested at 24 hpi for infectivity checking.

2.5 Flow Cytometry [15]

Fluorescent Activated Cell Sorting (FACS) was carried out to determine the
percentage of CHIKV infected cells between treated and non-treated cells. After
24 h incubation at 37 °C and 5% CO2, the cells were harvested and transferred into
FACS tube to proceed to staining and fixation for FACS analysis. The cells were
stained with live dead Amcyan dye and fixed with BD FACS Lysing solution before



790 T. Q. Yong and J. Xiao

being analysed using FACSCanto II. The ZsGreen tag inCHIKVallowed the infected
cells to be detected through FITC channel.

2.6 Viral Load Determination

Viral RNA was extracted from 140 μL of cell supernatant using Qiagen RNeasy
Mini Kit. Manufacturer’s protocol was used to obtain the viral RNA. To determine
the viral load present, quantitative real-time polymerase chain reaction (qRT-PCR)
was carried out using the Taqman probe.

2.7 Gene Expression Study [16]

Total cellular RNAwere extracted using TRIzol (Invitrogen). Samples were reverse-
transcribed using random primers at 37 °C for 30 min. qPCR was performed using
SYBR Master Mix with primers the target genes of GAPDH, IFN-β, RIG-I, ISG 54
and ISG 56.

3 Results

To define a non-cytotoxic concentration range, we tested the cytotoxicity of Protein
X at 6 concentrations (10 fold dilution starting from 100 μM) in HEK-293T cells
by measuring the cell viabilities. After 24 h incubation, cell viability was observed
to have dropped at more than 10% in viability compared to no treatment control
at 100 μM. We chose 10 μM and lower doses of Protein X for all subsequent
experiments (Fig. 1a) [17]. To determine the effect of Protein X on CHIKV infection,
we treated BJ cells with different concentrations of Protein X during infection. Our
experimental results showed that Protein X had an enhancing effect on CHIKV
infection in human skinfibroblast cells at concentrations of 10μM,1μMand0.1μM.
The percentage of infected cells and also the viral load in culture supernatant were
significantly higher in treated cells compared to non-treated cells (Fig. 1b).

To further analyse the effect of Protein X, the expression levels of a few important
antiviral genes in type I interferon pathway were studied in CHIKV infected BJ cells.
It was observed that upon CHIKV infection, there was upregulation of antiviral gene
expression in human skin fibroblast cells. When cells were treated with various
concentrations of Protein X, it was observed that across all the antiviral genes tested,
expression was lowered. This lowering of antiviral gene expression was observed
most significantly in the cells treated with 1μMconcentration of Protein X (Fig. 1c).

By looking into carboxyl terminal sequence of Protein X, we speculated that this
protein is capable of acting as an agonist at a specific human host receptor. In order
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Fig. 1 Mosquito salivary protein X enhances CHIKV infection in human skin fibroblast (BJ) cells.
aTheCellTiter-Glo® LuminescentCellViabilityAssay todetermine the toxicity of different concen-
trations ofmosquito salivary protein x onHEK-293T cells 24 h post-treatment.bBJ cells were either
mock infected, infected with CHIKV alone (MOI 2), co-treated with 10-different concentrations
of mosquito salivary protein x with concomitant CHIKV infection. Cells were harvested for infec-
tivity checking using FACs analysis and qRT-PCR. Relative levels of infectivity and viral load were
normalized to CHIKV alone infected control. Data represent averages of 4 independent experiment.
c Total RNA was extracted from the cells and gene expression study was performed to determine
mRNA expression levels of anti-viral. Data represent averages of 3 independent experiments

to check whether its enhancing effect on CHIKV infection in BJ cells is dependent
on the specific host receptor, we blocked the receptors with either antagonist A or
B. These antagonists are designed to bind to the specific host receptor and block
its activation. From cell viability testing, after 24 h incubation, we observed a drop
at more than 40% in cell viability compared to no treatment control at 100 μM
concentration of these antagonists (Fig. 2a). Thus, we decided to pre-treated the BJ
cells with 10 μM of these antagonists before incubation with Protein X and CHIKV.

Our results showed that the block of specific host receptor by either antagonist A
or antagonist B neutralised the enhancing effect of Protein X on CHIKV infection in
BJ cells. Both antagonists were able to bring down CHIKV infection in human skin
fibroblast cells, with antagonist B showing better potency in neutralising enhancing
effect of Protein X than antagonist A (Fig. 2b).Whenwe looked into expression level
of antiviral genes, we also found that both antagonist A and B restricted downregu-
lation of these genes by Protein X during CHIKV infection (Fig. 2c). Data suggested
that the enhancing effect of Protein X on CHIKV is dependent on its binding to
specific receptor expressed on human skin fibroblast cells.
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Fig. 2 Enhancing effect ofmosquito salivary proteinx onCHIKV infection in human skin fibroblast
cells is dependent on host cell receptors. a The CellTiter-Glo® Luminescent Cell Viability Assay
to determine the toxicity of different concentrations of antagonist A and B on HEK-293T cells 24 h
post-treatment.bBJ cellswere pre-treatedwith 10μMof antagonist A/B beforeCHIKV infection in
the presence or absence of mosquito salivary protein x. Cells were harvested for infectivity checking
using FACs analysis and qRT-PCR. Relative levels of infectivity and viral load were normalized
to CHIKV alone infected control. c Total RNA was extracted from the cells and gene expression
study was performed to determine mRNA expression levels of anti-viral. Data represent averages
of 3 independent experiments

4 Discussion

In this study, we have demonstrated that Protein X enhanced CHIKV infection in
human skin fibroblast cells. Upon CHIKV infection, the antiviral response will be
activated to control virus infection in human host cells. As such, the activation of
antiviral response is crucial for human host to control CHIKV infection. However,
Protein X treated cells has lower antiviral response following CHIKV infection,
bringing an increase in infectivity and viral replication across all samples treatedwith
this protein. Hence, we believe that Protein X interrupts the activation of antiviral
response in human skin fibroblast cells, creating an environment more favourable for
CHIKV infection and replication [18]. This highlights the importance of Protein X
in enhancing CHIKV infection and replication. Therefore, we went on to determine
whether the enhancement of Protein X on CHIKV infection in BJ cells is dependent
on human host cell receptor.

Our data showed that both antagonists potently inhibit enhancing effect of Protein
XonCHIKV infection in human skinfibroblast cells. This antagonismof specific host
cell receptor also restricted downregulation of antiviral genes following treatment
with Protein X. The observed inhibition is the consequence of the interruption of
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Fig. 3 Without receptor antagonist, mosquito salivary protein Xwill bind to the host receptor, inter-
rupting the activation of anti-viral genes following CHIKV infection, and making the host unable
to control the infection. However, with the introduction of receptor antagonists, these antagonists
will bind to the host receptor in place of mosquito salivary protein X, without activating it. This
prevents mosquito salivary protein X from disrupting the immune pathway

pathway activation downstream of specific host cell receptor through antagonism of
Protein X-receptor interaction on the cell membrane.

Our data strongly supported the following hypothesis: (i) mosquito Protein X
enhances CHIKV infection in human skin fibroblast cells (ii) mosquito Protein X
acts as an agonist to a specific cell receptor to interrupt activation of antiviral response
followingCHIKV infection, and subsequentlymaking the host cellsmore susceptible
to virus infection (iii) the blocking of host cell receptor by antagonist A or antagonist
B prevents mosquito Protein X from binding to the cell receptor. As such, they
neutralise the effect of Protein X (Fig. 3).

5 Conclusion

Characterisation of virus-vector-host interactions allows development of arthropod-
based therapeutics. Targeting mosquito Protein X may enhance current therapeutic
strategies that are directed at virus. Our data highlights the potential use of host cell
receptor antagonist in controlling mosquito saliva-assisted CHIKV infection. There
are many novel therapeutic and prophylactic uses of these receptor antagonists. By
adding the receptor antagonists to commonly used mosquito related products, we
are able to either weaken the viral infection, or prevent it from spreading altogether
(Fig. 4). The addition immune system, thereby controlling the replication of the virus
at the bite site.

Some limitations of our work include the fact that all testing was done in vitro. In
order to develop a product that can be used on humans to control CHIKV infection,
these antagonists must go through both animal testing and clinical trials [19, 20],
before a fully-fledged product is created. However, we have isolated these antagonists
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Fig. 4 Novel therapeutic and prophylactic uses of receptor antagonist

as a good candidate for both prophylactic and therapeutic antiviral drugs to control
CHIKV infection in humans.
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