Skin Lesion Classification Using Deep m
Convolutional Neural Network er
and Transfer Learning Approach

Pravin Kumar Samanta and Nirmal Kumar Rout

Abstract For biomedical image processing and prediction of skin diseases, deep
learning methods are playing a very significant role in better decision making. This
paper has proposed an automatic classification system of images containing a skin
lesion as malignant or benign. In this method the transfer learning and a pre-trained
deep learning network are implemented. In this proposed work transfer learning is
applied to VGGNet architecture by replacing the last layer by a softmax layer for
the classification of two different lesions (malignant and benign). Fine-tuning, data
augmentations, and cross-validations are also added to the method. After evaluating
the performances of the proposed method on the testing set of the ISIC dataset the
method has achieved a significantly higher classification accuracy rate of 98.02%,
the sensitivity of 98.10%, and Specificity of 97.05%.

Keywords Skin lesion - Biomedical image processing + Convolutional neural
network + DCNN - Transfer learning

1 Introduction

Among various deadly human diseases skin cancer is one of them which causes death
[1]. Most well-known skin cancer types are mainly melanoma and nonmelanoma.
Because of melanoma lesions in the last few years the death rate has raised highly.
Early-stage detection of this skin lesion is very essential. The curing rate can be
possible over 90% if these lesions are detected at a very early stage by the physicians
[2]. Visual examination of skin cancer is very hard and inefficient because many
more similarities are there among different types of skin lesions [3]. For manually
skin disease detection needs intensive human efforts and time. Highly magnifying
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and illuminated images are required for the improvement of the clarity of the spots
[4]. Even for trained medical experts, by only visual investigation it is very difficult
to distinguish between melanoma and nonmelanoma. In this aspect, the computer-
aided classification system for skin lesion images is an alternative solution [5]. Using
digital image processing techniques and artificial intelligence technologies for this
automatic system time, endeavor, and human life are saved. Recently, for detec-
tion, classification, segmentation, and diagnosis of many skins disease deep learning
is providing many computerized automated systems [6]. In this proposed research
work, two type classification problems are represented, determining the skin lesions
whether it is malignant or benign lesions. Here deep learning methods are used,
mainly deep convolutional neural network (DCNN) with transfer learning for two
type classification and pre-trained VGG-16 architecture is chosen for implementa-
tion. This paper is organized as follows: Sect. 2 describes related work; the method
for classification of color skin images is described in Sects. 3 and 4 describes the
results and discussion along with some comparative study with other methods; finally,
Sect. 5 offers concluding part of the proposed work.

2 Related Work

In early days computer-aided systems used to face some difficulties for classifica-
tion of dermatological images. The first problem was the data crisis or insufficiency
of data [7] and the second challenge was image processing of skin images. For
skin images simple dermoscopy devices are mainly used but for other biomedical
images microscopy and biopsy are used [8]. The previous approaches [9, 10] used to
require extensive preprocessing, segmentation, and feature extraction processes for
the classification of the skin images. Current time the researchers are utilizing deep
learning in visual tasks [11]. In [12] Codella et al. designed a hybrid model to classify
melanoma using a combinational Artificial Neural Network (ANN) model of Support
Vector Machine (SVM), deep learning, and sparse coding and accrued high accuracy.
Barata et al. [13] had utilized two different models for the melanoma in skin images
with the help of global and local features and concluded that better performances of
color features than texture features. After applying different machine learning clas-
sification methods into melanoma for normal and abnormal cases Ozkan and Koklu
et al. [14] achieved the highest accuracy of 92.5% from the ANN model. In [15]
Litjens et al. suggested that the convolutional networks are very suitable to learn
from features hierarchically and very much applicable for the analysis of biomedical
images. For large datasets applications the accuracy for medical image classifica-
tion is raised by applying deep convolution neural network and Transfer Learning
[16]. By combined use of supervised learning and deep learning Premaladha and
Ravichandran et al. [17] developed a diagnosis system for skin cancer classification.
After applying the median filter and normalized Otsu’s segmentation for normal skin
separation an accuracy rate of 92.89% is achieved. Adria Romero et al. [18] proposed
a system for classifying a dermoscopy image containing a skin lesion as malignant
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or benign built around the CNN model and used the transfer learning methods. In
[19] Yu et al. proposed a Mask R-CNN and U-net for segmentation analysis of skin
specially applied for the ISIC 2017 dataset.

3 Proposed Model of Transfer Learning

Several layers of neural networks are used to form a Deep Convolution Neural
Network (DCNN). This model is very useful for extraction features from different
images and classification of images [20]. There are many architectures of DCNN
which are LeNet, VGGNet, AlexNet, ZFNet, GoogLeNet, ResNet, Efficient Net,
Dense Net, etc. [21]. These architectures are applied for image classification, object
detection, image segmentation, and many other complex tasks. VGGNet is one of
the well-known and widely used model for DCNN [22]. For this proposed model the
DCNN pre-trained VGG-16 architecture is used. In VGG-16 the number 16 means
16 layers that have weights. In Fig. 1 the process flow model of the architecture is
described and an illustration of the proposed VGG-16 architecture is displayed in
Fig. 2.

3.1 Image Augmentation

For better performance of the neural network, a large training dataset is required
which gives a good learning experience to the network. Image augmentation tech-
niques are applied to increase virtually the size of training data for good performance
of neural network classifiers. Different data augmentation techniques are also applied
using multiple ways of combination like rotating the images, flipping the images,
and shearing the image.

3.2 Description of the Architecture

For classification of image dataset efficiently Deep Convolutional Neural Network
(DCNN) is a most useful model. The proposed architecture of VGG-16 (described
in Fig. 2) is used here for the classification of lesions. In the convolution layer for
obtaining of feature matrix, a kernel matrix is multiplied with the image matrix. The
input size of the RGB image which is provided in the convolution layer is 224 x 224
x 3. In this architecture there are a total of 13 convolution layers. The model contains
two convolution layers of size 224 x 224 x 64, then another two layers of size 112
x 112 x 128 also three layers of size 56 x 56 x 256, along with another three
layers having size 28 x 28 x 512. Rectified Linear Unit (ReLU) activation function
is added to each layer followed by Max Pooling so that all the negative values are
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Fig. 1 Process flow model

not passed to the next layer. A matrix is produced as an output by the pooling layer
in the proposed network that is working as the input for a fully connected layer. The
last layer is a dense layer followed by another dense layer with Softmax activation
which has given the output classes of the images. By the use of flatten() function
one matrix is connected to a long vector and linear operations are performed in the
dense() layer. Relu() and Softmax are used as an activation function. The dense layers
are consists of two dense layer of 4096 units each and one dense layer of Softmax
layer of 4 units. ReLU function is used for both the dense layer of 4096 units to stop
forwarding negative values through the network.
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Fig. 2 Description of proposed VGG-16 model

4 Results and Discussion

In this paper ISIC image dataset of Skin cancer is used to train the model [23]. It
contains a binary label that is benign and malignant. 1800 images of benign skin
cancer images and 1497 images of malignant images are used. Among these 1440
images for training and 360 for testing of benign are used for this model. Among
the malignant images 1197 are used for training and 300 images for testing. After
testing the cross-validation is also done using 20% of the total images. Since there
are a lot of images, so a lot of processing power is also required for the model. Since
the PC where the model is coded has low processing power, therefore Google’s cloud
platform is used to execute the model. It is not only providing a virtual RAM but also
providing a high-end virtual GPU to run the proposed model. For the implementation
of the deep learning network the well-known Keras framework of Python is used for
this model. For the evaluation of the performance measure of the proposed methods,
three-evaluation measures such as accuracy, sensitivity and specificity are used by the
help of the confusion matrix. Some common terminologies are used such as (i) True
Positive (TP): Number of images for Malignant correctly classified as Malignant,
(i1) True Negative (TN): Number of images of Benign correctly predicted as Benign,
(iii) False Positive (FP): Number of images predicted as Benign but it is Malignant,
(iv) False Negative (FN): Number of images classified as Malignant but it is Benign.
The equations are defined as:

Accuracy = TP+ 1TN) (1
Y= TP+ FP+TN+FN)
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Table 1 Comparative study of the proposed model with other models

Image type | Classification | Accuracy (%) | Sensitivity (%) | Specificity (%)

model
Esteva et al. RGB SVM 72.1 - -
[24]
Pham et al. RGB SVM 89 55.6 97.1
[25]
Hosny et al. RGB DCNN 95.91 88.47 93.00
[26]
Adria Romero | RGB DCNN and 95.95 96.21 95.60
Lopez et al. transfer
[27] learning
Proposed RGB DCNN and 98.02 98.10 97.05
method transfer

learning

.y TP
Sensitivity = ———— 2
(TP + FN)
o TN
Specificity = ———— 3)
(FP+TN)

In this paper, the proposed model is achieved with very good results, with an
accuracy of 98.02%, a Sensitivity of 98.10% and also Specificity of 97.05% which
are significantly better than the others methods of Esteva et al. [24], Pham et al. [25],
Hosny et al. [26], Adria Romero Lopez et al. [27], which are mentioned in Table 1. In
Fig. 3 some sample images of Malignant and Benign are shown which are collected
from the ISIC image data set. Figure 4a depicts the accuracy for both training and
validation accuracy of the model for epoch values and Fig. 4b represents the loss for
both training and validation.

5 Conclusion

In this paper the deep convolutional model is implemented for two type classification
applications, more specifically for Malignant and Benign skin lesion prediction. The
image augmentations are applied to overcome the challenges of a crisis of labeled
more images for the training of the model. The proposed method is able to classify
more than two type lesions only by replacing the last layer to the softmax layer for
more than two classifications. The weights of the proposed model are also fine-tuned.
With the computation of three performance measures i.e., accuracy, sensitivity, and
specificity, and comparing with other existing models, the obtained results of this
model are significantly better than others. Along with the accuracy that the loss of
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Fig. 4 a Training accuracy and testing accuracy graph, b training loss and testing loss graph of the
model

the model is found out of 0.0467 is significantly very less. After testing the model
with testing data, the minor difference between training and test sets are observed
which suggests that the model neither overfits nor underfits. Transfer learning offers
very good efficiency to deal with complex image processing problems with a massive
number of the images data set.
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