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Preface

Optics/Photonics and Optoelectronics are indispensable in almost all spheres of life,
ranging from everyday life requirements such as communication and biomedicine to
advanced science and technology. Starting from basic classical geometric and phys-
ical optics to quantum optics, there has been tremendous technological advancement
as a result of which we have areas such as optical communication networks, optical
information processing, space optics, electro-optics, optomechatronics, organic
photonics, and so forth.

In today’s era of communication, a modern society is totally crippled without the
use of communication technology. The enormous applications of communication
have rendered immense service to mankind and played a pivotal role in bringing
radical change in life and society, thereby helping in uniting people across the globe.
With the emergence of data centric computing, scientific and engineering disciplines
have gone through drastic changes. The availability of redundant data from different
sources hasmade it possible to use artificial intelligence, machine learning, computer
vision, cloud computing, big data solutions, and Internet-of-Things (IoT) in day-to-
day activities.

Keeping the present scenario in mind, the 6th International Conference on Opto-
Electronics and Applied Optics (OPTRONIX—2020) was organized by the Univer-
sity of Engineering & Management (UEM), Kolkata, India from June 8–10th, 2020
in association with Springer. This conference showcased and highlighted the recent
trends in research and development in areas of Optoelectronics with particular
emphasis on communication technology and its different kinds. The first Optronix
conference (Optronix-2014) was held in the year 2014 in Kolkata, India, in tech-
nical collaboration with OSI—SPIE Student Chapter, Kolkata, and supported by
DST, Govt. of India and CSIR. Its proceedings were published by Springer in the
form of a book titled “Advances in Optical Science and Engineering (Proceedings
of the First International Conference, OPTRONIX-2014)”—Editors: V. Lakshmi-
narayanan and I. Bhattacharya (Springer Proceedings in Physics). The second in the
series Optronix-2015 was held at the University of British Columbia, Vancouver,
Canada, in technical collaboration with IEEE Photonics Society supported by IEEE
Vancouver Section. Its papers were published in IEEE Xplore Digital Library.
The third in the series Optronix-2015 was held in Kolkata, India, with technical
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collaboration fromOSI, India and American Journal of Electronics and Communica-
tion Technology (AJECT), Canada. Its proceedings were also published by Springer
in the book titled “Advances in Optical Science and Engineering (Proceedings of
the Third International Conference, OPTRONIX-2016)”—Editors: I. Bhattacharya,
S. Chakrabarti, H. S. Reehal, and V. Lakshminarayanan (Springer Proceedings in
Physics). The fourth and fifth conferences, Optronix-2017 and Optronix-2019, were
held in Kolkata, India in technical collaboration with IEEE with its research papers
being published in IEEE Xplore Digital Library. For the Optronix-2019 conference,
a book titled “Intelligent Computing: Image Processing based Applications” was
published by Springer, covering book chapters related to many selected papers from
the conference along with others as well. Also, the extended versions of some of the
selected papers were published in SCI Indexed Journal from Springer.

The theme of the present conference Optronix-2020 was chosen as “Advances in
Smart CommunicationTechnology and Information Processing.” The current confer-
ence focused on various applications of such technologies so as to make intelligent
information processing systems transform the landscape of human civilization. The
conference also encouraged the students, scholars, academicians, and researchers to
take up more projects in the relevant area so as to get more intellectual involvement
in the said field. The purpose of this conference was to inform the scientists and
researchers of this field in India and abroad about the latest developments in the
relevant domain and to raise awareness among the academic fraternity to get them
involved in different activities in the years ahead—an effort to realize Knowledge-
BasedSociety. The conference proceedings are all inside this book titled “Advances in
Smart Communication Technology and Information Processing” in the Book Series
“Lecture Notes in Networks and Systems (LNNS)” by Springer and the extended
versions of some of the selected papers are to be published in SCI Indexed Journal
from Springer.

Many scientist and academicians from India and abroad were invited to deliver
their invited talks. However, as the entire world during the conference period was
engulfed by the novel corona virus, and the COVID-19 disease declared as pandemic
by WHO, the entire conference was organized ONLINE through the Google Meet
platform which resulted in many speakers being unable to attend the conference
physically to deliver their speeches. We express our sincere thanks and gratitude to
all the eminent speakers from academia and R &D organizations for delivering their
valuable and informative speeches online amid such pandemic situation prevailing
worldwide. The distinguished Chief Guest and Keynote Speaker for Optronix-2020
conference was Dr. Binoy K. Das, Director, Integrated Test Range (ITR), Chandipur,
DRDO, Govt. of India, and we are very much thankful to him for kindly accepting
our invitation, gracing the inaugural function, and delivering such an enlightening
Keynote Address, all in online. The eminent national invited speakers were Prof.
Dr. Amlan Chakraborty (Professor and Director, AKCSIT, University of Calcutta),
Prof. Dr. Sheli Sinha Chaudhuri (Professor and Head, Dept. of Electronics & Tele-
communicationEngineering, JadavpurUniversity), Prof.Dr. J.K.Mandal (Professor,
Dept. of Computer Science & Engineering, University of Kalyani), Dr. Pradipta Roy
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(Scientist-F, Integrated Test Range (ITR), Chandipur, DRDO, Govt. of India), Prof.
Dr. Bhaskar Gupta (Professor, Dept. of Electronics & Tele-communication Engi-
neering, Jadavpur University), and Prof. Dr. Nikhil Ranjan Das (Professor, Institute
of Radio Physics & Electronics, University of Calcutta).

I thank the University authorities for holding Optronix-2020 conference online in
such critical condition. A special thanks to the Hon’ble Chancellor and Hon’ble Pro-
Vice-Chancellor for continuous support toward successful organization of the confer-
ence. I sincerely thank all the Members of the Advisory and Technical Committee
for their valuable suggestions and necessary guidance. I express my heartfelt thanks
to Hon’ble Vice-Chancellor for his advice, inspiring mentorship, and for providing
us with all possible logistic support for smooth conduction of the conference.

I thank all the session chairs and the delegates for their enthusiastic participation
in this conference. I take this opportunity to thank all the reviewers and technical
committee members for providing their valuable comments on time and helping
toward the improvement of quality of papers presented in the conference. I thank our
publishing houseSpringer, for kindly agreeing to publish the conference proceedings.
I thank allmy colleagues for their relentless support and cooperation in organizing the
conference and making it a grand success. I thank everyone else whose contribution
has made this conference possible and look forward to organizing next year the
seventh conference in the next year, Optronix-2021.

Kolkata, India

West Bengal, India

Prof. (Dr.) Soumen Banerjee
Convener, Optronix-2020
Jyotsna Kumar Mandal



Message from Conference Chair

Let me congratulate Dr. Soumen Banerjee, HOD and all faculty members in the
Department of Electronics and Communication Engineering of our university for
organizing this 6th International Conference onOpto-Electronics andAppliedOptics
(OPTRONIX-2020) from June 8–10th, 2020.

Optoelectronics and Applied Optics/Photonics are indispensable in almost all
spheres of life covering Optical communication networks, Optical information
processing, Space optics, Electro optics, Optomechatronics, Organic photonics, and
many other applications. Optoelectronic devices include Laser diodes, Solar cells,
LEDs, and Optical fibers. These devices are used in different electronic project kits
as well as in Telecommunications, Military services, and Medical applications.

About 48 students of our university are the members of students’ chapters of
OPTICAL SOCIETYOFAMERICA (OSA) and SOCIETYOF PHOTO-OPTICAL
INSTRUMENTATION ENGINEERS (SPIE). The Presidents of these two chapters
travel once a year to the USA for about 7–10 days at the costs of the societies and
present the chapter activities and meet international experts and professors in the
USA.

Our first OPTRONIX International conference was held in 2014, at IEM, Kolkata,
under the technical collaboration of Optical Society of India & SPIE Students
Chapter, Kolkata and financially supported by DST and CSIR, GOI. The papers
presented were published by Springer.

Our second OPTRONIX International conference was held in 2015 at the Univer-
sity of British Columbia, Vancouver, Canada under the technical collaboration of
IEEE Photonics society. The papers presented were published by IEEE.

From the third international OPTRONIX conference, held in 2016 onwards, our
university is hosting this event every year. All these conferenceswere very successful.
The papers presented were published either by Springer or by IEEE.

Till 5th OPTRONIX 2019 conference, IEM-UEM group organized these events
in the institution premises where all national and international eminent speakers,
participants, and students were physically present and interacted and enjoyed the
conferences within the tranquil academic ambience of the institution.
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xiv Message from Conference Chair

Only this year, due to COVID-19 pandemic situation prevailing worldwide,
OPTRONIX-2020 is being held virtually through GOOGLE MEET in order to
maintain physical distancing.

The theme of this 6th international OPTRONIX-2020 conference commencing
from today is Advances in Smart Communication Technology and Information
Processing. The current conference focuses on the various applications of such
technologies in making intelligent information processing systems which are
transforming the landscape of human civilization.

Dr. Binoy K. Das—Director, Integrated Test Range, Chandipur, DRDO, GOI,
graced this Inaugural function digitally as our Chief Guest cum Keynote speaker. I
am thankful to all our distinguished session Chairmen and invited speakers in this
conference.

I came to know out of about 70 papers submitted, only 45 very good papers were
finally accepted by the scrutiny committee. All accepted and presented papers will
be published as Book Chapters in Springer Conference Proceedings.

I wish this OPTRONIX-2020 conference will give rise to many new concepts and
research ideas, in which our students of relevant disciplines will be interested. Our
students will get the rare opportunities to interact with the subject experts to enrich
their knowledge for real-life application.

I wish this conference a great success.

Prof. (Dr.) Sajal Dasgupta
Vice-Chancellor

University of Engineering &
Management, Kolkata

and
Conference Chair, Optronix-2020
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A Dielectric Resonator MIMO Antenna
for Intelligent Transportation Systems

Goffar Ali Sarkar, Susanta Kumar Parui, and Soumen Banerjee

Abstract A two element multi-input-multi-output (MIMO) antenna system based
on dielectric resonator antenna (DRA) is proposed in this work for application in
IEEE 802.11p band dedicated to intelligent transportation system (ITS). The antenna
element of rectangular shape is designed with dielectric constant (εr) value of 20.
The antenna elements are arranged in orthogonal fashion to achieve polarization
diversity. The S-parameters, radiation patterns and several MIMO diversity matrices
have been studied. Impedance bandwidth is observed as 5.6%. Over the operating
band, the MIMO antenna system gives an isolation of 18 dB. Peak gain for the
antenna is obtained as 5.7 dBi. The correlation coefficient and diversity gain have
been noticed as nearly 0 and 10 dB respectively.
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1 Introduction

Wireless communication through which people communicate worldwide very
quickly is becoming a part of human life. Also, users can upload videos, play games,
can use social media with a speed of real time. All those advancements in wire-
less communication requires high data rate and increased channel capacity. This can
be achieved by increasing transmitted power (for enhancement of SNR) or band
width as per channel capacity formulae. These two matrices are very unfavourable
to implement as there are regulations on maximum power transmission levels of
wireless terminals for avoidance of interference with other devices and assignment
of extra bandwidth is very much costly in the crowded environment. MIMO tech-
nology where multiple antennas are used in both transmitter and receiver become a
novel solution in that scenario. Major advancement in 4G wireless standard led to
large increased data rates and throughput in MIMO antenna system using multiple
antennas. Hencemultiple antennas should be integratedwithin a compact area and all
such antennas should give independent response simultaneously. Design of MIMO
antennas with independent response is a challenging task and the design engineer
should take precautions on several issues that were not present on single antenna
system design such as isolation, correlation coefficient, diversity gain etc.

Much research has been carried out using microstrip antennas to implement
MIMO system in wireless communication [1–4]. Planar antennas are very useful
candidate in recent years for low profile and easy integration with PCB. However, in
high frequency applications, conductor loss intensifies and limits the use of metallic
antennas. A ceramic based material with attractive features is introduced in order
to solve this problem. This radiating element placed on top of the substrate is
called dielectric resonator antenna (DRA). Dielectric resonator antennas (DRAs)
have several advantages such as light weight, higher impedance bandwidth, higher
gain, no conductor loss, ease of excitation and so forth [5]. They also have shape
versatility [6–8]. Despite such features DRAs did not get much attention as MIMO
antenna. A limited number of works has been carried out on MIMO DRAs [9–11].

In this paper a two element MIMO DRA having polarization diversity is investi-
gated at 5.8 GHz frequency band which is best suited for intelligent transportation
system (ITS). Rectangular shape providing more degrees of freedom in design than
hemispherical and cylindrical shape is chosen here. The proposed MIMO antenna
elements are placed orthogonally for polarization diversity. With proper excitation
two orthogonal modes are generated inside the DRA elements.

2 Antenna Design

The layout view of the designedMIMODRA is depicted in Fig. 1a and its fabricated
prototype is shown in Fig. 1b. The structure has two radiating elements of dimension
A × B × H with relative permittivity 20 and tanδ = 0.002. The footprint of the
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Fig. 1 a Layout view of the
MIMO antenna b fabricated
prototype

antenna is of W × L square units. The DR is mounted above the substrate having
dielectric constant 2.7 and tanδ = 0.0023. The MIMO antenna element is fed by 50
� microstripline having width W1. The antenna element is in offset from each other
by x0 and y0 for better isolation. The numeric values of the design parameters are
given in Table 1.

3 Result and Discussion

The optimized MIMO antenna is fabricated on Arlon AD320 substrate and param-
eters are measured using vector network analyser. Figure 2a shows the simulated
and measured scattering parameters of the proposed MIMO DRA. As the antenna
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Table 1 Design parameters Parameters Value (mm) Parameters Value (mm)

L 62 B 9.525

L1 15.537 H 6.2

W 62 h 0.79

W1 2.13 x0 7.475

A 9.525 y0 7.475

Fig. 2 a Scattering parameters of the MIMO DRA b ECC plot of the MIMO DRA c plot of DG
with frequency d MEG and its difference with frequency

structure is symmetric, hence only s-parameters of port1 are shown. The level of
reference for impedance bandwidth is −10 dB. It should be noted that the measured
impedance band width is 5.6%. It is observed that isolation in worst case is 18 dB
in the operating band. The envelope correlation coefficient (ECC) is demonstrated
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in Fig. 2b. It is observed as less than 0.006 over the operating frequency band which
shows good diversity performance of the proposed MIMO antenna. The value of
ECC for two port antenna system is calculated using Eq. (1) [12],

ρe =
∣
∣S∗

11 S12 + S∗
21 S22

∣
∣
2

(

1 − |S11|2 − |S21|2
)(

1 − |S12|2 − |S22|2
) (1)

where ρe is the envelope correlation coefficients and Sii and Sij stands for standard
scattering parameters.

Diversity gain is one of the most important parameters to characterize a MIMO
system. It should be closer to 10 for good diversity. It is calculated using [13] as,

DG = 10
√

1 − |ρe|2 (2)

The simulated along with measured DG is demonstrated in Fig. 2c. From the
figure DGs are observed nearly to be of value 10.

Other than these two parameters, mean effective gain (MEG) and its difference are
also determined for evaluation ofMIMOperformances of the antenna. The difference
of MEG should be nearly 0 dB for a MIMO antenna having good diversity perfor-
mance. Plot of MEG and its difference are shown in Fig. 2d. From the figure it is
clear that the MEG difference is around 0 dB through the operating frequency band.
The normalized radiation characteristics of the proposed MIMO antenna for port1
and port2 are shown in Fig. 3. and Fig. 4. respectively. In both E-plane and H-plane
radiation patterns are unidirectional and broadside. In addition to that simulated peak
gain is observed as 5.7 dBi for both the ports.

Fig. 3 Simulated 2-D radiation patterns of proposed antenna for port1 a E-plane (xz-plane). b H-
plane (yz-plane)
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Fig. 4 Simulated 2-D radiation patterns of proposed antenna for port2 a E-plane (yz-plane). b H-
plane (xz-plane)

4 Conclusion

In this paper a MIMO DRA at 5.8 GHz is proposed for application in intelligent
transportation system.Theproposed antenna gives unidirectional broad side radiation
patterns with 5.7 dBi gain for both the ports. The antenna exhibits excellent diversity
performance in terms of ECC (<0.006), DG (~10) and MEG (difference of MEG ~
0 dB) in the entire operating band. Based on the results it can be concluded that the
proposed antenna is very much efficient in application in ITS.
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Some Studies on Microstrip Patch
Antennas for Wearable Applications

Sandipan Mitra, Subhadip Santra, Anuplab Chatterjee,
Surjya Prakash Saha, and Aditya Brahmachari

Abstract This paper presents a comparative study of three inset-fed patch antennas
of different shapes like rectangular, circular and triangular for bodywearable applica-
tions. Antenna parameters such as gain, bandwidth and return loss are simulated for
best performance and the optimized antenna soobtained ismountedon a triple layered
phantom. Simulation studies are being carried out to study and analyse the effects
of such antenna-phantom composite structure as wearable antenna. The antennas
are designed on FR4-epoxy substrate at the resonating frequency of 2.4 GHz (ISM
band).

Keywords Patch antenna · Wearable antenna · Inset feed · Phantom model · ISM
band

1 Introduction

In the modern era of wireless communication, wearable devices or more specifically
wearable antennas, are gaining huge amount of interest for monitoring different
biological signals. There is a rapid growth in the usage of flexible materials as
substrate of an antenna. In order to reduce the radiation effects on human body,
different structural designs and different feeding techniques have already been
proposed in literature [1]. This paper basically focuses on such designs and devel-
opment of wearable antennas for biomedical applications. One of the dominant
research topics in antennas for body-centric communications is wearable, fabric-
based antennas. The wearable antennas for all modern applications require light
weight, low cost with almost zero maintenance. There are number of specialized
occupational segments that require body centric communication systems, such as
paramedics, fire fighters, andmilitary. Besides, wearable antennas also can be applied

S. Mitra (B) · S. Santra · A. Chatterjee · S. P. Saha · A. Brahmachari
Department of Electronics & Communication Engineering, University of Engineering &
Management, Kolkata, India
e-mail: sandipanmitra97@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
S. Banerjee and J. K. Mandal (eds.), Advances in Smart Communication Technology
and Information Processing, Lecture Notes in Networks and Systems 165,
https://doi.org/10.1007/978-981-15-9433-5_2

11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9433-5_2&domain=pdf
mailto:sandipanmitra97@gmail.com
https://doi.org/10.1007/978-981-15-9433-5_2


12 S. Mitra et al.

for youngsters, the aged and the athletes for the purpose of monitoring different
biological responses.

The reasons for the choice of using microstrip patch antennas are its advantages
being very low profile, having simple structure and low manufacturing cost. More-
over, they are mechanically robust, when mounted on rigid surfaces [2]. However,
their main disadvantage lies in having very low bandwidth. Inset feeding technique
is used as it is simple to design, facilitates in planar feeding and offers good input
matching [3]. Most of the important wireless applications lie in the band starting
from 900 MHz to 5.8 GHz. In this paper, three microstrip inset-fed patch antennas
are designed to work at 2.4 GHz ISM band frequency. After comparing the parame-
ters, the antennawith lowest profile and highest gain is to bemounted on the phantom,
which is a prototype of the human torso. The human body is an irregularly shaped
medium with frequency dependent permittivity and conductivity. The distribution of
the electromagnetic field inside the body and the scattered field depends largely on
the physiological parameters of the body and its geometry apart from being depen-
dent on frequency and polarization of the incident field. Due to the high permittivity
of body tissues, the resonant frequency in the antenna changes and detunes to a lower
value.

2 Antenna Design and Analysis

The geometries of the proposed antennas are etched on an FR4-epoxy substrate of
thickness 1.58 mm and relative permittivity (εr) of 4.4. Initially the antenna geome-
tries were calculated using the basic antenna designing formulae [4] and the antennas
were designed accordingly. Later, these antenna parameters were optimized using
Ansys make HFSS simulator to obtain the best optimized results. The antenna design
equations are as follows:

For rectangular patch, the antenna width (w) is given by

w = c

2 fr
(

√
2

εr + 1
) (1)

Antenna length (L) is given by

L = c

2 f
√

εre f f
− 2�L (2)

Extension of antenna length (�L) is given by

�L = (εre f f + 0.3)(wh + 0.264)

(εre f f − 0.258)(wh + 0.8)
(3)
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Effective dielectric constant is given by

εre f f = εr + 1

2
+ εr − 1

2
[ 1√

1 + 12( h
w )

] (4)

Length of the feed line is given by

Lf = 6h

2
(5)

Width of the 50 � feed line is given by

wf = 60√
εre f f

ln(
8h

w
+ w

4h
) (6)

For circular and triangular patch, the radius of the patch is given by

a = F{1 + 2h

πFεr
[ln(πF

2h
) + 1.7726]} − 1/2 (7)

where F = 8.791 × 109

fr
√

εr
(8)

The different inset fed antenna designs which are compared to select the best
optimized one to be mounted on the phantom are shown below.

2.1 Design of Different Shaped Patch Antennas

Figure 1a shows the schematic diagramof the rectangular patch antenna that had been
found out after optimization using optimetrics in HFSS software. Figure 1b shows
the return loss of the antenna upon simulation in free space. Figure 2a represents the
schematic diagram of the circular patch antenna after optimization in HFSS software
and its return loss is depicted in Fig. 2b. Figure 3a shows the schematic diagram of
the triangular patch shaped antenna with its return loss plotted in Fig. 3b.

Table 1 enlists a comparative study of different patch shaped antennas and their
simulated antennaparameters.Aclose studyof the antennaparameters of the different
antennas reveal that the gain of the rectangular inset feed antenna is of highest
value (5.32 dBi) and lowest profile and hence is the most suitable one for designing
wearable biomedical antennas.
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Fig. 1 a Top view of the designed rectangular patch antenna (l= 45 mm, w= 45 mm, lp= 30 mm,
wp = 30 mm, lc = 3.25 mm), b simulated reflection coefficient of the rectangular patch antenna

Fig. 2 a Top view of the designed circular patch antenna (ls = 40 mm, ws = 40 mm, pl = 17 mm,
w50 = 3.02 mm), b simulated reflection coefficient of the circular patch antenna

2.2 Design of Phantom Structure

Phantom structures are artificial structures designed to emulate properties of human
body in matters such as, including, but not limited to, light scattering and optics,
electrical conductivity and sound wave reception. Phantoms have been used experi-
mentally in lieu of, or as supplement to, human subjects to maintain consistency as
well as to protect human beings from electromagnetic radiation hazards, to verify
reliability of technologies, or reduce experimental expenses. They have also been
employed as training material for different processes. For the analysis of wearable
and implantable antennas, it is crucial to assess the interaction between human body
and the electromagnetic waves. For this, it is required to have an equivalent phantom
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Fig. 3 a Top view of the designed triangular patch antenna (ls = 50 mm, ws = 50 mm, xp =
17 mm, w50 = 3.02 mm), b simulated reflection coefficient of the triangular patch antenna

Table 1 Comparison of simulated antenna parameters

Antenna parameters Rectangular patch
antenna

Circular patch antenna Triangular patch
antenna

Gain (in dBi) 5.32 4.93 3.77

Bandwidth (in MHz) 70 (2.34–2.41 GHz) 50 (2.47–2.52 GHz) 60 (2.36–2.42 GHz)

S11 (in dB) −31.63 −16.04 −18.32

model emulating the dielectric properties of human tissues. The simplest phantom
model includes single layer skin flat model with predefined dielectric properties at a
given frequencies [5, 6]. However, to more actuate the tissue model inside the human
body, a three layer phantom model is generally used which comprises of skin, fat
and muscle layers [7, 8]. A multilayer tissue model is used here to study the antenna
performance in on-body scenarios. The proposed antenna is placed 5 mm above a
phantom (skin: εr = 36.41, σ = 1.43 S/m, fat: εr = 8.29, σ = 0.18 S/m and muscle:
εr = 53.4, σ = 2.06 S/m) [9] with dimensions of 100 mm × 100 mm × 31.8 mm as
shown in Fig. 4.

3 Simulated Results and Discussion

As the rectangular patch results in highest simulated gain value of 5.32 dBi, so it is
used here and is mounted at a height of 5 mm above the phantom. The rectangular
patch results in a simulated return loss of −31.63 dB in free space or air medium.
Upon mounting on phantom, it results in a return loss of −24.49 dB. Figure 5 shows
these values of simulated return loss of the antenna, in free space as well as on
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Fig. 4 Side view of the simulated patch antenna on three-layer phantom model

Fig. 5 Simulated reflection
coefficient of the rectangular
patch antenna in free space
and when mounted on
phantom

phantom. Figure 6 shows the radiation patterns of the inset-fed rectangular patch
antenna when simulated in free space. The E-plane co-pol simulated value is found
to be 5.32 dBi while the H-plane co-pol simulated gain is also found to be 5.32 dBi.
Here the cross-pol values for both E- and H-plane are at least 40 dBi below their
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Fig. 6 Radiation pattern of the antenna when simulated in free space

respective co-pol values. Figure 7 shows the radiation patterns of the same antenna
mounted on phantom. The E- plane co-pol simulated gain value is found to be 0.5 dBi
while the H-plane co-pol simulated gain is found to be 1.7 dBi. Here the cross-pol
values for both E- and H-plane are at least 40–50 dBi below their respective co-pol
values.

Fig. 7 Radiation pattern of the antenna when simulated on phantom
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4 Conclusion

This paper presents three inset-fed patch antennas, amongst which the rectangular
patch is chosen for its best performance in terms of simulated E-plane gain (5.32 dBi)
and return loss (−31.63 dB). Upon mounting the same on phantom, the return loss
of the antenna-phantom composite structure obtained is−24.49 dB with a simulated
E-plane gain of 0.5 dBi. So this inset fed antenna can be utilised as a perfect candidate
to be used as wearable antenna for biomedical applications.
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Ultra Wide Band Planar Inverted F
Antenna Design

Priyanka Das, S. Navyashri, Diya Chatterjee, Reeju Ray,
and Pooja Mukherjee

Abstract By incorporating a suspendedmetallic patch with two different slots and a
shorting post as a support of suspension, an ultra wide band PIFA has been proposed
which leads to an achievement of a gain greater than 11 dB in the operating frequency
range 7.39–15.98 GHz with a ultra wide bandwidth of 8.53 GHz and over 95%
fractional bandwidth. The width of the shorting post and the height of the patch from
ground plane are optimised to 4 mm and 2 mm. respectively. The metallic patch is
suspended above the ground plane with the help of the shorting pin. To secure a
maximized return loss, the lumped port and the shorting post are placed at the edge.
The rectangular and circular slot is optimally positioned on the patch for securing a
high bandwidth.

Keywords Ultra wide band PIFA ·Micro-strip patch · High gain

1 Introduction

In the modern era of miniaturization there is a requirement of designing a low profile
antenna which yields optimum characteristics like wide bandwidth and high gain.
PIFA is the most promising candidates in this regard. It provides small size, light
weight, omni-directional radiation pattern, reasonable gain and acceptable band-
width. It is a challenging task to acquire high gain and high bandwidth simultane-
ously for PIFA. In the recent reported works, PIFA operates in 4 bands by inserting
U shaped slits on the patch [1] which causes a 55% size reduction. Liu et al. [2]
reports size miniaturization of PIFA by employing hook-shaped slots at the edges of
the radiating patch. Leelaratne et al. [3] presents compact PIFA antennas operating
at mobile telephone bands which exhibits horizontal polarization sensitivity. A flat
structured hexaband PIFA formobile handset applications is proposed in [4] while an
UWB PIFA working from 817–11.5 GHz is mentioned in [5] having return loss less
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than −6 dB. Broadband characteristics are achieved with two branchlined meander
structured PIFA in [6]. The effect of dielectric constant of the substrate on return
loss, impedance bandwidth, resonant frequency and gain are explored for a PIFA
having dimensions 15.3 mm × 15.3 mm in [7].

In this paper, a novel design of ultra wide band PIFA that exploits the frequency
range of 7.39 GHz to 15.98 GHz with a high bandwidth of 8.53 GHz and a fractional
bandwidth of 95.5% has been proposed. The design consists of a metallic patch
having two different shaped slots which is suspended above the ground plane with
the help of a shorting post of width 4 mm. One slot is rectangular in shape and
the other slot is made by integration of a rectangular slot and circular slot which
enhances the operating bandwidth of the antenna without perturbing its high gain
characteristics in the radiation pattern. The gain of the proposed PIFA is about 5 dB
which ensures low power loss and higher directivity in point to point communication
systems.

2 Structure of the Proposed PIFA

The PIFA has been designed and analyzed using the following design equations. The
length and width of the patch corresponding to the design frequency for high gain
has been calculated based on the following equations.

l+ w = λ/4 (1)

when

w/l = 1, l+ h = λ/4 (2)

when w = 0,

l+ w+ h = λ/4 (3)

where
εr = 4.4, the relative permittivity of FR4epoxy.
l is the top patch length.
w is the top patch width.
λ is the wavelength corresponding to resonant frequency.
h is the height from the ground patch.
The input impedance of the antenna is controlled by the width ‘w’ of the patch of

the antenna (Fig. 1). The gain of the PIFA can be increased by increasing the width.
The resonating frequency is inversely proportional to the length l of the patch. The
height of the patch from the ground plane has significant impact on the operating
bandwidth and it is optimized to 2mmfor achieving awide bandwidth. PIFA iswidely
used in wireless communication because of its feature that it exhibits moderate to
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Fig. 1 Structure of the
proposed PIFA

high gain values in both horizontal and vertical states of polarization. In. addition to
it, it possesses features like high efficiency and wideband characteristics.

The design of the proposed antenna is shown in Fig. 2. The proposed PIFA consists
of the ground plane, metallic patch, lumped port and shorting post. The metallic
patch is suspended in the air with the assistance of a shorting post. The metallic
plate consists of two slots. One slot is the rectangular slot and other slot is made by
the merging rectangular and circular slots. The slotted patch is etched on the FR4
substrate. The slots are the important elements in increasing the gain of the antenna
as they assist in modifying the current distribution on the patch.The position of the
shorting post and lumped port determines the frequency of operation of the antenna.
The slots compel the current to flow around the impediments which increases the
electrical path length. The slots thus increase the electrical dimensions which excites
low frequency modes for enabling the antenna to resonate at lower frequencies. The
slots are capacitively coupled for improvement in matching.

Fig. 2 Structure of the
radiating patch
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2.1 Analysis and Design

The physical dimensions of the ground plane are 10mm× 23mm.The shape and size
of the ground plane is the important factor in determining the gain of the antenna. The
physical dimension of the patch plane is 10mm× 15mm.The patch is formed onFR4
epoxy, a kind of dielectric material having a dielectric constant of 4.4. A dielectric
substrate is important because it improves the electrical andmechanical stability. The
dielectric material is employed to supply the displacement current which produces
time varyingMagnetic field (by Ampere’s Law). Dielectric materials also are helpful
in reducing the dimensions of the antenna due to higher permittivity (Figs. 3 and 4).
The length of the substrate below the bottom plane is 35 mm whereas the width of
the substrate below the bottom plane is 23 mm. The space between the patch and

Fig. 3 Structure of the
ground

Fig. 4 Reflection
Coefficient of the proposed
PIFA
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Fig. 5 Radiation Pattern at
9 GHz

the ground plane is 2 mm. The ground plane in this design has the dimension of
15 mm by 23 mm. The lumped port and the shorting post are substituted at the edge
so that the return loss is maximized. The metallic patch is suspended in the air with
a shorting pin. In the design it is shown by the air box above the ground plane. The
dimension of the metallic patch is 10 mm by 23 mm. The bandwidth of the PIFA
is affected by the position of the metallic patch and also the slots over it, above the
ground plane. In this design a high bandwidth of 8.53 GHz is achieved which is ultra
wide band and is ideal for mostly all kind of communication networks. The antenna
is functioning in the frequency range of 7.39 GHz to 15.98 GHz. The gain of the
antenna is 5 dB. The radiation pattern and gain of the proposed PIFA is analogous
to that of a monopole antenna as shown in Fig. 5.

Antenna’s feed position is also a necessary parameter as the correct feed—position
assists impedance matching. Usually, coaxial feed is used as the feeding port but in
our design we have used lumped port of physical dimension 12 mm × 6 mm. The
lumped port helps in finding the response of the antenna in terms of S-parameters
which helps to determine its impedance matching and insertion loss. The radiation
efficiency of the antenna is 102% in the operating bandwidth (Figs. 6 and 7; Table 1).

The lowest resonant frequency is determined by the altitude of the antenna and
location of the closest edge of the short-circuited wall. The upper frequencies are
adjusted by the width of the vertical wall. At the resonant frequency 9.4 GHz,
maximum current distribution occurs on the patch due to electrical resonance.
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Fig. 6 3D Polar plot of the
proposed PIFA

Fig. 7 Surface Current
distribution on the patch at
9.4 GHz

Table 1 Optimised
Dimensions Of the PIFA
Antenna

Parameters Values

Patch length (l) 10 mm

Patch width (w) 23 mm

Lumped port position (lp) 12 mm

Lumped port width (lpw) 6 mm

Shorting post position (sp) −2 mm

Shorting post width (spw) 4 mm

Length of the substrate below ground plane (lg1) 35 mm

Height of the Air box (h1) 1.62 mm
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3 Conclusion

In this design two slots are formed on the patch namely a smaller rectangular slot and
a slot which is made by uniting the areas of a rectangular slot and circular slot. The
novelty of the proposed work lies in the design of the slot which is responsible for
enhancing the bandwidth of the antenna by perturbing the electric field distribution
on the patch. The proposed antenna exhibits a high gain which makes it suitable for
modern communication systems.
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A Novel Design of Circularly Polarized
Antenna with Asymmetric Slots

Priyanka Das, Shubhadeep Dey, and Saswata Banerjee

Abstract In this paper, a novel design of circularly polarized antenna has been
implemented over a wide angular range of 60° at 7.9 GHz. The antenna exhibits
a return loss of −19 dB of 7.8 GHz. A L-shaped asymmetric slot has been cut
on a truncated cornered rectangular micro-strip patch to create circularly polarized
radiation. The simulation is performed in HFSS software and the simulated results of
the antenna are presented. The proposed antenna is compact (33.3 mm × 29.6 mm
× 1.6 mm) and exhibits a low profile. The simulated return loss, axial ratio and
radiation pattern validate the conditions for circular polarization.

Keywords Wide angular range · Axial ratio · Asymmetric slots · Circular
polarization

1 Introduction

Polarization [1] refers to the path traced by the tip of the electric field vector as
function of time. It is strongly desirable to control the polarization state of electro-
magnetic wave to nullify the effect of faraday’s rotation caused by the ionosphere for
which polarization conversion is required [2]. CP antennas arewidely used inWLAN,
Wi-Max, GPS and RFID systems since they does not impose any restriction on the
orientation of the transmitter and the receiver. Moreover CP antennas are immune
to polarization mismatch losses due to wrong alignment of the transmitting and the
receiving antenna [3]. depicts a triple-band circularly polarized (CP) antenna with
the capability of switching its polarization by employing a monopole loop antenna
integrated with a parasitic loop around it. Circularly polarized waves have a major
role in mobile and satellite communication [4] since they prevent errors due to multi-
path reflections. Circularly polarized waves ameliorate signal propagation in Global
Navigation Satellite Systems (GNSS) [5]. Having single or double feeding patches,
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CP antennas are widely used as good radiators in communication system [6]. For
this operation micro strip patch antenna is used for its low profile, light weight and
low cost of fabrication. The circular polarization can be obtained in the microstrip
patch if two orthogonal modes are excited with a 90° time-phase difference between
them [7]. In this design a single feed technique (co-axial) is used.

2 Model Analysis and Design

In this paper a circular polarized antenna model is constructed using HFSS 15. The
antenna model is designed with substrate Rogers RT/duroid5880(tm) whose relative
permittivity is 2.2( 1r = 2.2). The thickness of the substrate (h) = 1.6 mm. This
model is employed using a modified square patch and co-axial feeding technique.
The substrate dimensions are 29.6 mm × 33.3 mm × 1.6 mm.

To obtain the two orthogonal modes of excitation having 90° phase-shift between
them, an asymmetric L-shaped slot, made by two rectangles of different dimensions,
has been cut on the patch to perturb the electric field distribution on the patch.
In this particular design, each corner of the rectangular patch has been cut to excite
orthogonalmodes on the patch. These orthogonal fields should be of equalmagnitude
and 90° out of phase to ensure circular polarization.

The proposed design exhibits a return loss of −18 dB at 7.9 GHz which ensures
good matching at the feed point. The radiation pattern of the electric fields in theta
direction(Eθ) and in phi direction(Eϕ) overlap with each other thus suggesting equal
excitation of orthogonal modes which serves as a condition for circular polarization.
The peak gain is positive. The axial ratio (Eθ/Eϕ) is close to 1 for a wide angular range
of 60° at 7.9 GHz. The width of the vertical thin rectangle of the slot is optimised
to get proper axial ratio and radiation pattern of E-field, so that orthogonal modes
excited are of equal magnitude and 90° out of phase. The horizontal rectangular slot
is affects the E field distribution along the horizontal direction. It is optimized to
achieve wide angular beamwidth. The rectangular slot creates higher order modes
on the patch which interfere with the resonant mode.

A positional change in entire L-shaped slot shows negative gain and angular
range get decreased to 30° with an improper return loss. The removal of the cuts at
each corner convert the patch from circularly polarized antenna to linearly polarized
antenna. Keeping the diagonal cuts of the corner alternatively reduces the gain of the
radiation pattern and disrupts the 3 dB axial ratio which is otherwise maintained. The
input feed location is achieved by theoritical calculations. If altered, then the power
to the antenna is not properly fed to it and thus it reduces the gain of the radiation.
The coupling capacitance between themetallic patch and the ground plane affects the
CP behaviour of the proposed antenna. The proposed design in this paper is unique
and fulfills all the major conditions required to provide circular polarization.
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3 Model Analysis and Design

W is the width of the patch
c is the speed of light(c = 3 × 1011 mm)
εr = relative permittivity of di-electric
(εr = 2.2)
f = resonating frequency

1r (eff) = ( εr+1
2 ) + (

εr−1
2

) −2

√(
1 + 12∗h

W

)
.(i)

Where 1r (eff) is the effective relative permittivity
h = height of the substrate
εr = relative permittivity of di-electric
Where Leff is the length of the patch and L is the length of the patch
L(eff) = c

2 f
√

εr(eff)
(ii)

xf = L
2
√

εr(eff)
(iii)

xf is the location of feed
Lg = L + 6 × h (iv)
Where Lg is the length of the substrate
Wg = W + 6 × h (v)
Where Wg is the width of the substrate
The axial ratio depends on the cross-polarization power.
AR = 20log10 1+e

1−e (vi)
e = 10−PdB/20

PdB = CrossPolar power
The asymmetric T shaped slot excites two orthogonal modes on the patch. The

dimensions of the rectangular slot are optimized so that the orthogonal modes have
equal amplitude at the resonance frequency in order to realize circular polarization
(Table 1).

Table 1 Dimensions of the
Proposed Circularly Polarized
Antenna

Parameters Dimensions

Length of the substrate (lg) 29.6 mm

Width of the substrate (wg) 33.3 mm

Length of the patch (l) 20 mm

Width of the patch (w) 23.7 mm

The feed location (xf) 6.35 mm

Cut at each corner of the patch (v × k) (1.85 mm × 2 mm)

Cut of the patch (horizontal, x × o)
Cut of the patch (vertical, x1 × x2)

(14 mm × 3.9 mm)
(8 mm × 0.55 mm)

Height of the substrate (h) 1.6 mm
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3.1 Geometry of the Antenna Structure

4 Experimental Results

The s-parameter of the implemented design shows −19 dB return loss at 7.8 GHz as
shown in Fig. 1. The axial ratio frequency coincides with the return-loss frequency.
Figure 2 shows that axial ratio of less than 3 dB is obtained from 7.85 to 8.10 GHz. In
Fig. 3, Eθ and Eϕ overlap with each other at the frequency 7.9 GHz showing circular
polarization plotted in E plane. The proposed CP antenna exhibits LHCP. In case of
circular polarization the axial ratio between (Eθ andEϕ)=1. Ideally, thismodel shows

Fig. 1 Antenna geometry

Fig. 2 Co-axial fed CP
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Fig. 3 a Dimensions of model b reflection coefficient (S11 plot)

a wide angular range (40–100°) over which 3 dB axial ratio is maintained as shown in
Fig. 7. Impedance plot shows sharp two peaks one is for (Eθ) another one is for (Eϕ)
excitation as shown in Fig. 8. Finally the 3D plot in Fig. 9 suggests omnidirectional
radiation pattern of the proposed circularly polarized microstrip patch antenna.

Fig. 4 Reflection Coefficient versus Frequency Plot
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Fig. 5 Axial Ratio versus
Frequency Plot

5 Conclusion

A circularly polarized antenna has been designed, implemented and simulated using
ansys software 15(HFSS). The resonance frequency of antenna is 7.9 GHz which
is suitable for communication purposes. The corresponding value of s parameter
shows 19 dB of return loss at 7.8 Ghz frequency. The impedance plot shows two
sharp peaks, one for E(θ) and E(ϕ). The antenna also shows quite good axial ratio
which ranges from 1.4 to 2.8 dB over a wide angular range of 30–90° in the frequency
range (7.85–8.1 GHz). The proposed antenna is compact in size and simple in design
which makes it suitable for modern communication systems.
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Fig. 6 LHCP and RHCP
radiation pattern
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Fig. 7 Axial ratio of CP
antenna

Fig. 8 Impedance plot (freq
vs impedance)
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Fig. 9 3D polar plot for
circularly polarized antenna
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Novel Design of a Wideband Microstrip
Antenna for 5G Applications

Priyanka Das, Mouli Ghosh, Sayani Banik, Subhodeep Mondal,
and Sudhanshu Shekhar

Abstract In this paper, a novel ultra wideband microstrip patch antenna array has
been designed and analyzed using HFSS software for 5G applications from 24.5–
37 GHz. A return loss of 28 dB is observed at resonance frequency, 28 GHz over a
fractional bandwidth of 46.43%. Thewideband operating frequency range of 13GHz
is accomplished by incorporating arrays of microstrip patches of different shapes.
The antenna is compact and has low profile. It is suitable for modern communication
systems and upcoming 5G applications.

Keywords Wide band · 28 GHz · 5G antenna ·Microstrip patch · Antenna array

1 Introduction

5G is the fifth generation mobile network which plays a major role than previous
generations in elevating the mobile network to not only interconnect people, but also
interconnect and control machines, objects, and devices. 5G supports significantly
faster mobile broadband speeds and lower latencies than previous generations by
exploiting the full potential of the Internet of Things. From autonomous vehicles to
smart cities and fibre-over-the air, 5G is also quintessential for high data rates. A
wideband microstrip patch antenna can improve the quality of communication when
designed in millimeter wave bands above 24 GHz. These bands suit macrocells
for larger area coverage including fixed wireless access using beam forming. In
the millimeter wavelength bands, attenuation and propagation losses are higher. In
order to sustain communication at these higher frequencies antennas with high gain
are required. In [1], a single band microstrip patch antenna with center frequency
60GHz has been designedwith bandwidth of 30GHz and the realized gain is 8.82 dB
[2] has a proposed antenna which has the center frequency 28 GHz over a narrow
band (27–29 GHz). In [3], a 12 port antenna array has been designed which is used
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for MIMO application in mobile handsets. The reflection coefficient is more than
−6 dB and the isolation is lower than−12 dB [4] is a scalable 28 GHz beamforming
patch antenna which has a gain of 7.5 dB and EIRP of 34.5 dBm with 360° coverage
of azimuth angle [5] reports a planar microstrip array antenna having beamforming
capability with the resonance frequency of 28 GHz in 4× 4 configuration for mobile
applications. In [6], a hybrid antenna module has been designed which is suitable
for cellular devices. This is a combination of a fully optically transparent antenna
array and end-fire antenna array which achieved impedance bandwidth of 0.85 and
1.67 GHz at 28 GHz [7] is a substrate integrate wave guide (SIW)-fed linear patch
array having two ports for 2 × 2 array. The centre frequency is 28 GHz and the
reflection coefficient is 22.5 dB with average gain of 9.2 dBi. Most of the reported
works involve complex designs integrated with complicated feeding circuits.

In this paper, a microstrip patch antenna array has been proposed which has the
centre frequency of 28 GHz. It is a wideband antenna having a bandwidth of 13 GHz
and a return loss of 28 dB. The compact and low profile structure of the antenna
makes it suitable for 5G applications in mobile devices. The use of FR4 substrate in
the design of the antenna reduces the cost of fabrication. The proposed design uses
multi-element antenna arrays for registering a wide bandwidth and high directivity.

2 Evolution of the Array Antenna

2.1 Design of a Single Patch

The first step of the design is to make one single rectangle patch. The length and the
width of the patch is 1.4 mm and 6.3 mm respectively. The length, width and height
of the FR4 substrate are 10 mm, 15 mm and 1.6 mm respectively. The ground plane
has the same length and width as the substrate. Inset feed technique is used here.
The length and the width of the feed line is 4.8 mm and 2.65 mm respectively. The
observed return loss is 19 dB at the resonant frequency 28 GHz as shown in Fig. 2.
A peak gain of 6 dB is registered as observed in Fig. 3. An impedance bandwidth of
about 6 GHz is obtained using a single patch antenna (Fig. 1).

The radiation pattern as obtained in Fig. 4 is an omnidirectional pattern with a
low gain.

2.2 Design of the 1st Layer with Combination of Different
Shaped Patches

In second step of the design 4 extra patches is added with the rectangular patch as
shown in Fig. 5. There are 2 circular patches with radius of 1mm and 2 square shaped
patches with length of 1 mm. All these patches are connected to each other using
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Fig. 1 Design of single
rectangular patch

Fig. 2 Reflection coefficient
of a single element

Fig. 3 E plane radiation
Pattern of a single element
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Fig. 4 3D polar plot of
single rectangular patch

Fig. 5 Design of single
layer with 5 patches

a single feed line with length of 4.8 mm and width of 2.65 mm. The length of the
substrate is unchanged but the width is increased to 32 mm. The ground plane has the
same length and width as that of the substrate. In this step a return loss of 28.39 dB
has been observed at the centre frequency of 28 GHz and also a wide bandwidth
(25.4–32 GHz) has been observed. In this design the maximum gain is 4.8 dBi as
seen from the E plane radiation pattern in Fig. 7 (Fig. 6).

2.3 Design of the Two Layered Array Antenna
with the Combination of Rectangular, Circular
and Square Shaped Patches

After step 2 now one layer has been increased in step 3 as shown in Fig. 9. In this
double layered design there are 5 patches in every layer and the dimensions of those
patches are same as step 2. These 2 layers are connected to each other. The width
of the substrate is same as previous step but the length has increased to 16 mm. A
return loss of 28.8 dB has been observed at the centre frequency 28 GHz and the
bandwidth is 11 GHz in this step. The maximum gain is 4.41 dB as observed from
the E plane radiation pattern in Fig. 11 (Figs. 8, 10 and 12).
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Fig. 6 Reflection coefficient
of single layer

Fig. 7 E plane radiation
pattern of single layer

2.4 Design of the Four Layered Array Antenna
with the Combination of Rectangular, Circular
and Square Shaped Patches

In the 4th and final step there are four layers of the combination of rectangular,
circular and square shaped patches. Each layer behaves as an antenna element. The
dimensions of the 4 element wideband array antenna are optimized for finding appli-
cations in a mobile phone. The antenna performance is investigated, including gain
and return loss. The dimensions of these patches remains same as previous. All the
layers are interconnected with each other via one feed line in Fig. 13. The length
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Fig. 8 3D polar plot of single layer

Fig. 9 Design of two layer
array antenna

Fig. 10 Return loss of two
layer array antenna
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Fig. 11 E plane radiation pattern of two layer array antenna

Fig. 12 3D polar plot of two layer array antenna

and the width of the substrate is increased to 26.5 and 34 mm. The ground plane has
the same length and width as the substrate. The return loss is 28.18 dB at the centre
frequency 28 GHz and the bandwidth is 13 GHz in this final step with the maximum
gain of 6.36 dB in the boresight direction. The layers are not increased further in
order to maintain the compactness of the antenna so that it can be suitable for mobile
applications (Figs. 14, 15 and 16).
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Fig. 13 Design of four layer
array antenna

Fig. 14 Reflection
coefficient of four layer array
antenna

3 Conclusion

A four layered wideband microstrip antenna has been designed with the resonance
frequency 28 GHz in 5G millimetre wave bands (24.5–37 GHz). The 26 and 28 GHz
bands have a strong impact since they are adjacent and support spectrum harmon-
isation.It is observed that by increasing the number of layers of microstrip patch
elements, the operating bandwidth of the antenna is enhanced. The use of FR4
substrate reduces the fabrication cost.As the size of the antenna is small, it is suitable
for mobile applications. The proposed antenna is suited for 5G applications in the
frequency band 23–37 GHz.
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Fig. 15 E plane radiation
pattern of four layer array
antenna

Fig. 16. 3D polar plot of
final design (four layered
array antenna)
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Performance Analysis of an Electrostatic
Doping Assisted Dual Parallel
Mach-Zehnder Modulator

Soumi Saha , Rohan Roy , and Subhradeep Pal

Abstract This paper discuss on the performance of a dual-parallel Mach-Zehnder
modulator (DP-MZM) using electrostatic doping (ED) assisted optical phase shifters
on 220 nm silicon-on-insulator (SOI) platform. Analytical model of the proposed
DP-MZM along with nonlinear model is also presented here. The proposed DP-
MZM contains two ED-assisted sub-MZMs and an ED-assisted optical phase shifter
(PS) in an interferometric structure. Numerical simulations are performed using
commercially available tools. Simulation results predict that the proposed DP-MZM
with 400 µm long sub-MZMs can offer peak dynamic extinction ratio (ER) of 14
dB with maximum 8.7 dB of insertion loss (IL). Using dual-tone test method, the
predicted spurious free dynamic range (SFDR) of the modulator are 62.74 dBHz1/2

and 99.35 dBHz2/3 for second and third harmonic intermodulation distortions (IMD2
and IMD3), respectively. From transient analysis, the estimated maximum operating
frequency, and 3-dB EO bandwidth of the modulator are approximately 35.5 GHz,
and 32.37 GHz, respectively. Simulation verifies successful transmission of 25 Gb/s
OOK modulated PRBS data stream over a 2 km standard single mode fiber (SSMF)
link, making it suitable for short reach interconnects.

Keywords Dual parallel Mach-Zehnder modulator · Electrostatic doping ·
Photonic integrated circuits · Silicon modulator
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1 Introduction

In the past decade, we have seen a rapid increase in datacenter traffic primarily fuelled
by cloud computing and other internet basedmultimedia applications [1, 2]. This has
created a demand for energy efficient, high speed, and compact optical transceivers
suitable for datacenter interconnects. The data center traffic is expected to reach
approximately 21 zettabytes (ZB) by 2021 among which 70% of the total traffic will
bewithin the datacenter [1].Current 100Gb/s transceivers operate on four 25Gb/s on-
off keying (OOK)modulation format while, next generation transceivers will operate
at 400 Gb/s. In this aspect, PAM-4 owing to its double spectral efficiency compared
to OOK has also been selected as the choice of modulation format. Along with that
even stronger forward error correction code (FEC) has been included recently in
400 Gb/s IEEE standard [1]. However, it must be noted that the performance of the
transceivers is highly dependent on themodulator(s)which performs the all important
electrical-to-optical (E-O) conversion.

In parallel, silicon photonics (SiP) has become a popular solution for the high
performance optical interconnects in datacenters. SiP owing to its well understood
fabrication methods, low cost, high yield, better integration between electrical and
optical components offers compact photonic integrated circuits (PICs) based com-
pact optical transceivers. In those PICs, the choice of modulator limits in between (a)
Mach-Zehnder modulator (MZM) (b) microring modulator (MRM) or (c) electro-
absorption modulator (EAM). Among these modulators, MRM offers the lowest
device footprint and the minimum power consumption but it suffers from the wave-
length and temperature dependence. On the other hand, EAM offers high operating
bandwidth while suffers from complex device fabrication steps and large device
footprint. In this aspect MZM, although free from the limitations of the MRM and
complex fabrication steps suffers from large device footprint. To reduce the footprint
of MZM, the light- matter interaction in the optical phase shifter (PS) present in
the interferometric structure should be improved. One way to achieve is to increase
the doping concentration in the active region of PS. Now increasing doping concen-
tration in nano scale regime will lead to problems like random-dopant fluctuations
(RDF), undesired and unwanted dopant activation etc. [3]. Dependence of device
performance on doping concentration is well discussed in [4–7]. To get rid of these
problems, recently electrostatic doping (ED) assisted optical PS has been proposed.
Several modulators based on this new variant of optical PS is proposed and their
performance have been studied extensively in [8–11]. Such optical PS can also be
employed to achieve a dual parallel MZM (DP-MZM).

Among different variants of MZM, DP-MZM finds wide applications in arbitrary
waveform generation [12, 13], analog fiber optic link [14, 15], photonic microwave
mixer [16], chirp waveform generation [17], IQ modulator [18] etc. In this paper,
we propose an ED-assisted optical PS loaded DP-MZM suitable for SiP PICs. The
proposedDP-MZMwill consist of two sub-MZMswhich are connectedwith an addi-
tional ED-assisted optical PS in the formofMach-Zehnder interferometer (MZI). The
ED-assisted optical PS contains three metal-insulator-semiconductor (MIS) junc-
tions and a couple of metal-semiconductor (MS) junctions across a silicon rib waveg-
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uide [9]. The optical PS utilized both work-function and bias induced doping [19] to
achieve free carrier plasma dispersion effect inside the optical waveguide. The pro-
posed DP-MZM owing to its reduced bias voltage requirement and improved LMI,
is expected to offer improvement both in terms of nonlinear performance, and device
footprint. The outline for the rest of paper is as follows. In Sect. 2 and Sect. 3, we
have described the structure and analytical formulation of the proposed DP-MZM,
respectively. In Sect. 4, we present the simulation methodology and results of the
proposed modulator obtained from the commercially available tools. Finally in Sect.
5, a conclusion is drawn.

2 Device Description

Figure 1a depicts the complete structure of the proposed ED-assisted DP-MZM.
It contains two ED-assisted sub-MZMs (MZM-I and MZM-II) in both upper and
lower arms of a MZI. The detailed design and operating principle of sub-MZM are
well discussed in [10]. An additional ED-assisted optical PS is included in the lower
arm of the MZI. The RF input signal is divided into two parts by a γRF/(1 − γRF)

microwave power splitter and fed to the inputs of both sub-MZMs in conjunctionwith
suitable DC offset voltages (VDC1 or VDC2). Figure 1b illustrates the cross-section of
the proposed ED-assisted optical PS. The 600 nm wide P-type rib waveguide with
doping concentration NA = 1017 cm−3 contains tripple MIS junctions vertically, and
dual MS junctions laterally. Electrodes E1, E3 are 50 nm wide and made of gold
while electrode E2 is 100 nm wide and made of silver. The electrodes of both MS
junctions are made of aluminium. The choice of noble metal as electrode material
for E1, E2 and E3 is to reduce the modal loss coefficient as discussed in [9, 10]. A 20
nm thick oxide layer is present between the rib waveguide and the electrodes of the
MIS junctions. The optimization of electrode dimensions and oxide layer thickness
are well documented in [10, 11]. Output from the MZM-II is passed through an
additional ED-assisted optical PS to control the phase difference between the sub-
MZMs as per our requirement. The additional optical PS operated at VDC3 increases
both dynamic ER and device footprint, which will be discussed later in the paper.
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Fig. 1 Schematic of the proposed ED-assisted dual parallel Mach-Zehnder modulator: a complete
schematic, b cross-sectional view of ED-assisted optical PS
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3 Analytical Formulation

3.1 Estimation of Device Transfer Function

Refer to Fig. 1a. Assuming the mathematical form of the input continuous wave
(CW) signal is Einejωct , the output electric field (Eout) of each sub-MZMs operating
at wavelength λ can be represented as,

Eout,i = γe−jφ0e−α0Li
[
1 + e−jΔφ(Vi)e−Δα(Vi)Li

]
Ein,ie

jωct for i = 1, 2 (1)

where φ0 andα0 denotes the phase shift and loss coefficient at unbiased condition; Li
denotes the length of the optical PS present in the sub-MZMs;φ(Vi) = 2πn(Vi)Liλ−1

andΔα(Vi) denotes the loss coefficient at voltage Vi. In Eq. (1) i, represents the index
of the two sub-MZMs. Also for Eq. (1), we have assumed symmetric power splitting
at the input and output of each sub-MZMs. Hence, the expression of the electric field
for the complete dual-parallel MZM is given by,

Eout =
[√

γ1γ6Eout,1 + √
(1 − γ1)(1 − γ6)Eout,2e

−jφ(VDC3)e−α(VDC3)L3
]
Eine

jωct (2)

Assuming symmetric power splitting, the above expression can be rewritten as,

Eout = γ
[
Eout,1 + Eout,2e

−jφ(VDC3)e−α(VDC3)L3
]
Eine

jωct (3)

3.2 Nonlinear Analysis

In this subsection, an analytical formulation for the nonlinear behaviour of the pro-
posed DP-MZM is presented. Neglecting the voltage induced loss due to plasma
dispersion effect, the expression of output electric filed of the proposed DP-MZM is
given by [15],

Eout = Ein

2

[
cos

(
φ1(t)

2

)
ejφ3/2 + cos

(
φ2(t)

2

)
e−jφ3/2

]
(4)

where φi = πVi/Vπ,i denotes the phase difference the two arms of the i-th sub-MZM
controlled by the DC bias Vi, and Vπ,i is the corresponding half-wave voltage of the
sub-MZM.Assuming the input RF signal comprises of two RF signals of frequencies
ω1 and ω2, the photodetected current (iPD(t)) can be represented as,

iPD(t) = E2
in
8

[
2 + cos (φ2(t)) + cos (φ1(t)) + 4 cos

(
φ1(t)

2

)
cos

(
φ2(t)

2

)
cos (φ3)

]
(5)
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Using similar analysis as described in [15], the coefficients for the fundamental (Υf )
and third order intermodulation distortion (Υ3f ) for the proposed DP-MZM can be
represented as,

Υf = sin (φ1) J0(m)J1(m) + 4 sin

(
φ1

2

)
cos

(
φ2

2

)
cos (φ3) J0

(m
2

)
J1

(m
2

)
(6)

Υ3f = sin (φ1) J1(m)J2(m) + 4 sin

(
φ1

2

)
cos

(
φ2

2

)
cos (φ3) J1

(m
2

)
J2

(m
2

)
(7)

where Jn denotes the nth order Bessel function of first kind. We can adjust the values
of φ1, φ2, and φ3 to minimize the effect of IMD3 component in the modulated optical
output.

4 Simulation Methodology and Results

4.1 Simulation Methodology

In this section, we describe the simulation methodology for estimating the perfor-
mance of the proposed DP-MZM. Using Lumerical Device CT [20], a commer-
cial grade device simulator, we have estimated the carrier information across the
rib waveguide at different anode voltages (VA). Then utilizing the estimated carrier
information andmodified Soref’s equations asmentioned in [8], the change in refrac-
tive index (Δn) and change in loss coefficient (Δα) across the rib waveguide is then
estimated at different VA. Lumerical Mode Solutions [21], a commercial grade eigen
mode solver, is used to estimate the modal effective refractive index (neff ) and loss
coefficient (αeff ) for the fundamental guided mode. Lumerical Interconnect [22], a
commercial grade circuit simulator for photonic integrated circuits, is then utilized
to simulate the dynamic performance of the proposed DP-MZM. For the estimation
of nonlinear performance, we have utilized the dual-tone test method in Lumerical
Interconnect. Corresponding simulation test setup is depicted in Fig. 2.

Fig. 2 Simulation test setup
used in Lumerical
Interconnect for estimation
of nonlinear performance of
the proposed DP-MZM

DP-MZM

DUT

+

VDC

Spectrum
Anayzer

VRF1 VRF2

Electrical
Optical
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4.2 Dynamic Performance

For the estimation of dynamic performance of the proposed DP-MZM, we have
varied the coupling coefficient (γ) of the modulator from 0.5 to 0.9 with a step size
of 0.1 and the peak-to-peak RF voltage (VRF ) is varied from 2 to 8 V with a step
size 0.5 V. With these varying parameters, both dynamic extinction ratio (ER) and
insertion loss (IL) are measured at 10 Gb/s data rate. We have chosen a lower data
rate to ensure that the charge carriers inside the rib waveguide get sufficient amount
of time between two successive bit patterns. However, the dynamic ER reduces as the
operating speed increases which will be evident from the results later, in this paper.
The variation of dynamic ER and IL at VDC3 = 0.5 and 1.0V are depicted in Fig. 3. As
illustrated, the dynamic ER increases with increasing value of VRF and γ. However,
IL also increases in such condition. A trade-off between the required dynamic ER
and IL is present in the proposed DP-MZM. At 10 Gb/s data rate, the proposed DP-
MZM with γ = 0.62 and VRF = 7 V offers approximately 13.8 dB of dynamic ER
with 7.9 dB of IL.
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Fig. 3 Variation of dynamic ER and insertion loss at 10 Gb/s data rate with varying γ and VRF :
a, b dynamic ER and IL of proposed DP-MZM with VDC3 = 0.5 V; c, d dynamic ER and IL of
proposed DP-MZM with VDC3 = 1.0 V. Other simulation parameters are: VDC1 = VDC2 = 3 V,
Pin = 0 dBm, and λ = 1552.524 nm
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4.3 Nonlinear Performance

Using dual-tone method (refer to Fig. 2), the non-linear performance of the proposed
DP-MZM, Fig. 2. In Fig. 4, the nonlinear performance of the modulator for 0 dBm
input optical power (Pin) is shown. The spurious free dynamic range of the proposed
modulator for the IMD2 and IMD3 are calculated using the following relations,

SFDRIMD2 = 1

2

[
OIP2 − PON − 10 log10 (B)

]
(8)

SFDRIMD3 = 2

3

[
OIP3 − PON − 10 log10 (B)

]
(9)

where OIP2 and OIP3 are the output optical power at the second and third inter-
modulation distortion intercept points; PON refers to the output noise floor and B
represents the measurement bandwidth. For the proposed DP-MZM, the estimated
value of OIP2 and OIP3 are −54.52 dBm and −25.97 dBm. Thus, for measurement
bandwidth of 1 Hz and noise floor of −170 dBm, the estimated value of SFDR for
IMD2 and IMD3 are 62.74 dBHz1/2 and 99.35 dBHz2/3. Typical state-of-the-art SiP
modulators offers approximately 82 dBHz1/2 and 97 dBHz2/3 SFDR for IMD2 and
IMD3, respectively [23]. A comparative study of the SFDR of the proposed modula-
torwith some recently reportedDP-MZMs is listed inTable 1. From the comparison it
is evident that, the proposed DP-MZMoffers inferior performance than conventional

Fig. 4 Simulated nonlinear
performance of the proposed
DP-MZM using dual-tone
test method for Pin = 0 dBm.
Other parameters are:
λ = 1552.524 nm,
VDC1 = VDC2 = 3 V and
VDC3 = 0.5 V

15 20 25 30 35 40 45 5050

-150-150
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-50-50
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Table 1 Modulator linearity comparison

Year References Spurious free dynamic range

IMD2 (dBHz1/2) IMD3 (dBHz2/3)

2016 [25] 82 110

2016 [26] – 96.5

2018 [27] – 102

2019 [28] – 102.5

2020 [29] – 113.5

2020 Present work 62.74 99.35
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Fig. 5 Transient
performance of the proposed
DP-MZM: a modulated
output signal at 25 Gb/s; b
photodetected signal after 2
km SSMF at 25 Gb/s;
c simulated electro-optic
response
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SiPmodulator(s) in terms of SFDR for IMD2 and IMD3. One possible explanation is
that the proposed DP-MZM contains three nonlinear optical PSs and their combined
effect degrades the nonlinear performance. However, the SFDR performance of the
proposed DP-MZM can be improved by adjusting the value of VDC3 and γRF which
in turn adjust VRF as discussed in [24].
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4.4 Transient Performance

As discussed in Sect. 1, current 100 Gb/s transceivers require four 25 Gb/s modula-
tors. Thus, successful operation at 25Gb/s will ensure the application of the proposed
DP-MZM in the 100 Gb/s green field transceivers. For the study of transient perfor-
mance, a 27 − 1 PRBS signal with 3 V DC offset and 5 V amplitude at 25 Gb/s is
applied to drive the proposed DP-MZM. The modulator is connected to a continuous
wave (CW) distributed feedback (DFB) laser source with Pin = 0 dBm at 1552.525
nm. The corresponding modulated optical signal is depicted in Fig. 5a. The optically
modulated signal has the dynamic extinction ratio of 7.78 dB which is even higher
than required 3.5 dB for short reach interconnects [9]. The estimated values of optical
rise time (τr) and fall time (τf ) are 28.20 ps and 22.15 ps, respectively. Hence, the
maximum operating speed of the modulator calculated from fmax = 1/max(τr, τf )
is approximately 35.5 GHz. Similarly using BW = 0.35/max(τr, τf ), the estimated
value of 3-dB optical bandwidth is 12.4 GHz. Figure 5b, depicts the photodetected
signal after 2 km of standard single mode fiber (SSMF). For such simulation, we
have considered the thermal noise, dark current, and responsivity of PIN PD are
−410 dBm/Hz, 5 nA, and 0.83 A/W, respectively. From the result, it is also evident
that the received signal after 2 km SSMF will have a distinct threshold level for suc-
cessful data demodulation. We have also estimated the 3-dB electro-optic bandwidth
(Ω3−dB) from the electrical S21 response of the proposed DP-MZM. The simulated
normalized E-O response of the modulator is illustrated in Fig. 5c. From the normal-
ized response, the estimated value of Ω3−dB is approximately 32.37 GHz. Clearly,
the proposed ED assisted DP-MZM offers both high speed operation and wide 3-dB
EO bandwidth (>30 GHz).

5 Conclusions

A dual-parallel Mach-Zehnder modulator using electrostatic doping assisted optical
phase shifter is proposed and its performance is analyzed in this paper. Theoretical
formulation along with analytical nonlinear model of the same is also presented.
Numerical simulation predict that the proposed DP-MZM with 400 µm long sub-
MZMs offers maximum dynamic ER of 14 dBwith peak IL of 8.7 dB at 10 Gb/s. The
results also predict that the dynamic performance of the modulator strongly depends
on γ and VRF . Dual tone test method predicts SFDR of 62.74 dBHz1/2 and 99.35
dBHz2/3 for IMD2 and IMD3, respectively. From the transient analysis, the estimated
value of fmax, and Ω3−dB are approximately 35.5 GHz and 32.4 GHz, respectively.
Simulation result also predicts the successful transmission of 25 Gb/s OOK modu-
lated PRBS data stream over a 2 km SSMF link which makes the modulator suitable
for short reach interconnects.
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Semi-hexagonal Half Mode SIW
Antennas and Arrays for Vehicular
Communication Systems

Soumen Banerjee, Sampoorna Das Mazumdar, Sombuddha Chatterjee,
and Susanta Kumar Parui

Abstract In this paper, a semi-hexagonal half-mode SIW antenna is proposed by
the authors, generated by splitting the hexagonal SIW cavity along the diametric
bisector joining the opposite vertices, which exposes the radiating edge, while the
other edges are lined with metallic vias. The proposed antenna, designed on Arlon
AD270 substrate, has a gain of 5.8 dBi at 5.9 GHz. The antenna element is further
used to design two linear arrays as 1 × 2 and 1 × 4 arrays. The resonating frequen-
cies for both 1 × 2 and 1 × 4 simulated linear arrays lie at 5.9 GHz, with gains
of 8.3 dBi and 11.3 dBi respectively, thereby providing a gain improvement of 2.5
dBi and 5.5 dBi over the single array element. The antennas are of useful applica-
tion in vehicular communication systems serving as an integral part of Dedicated
Short Range Communication devices with frequency of operation lying in the IEEE
802.11p band allocated for such purpose. The antennas also find application in
satellite communication in the C-band.
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1 Introduction

Wireless Access in Vehicular Environments (WAVE), a modern vehicular communi-
cation system guided by IEEE 802.11p standards, forms the core of Dedicated Short
Range Communication (DSRC) in supporting Intelligent Transportation Systems
(ITS) applications for short range communication [1]. It provides the basis for estab-
lishing inter-communication between vehicles (V2V) or communication between
vehicles and roadside information (V2I) in the 5.9 GHz band (5.85–5.925 GHz)
[2–5]. The authors present their contribution in extension to the ongoing research
pursuits in developing printed antennas and arrays compatible with other devices for
short range communication for ITS applications. The choice of Substrate Integrated
Waveguide (SIW) is justified by the crucial advantages it offers in design and devel-
opment of antennas with high quality factor and power handling capabilities, with
consistent electrical shielding. In addition to the conventional rectangular and circular
waveguide structures, researchers have felt the need for exploring other geometries
for development of SIW antennas and filters [6]. The authors have worked on one
such structure—the hexagonal SIW, which, although widely popular in use as a filter
[7–13], have little been explored in the domain of antennas and arrays. Therefore,
the authors, in this paper, have proposed a novel HMSIW antenna, operating at IEEE
802.11p frequency of 5.9 GHz and subsequently developed linear arrays using the
former as an array element.

A full-mode SIW (FMSIW) regular hexagonal cavity was designed, operating at
the resonant TM01 mode at 5.9 GHz, and subsequently bisected along its diagonal to
produce the HMSIW antenna while preserving the field configuration of the parent
SIW structure. The designed antenna element resonates at a frequency of 5.9 GHz
with a gain of 5.8 dBi. The authors further developed linear semi-hexagonal HMSIW
antenna arrays resonating in the IEEE 802.11p band. The 1 × 2 semi-hexagonal
HMSIW array operates at a resonating frequency of 5.9 GHz having a gain of 8.3
dBi,while the corresponding 1× 4 array resonates at 5.9GHzproviding a gain of 11.3
dBi. The antenna arrays thus designed provide considerable increase in gain without
compromising critical properties of the initial element. The antenna and arrays are
designed on Arlon AD270 substrate and the necessary full wave simulations are
carried out in ANSYS make HFSS v15.0.

2 SIW Hexagonal Antenna

The hexagonal waveguide has been modelled in terms of circular/cylindrical waveg-
uide. The cut-off frequencies for the first twenty-one normal modes are obtained for
the E-modes of a regular hexagonal waveguide [14]. The cut-off frequency of the
first mode is given as
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fcmn = c

2π
√

εr

kcmn

s
(1)

where, c is the speed of light in vacuum, kcmn is the cut-off wave number and s is the
side length of the regular hexagon. A direct approximation from a circular waveguide
leads to the value of kcmn = 2.75 [7]. Thus, the formula for the cut-off frequency of
a full mode hexagonal SIW cavity, operating in the TM01 mode is given by

fr = 2.75c

2πs
√

εr
(2)

Figure 1a depicts the schematics of the full-mode SIW (FMSIW) regular hexag-
onal cavity with side length s= 15mmhaving a centre frequency of 5.9 GHz exciting
the fundamental TM01 mode. The effective side length of the antenna is reduced to
13.5 mm after the incorporation of metallic vias along its periphery. This antenna is
designed on Arlon AD270 substrate (tm). The dimensions are tabulated in Table 1.
The fundamental TM01 mode at 5.9 GHz and is shown in Fig. 1b.

The hexagonal cavity is symmetrical about two axes. Hence, preserving the TM01

mode of the parent hexagonal resonator, we can obtain two types of half mode SIW
antennas one by bisecting the cavity along the line joining the opposite edge centres
and other along the diagonal of the hexagon as depicted in Fig. 2.

(a) (b)

Fig. 1 a Geometry of the FMSIW hexagonal, b electric field distribution for the principal TM01
mode at 5.9 GHz

Table 1 Dimension of hexagonal cavity (in mm)

L W h S L1 L2

60 60 0.79 15 15 30
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Fig. 2 Design of two HMSIW semi-hexagonal antenna

3 Design of Antenna Array Element

TheHMSIWbased semi-hexagonal antennawith hexagonalwalls linedwithmetallic
vias and the PMC wall along the diagonal of the full mode hexagonal cavity and
excited with inset feed is depicted in Fig. 3 with its dimensions tabulated in Table 2.
The effective side length is s = 13.5 mm and for excitation of the fundamental TM01

mode, the inset feed of width L7 = 0.58 mm is inserted at an optimized distance of
L5 = 7.7 mm from the base of the semi-hexagonal structure to match with 100 �

impedance.

Fig. 3 Geometry of the
HMSIW semi-hexagonal
antenna

Table 2 Dimension of semi-hexagonal antenna (in mm)

L W H s L1 L2 L3 L4 L5 L6 L7

60 60 0.79 15 17 22.5 15 30 7.7 1.74 0.58
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Fig. 4 Simulated return loss
value of the HMSIW
semi-hexagonal antenna for
TM01 mode

The optimized return loss for the simulated antenna is−19.48 dB at a fundamental
resonating frequency of 5.9 GHz with fractional bandwidth 1.65% as depicted in
Fig. 4. The electric field distribution for TM01 mode of the antenna is depicted in
Fig. 5 and the radiation pattern for E and H planes are presented in Fig. 6. From the

Fig. 5 Electric field
distribution at 5.9 GHz for
TM01 mode
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Fig. 6 Simulated a E-plane and b H-plane radiation pattern of the single element antenna array
element at 5.9 GHz
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figure, it is evident that the simulated E-plane co-polarized gain is 5.8 dBi and the
simulated H-plane gain is 4.8 dBi. However, the cross-polarized values are also well
below 20–30 dBi with the antenna depicting 90.14% radiation efficiency.

4 Effect of Mutual Coupling Between Two Similar Array
Elements

Table 3 lists themutual coupling study between two similar HMSIW semi-hexagonal
antenna array elements with variations in inter-element spacing (centre-to-centre
distance), d. The results are plotted in Fig. 7 and represents variation of S11 and S21
parameters with frequency (f) for different values of d. The coupled values of S21,
for different values of d, are S21 = −27.27 dB for d = 38.42 mm, S21 = −27.81 dB
for d = 39.42 mm and S21 = −28.77 dB for d = 40.42 mm. Thus, with change in
d, a small shift in the resonating frequency takes place. Owing to the typical design
of our antenna array element, the adjacent array elements have non-radiating PEC
walls near the proximal regions which results in appreciably low values of mutual
coupling between them thereby significantly reducing the total size of the antenna

Table 3 Mutual coupling
study between two HMSIW
semi-hexagonal antenna
elements

d (mm) f (GHz) S11 (dB) S21 (dB)

38.42 5.89 −35.27 −27.23

39.42 5.88 −39.27 −27.81

40.42 5.89 −36.98 −28.75

Fig. 7 Variation of S11 (solid line) and S21 (dashed line) for two antenna array elements with
different inter element spacing d
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array constituted with such elements as they can be placed significantly close to each
other. Here, for designing antenna arrays, the values of d= 39.42 mm≡ 0.78 λ0 with
corresponding values of S21 = −27.81 dB and S11 = −39.28 dB have been chosen.

5 Design of 1 × 2 and 1 × 4 Linear Antenna Arrays

Two types of linear array antennas are constructed using the array element. These
antennas viz. Antenna-1 (1× 2 elements) and Antenna-2 (1× 4 elements), designed
on Arlon AD270 substrate are shown in Fig. 8 and Fig. 9 with their necessary
dimensions tabulated in Table 4 and Table 5 respectively.

Each array elements, fed with equal power through power divider network, are
spaced at a distance of 0.78 λ0 from each other. The linear arrays (1 × 2 and 1 ×
4) are both found to operate at 5.9 GHz with simulated return loss for Antenna-1

Fig. 8 Geometry of antenna-1 (1 × 2 linear array antenna)

Fig. 9 Geometry of antenna-2 (1 × 4 linear array antenna)
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Table 4 Dimension of semi-hexagonal 1 × 2 antenna (in mm)

L1 L2 L3 L4 L5 L6 L7 L8 W1 W2 W3 W4 W5 W6

80 39.42 8.75 1.74 6 9.33 6.67 3.42 45 2.1 0.58 1.2 2.1 0.58

Table 5 Dimension of semi-hexagonal 1 × 4 antenna (in mm)

L1 L2 L3 L4 L5 L6 L7 L8 L9 W1 W2 W3 W4 W5

175 29.8 6.67 4 6 19.42 12.42 39.42 8.5 45 2.1 1.2 2.1 0.58

Fig. 10 Simulated return loss (S11) parameters of a antenna-1 (1 × 2 array) and b antenna-2 (1 ×
4 array)

and Antenna-2 being −26.27 dB and −20.8 dB respectively as shown in Fig. 10.
The impedance bandwidth obtained at 5.9 GHz for Antenna-1 is 165.4 MHz and
Antenna-2 is 179.2 MHz. The variation of electric field for the TM01 mode for the
two linear arrays is depicted in Fig. 11a and b respectively.

Figures 12 and 13 show the radiation pattern plots of the two linear antenna arrays.
For Antenna-1, the simulated E-plane andH-plane co-pol gains are 8.27 dBi and 8.31
dBi respectively. Thus, a gain improvement of 2.47 dBi is achieved with 1 × 2 array
compared to the single element antenna. Similarly, for Antenna-2, the simulated
E-plane and H-plane co-polarized gains are 11.3 dBi and 11.24 dBi respectively,
thereby indicating an enhancement of gain of 5.5 dBi and 3 dBi in comparison to
the single element and 1 × 2 array. The cross-polarization gains are found to be far
below their corresponding co-pol gain values for both the linear arrays. The first side
lobe in case of 1× 2 linear array is found to be 16 dB lower than the main lobe while
it is 12.5 dB lower in case of 1 × 4 linear array. Table 6 depicts the comparative
study of the performance characteristics of the linear antenna arrays.
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(a)

(b)

Fig. 11 a Electric field distribution of antenna-1 (1× 2 elements) and b antenna-2 (1× 4 elements)
for TM01 mode
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Fig. 12 Simulated a E-plane and b H-plane radiation pattern of antenna-1 (1 × 2 antenna array)
at 5.9 GHz

6 Conclusion

HMSIW based semi-hexagonal antenna is proposed at IEEE 802.11p frequency of
5.9 GHz producing a gain of 5.8 dBi. The semi-hexagonal antenna is used as an
array element for designing linear antennas arrays at 5.9 GHz band and their various
parameters are studied extensively. The presence of PEC walls along the proximal
regions of the array element reduces mutual coupling between the two elements
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Fig. 13 Simulated a E-plane and b H-plane radiation pattern of antenna-2 (1 × 4 antenna array)
at 5.9 GHz

Table 6 Antenna performance characteristics of the designed array antennas

Antenna Frequency,
GHz

S11, dB E-plane
gain, dBi

H-plane
gain, dBi

Increase in
gain, dBi

Side lobe
reduction,
dB

Single
element

5.9 −19.48 5.8 4.8 – –

1 × 2 array 5.9 −26.27 8.3 8.3 2.5 16

1 × 4 array 5.9 −20.8 11.3 11.2 5.5 12.5

thereby facilitating the design of compact arrays with reduced sizes. The primary
objective of gain enhancement using arrays has been successfully achieved. The
corresponding gain for 1 × 2 and 1 × 4 antenna arrays are 8.27 dBi and 11.3
dBi respectively indicating thereby enhancement of gain by 2.47 and 5.5 dBi over
the parent antenna. The designed antenna arrays in the 5.9 GHz unlicensed band
will be highly beneficial and find suitable application in Vehicular Communication
Systems, developed as a part of ITS, providing necessary backbone in better accident
prevention, signalling, speed control, positioning systems and data monitoring and
control.
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Designing a Framework for Real-Time
WiFi-Based Indoor Positioning
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Sakil Mallick, Sukanto Mondal, Soumik Paul, and Sarmistha Neogy

Abstract Localization in indoor environment is one of the major area of research
in the present era. With advancement of technology and extensive use of smartphone
applications the requirement for development of fast reliable location based service is
needed.RSSI fingerprinting fromWiFi sources is a popular procedure for localization
in indoor environment although a reliable, ubiquitous end-to-end solution based
on machine learning is still at bay. In this work, such a real-time framework for
indoor positioning is developed and the design of the implemented prototype is
also discussed. The pre-trained models are stored at a local server where the test
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data collected by the smartphones are analyzed in real-time for location prediction.
The work has also addressed the class imbalance problem, where a pre-processing
procedure is applied before the positioning. An in depth analysis of the accuracy
parameter is estimated. Around 1.5m precision could be observed which is sufficient
for indoor positioning of users.

Keywords Indoor localization · RSS fingerprinting · Machine learning · Android
application · Pre-processing · Class imbalance · SMOTE

1 Introduction

With the advancement of technology, the need for reliable indoor based location
estimation is one of the major sought out domains of research in both the academia
as well as in the industry [1]. Some of the popular localization based schemes are
mainly implemented using common technologies like Bluetooth low energy (BLE),
Wireless Fidelity(WiFi) [2], Ultra wide Band (UWB), Long Range (LoRa) etc., on
whichmethods such as Received Signal Strength (RSS), Time ofArrival (ToA) based
approaches are carried out for localization [3]. The indoor localization paradigm
using smartphone can be broadly classified into:

• Device based: A relative location is estimated by considering some reference
points [4].

• External Sensor based: The positioning is estimated by capturing passive infor-
mation with the help of externally deployed sensor nodes [3].

• Distance based: A distance from a point of interest in a selected floor plan is
estimated to calculate the position [5].

Our society is going through a paradigm shift as more and more devices are getting
connected over the Internet. WiFi based approaches are ubiquitously available and
found almost everywhere. The Received Signal Strength Indicator (RSSI) measures
how well a client device receives signal from access points. Thus, the procedure
involves two phases- a collection phase and a prediction phase. During the collection
phase, the RSS from the WiFi access points are recorded into a radio map database
against each of the location points. TheRSS values are then processed and calibration
is performed to improve the quality of the radio-map and remove ambiguity.

Developing an end-to-end ubiquitous framework for real time indoor positioning
is an important challenge asWiFi signals are not that stable and may not be sufficient
for detecting all location points. In this work, we have presented a real-time indoor
localization framework based onWiFiRSSwhichworks on the pretext of smartphone
application which is used both for data collection as well as to make individual
location query. We have also looked into one of the important problem that arises in
a radiomap database, which is the class imbalance problem.Oversampling procedure
is applied to handle this. An end-to-end reliable real-time framework is designed and
implemented to form a workable prototype. The solution is tested in one floor of our
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departmental building at the university. However, it can be easily extended through
extending the fingerprint database for providing positioning service at public places.
Results are presented both with and without oversampling approach and inferences
are drawn accordingly.

The next section summarizes related works in the field while our proposed frame-
work is detailed in Sect. 3. Experimental results are summarized in Sect. 4. Section5
concludes with a note on future research directions.

2 Related Work

From the last two decades, extensive research works have been proposed in this
domain. Still, any commercial and ubiquitous solution of indoor localization and
navigation is beyond of our reach. WiFi-based indoor localization is very popular
as it depends upon the existing WiFi network infrastructure of a building. However,
this approach has various challenges as the RSS of WiFi varies with ambient fac-
tors, such as, different times of a day, indoor ambiences, and so on. Hossain et al.
[3] have highlighted various challenges associated with WiFi-based fingerprinting
approaches, such as, time and labour cost of fingerprint collection, unforeseen cir-
cumstances, addition and elimination of APs, device heterogeneity etc. Ghosh et al.
[2] have designed an ensemble of classifiers to mitigate the ambient and temporal
heterogeneity of RSS. Roy et al. [6, 7] have proposed an indoor localization approach
considering minimum number of stable APs that are less susceptible to indoor ambi-
ences. Most of these works follow server-client architecture where smartphones are
the client devices. The following supervised classifiers are generally used for location
prediction.

K-nearest Neighbour Simplest of the non parametric approaches, K-Nearest Neigh-
bour Algorithm is a very popular procedure where the distance to K adjacent neigh-
bours are estimated to calculate the class label. The distance estimation is done
usually using the Euclidean Distance but other distance estimation procedure such
as the Chi square, Minkowsky distance can also be considered. Li-Yu et al. in [5]
have discussed the effects of the varying distance function in KNN.

Decision Tree During the offline prediction phase, a decision tree can be modelled.
The decision tree model works through a bottom up approach where decisions are
taken on the attributes or the features, in this case, the RSS Fingerprint data. The leaf
nodes are the classes or the reference point coordinate. Training decision forests [8]
for a given number of epochs, demonstrates improved classification result.
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Naive Bayes Bayesian networks falls under the category of Probabilistic Modelling.
The function is modelled in a way of causality where a fingerprint vector X having
a respective RSS value from selected multiple APs should fall under Y reference
point.

These works generally did not consider real-time location prediction. Another
important challenge is insufficient training data. These are addressed through the
proposed framework detailed in the next section.

3 Proposed Framework

The variables involved in a WiFi RSS Fingerprinting approach can be generalized
for a particular floor F . The physical Floor F is mapped to a reference floor F ′ where
each location is divided into a reference coordinate system (xk, yk). Let a particular
floor contains P Access Points {A1, . . . , AP}.R is a 2D Radio Map(RM) vector,
where Ri j= fi j denotes the RSS fingerprint from the j th AP ( j >= 1 and j <= P)
for the reference point at i , N (1 ≥ i ≤ N ) denotes the total recorded fingerprint
tuples for the Floor F ′.

R =
⎡
⎣

f11 .. f1P
.. .. ..

fN1 .. fN P

⎤
⎦ (1)

Every row Ri pertains to a fingerprint vector which is recorded and mapped to its
respected virtual reference point (xk, yk).

The whole localization scheme is built on the pretext of smartphone based approach.
The workflow is broken up into two phases:

• Data collection phase: It is the offline phase where the fingerprint database is
created by collecting theRSSvalues from the selectedAPs and assigned a reference
point label.

• Positioning phase: The positioning is estimated by capturingRSSfingerprint from
an unknown location whose label is predicted using a classification model residing
in the server in real-time.

In the data collection phase, the RSS database is formed from the site survey using
an android application. The fingerprint information was collected for a stipulated
number of days so that the classification algorithm can work on. A walk through of
the collection process is depicted in Algorithm 1(Radio Map generation).
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Algorithm 1 Radio Map Generation
Result: 2D Radio Map Vector R
(q, r ) are the virtual x, y coordinate for the floor plan, i is the index of the last recorded fingerprint

Initialization
Perform Scan for a particular Floor F to select the APs.
Form the BSSID[ ] vector containing MAC ID of the valid APs

X ← Scanned Fingerprint from the available APs for the reference point q, r
for all f ∈ X do

if MAC ID of f /∈ BSSI D then
Remove the f from X

end
end
/* Pad the reference label Lk − q − r to the fingerprint tuple */
i ← i + 1
Ri ← [X |Lk − q − r ]

3.1 Data Collection

Afloor plan for the physical floor is constructed where the entire floor plan is divided
into virtual grid points which is mapped to reference points (x, y) for position
mapping.The size of grid may vary accordingly accordingly with the floor area.
In our work, 1 × 1 m grids are considered which are denoted in the format labelled
Ln − xi − yi ; where n denotes the floor number of building L and xi , yi denotes the
reference point. Figure1 depicts a visual representation of a constructed floor plan
layout with the reference points.

The reference points can be thought of as the class to a prediction problem (Eq.2).

Y ′ = f (X) (2)

Fig. 1 Floor plan of the experimental region
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Fig. 2 Reference database construction

The RSS data are collected from every AP for a particular floor to construct the
Fingerprint database (Fig. 2). The feature set for the classification process is the
RSS values from all selected WiFi APs in a particular floor. Strong RSS values are
considered only as the strongest APs provide the highest probability [4] of coverage.

The application for data collection and localization query are both done using a
smartphone application (Figure3a) that we have devised. The collected fingerprint
vector from all available APs are sent to the server in a JSON file format. The volley
library in android is used to send a JSON request. One of the major features of the
volley library is request queuing and automatic scheduling of network request which
makes both the collection and query process dynamic.

3.2 Data Pre-processing

Before proceedingwith any classification approach, amajor computation time invest-
ment lies in the pre-processing of the data which involves cleaning the data, filling
missing entries, removing unimportant features. The users are subjected to dynamic
access points that includes not just WiFi access points but also hotspots. Identifying
the hotspots is performed over a course of time where all the APs are monitored
and their BSSID are recorded through continuous scanning. A total of 166 APs were
recorded. After the removal of hotspots, the AP count stood at 105. The preprocess-
ing process fills the RSS values which are empty or represented as NaN to fixed
constant of –110 db indicating negligible signals from them.

During the data collection, one of the major problems is the class imbalance
problem. That is, there are a disproportionate ratio of observations in each class
(location point). To fix the issue before the predication phase, Synthetic Minority
Oversampling Technique (SMOTE) [9, 10] is applied. The SMOTE procedure gen-
erates synthetic samples as explained in Algorithm 2. The procedure iterates through
all samples in the radio map database to select the minority class. In order to generate
the new synthetic sample, a K nearest neighbour to all the sample in minority class
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is calculated. The over sampled training records are generated by randomly select-
ing one or more of the nearest neighbors for each samples in the minority class.
After the sample reconstruction procedure is done, test samples are classified using
state-of-the art classifiers to evaluate its accuracy.

Algorithm 2 SMOTE(R, k, P)
Result: Synthetic sample f ′
P - no of sample,k is nearest neighbour, Ri j - Radio Map Database(As given in Equation 1)
From Ri j determine the Minority class vector Min
for each m ∈ Min do
T ← no of fingerprint samples in m
index ← contains the row number of the fingerprint vectors pertaining to m

for i=1 to T do
t ← indexi
for j=1 to P do
Estimate k nearest neighbour of Rt, j and store it in vector tempk, j

end
Select a random number S between 1 to k.
/* Choosing one of the nearest neighbour of k. */
for l=1 to P do

f ′
i = Rt,l + rand(0, 1) ∗ |Rt,l − tempS,l |
/* New Synthetic sample generated */

end
Include the new synthetic sample f ′

i pertaining
to the minority class m ; R ← [ f ′

i |m]
end

end

3.3 Training Model Generation

The training set is pre-processed and a model is created for prediction analysis using
a selected classifier. In our work, KNN, Gaussian Naive Bayes and Decision Tree
classifiers are used. The integral part of any classification procedure is the knowledge
base containing the input features and the output class label. In our approach the radio
map database Ri j generated in Algorithm 1 contains the recorded RSS for every
virtual grid on the floor. The pre-processed fingerprint records act as the X value or
the feature values for the model creation. The model is trained in a local server and
the implementation is done using python. An Android application is developed for
the purpose of real-time localization. The application communicates with the local
server where the model is trained by sending a test fingerprint vector from all APs
at a position in a floor. The server performs test data preprocessing and prediction.
Then it sends back the predicted position to the android application.
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3.4 Experimental Setup

The smartphone devices we have considered are Moto G4, Redmi Note 4, Galaxy
Tab, Pixel. A total of 116 APs has been detected out of which 105 are valid APs
which are registered for fingerprinting. In a particular scan at the clients end (Fig. 3),
data is sent as a JSON object. The server side application is implemented using
Python which consists of both training and positioning part. The sklearn module of
Python is used for the model creation. As the whole process (Fig. 4) happens in real-
time, communication with the mobile nodes is established using the Flask module.
SMOTE is applied on the training dataset while the test dataset is kept separately
for testing. The received test data from the client side application is in JSON format
which is taken in a vector. The Prediction of the unknown labelled test data containing
the reference point (x, y) is sent back to the client from the server along with the
accuracy parameter. The response received from the server is displayed using a Toast
object. Figure3b displays a Predicted location as L4 − 12 − 40 which means that
the Y or the label for the input RSS is (12, 40).

4 Experimental Results

The real-time localization system has been tested for localization accuracy (Eq.3) in
our university building.

Fig. 3 a Android application for data collection b Client side location query application showing
the predicted location
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Fig. 4 Working methodology of our approach

Accuracy = Correctly Classified Instances

Total Test Instances
(3)

In case of KNN based approach, the selection of K has considerable effect in the
positioning process. We have performed exhaustive search to tune the k parameter
of KNN and figured out that when k is 4 it is giving the best accuracy result. We
have also tuned the depth of the decision tree based approach using Grid Search to
optimize the depth of the tree. The average deviation from the actual position varied
from 1.5 to 2.5 m. The KNN and decision tree both are found to perform better when
oversampling is performed with the SMOTE technique. The improvement occurs
because the procedure in SMOTE is based on finding the K nearest samples of the
minority class while generating the synthetic records. We have also observed that
the deviation from actual position in KNN based approach was consistent (1.5 m)
for the test records that were failed to be classified. While Decision Tree and Naive
Bayes produced a deviation of more than 2.5 m which slowly converged to 1.5 m as
the number of training samples increased.

An overview of prediction plotting on the floor map is shown in Fig. 5. We have
plotted some of the wrongly predicted position on the Floor Plan using green and
red circles with the deviation from the actual position in meters.

The accuracy is estimated for every classifier taking into consideration the respec-
tive virtual grid points on the floor. We have executed the classifier on the training set
with and without SMOTE approach. A device wise accuracy is shown in the Fig. 6.
The Radio Map database D1 and D2 dataset corresponding to devices Moto G and
Galaxy Tab is significantly unbalanced with only 2 samples in the minority class
label. It has been observed that on applying SMOTE there is a sufficient rise in the
accuracy in both KNN and Decision Tree based approach. In case of Naive Bayes
approach, as it is probabilistic classifier the accuracy depends very much on the
distribution of the fingerprint samples. In Naive Bayes approach, the inherent inter
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Fig. 5 Localization prediction plotting on the floor map

plays in Bayes rule considers the distribution to be Gaussian. On applying SMOTE
approach, distribution of samples in the training set gets a bit perturbed due to which
the rise in accuracy is not that significant.

5 Conclusion

Positioning and tracking is of great importance in various applications ranging from
robotics to healthcare. The framework that we developed collected the RSS Finger-
prints with the help of an Android Application, this phase is the offline phase and
was a part of radio map generation. The testing was done in a particular floor of our
university building. The approach we have developed and discussed in this paper is
a standalone approach. The classifier and the communication mechanism performed
perfectly providing a reliable way of positioning in an indoor environment. The sys-
tem does not require any specialized device but only smartphones and WiFi APs
which are widely available thus making the system ubiquitous.

The proposed framework works perfectly for static environment. We hope to
modify the existing framework and develop a dynamic auto scalable framework for
localization that can be readily adapted for any environment. Furthermore, we wish
to work with not just recorded RSS data but we also hope to fuse multiple sensor
data like inertial data for the purpose of localization which will also aid in tracking
a person’s activity during positioning.
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Fig. 6 Device wise localization accuracy
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Abstract This paper presents a realization of a 3rd order coplanarwaveguide (CPW)
wide-band bandpass filter (BPF) using the combination of series open stubs and
folded shunt short stubs. Four such stubs are placed in close proximity to increase
the coupling level and provide the bandpass response of FBW 82.15% at 2.97 GHz,
covering the entire S-band frequency regime. Folded shunt stubs minimizes the
overall circuit area. A new type of metallic bridge with vias is used to persist the
ground planes at the same potential. This type of backside ground metallic bridge is
found very simple and cheap compared with formal sophisticated air-bridges. The
design mechanism is advantageous in terms of complete planar in nature, easy to
integrate with other MMICs, low loss, high roll-off rate and cost effectiveness.
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1 Introduction

CoplanarWaveguide (CPW), that place both the signal and ground on the same layer,
is an alternative to other planar technologies like; Microstrip and Stripline. In 1969,
while working at the RCA’s Sarnoff Laboratories, C. P. Wen invented the coplanar
waveguide technology [1]. The conductors composed of a center strip separated by
narrow gap/space from the two ground planes on either side. The gap is typically
very narrow and maintains the electric fields concentrated in the dielectrics. Due
to the presence of little/very less fringing field in the air space, CPW exhibits low
dispersions. Both of the two ground planes of a CPW must be at the equal potential
to diminish unwanted modes from propagation. Sharma et al. [2] reported experi-
mental/practical models of series and shunt elements of CPW in the year 1992. The
equivalent lumped circuit models are derived in terms of geometrical parameters of
the discontinuity to facilitate their easy utilization in designing coplanar MMICs. A
series capacitor and a series inductor in grounded CPW, is generated using interdig-
ital shaped structure with simultaneously an open circuited stub and short circuited
stub. Similarly, a shunt capacitor and a shunt inductor is formed by open circuited
stubs and short circuited stub to ground. Ponchak et al. [3] in the year 1997, presented
an experimental characterization of short and open-circuit series stubs in finite-width
coplanar waveguide (FCPW). Hettak et al. [4] presented CPW as uniplanar series
resonator circuit and also realized them in pratical applications. To demonstrate the
features of series resonators, two distinct miniaturize CPWfilters (lowpass and band-
pass) are designed. The combined utilization of both parallel and series resonators
decrease the dimensions of lowpass and bandpass filters, resulting in compactness of
the filter. A CPW BPF using quarter-wavelength resonators based cross-coupling is
illustrated by Chen and Cheng [5]. The reported BPF is made of four such proposed
resonators, which exhibits improved performances including low IL in passband and
high out-of-band rejection in both lower and upper rejection bands. A high selective
wideband BPF by using both CPW andmicrostrip structure is reported [6]. In 2016, a
CPW bandpass filter has been demonstrated by Mondal et al. [7] using series combi-
nation of four open ended resonators. The resonators are placed in close proximity
to increase the bandwidth. Further defected ground structures are used to improve
out of band performance.

In this manuscript, a BPF has been realized using the combination of series open
end stubs and shunt short end stubs. Both the series open and shunt short stubs
provides band accepted response. Using total four such stubs the proposed third
order BPF has been realized. Shunt short stubs are folded in shape for overall circuit
sizeminimization.All the stubs are placed very close to each other in order to increase
the coupling level, thus wide bandwidth has been achieved. A via integrated strip
bridge (new type of bridge) used in the design provides quite good output response
and maintain both the top ground planes at the same potential.
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2 Characteristics of CPW Short End and Open End Series
Stub

Filters are essential blocks in microwave circuits and are among the first few circuit
elements studied in any new technology. Microstrip or stripline filters have been
studied and very accurate design techniques have been presented by researchers
around the globe. However, CPW filter elements have been investigated only exper-
imentally and there is lack of accurate equivalent circuits. Two such filter elements
investigated by Dib et al. [8] in the year 1991, are the short-end and open-end series
stubs, which are shown in Fig. 1a and b respectively. In this figure PP’ refers to
the reference planes, which are coincident with the input and output ports of the
discontinuity. Figure 1a shows the schematic of the short-end CPW stub. It is also
reported that the proposed short end stub provides stop-band characteristics and
thus a band-stop filter may be realized by cascading several of these short stubs in
series. Figure 1b shows the schematic view for the open-end CPW stub. Owing to
its performance, such structures can be used to build band-accepted response. It is
quite possible to design CPW stub discontinuities with very low radiation losses.

The short-end CPW stub is modeled by Houdart as a series inductor [9]. This
model is unable to predict the resonating nature of the stub as it approaches λg/4
or the asymmetry of the discontinuity, when stub length is very short. The model
developed by Ponchak and Simons, an ideal short-ended series stub, anticipated
the typical resonant nature of stub but not the asymmetry. The open-end CPW stub
modeled by Houdart as a series capacitor, which is also very simple to predict the
resonant nature of the stub and is credible only for stubs with very small lengths.
Williams elaborated the model to a capacitive π-network and chosen a reference
plane which removed the element asymmetry [10]. In the presented literature [8],
from scattering parameters lumped equivalent circuit models have been derived. The
inductors and capacitors have been represented by closed-form equations, which
have possible applications in the design of CPW circuits.

Fig. 1 CPW filter elements a short-end CPW series stub and b open-end CPW series stub
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3 Shunt Short Stubs for Designing Bandpass Filter

The conventional CPW shunt short end stub as sketched in Fig. 2a, also known as
a microwave resonator, is often used for designing BPF and impedance matching
networks. The air bridge marked with a gray rectangle is employed to suppress the
propagation of the parasitic odd mode (slot-line mode).

To reduce the vertical dimension of the stub configuration depicted in Fig. 2a, the
stub is folded in a T-shape fashion as portrayed in Fig. 2b. It is clearly stated in the
literature [11], both type of structures have a same fundamental resonant frequency.
At the lower frequencies of the band, both structures are of similar, however, at
the higher frequency of the band there is a deep drop of the return loss for the
folded shaped stub. It is also mentioned in the literature that this drop is attributed
to enhancement of the radiation loss from the folded section of the stub. Indeed,
the folded section essentially functions like a slot antenna at the higher frequency
of the band. Figure 3 depicts the corresponding lumped equivalent circuit of the
folded shunt short stub. The inductor (L1) is used to describe the characteristics of
this short stub in the lower frequency regime. Hence, the lower cut-off frequency of
this structure is mainly controlled by L1. In the higher frequency regime, a resonant
circuit composed of L2 and C1 is used to describe its characteristics. It is worth
mentioning that the higher cut-off frequency of this structure is determined by the
resonant frequency of this resonant circuit.

Fig. 2 Schematic diagram of a conventional shunt short stub and b folded shunt short stub
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Fig. 3 The lumped
equivalent circuit model of
the CPW folded shunt short
stub

4 3rd Order CPW BPF in Combination with Series Open
End Stubs and Folded Shunt Short End Stubs

The proposed bandpass filter is designed using series open end stubs connected in
series with folded shunt short end stubs. Total four such resonating stubs (two series
open end stubs and two shunt short end stubs) are used for designing the 3rd order
bandpass filter. TheBPF is designed at a centre frequency of 3GHz. It is observed that
using shunt stubs acquires a considerable amount of space. Thus the block dimension
nomore remains small as the shunt stub extends vertically in the ground.Now in order
to reduce the circuit size, such folding mechanism is applied to the shunt short stub
by extending it horizontally such that overall length of the shunt short still remains
the same as it would have been while it was straight. Thus obtain a distinguishable
miniaturized dimension (around 43%metallic area) as depicted in Fig. 4a. The stubs
are placed close enough in order to get wideband frequency response.

Fig. 4 Geometric Layout of a front view and b bottom view of proposed 3rd order CPW BPF
using folded shunt-short and series-open stubs
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Here introduces a new technique for utilizing the bridge concept using via inte-
grated into the circuit where the bridging is required. Now these pairs of vias are
connected by a strip at the back side of the circuit i.e. at the bottom. The front view and
the bottom view of the proposed filter are sketched in the Fig. 4a and b respectively.

This circuit is simulated using CST EM-simulator software and the result is
obtained as depicted in Fig. 5. The result describes a centre frequency of 2.98 GHz,
insertion loss of 0.158 dB, bandwidth of 85.42% with rising edge Selectivity of
33.33 dB/GHz and falling edge Selectivity of 39.53 dB/GHz. The ground plane
extension also matters to the output response; excess of ground plane makes the
circuit vulnerable to degrade output and the circuit results as lossy. Hence using the
folded structure circuit loss also minimized. It is also observed that the new type of
via integrated strip bridge used in the design, provides a good response or output
of the circuit other than using the conventional air bridge which is very costly and
sophisticated to design as sub-micron technology is needed. It is verified by the CST
simulation software and found it as an efficient way to avoid air bridges.

Finally, the proposed bandpass filter in combination with series open-ended and
shorted shunt stubs has been fabricated on aFR4 substrate having relative permittivity
of 4.4, height of 1.59 mm. and loss of 0.02 as shown in Fig. 6a and b.

The fabricated structure is then measured and obtained results are compared with
the simulated responses. It is observed that the measured results have near agreement
with the simulated response as shown in Fig. 6c.

The measured result depicts a centre frequency of 2.97 GHz, IL of 0.21 dB, FBW
of 82.15% with rising edge selectivity of 29.82 dB/GHz and falling edge selec-
tivity of 34.01 dB/GHz in comparison with the simulated value of centre frequency
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Fig. 6 Fabricated prototype of proposed CPW BPF and it’s a front view b bottom view
c comparative study between measured and simulated S-parameter responses

2.985 GHz, IL of 0.158 dB, FBW of 85.42% with rising edge and falling edge selec-
tivity of 33.33 dB/GHz and 39.53 dB/GHz, respectively. Small deviations in the
measured results are obtained due to manual fabrication inaccuracy and instrumental
non-idealities.

5 Conclusion

A CPW wideband bandpass filter is designed and discussed in the manuscript using
two series open and two folded shunt short stubs for S-band application. For circuit
size miniaturization, folding of shunt stubs are good approach and after verifying
through simulation, it is found that closer the horizontal bend of shunt stubs to the
centre of the circuit, the better is the response. Thus again it helps in miniaturization
but a considerable amount of space must be kept for bridging the ground around the
shunt stubs. It is also observed that a new type of bridge used, provides a good output
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response which is an alternative to the traditional air bridges made of sub-micron
technology. The design technique has advantage of adequate size reduction around
43%. The design also found to be simple, low loss, high roll-off and low cost. Thus
the design technique might be useful for designing different broadband miniaturized
planar circuits.
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Design of Circularly Polarized On-Chip
Slot Antenna with Enhanced Gain Using
Micromachining

Harshavardhan Singh, Sachin Kumar, Biki Raj Hazarika,
and Sujit Kumar Mandal

Abstract In this chapter, a circularly polarized on-chip antenna (OCA) is designed
on a low resistivity silicon (Si) wafer by considering standardCMOS technology. The
lossy electrical properties of Si are not suitable for the design ofOCA and responsible
for its gain reduction. The proposed OCA achieved the significant gain enhancement
of +22.15 dB by using micromachining technique. The OCA resonates at 1.26 GHz
and covers complete L-band. The size of OCA is miniaturized up to λ0/15.8 ×
λ0/23.8mm2 by using two double diamond shaped symmetrical slots on the patch.
These slots not only miniaturized the antenna size but also provided the circular
polarization for the OCA. The OCA shows a bandwidth (BW) of 1.7GHz (BW< 10
dB) and axial ratio (AR) bandwidth of 4.3% (AR< 3 dB) from 1.23–1.30GHz range.
All the simulated results and corresponding figures have been thoroughly explained
in various sections of this chapter.
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1 Introduction

Gain enhancement andminiaturization of the on-chip antenna (OCA) are some of the
prime challenges among the wireless system on chip (SoC) researchers nowadays
[1, 2]. As CMOS technology is generally preferred Si as a substrate to fabricate
the SoC based devices due to its favourable properties and abundant availability,
it becomes an obvious choice to design and integrate the OCA on same chip with
other circuitries [2]. Si substrate has a high dielectric constant (εr = 11.9) and low
resistivity (ρ = 10Ω cm) due to which most of the radiated waves propagate towards
the substrate instead of going outside and create substrate waves which subsequently
produce a substrate loss [2, 3]. This substrate loss is one of the reasons for low
gain of OCA. Many research works have been reported for gain enhancement of the
on-chip antenna like Si lens [4], electronics band gap (EBG) structure [5], dielectric
resonators [6, 7], artificial magnetic conductors (AMCs) [8] partially shield layer
(PSL) [9] high impedance layers [10] and un-doped Si [11], micromachining [12–
14] and obtain enhanced gain successfully. On the other hand, miniaturization of
antenna size becomes compulsory for lower microwave frequencies (1–10 GHz) as
the wavelengths at these frequencies are in centimetre range which does not help to
provide suitable size of OCAs for the chip applications. Many techniques namely
loading of reactive elements [15, 16], stacking [17], fractals [18, 19], slotting [20],
meandering [21, 22], looping [23], shorting pins [24] of antenna miniaturization
have been successfully reported in various literature. Also, circular polarization (CP)
is very popular in the current trends of antenna designs as it removes the barrier of
orientation of the transmitter or/and receiver antennas. In the linear polarized antenna,
signal loss chances increases due to multipath rejection which is not in the case of
circularly polarized antennas. To achieveCP for a patch antenna,many techniques are
mentioned in [25–27]. In the proposed design, a circularly polarizedOCA is designed
for L-band applications with enhanced gain using the micromachining technique. To
reduce the size of the antenna, slotting miniaturization technique is adopted for the
OCA design. The arrangement of the chapter is as follow: The design steps and
consideration of proposed OCA are discussed in the next section. All the important
results with brief explanation are demonstrated in section third and the conclusion
has been drawn in the final section.

2 Circular Polarized On-Chip Antenna (CPOCA)

2.1 Standard CMOS Layout for OCA

Si based standard CMOS technology has been considered for the design of OCA.
A standard CMOS layout contains six to nine metal layers sandwiched between the
silicon dioxide (SiO2) [9]. In the proposed OCA, only the top layer of CMOS layout
is used for antenna design. The layout diagram of the proposed antenna is shown in
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Fig. 1 Layered view of
proposed on-chip antenna

Fig. 1. A Si wafer with a thickness of 525 μm is considered as a substrate for OCA.
The low resistivity Si (ρ = 10 Ω cm) is taken with a grown SiO2 layer of 1.5 µm
thickness on it. The aluminium (Al) metal layer is deposited on the SiO2 layer for the
antenna design. The Co-planar waveguide (CPW) feed is generally considered for
the OCA and contact made through the GSG (ground-signal-ground) probes. This is
because the size of the OCA doesn’t allow to find suitable size co-axial cables for the
feeding. However, as the pitch (gap between feed and pads) of the proposed OCA is
larger for GSG probes, the antenna will be feed by the connectors.

2.2 On-Chip Antenna Design

In the initial step, a simple patch having dimension 15× 10× 0.525mm3 is designed,
which is resonating at 1.4GHz covering the complete L band [28, 29]. The top view
of the simple patch OCA with all the dimensions is depicted in Fig. 2a. In the next
step, the two double diamond shaped symmetrical slots are introduced on patch. The
reason for cutting two slots on patch is to achieve the CP for the antenna. Fig. 2b
shows the top view of the slotted OCA with necessary dimensions. As discussed
in [26, 27], the properly positioned and shaped slot is responsible to achieve CP
antenna, an extensive parametric optimization with slot dimensions is performed
to achieve CP for OCA. These slots also provide miniaturization in patch antenna
as after implementation of the slots the electrical length of the antenna increased
which causes an increment in wavelength. Hence, the resonating frequency shifted
towards the lower frequency and thus, the miniaturization occurs. In the third step,
for the enhancement of gain, micromachining of the OCA is done by etching of the
substrate from the bottom side below the slots. The depth of the micromachining
of wafer is parametrically optimized for the enhanced gain. The dimensions of the
micromachined etched section from Si below both the slots are 6 × 4 × 0.4mm3.
Cross sectional layered view, bottom view and the cross sectional side view of the
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Fig. 2 Step wise view of the proposed antenna. Top view of; a simple patch; b slotted antenna.
c Cross sectional layered view; d bottom view; e Cross sectional side view; of micromachined
antenna

micromachined OCA are shown in Fig. 2c–e respectively. All the simulations are
performed on Ansys-HFSS platform.

3 Results and Discussion

3.1 Return Loss and Impedance

The return loss characteristics for the OCA are shown in Fig. 3. The simple patch,
slotted patch and micromachined patch resonance occurred in L-band of microwave
with the center frequencies 1.35GHz, 1.265GHz and 1.261GHz respectively. The
small frequency shift can be observed due to slot in the slotted patch when compared
to the simple patch. There is not any significant shift observed in frequency by the
micromachining of substrate but a slight effect on the matching of 50 Ω impedance
can be observed from the figure. However, all the three designs are well below the
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Fig. 3 Return loss
comparison of simple, slotted
and micromachined OCA

Fig. 4 Impedance versus
frequency plot for the OCA

−10 dB and shows excellent return loss characteristics. The reason of the good
impedance matching is selection of optimized feed width and inset length of the
feed [28, 29]. The impedance versus frequency curve for the micromachined OCA
is shown in the Fig. 4. The real part of the impedance is 49.4 Ω while the imaginary
part is 0.04 Ω at resonance frequency.

3.2 Gain Enhancement

The micromachined OCA shows excellent gain enhancement when it compared
to simple OCA. Here, Si is used as a substrate in simple patch and the obtained
gain is −42.85 dB. The gain is very less because Si has very low resistivity and
high permittivity which allows the larger part of radiation from antenna towards
inside the substrate. This radiation produces substrate wave inside Si and produces
substrate loss and reduce the gain of OCA.After introduction ofmicromachining, the
etching of Si from bottom significantly changes the effective di-electric constant of
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Fig. 5 Gain comparison plot
between simple and
micromachined OCA

the substrate and it is one of the primary reasons for enhancing the gain ofOCA.Also,
the effective resistivity of the bottom substrate becomes comparatively higher than
Si, which doesn’t allow the EM wave to travel towards the substrate in the manner
when they travels in to pure Si substrate. Thus, the appearance of themicromachining
provide the +22.15 dB gain enhancement and provide the gain value of −20.70 dB.
The gain enhancement from simple OCA to micromachined OCA is shown in Fig. 5.
There is not any significant change noticed in gain of the slotted OCAwhen compare
to that of the simple patch and hence it is ignored in the plot.

3.3 Circular Polarization

A circular polarized antenna is not restricted for any particular orientation as in
linearly polarized antenna. There is not any phase component loss of the signal
in the CP antenna. Also the linear polarized antenna signals suffers from signal

Fig. 6 Axial ratio plot of
micromachined OCA
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interference due to multipath rejection, which is not the case in CP antenna. In
the proposed OCA, to obtain CP, simple patch cut by two double diamond shaped
symmetrical slots. The slot position and its shape are optimized to obtain CP. The
axial ratio plot in Fig. 6 shows the CP of the proposed antenna. Generally, the AR
value below 3 dB is considered for an antenna to be circularly polarized. The valley
AR value is 0.73 dB at 1.265GHz with 4.3% AR bandwidth from 1.22–1.29GHz as
shown in Fig. 6.

4 Conclusion

This work successfully presented the design of a circularly polarized on-chip slot
antenna (OCA) with the gain enhancement. As Si electrical properties degrade the
gain of the OCA, proposed antenna achieved the significant gain enhancement of
+22.15dBusingmicromachining technique in the same low resistiveSi substrate. The
proposed antenna resonated at 1.26GHz while covering complete L-band. Antenna
size is miniaturized up to λ0/15.8 × λ0/23.8mm2 by using two double diamond
shaped symmetric slots on the patch. These slots provided the circular polarization
for the OCA. The L-band OCA shows the bandwidth of 1.7GHz and good axial
ratio (AR) bandwidth of 4.3% from 1.22–1.29GHz range. All these characteristics
make the proposed on-chip antenna suitable and ideal candidate for L-band SoC
applications.
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Synthesis of Unequally Spaced
Time-Modulated Linear Arrays Through
Optimized Position and On-Time Using
Differential Evolution

S. Patra , Sujit Kumar Mandal , G. K. Mahanti, and N. Pathak

Abstract In this paper, a novel method for designing unequally spaced time-
modulated arrays (UESTMAs) with fewer optimization parameters in two steps
has been investigated. Different cases of synthesis method such as position-only
(PO), on-time only (OTO), on-time then position (OTTP) and position then on-time
(PTOT) have been considered to design the array. For each case under consideration,
the global search stochastic algorithm based on differential evolution (DE) has been
employed to achieve the array pattern with significantly suppressed sidelobe levels
(SLLs) and sideband levels (SBLs) by separately considering the element position
and switch on-time of the array elements as the optimization parameters. Through
detail comparative results, it is shown that the performance of PTOTsynthesismethod
with fewer optimization parameters in two steps provides better or equivalent perfor-
mance as compared with the reported approach where both position and on-time are
considered simultaneously. The representative numerical results for a 32 element
linear array have been presented to show the effectiveness of the proposed approach.

Keywords Time-modulation · Position-only · Position on-time · Sidelobe level ·
Sideband level · Differential evolution

S. Patra (B)
Department of ECE, SMIT-TIG, Guptipara, Hooghly, WB, India
e-mail: somnath.tech@gmail.com

S. Patra · S. K. Mandal · G. K. Mahanti
Department of ECE, NIT Durgapur, Durgapur, WB, India
e-mail: skmandal2006@gmail.com

G. K. Mahanti
e-mail: gautammahanti@yahoo.com

N. Pathak
Department of ECE, Dr. B.C. Roy Engineering College, Durgapur, WB, India

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
S. Banerjee and J. K. Mandal (eds.), Advances in Smart Communication Technology
and Information Processing, Lecture Notes in Networks and Systems 165,
https://doi.org/10.1007/978-981-15-9433-5_11

99

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9433-5_11&domain=pdf
http://orcid.org/0000-0003-4595-728X
http://orcid.org/0000-0002-9922-7330
mailto:somnath.tech@gmail.com
mailto:skmandal2006@gmail.com
mailto:gautammahanti@yahoo.com
https://doi.org/10.1007/978-981-15-9433-5_11


100 S. Patra et al.

1 Introduction

Over the past years, there are various numerical and analytical techniques such as
Dolph-Chebyshev and Taylor distribution method [1] which are used to synthesize
low sidelobe antenna array patterns. These numerical methods are applicable for
equally spaced antenna elements where non-uniform amplitude excitation is required
to reduce sidelobe level (SLL). The non-uniform amplitude excitation as required in
equally spaced antenna arrays increases the complexity and cost of the feed network
[2, 3]. However, in contrast to equally spaced antenna arrays, in the recent past
years, unequally spaced antenna array has been found to be effective to realize low
sidelobe patterns with uniform amplitude excitation. The additional advantage of
using unequally spaced antenna array is that the low sidelobe pattern can be obtained
with less number of antenna elements for a given aperture size [4].

On the other hand, in 1959, Shanks [5] first proposed time-modulation to synthe-
size power pattern in antenna arrays by controlling ON-OFF switching sequence
of the radiating elements using high-speed RF switches. As a result of periodical
commutation of the antenna elements with some predetermined timing sequence,
‘time’ is additionally introduced as ‘fourth dimension’ for synthesizing antenna
arrays to reduce the sidelobe level (SLL) significantly to low and ultra-low values [6].
In [7], simpleON-OFF switching devices in the feeding network of uniformly excited
linear array helps to suppress the SLL of the power pattern by optimizing the time
pulse value at certain RF frequency. Time modulated antenna arrays with uniform
amplitude excitations have been realized to be efficient for generating low/ultra-low
sidelobe pattern for radar and communication system in [8]. The time-modulation
principle is also proved to be effective in antenna array synthesis problems which
include the synthesis of sum and difference pattern [9], and flat-top shaped beam
pattern in linear array [10]. Since, the power pattern in time-modulated arrays (TMAs)
is controlled using set of switch-on time sequence of the array elements. Further, in
contrast to the traditional method, the switching sequence can be accurately main-
tained instantly with the help of software. However, the sideband radiation due to the
periodical commutation of the antenna elements is the major problem in TMAs. In
this regards, many nature inspired global optimization algorithms such as, differen-
tial evolution (DE) [11–13], simulated annealing (SA) [9], genetic algorithm (GA)
[14] and artificial bee colony (ABC) [15] are used to obtain desired power patterns by
minimizing sideband level simultaneously to sufficiently low values. Also, in some
application it is shown that the sideband radiation of TMA are useful to generate
simultaneous multiple beam patterns [16, 17].

However, it is mentioned in the beginning of this section that the effectiveness of
unequally spaced antenna arrays is to realize low sidelobe patternswith uniform static
amplitude excitation. In, [12], a method based on differential evolution is proposed
for synthesis of uniform amplitude unequally spaced time-modulated arrays. In the
reported approach, DE as detailed in [18] is adopted to optimize simultaneously the
element positions and switch-on times of the elements of UESTMA. Simultaneous
consideration of the positions and switch-on-time of the elements as the optimization
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parameter vector, increases the number of unknown parameters to be determined by
the algorithm. The performance of the optimization algorithm is not well approved
for large number of optimization parameters. Therefore, for large UESTMAs, simul-
taneous consideration of both position and on-time durations leads to increase the
number of unknown parameters greatly and synthesis of such arrays with optimiza-
tion algorithms may not provide the desired power pattern by finding large unknown
parameters. In this paper, our objective is to synthesize UESTMAs with less number
of optimizing parameters. In this regards, position and on-time of the elements are
separately considered as the optimization parameters for synthesizing the arrays. As
a consequence, different cases of synthesis methods such as position-only (PO), on-
time only (OTO), on-time then position (OTTP) and position then on-time (PTOT)
have been considered. For a 32 element UESTMA, it is observed that the perfor-
mance of PTOT is better or comparable to that of simultaneous consideration of
both position and on-time. The rest of the paper is arranged as follows. In Sect. 2,
theoretical analysis and problem formulation has been discussed. Numerical result
for the different synthesis method is presented in Sect. 3. Finally, some conclusion
about the superiority of the proposed approached has been made in Sect. 4.

2 Theory and Problem Formulation

2.1 Theory

Let us consider a linear array with N isotropic elements, placed along the x-axis as
shown in Fig. 1. If the elements are located at x1, x2, …xn, the corresponding array
factor expression of such unequally spaced conventional antenna array (CAA) is

Fig. 1 An unequally spaced
N-element linear array
geometry



102 S. Patra et al.

written as

AFC(θ, t) =
N∑

n=1

Ane
jαn .e jβxn cos θ (1)

where An and αn are the static excitation amplitude and phase; xn is the position
of the nth element from the reference position say origin of the coordinate system;
β = 2π/λ, λ is the wavelength; θ is the observation angle measured from the array
axis.

If each element in the array is connected with high-speed RF switches and the
elements are periodically commutating in pre-specified on-time duration, the array
factor expression in (1) is modified as [5],

AFT (θ, t) =
N∑

n=1

Ane
jαnUn(t).e

jβxn cos θ (2)

In (2),Un(t) is the periodical time switching functionwith timemodulation period,
T and is expressed as,

Un(t) =
{
1, 0 ≤ t ≤ τ

n ∀n ∈ [1, N ]
0, Otherwise

(3)

where, τn is the on-time duration of the nth element. AsUn(t) is a periodical function
of time, it can be decomposed in Fourier series to obtain the array factor at different
harmonic components as follows

AFT
k (θ, t) = e j{2π( f0+k fm )t}.

N∑

n=1

(Ane
jαn ).Cnk .e

jβxn cos θ (4)

where, f 0 is the carrier signal frequency, f m = 1/T is the modulation frequency and
Cnk is the Fourier coefficient of the nth element at kth harmonic and is obtained as
[10, 11],

Cnk = Anτn

T
.
sin(πn fmτn)

(πn fmτn)
.e− jπn fmτn (5)

As uniform static excitation amplitude is considered so, An = 1, and phase, αn

= 0; ∀n = 1, 2, …N. For such an array, the array factor at center frequency f 0 is
obtained from (4) as
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AFT
0 (θ, t) = e j2π f0t .

N∑

n=1

τn

T
.e jβxn cos θ (6)

Hence, by proper selection of element positions (xn) and on-time durations (τn),
the optimized power pattern with reduced SLL and SBL can be achieved.

2.2 Problem Formulation

For the case of PO synthesis, the optimization aim is to suppress the sidelobe level
(SLL) by finding the optimum element position whereas for OTO synthesis, only
on-time of the antenna elements is optimized to realize power pattern with reduced
SLL and SBL. For OTTP, first on-time is considered as the optimization parameter
and then by setting the on-time of the respective antenna elements to this optimum
on-time sequence, the element positions are optimized. Finally, for PTOT synthesis,
first the element position is optimized and then by setting the element positions to
this optimum values, on-time is taken as the optimization parameter vector. Let us
symbolize ‘b’ to denote array synthesis method and ‘a’ as the desired design param-
eters of the antenna arrays. Thus, PO synthesis, the array becomes a conventional
antenna arrays and the array factor as defined in (1) is used for the design problem
by the minimization of the following cost functions as introduced in (7).

ψ =
3∑

a=1

Wb
a δba Ha

(
δba

)
(7)

where, δba with a = 1, 2 represents the difference between desired and obtained
values of the design parameters of the respective beam as considered in the
‘b = PO’ synthesis method and is given as δb1 = ∣∣SLLb

d − SLLb
max

∣∣, δb2 =∣∣FN BWb
d − FN BWb

∣∣.
For OTO, OTTP, PTOT synthesis the following cost function of (8) is introduced,

ψ =
2∑

a=1

Wb
a δba Ha

(
δba

) + WbSBLb
max (8)

In (8), ‘b’ represents OTO, OTTP and PTOT synthesis. δba with a = 1, 2 and 3
represents the difference between the desired and obtained values of proper design
specifications of the respective beam and is given as δb1 = ∣∣SLLb

d − SLLb
max

∣∣, and
δb3 = ∣∣FN BWb

d − FN BWb
∣∣; where, SLLmax represents the maximum values of

SLL; FNBW is the obtained beam-width between first null of the main beam. SLLd ,
and FNBWd are their respective desired values; SBLb

max is the obtained maximum
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value of SBL in the different synthesis method; Wa be the weighting factors of the
related design parameters and Hais Heaviside step function.

3 Results and Discussion

The DE algorithm is applied to synthesis 32 element linear arrays. It is assumed that
the array is symmetrical about the origin of the co-ordinate axis. The DE parameters
are selected as—number of optimization parameters (NPAR)= 32, mutation intensity
(η) = 0.5, crossover probability (Pcross) = 0.85 and the population size (NPOP) =
3*NPAR. As considered in [12], the search range of the optimization parameter vectors
are taken as—element position (0.55, 1) and on-time (0.01, 1). At center frequency,
desired value of SLL and FNBW are set as SLLd = −30 dB and FNBWd = 100

respectively and the aim to suppress SBL as low as possible. For each case, DE
runs for 1000 iterations and the corresponding selected results of different cases are
presented as follows.

3.1 Case 1: Position Only (PO) Synthesis

As mentioned in Sect. 2.2, for PO synthesis only element position (xn) is considered
as optimization parameter. The DE optimized normalized power pattern is shown
in Fig. 2 and the normalized on-time duration of the antenna elements is shown in
Fig. 3. The returned value of SLL in this case is obtained as −21.2 dB, with FNBW
60.

Fig. 2 DE Optimized PO synthesis pattern with obtained values of SLL = −21.2 dB, FNBW =
60
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Fig. 3 For a 32 element linear array, the DE optimized element position as obtained in case 1 and
with same element position the corresponding on-time durations in case 4

3.2 Case 2: On-Time Only (OTO) Synthesis

For OTO synthesis, only on-time with equal element spacing is optimized using
DE. The inter-element spacing of the array is taken as 0.7λ. The corresponding
normalized far-field pattern and on-time durations of the elements are shown in
Figs. 4 and 5 respectively. The obtained values of SLL, SBL and FNBW in this case

Fig. 4 DE optimized OTO
synthesis pattern with
obtained values of SLL =
19.88 dB, FNBW = 10.40

and SBL = −28.90 dB
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Fig. 5 For a 32 element linear array, the DE optimized on-time as obtained case 2 and with same
on-time the corresponding element position in case 3

are −19.88 dB, −28.90 dB and 10.40 respectively.

3.3 Case 3: On-Time then Position (OTTP) Synthesis

For OTTP synthesis, first the on-time is considered as optimization parameter then
with the optimized on-time, the element position is optimized. Thus with the opti-
mized on-time as obtained in case 2, DE is employed to determine the element
positions. The radiation obtained pattern is shown in Fig. 6 and the element positions
are shown in Fig. 5. The values of SLL, SBL and FNBW are obtained in this case as
−20.72 dB, −29.09 dB and 9.60 respectively. Therefore, in this case improvement
in SLL as compared to case 2 is only 0.88 dB.

3.4 Case 4: Position then On-Time (PTOT)synthesis

For PTOT synthesis, first the element position is considered as optimization param-
eter and then with the optimized element positions, on-time durations is optimized.
Figure 7 shows the obtained pattern which is synthesized at center frequency, f 0 by
suppressing SBLmax as low as possible. The corresponding switch on-time sequence
of the elements is shown in Fig. 3. The values of SLL, SBL and FNBW obtained in
this case are −30 dB, −24.13 dB and 8.80 respectively. Thus it is clearly observed
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Fig. 6 DE optimized OTTP synthesis pattern with obtained values of SLL = −20.72 dB, FNBW
= 9.60 and SBL = −29.09 dB

Fig. 7 DE optimized PTOT synthesis pattern with obtained values of SLL = −30 dB, FNBW =
8.80 and SBL = −24.13 dB

that remarkable improvement in SLL of 8.8 dB is obtained with respect to the pattern
that realized in Case 1.

Table 1 compares the parameters of the patterns obtained under different cases
and other related reported results. With respect to [2, 3], the improvement in SLL
is observed as 7.35 dB and 7.47 dB respectively. In [12] the pattern is obtained by
considering both element position and on-time simultaneously. It can be seen that,
the PTOT synthesis method provides almost same result as compared to [12]. Thus
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Table 1 Comparison of different optimization cases obtained using DEA

Optimization Cases SLL (dB) SBL (dB) FNBW (Deg.) HPBW (Deg.)

PO −21.2 – 6 2.6

OTO −19.88 −28.90 10.4 4.2

OTTP −20.72 −29.09 9.6 3.8

PTOT −30 −24.13 8.8 3.4

Ref. [3] −22.53 – – –

Ref. [12] −30 −22.7 – 2.7

Ref. [2] −22.65 – – –

for large UESTMAs, the PTOT synthesis method can be suitable as compared to
simultaneous consideration of both element position and on-time.

4 Conclusion

In this paper,DEalgorithm is utilized to optimize element position and switchon-time
for synthesizing unequally space time-modulated arrays. With the study of different
synthesis method such as PO, OTO, OTTP and PTOT, it is observed that PTOT
synthesis method provides equivalent results as compared to the reported method
where both the optimization parameters of the problem are considered simultane-
ously. Though the performances of the methods are based on 32 elements array,
however for large UESTMAs, this is to be verified. Thus, this work can be extended
for large arrays to verify the suitability of the PTOT synthesis method.
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Abstract A resonating plasmon like behavior obtained in a metasurface composite
to acquire the real-time teratocarcinoma biophysical information is proposed, minia-
turization has been done with respect to frequency in order to combat the skin depth
challenges of THz communication in bio sensing from C band data. Metamaterial
units are programmed to induce a non radiative energy loss resulting in an absorbance
property utilized for raising the temperature of the cells that serves for targeted abla-
tion therapy. While resonant frequency shifts illustrate the sensitivity, threshold level
of power density for the minimal energy that the cells can receive without dielectric
property changes is determined experimentally in the far field region. With label
free detection from THz illumination, metamaterial trapped bound state continuum
amplifies the malignant cell’s thermal energy and this is further applied for explicitly
dissipating enough heat to initiate a smart cell death. This gives a mechanism of
proliferative apoptosis stimulated with near photonic manipulation via the spectro-
scopic response of cell dielectric on a metasurface based sensor to calibrate power
density for identifying the cell signature at 4 GHz.
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1 Introduction

A microwave sensor resistant to temperature changes is an interesting problem to
solve when working with biological cells from an in vitro as well as in vivo perspec-
tive. This becomes intriguing when a scaled version of a new metamaterial (MM)
Split Ring Resonator (SRR) topology is inculcated as the biosensing platform. The
chapter describes THz prognostics of ovarian cancer towards a single cell resolution
that is still shallow explored in the high frequency community, diverse carcinoma
phenotype of every patients sequence is different and this research aims to identify
each of the cell signatures by bridging shift in resonant frequency. This is to find out
the cell type that is seeded as the analyte and interacts non-invasively with the radia-
tion. By introducing asymmetry in the design of the SRRs loaded patch, the coupling
of eigen modes induced by wave matter interaction between the metal and the radi-
ation will be affected as shown in Sect. 1.5, hence the name electromagnetically
induced transparency (EIT) like resonance. We are not new to the harmful effects of
radiation therapy on cells after ablation, apart from its therapeutic beauty it calls for
undesired radioactive decays throughout the body. The research presented detects
the effect of varying power levels of incident 4 GHz band radiation on the cells at far
field by a C band horn. Instead of tissues, consider the ovarian germ line cancer cells
to study their response under external RF source that is connected to the horn antenna
radiating the C band power to the cells. Temperature was checked simultaneously to
understand the thermal changes of the incident low-power microwave energy to back
track the power density that could induce a resultant heating. Opto-electromagnetic
properties of a normal and mutated cell create dynamic features and contribute to
the formation of polaritons at the interface of cell metal dielectric interface when
the high frequency incident signal is focused on a metal surface at considerable high
frequency till 2THz (Figs. 1, 2, 3 and 4).

Fig. 1 THz set up to check water content in stratum corneum. [1]
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Fig. 2 Open ended Coax Probe Measurement set up

Fig. 3 Plot of permittivity versus power level, and the corresponding surface current

Fig. 4 Novel unit cell
structure
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Table 1 Measured permittivity and loss tangent of cell lines and media

Cell line or media Temperature (°C) Frequency (GHz) Permittivity Loss tangent

PBMC (RPMI) 24–27 4 62 0.3513

MDAMB 231 (DMEM) 24–27 4 63.6 0.3714

PBS 24–27 4 67.3602 0.238

MEM alpha 25–27 4 71.1167 0.2425

Ovarian cancer 24–27 4 73.5793 0.2643

THz regime optimizes skin depth and ionization further letting the electric field
confinement to be brought about using metasurface at those places where the cells
can interact. Interesting factors determining bio-molecular properties required to
dielectric study [2] have to start with the effect of external stimulants to the cell
membrane and to have the insight about the electromagnetic changes taking place
in time and frequency domain. It is seen that damping of oscillating dipoles can
be used to represent the cell membrane and cytoplasmic material along with the
nucleus inside. With the help of dielectric behavior, changes with radiation at a given
voltage applied for a long duration is judged to understand whether the after process
is reversible. This is done by keeping the control sample untreated and the same
sample after exposure inside the incubator for a few hours, and then tripan blue can
be used to stain and check the viable cells present or absent as a result of radiation.
After certain time duration, even feeble power microwave C band exposure impacts
the orientation of the dipoles and thus dielectricmaterial is then incapable of reaching
a state of equilibrium. Surface Plasmon resonance (SPR) band peaks get shifted [3]
with the interaction of cancer cells with the nanoparticles if coated on themetal layer.
Generally for Silver nanoparticle (AgNp) the SPR is observed at 400 nm, with the
cell layer adhered on the surface, the manner in which the light will interact with the
electron gas of the complex AgNp on the initial metal structure is to be observed,
if this can be tuned to get notable shifts in the malignant and normal tissues the
selectivity will improve (Table 1).

2 Radiation Changes on Cell Viability

Themystery of what happens when the biological cells are exposed to the microwave
radiation towards photonic range can be resolved by taking a look deep into the
biochemical reactions. The associated energy can be just as less as required to call
for an ionization process to start over, where the electrons are forced to be pulled
out of their orbits. The high energy of the ions make them unstable for which the
amount of time to revert back is coined as reversible that will be illustrated with the
help of dielectric permeability changes in the following section. The threshold level
of energy that can let the cell chromosome molecules not affected can be mapped by
modeling a radiation window that can let non malignant cells be unaffected, and thus
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preventing the damage to the chromosomal DNA sequence, that further requires gene
sequencing to recover back. When excited and displaced from their energy levels,
ionization causes electrons to scatter the energy to local areas where non malignant
cells are present. The interaction of cells with microwave has to be matched with the
spectral signature of biological cells which is possible in frequency domain that is
available in CST. The thermal analysis in CST lets us analyze the amount of trapped
energy needed to effectively start ablation. Non radiative decay is caused with the
combined model of cells on the metasurface that is designed in a way to confine the
fields so that it can only target the cancerous site. The average number of radiation
induced yields and the number of particle entering a nucleus [4] can be expressed by
DNA double-strand breaks (DSBs) through a linear energy transfer model:

N = Y XD (1)

n = πR2x D x ρ

LET x 1.602x 10−19
x 10−18 (2)

where Y is the yield for DSB, D is the radiation dosage, R is the radius of the nucleus,
ρ is the density of cells per unit volume, n being the number of primary particle
passing through the nucleus. The premature disturbance in DNA that can be caused
due to extended period of exposure may not be exactly creating apoptosis, whereas
the DNA damage caused by significant radiation with unavoidable ionization can
be analyzed using Monte Carlo damage simulation. The reversible changes that take
place implicitly iswitnessed using trypan blue, the resultant density of viable cells are
counted, and some unusual behavior of the cell was witnessed as the time of radiation
was increased cumulatively. Live-cell condition is hardly noticed generally,where the
cells condition is captured at a particular time only. Near field is chosen to irradiate
the cells with so that the propagation loss is minimal. Ablation and apoptosis are
the two therapeutic techniques of treating the cancerous cells to damage their DNA,
hence stop them from dividing.

3 Dielectric Analysis

Dielectric measurement is unique perspective to segregate the different types of
cancer cells and the corresponding stages with the water content changes. There are
numerous ways to find out the dielectric properties of tissues with frequency in both
botanical and zoological contexts. In our present study we are concerned with the
carcinoma cells to find out their electric field trapping capabilities by a metasensor,
and this has been hardly unexplored.
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3.1 Open Ended Coaxial Probe Measurement

This is a very well known method that is available in our laboratory at Jadavpur
University it uses a truncated portion of a transmission line that is dipped inside
the media to be tested to calculate the reflected power for finding the scattering
parameters that is used to measure the complex permittivity of the media under test.
Thus we avoid the use of antennas or other hardware to measure the permittivity
directly.

Keysight technologies have a plethora of rectangular and coaxial probes [5] some
are flange free for small tissue specimens: some have flanged aperture and adaptable
software with the suitable algorithm that extracts the complex permittivity of cells
using Gaussian impulse as the testing signal. Slim form types are the best suited for
firm grip as well as better access to falcon pellets.

3.2 Dielectric Modeling

Complex scattering parameters were reported for a wide spectrum up to 1.1 THz
including DNA solutions [6], as well as physical compounds [7]. The change in
frequency can be used as an input variable to calculate the dielectric property of the
sample under test. Biomaterials are broadly determined on the basis of electrostatic
charge storing capability that is defined by the mechanical stress between adjacent
charges when a voltage is applied that is enough to cause a breakdown or discharge.
The permittivity can be a complex value being a function of frequency; imaginary
part gives the loss tangent from where conductivity is measured.

ε(ω)∗ = ε′(ω) − jε′′(ω) = ε′(ω) − j
σ(ω)

ωε0
(3)

Out of various dielectricmodeling techniques, a consolidatedmodel can be plotted
with the Havriliak–Negami relaxation [5], which is an empirical modification of
the Debye relaxation model, accounting for the asymmetry and broadness of the
dielectric dispersion curve:

ε(ω)∗ = ε∞ + εs − ε∞
[
1 + ( jωτ)1−α

]β
+ σs

jωε0
(4)

The polar materials are classified with various models each having exponential
terms for relaxation time τ, permittivity at an extrapolated point ε(ω) while Cole
Cole models need constant phase elements, ω is the frequency, ε∞ the permittivity
at infinite frequencies due to electronic polarizability, εs is the static (low frequency)
permittivity, σs stands for conductivity at static charge condition, α, and β are the
variables for distribution in relaxation and symmetry deviation.
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4 Microwave Propagation Through Cells

A cell can be considered as a medium that changes its refractive index under varied
spectral conditions that excite surface plasmon polaritons (SPP) upon the incidence
of near field radiation to obtain a matrix of refractive index at each point [8]. The
various factors that affect the orientation of the cell change the orientation of the
oscillating dipoles. With high intensities such as the ones used from radio isotopes in
hospitals the tissues get burnt, explaining the irreversible changes in the biological
cell’s dielectric that could only get ablated. The following factors define the health
of cells under test.

4.1 Power Density

At first, we will examine the effects of power level of the incident far field radiation
that will penetrate the cells. The reason we are considering the power level effect is
that, even when constructing the sensor, that will be used to ablate, we only want to
segregate the type of cell first, if that is cancerous we will steer the power level so
that the field strength is high enough to penetrate the cell membrane to create pores
such that the threshold power level up to which the cells maintain their malignancy is
determined, considering the footprint of the horn at radiating far field, while keeping
an effective amount of received power for the cells by Friis transmission equation.

Temperature changes are measured to be nominal that proves the non ionizing
capabilities of this region of the microwave spectrum that we used to detect. An
unusual phenomenon of decreasing permittivity of these germ line ovarian
cancerous cells is experimentally observed to occur sharply at 12dBm is observed
after a 15 min interval, with the increase in power to 15dBm the real permittivity
again raised to 72.5.

4.2 Time of Exposure and Material

The metal dielectric (cell) interface should have enough electron gas so that the
incident energy can irradiate the sensor to test its Time Domain Spectroscopy (TDS).
For in vitro clinical purpose, instead of wave ports excitation, C band horn is used
to radiate power to the cells in the glass dish according to a designed protocol to be
explained in Sect. 6, have a real time analysis of the cell to capture each time frame,
a common solution has been taken and the radiation is progressively aided by an RF
source, for 10 min, and 15 min at each power density. Silicon Carbide becomes a
common choice as implantable sensor antennas [9] whereas Graphene [10] can be
used for fabricating since it has sufficient conductivity at THz range of frequencies,
easily available Copper FR4 composite was tested to have appreciable sensitivity. If
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we coat AgNp, at times, metallic thin films are prone to micro-cracks and require
self-healing techniques such as electro pulsing [11]. One has to optimize between
the proper media in which the cells can be compatible since tissues are not used,
the cells must be kept alive till the duration of the experiment, dispersed inside the
proper cell culture media housed in a falcon.

5 Metasurface for Biosensing from THz to GHz

The area of illumination to detect a sample can be approximated on a 10 microns
scale which is the single cell resolution, our sensor has a strip width of 3microns.
At first a micro version of the metasensor was simulated, the entire meta surface is
similar to that of the unit cell that consists of two asymmetrically placed slots from
either sides of the y axis, thus introducing symmetry breaking double splits, at equal
and unequal distances from the ends for each cell, the structure is made on the xy
plane, it is to be excited by a y-polarized plane wave hence while designing in CST
microwave studio, we chose the magnetic boundary condition in the x direction,
electric boundary condition for y direction, and left the z direction open, for the
energy vector to get impinged on the surface of the entire array normally. Floquet
port analysis can be done to create the excitation beam for the entire surface of the
array instead of one unit cell. Instead of creating tissue phantoms [12], our in vitro
MS sensor has the uniqueness to work in Terahertz while being compatible to be
implanted as an in vivo, offset due to orientation of the substrate does not affect
much as the entire operation is taking place in sub wavelength range.

5.1 The Sensor Design

The sensor has to receive irradiated power and the scattering parameters have to be
such that both the S11 and S21 have to be simultaneously negative. The frequency
shift in fetching and trapping the energy is found for calculating the sensitivity per
ml. Inset fed microstrip patch antennas on FR4 are designed to transmit the power
to the sensor surface at 4.1 GHz to direct the radiation to the cells. With the nano
particles dispersed on the metal, the microwave radiation activates the ablation only
when the sensor decides the analyte is carcinoma, hence the ablation is catalyzed only
if the cell has to be destroyed. Practically it has been observed that when cells are
dispersed on metal surfaces, the layer of the cells forms a dielectric superstrate that
resides on top of the metal layer that excite changes in the metal dielectric interface
propagation surface, a dielectric relaxation due to Maxwell Wagner effect that can
be relatable to muscles tissue protein [13], while similar principles can be studied in
cell glucose albumin content [14]. Plasmon polariton waves, this plasmonic behavior
of the cells create transparency windows that match with the spectral signature of
the cancer cells.
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5.1.1 The Asymmetric Metasurface

The resonator is designed to work as a sensor and a medium for ablation after the
acceptable threshold is determined by subjecting the cells separately under radiation.
Each unit component that repeats itself periodically in xy plane is the meta-atom.
An atom implies a split ring resonating (SRR) structure with two asymmetrically
placed gaps [8] diagonally opposite to each other; this design was used as a single
component in the previous work. This work mainly focuses on using the unit cell to
make the miniaturized pattern so that it is used as a layer on a system on chip with
in vitro placement of carcinoma cells on the chip. This time bolch-wave irradiation
of one MM cell is simulated, and the effect of one cell on adjacent neighbor cells is
used as a source to act as a resonator d. Periodicity of each unit SRR is maintained
to be less than λ/4 to induce sub wavelength effect on the structure that is 5λ to
get properly irradiated by the transmitting patch. Previously a spiral structure was
constructed whose radius controlled the inductance and capacitance created by the
metal pattern, but the sensitivity and resonating capability was not appreciable but
here, singularities are encountered by the impinging wave matter interaction. The
metallic sub unit cell array in Fig. 5 comprises the equivalent of nanosensor should
resonate at C band.

The scaled up dimensions of sub unit cell is a by b: 72 mm by 44 mm, the
metal with a depth of 0.1 mm such that miniaturization was accomplished with
respect to resonating frequency. Floquet boundaries were simulated for periodic
array response from a unit cell. As y polarized excitation was normally incident, x
directionhad amagnetic boundary condition,Ht =0,while the ydirectionhad electric
boundary condition, Et = 0, thus PMC, PECwalls and the z direction consisted of the
pointing vector, hence open boundary was set. The THz simulation was carried out
in the frequency domain solver of CST for the range of 0.5 THz to 2THz, with field
monitors set to plot the 2D or 3D results. To excite the metasurface, the wave port
dimensions along the yz plane coincide with the length of the substrate and the width
is more than five times the thickness of the substrate. The sensor was fabricated,

Fig. 5 Fabricated meta atom
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the illuminating patch was designed at 4.10 GHz, and experimentally resonated at
4.16 GHz, simulations have been done in CST microwave studio, frequency solver
domain, and miniaturization has been conducted from 0.5–2 THz to a 3 GHz–6 GHz
frequency sweep range.

5.2 Ablation and Sensing

When upon terahertz excitation that is aligned along the axis of the array structure the
metasurface acts like plasma. Plasmonics deal with the interaction of light (a fewTHz
towards optical region) with the free electrons inmetals. The SPPs dispersive relation
can be dealt with proper boundary conditions dielectric constant of the metal and the
dielectric material as respectively, the dispersion relation of surface plasmons; if εm,
εd are the permittivity of the metal and dielectric respectively, the wave vector of the
SPPs kz is given by (6).

kz = ω

c

√(
εmεd

εm + εd

)
(6)

TheDrudemodel describesmobile charge carrier oscillationswhich is a frequency
dependent dielectric constant of materials:

εm(ω) = 1 − ω2
p

ω(ω + iγ )
(7)

where ωp is the bulk plasmon frequency and γ is the damping frequency. Changing
the wave port orientation and the width of the slots and their distance from the edges
is also a way ofmodifying the Plasmon resonance frequency. Equation (6) shows that
the wave vector normal to the surface is imaginary, and the SPPs become lossy when
the threshold plasma frequency is exceeded. The optical phenomena of plasmonic
resonance result due to the patterning of nanostructures. We control optical surface
waves, such as SPPs, in the near-field regime, exploiting the negative electric and
magnetic response of MMs. Seeding the cancerous and non cancerous cells on the
surface causes a resonance shift that determines sensitivity that is evident from s
parameters in Fig. 6, along with some higher order modes for multiple resonances.
Overall, we enhance the skin depth [15] by narrowing to the 4 GHz neighborhood
so that the injected radiation can reach the cells on the sensor if implanted. With this
we can claim that THz can be useful not only due to the multiple of the value of
frequency, but also as a short wavelength signal, and can be an indicative of the scaled
version of its lower frequency counterpart with sufficient optimization (Fig. 7), each
of the sub unit cells have been individually analysed to provide unique results as well
[16].
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Fig. 6 Nanoparticle embedded metasurface for biosensing

Fig. 7 Transition from C band towards the THz band showing S11 response

6 Conclusion

A cumulative study of the effect of C band radiation exposure on a metasensor
with changing power intensity levels has been taken into account. A sensor that can
differentiate and ablate is novel and has been miniaturized to the lower THz band.
The type of cells to be determined might change, but the biosensor should be able to
distinguish between different types of cells the deciding factor being the permittivity
of the cell under test. The positive part of this research is the utilizable threshold of
C band (4–8 GHz) for study of thermal dielectric changes of cells under radiation.
The challenge is to identify the type and the stage of the cancer from the available
information. While checking the threshold power density that for the sensor test
signal, the project deals with the design of metamaterials loaded with SRR unit cells
to bring in a deviation in the permeability of the overall composite so that the shift in
the refractive index is comparable to that of the normal cells and the type of cancer
can be determined from that henceforth. Thus the metasurface can safely sense the
cells before a threshold 15dBm that is capable of inducing ablation by trapping
thermal energy. A contrast in coupling is seen under carcinoma and normal cells, as
EIT like transparency window gets simulated more prominently under THz, but as
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we miniaturize the dielectric contrast becomes more significant. The PA 1 epithelial
teratocarcinoma cells suspended in MEM alpha media were subjected to radiation
and studied using open ended coaxial probe technique in the microwave laboratory,
department of electronics and telecommunication engineering (ETCE), Jadavpur
University, the authors acknowledge Dr. Sib Sankar Ray and Priti Chatterjee, Indian
Institute of Chemical Biology (IICB) CSIR Kolkata for contributing to the ovarian
cancer cell culture procedure.
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AMetaheuristic Approach for Image
Segmentation Using Genetic Algorithm

Joy Bhattacharjee, Soumen Santra, and Arpan Deyasi

Abstract Euclidian distance between any two observations in M × N matrix is
computed using genetic algorithm. RGB image is classified using K-means clus-
tering, and Euclidian distance matrix is calculated involving fitness function. Higher
limit for terminating the program are assigned for both normal (500) as well as
for higher accuracy values (2000). Clusters are assigned in such a way that closest
distance can be obtained from the distance matrix, which is optimum. When image
element becomes equals to cluster number, it is replaced. PSNR value is much higher
for segmented image compared to the data obtained from thresholding, which clearly
speaks in favor of genetic algorithm. Cluster value and image matrix can be changed
with the objective to reduce the fitness function.

Keywords Segmentation · K-means clustering · Euclidian distance · Fitness
function · Genetic algorithm

1 Introduction

Genetic Algorithm (GA) is a search based Meta-heuristic approach that is inspired
by Charles Darwin’s theory of natural evolution [1]. It gives the clear indication how
the process of natural selection where only selected individuals are assigned to the
task for reproduction. Actually it resolves the problems like chromosome structure
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using various operators like selection, crossover, mutation etc. [2, 3]. This method
as optimizers in the field of segmentation of medical images is already utilized by
researchers [4, 5] which leads to detection of cancerous cell from various MRI,
CT scan, and mammogram images. There is a possibility to presence of various
noisy multimodal hidden regions in sectional image portions [6] due to carcinogenic
portion.

Medical image segmentation based on genetic algorithm works on the basis of
difference in between pixel values, brightness, active contour and some other param-
eters [7, 8]. Cancerous cell presents in the medical images has some discontinuities
within the whole image. Mutation and crossover in between various generations
helps us to detect those cancerous cell positions [9] and segment that portion very
properly based on their fittest values among others.

As the image is tricoloured it has three colour segments red, blue and green.
In the present work, we consider the red, blue and green plane as three different
matrices individually. Then, we construct another three different matrices based
on the formulation. These new matrices are coupled with fitness functions where
dimension of the function will be the product of all elements of decision variable
matrix. To control the genetic algorithm structure we define an structure with level
of display contains iteration and time limit, which is a scalar quantity controls the
generation numbers (higher for better operations). Then, we calculate the distance
matrix and assigns cluster andfindclosest distancebasedon that distancematrix.Here
we introduce the canonical approach of GA based on selection and recombination
features which gives a search space. This search space contains all the possible fittest
regions those are presently carcinogenic and may be in future will be possessed as
one.

2 Process Description

Genetic algorithm is based on Charles Darwin’s Survival of Fittest theory. Out target
is to produce new generations consisting offspring’s with better fitness than parents.
In terms of mathematics we have to find the global maxima or global minima of
the given function, this process will generate some generations with some global
value either maximum orminimum andwill terminated as the convergence condition
satisfied [10]. As the genetic algorithm is centred with biological system, the global
value, functions are termed as fitness and chromosomes respectively.

The whole process is simulated by flowchart above, and the description is given
below:

I. Initializing a number of populations: In the first stage we have to initialize a
number of populations of individuals, which can label as parent. We can treat
the parent as the chromosome consisting of a fixed number of cells. Each chro-
mosome in population has a certain fitness value, i.e. for a different environment
how they survive and that survival score is replicated as fitness score.
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II. Selection of parents: Based on the fitness score, we select a finite number of
parents. This is based on the fact that the individuals, chromosome or parent
is more fit than others they can pass their genes to the next generation or to
the offspring. This fitness score is not mandatory to be the maximum always,
it may be the chromosome having minimum fitness score will selected for
reproduction, this selection with respect to fitness score is purely dependent on
the way we calculate the fitness value, i.e. the fitness function. There is some
ways to selection of parent with respect to the fitness score:

i. Tournament Selection: In this selection method a tournament is conducted
between all the chromosomes present in the population. For selection of each
parent we have to conduct a tournament. These tournaments results are based
on the fitness of chromosome. By this method every chromosome is getting a
fair chance to become a parent for producing new generation, i.e. probability of
selection of every chromosome is nearly same. After the number of tournament
we got a number of winners, those are become parent for new generations.

ii. Roulette Wheel Selection: It is a fitness proportionate selection, i.e. in this case
the probability of selection is proportional to the fitness score of each individual.
We made a pie chart for each chromosome with respect to their fitness value.
This pie chart is rotated and a portion is selected randomly. The chromosome
occupied a larger area having highest probability to be selected as parent. As the
process is similar to the famous casino game Roulette named after the French
word meaning little wheel, this process is termed as Roulette Wheel Selection.

iii. Rank Based Selection: This selection process is quite similar to the Roulette
Wheel Selection technique. Here a ranking is generated for each chromosome
with respect to their fitness score, unlikely in Roulette Wheel Selection here the
ranking is generated in ascend order, i.e. the chromosome having least fitness
score will get the highest ranking. Then the percentage of ranking is made by
the ranking score and the total number of individuals and these percentages are
fed into the Roulette Wheel. This technique indicates that each chromosome is
nearly equal probable to get selected as parent.

III. Crossover: It is the first step to generate the new generation from parents.
Crossover can be termed as the exchange or swapping of genetic material of
parents to produce the new generation. Crossover can be operated with some
techniques, discussed below:

i. Single Point Crossover: In this crossover technique a single point is chosen
for crossover. With respect to that point the genes are swapped and generate
new offspring with combination of parent’s genetic material. As the crossover
is operated with respect to a single point, this type of crossover is termed as
single point crossover. If the number of point of crossover is two or more,
then those techniques termed as double point crossover or multipoint crossover
respectively.

ii. Uniform Crossover: This Crossover technique is based on third party crossover
masking or coin tossing crossover. In crossover masking a masking array is
generated of same size as parent and the crossover is operated with respect to
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that masking array, on the other hand coin tossing is a similar technique but
unlikely in crossover masking, the masking array is generated randomly.
These crossover techniques are operated to generate the offspring. As per our
target all offspring must have better fitness than parent, to satisfy this criterion
these crossover techniques operated as per requirement.

IV. Mutation: This is the last stage of the reproduction phase in the genetic algo-
rithm.The generations generated fromcrossovermust have an enormous change
in fitness with respect to parents or previous generation. Mutation helps us
to alter the genetic information of offspring to change in the fitness value.
As per biological mutation, here mutation is also performed by flipping the
genetic information between the chromosomes. These operations can be done
using a mutation probability factor or swapping some random genes between
chromosomes to modify the fitness of new generation (Fig. 1).

The process of genetic algorithm is briefly discussed in the above paragraph. As
per the process there should be an initial population and their fitness scores. In this
paper we consider the k-means clustering as the fitness score evaluation function. As
the input image is a RGB image, it has three color plane Red, Green and Blue. Three
featurematrix is generated and concated, wewill use this concatedmatrix as the input
matrix in cluster algorithm. Further we assign 4 clusters, i.e. the cluster algorithm
will have 4 cluster centers. Then we find the minimum Euclidian distance between

Create mating pool (randomly)

Crossover

Mutation

Start 

Create initial population

Evaluate each individual

Returns individuals 
with better fitness value

Finished

Conver-
gence condi-

Select individuals (Parent)

Fig. 1 Flow diagram of the process
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the centered values which is actually global minimum and return the summation
of all distances as the fitness score of the individuals. In this paper we consider
the minimum fitness scores is the better fitness indications. Then, we setting up the
crossover and mutation operation with some parameters like number of variables
we going to use or implement in the crossover, which is 12 in this case, the range
of global minimum solution and so on. We use the a time limit as convergence
condition and set it as 50, better the time limit better the results. We use multipoint
crossover and tournament selection, described in the previous field to operate the
process. This process returns the global minimum or the solution, which also known
as centered value is a row matrix of size we define before. We calculate the fitness
score of the global minimum which is actually the new generation generated from
the color matrices. At the final stage of segmentation from the fitness calculation of
the indices of minimum Euclidian distances is taken into account. This is a column
matrix which is reshaped with respect to the row and column number of the input
image. This reshaped column matrices’ data points has been altered for obtain the
segmented image. Mutation is performed by this altering of data points, where our
goal to achieve a segmented image which is more fit than the input image. For data
point’s value 1, 2, 3 and 4mutation probability factor is chosen as 0, 85, 170, and 255
respectively. Finally we got the segmented image of the sensitive medical images
after this mutation process (Fig. 2).

3 Results and Discussions

Herewe use the genetic algorithm for image segmentationwith k-means clustering as
the fitness function. Genetic algorithm is biologically inspired optimization process
which is used here as search algorithm for searching of discontinuities present in the
image.The segmentation process is based onoperation of fitness function. Segmented
imagemay containsmany other portions which are not the parts of cancerous cell due
to presence of in the image or any other kind of discontinuity present due to error
in capturing process, this errors can be minimized or corrected using geometrical
transformation like affine transformation [11].

Three featurematrices are created by separation of three color plane and calculated
by the approximated formulation given below:

Colour plane matrix−minimum of colour plane matrix

maximum of colour matrix−minimum of colour matrix

This is basically the ratio of two-color plane matrices. In this particular segmen-
tation process fitness function is the k-means clustering, which actually helps to
segment the sensitive medical images more accurately and minimizes the error. In
this research work we set the time limit to 50, which is basically the parameter for
termination of segmentation process. This termination parameter is applied when
genetic algorithm method sets up. At the end of segmentation process is done by
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Yes

Start Read RGB image Separate three color plane  No. of clusters (K = 4) 

 Create fitness function (K means clusters) Calculate fitness value Calculation of decision variable ma-
trix size 

Lower and upper bound of variables 
Setting up genetic algorithm with 

time limit 

 Running up genetic algorithm 
with desired options 

 Calculate distance matrix Assign clusters and create closest 
distances matrix (M) 

Find the sum with in cluster 
distances 

Initialize a loop    
i=1 and j=1 

j=j+1 

No

k=k+1 

 Is 
k<cluster 
no.? 

M[i,j]=0 at k=1     
M[i,j]=85 at k=2     
M[i,j]=170 at k=3    
M[i,j]=255 at k=4     
and so on…. 

 i=i+1 

Is 
i<row 
no.?

Is 
j<column 
no.? 

Display the segmented image 

Stop 

Yes No

No
Yes

Fig. 2 Algorithm of the process

substituting the image matrix elements contains 1, 2, 3, 4 by 0, 85, 170, 255. In this
paper the number of clusters is taken 4 for k-means clustering.

In the Table 1 we show the original image, segmented image by genetic algorithm.
This work is different from others for:
K-means clustering is used as the fitness function in the operation of genetic

algorithm.
A new segmentation method of cancerous cell from sensitive medical image

(like brain tumour MRI, breast cancer mammogram etc.) with the help of genetic
algorithm. Results are given in Table 1.

Image [12] is the MRI of brain tumour and its corresponding segmented image
is shown in the Table 1. The segmentation of cancerous portion from the original
image is nearly perfect. Image [13], Image [14], Image [16], Image [17], Image [18],
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Table 1 Original image and
corresponding segmented
Image after application of
Genetic algorithm

Original image Segmented image

Brain tumour MRI [12]

Brain tumour MRI [13]

Brain tumour MRI [14]

Breast cancer mammogram [15]

Brain tumour MRI [16]

(continued)
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Table 1 (continued) Original image Segmented image

Brain tumour MRI [17]

Brain tumour MRI [18]

Brain tumour MRI [19]

Breast cancer mammogram [20]

Breast cancer mammogram [21]
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Table 2 PSNR value for segmentation and thresholding

Image number PSNR between original and threshold
image

PSNR between original and segmented
image

Image 1 [12] 5.0483 11.4556

Image 2 [13] 2.7829 11.0111

Image 3 [14] 3.1166 12.0802

Image 4 [15] 3.8227 11.2975

Image 5 [16] 1.1549 16.7702

Image 6 [17] 1.4575 12.4729

Image 7 [18] 3.8838 11.6974

Image 8 [19] 2.7746 10.8519

Image 9 [20] 8.2664 13.4754

Image 10 [21] 2.0217 13.5788

Image [19] are the MRI of brain tumour. Image [15], Image [20], Image [21] are the
mammogram images of breast cancer.

Table 2 gives the PSNR value for the segmented image w.r.t original image, and
comparative study is also made if the original one is thresholded.

In the above table the PSNR value are shown. In column 1, 2, the PSNR value
in between original and threshold image and PSNR value between original image
and segmented image have been shown respectively. As we know the PSNR value
determines the image reconstruction and better PSNR value indicates the better
performance, then all the values in the above table clearly shows the segmented
image by genetic algorithm with k-means clustering as fitness function is better than
the threshold image.

4 Conclusion

Comparative study between segmented image and threshold image reveals the supe-
riority of the proposed genetic algorithm as observed from PSNR. For mammogram
images of breast cancer as well as brain tumour images, the analysis si carried out,
and for each case, our study has shown better performance. Henceforth, form recon-
struction point of view, the algorithm will work fine, and can be applied in medical
sectors.
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Improved Twitter Sarcasm Detection
by Addressing Imbalanced Class
Problem

Kushankur Ghosh, Arghasree Banerjee, Mayukh Bhattacharjee,
and Sankhadeep Chatterjee

Abstract Sarcasm detection is one of the challenging tasks in the domain of text
mining. With the advancements in machine learning reasonable accuracy have been
achieved in sarcasm detection. Studies have revealed that highly imbalanced classes
affect the performance of the classifiers in sarcasm detection. The current study
addresses the class imbalance problem in the sarcasm detection in tweets. Synthetic
Minority Oversampling Technique (SMOTE) has been used to mitigate the imbal-
anced class problem present in the data collected from tweeter. Twowell-known clas-
sifiers have been trained and tested with varying degrees of balance ratio of SMOTE.
Results have indicated that the SMOTE is highly successful in addressing the imbal-
anced class problem in sarcasm detection by improving the classifier performance
to a greater extent.

Keywords SMOTE · Naïve Bayes · Logistic regression · Sarcasm detection

1 Introduction

The study regarding machine intelligence has spread its roots into many domains.
Various studies regarding machine learning has been performed by eminent
researchers over the years [1–8]. In the recent years the field of text mining [9–12]
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has evolved into an incredible platform of research. Their works on the extraction of
knowledge from text data is very neat and useful to make the computers understand
the human nature. One of themost critical sectors in text mining is detecting sarcasm.
Dynel [13] stated sarcasm as aggressive humor or the humor overlying a negative
reality. Twitter incorporates a total count of more than 34 million Indian users and
330 million overall users in 2019 [14] which was 326 million in 2018 [15]. Twitter is
the greatest source of public opinion and can be very useful to understand the pubic
nature. Sarcastic tweets are very much prominent in twitter for any random topic.

India is a country with diversity with every aspect and has accomplished various
milestones in the fields of science [16], technology [17], sports [18]. The mass
appreciation of the country is widely available in social platforms [19] for each
of its accomplishments. Among all the positive tweets about the country there exists
many sarcastic statements relating to it. Our paper focusses on those sarcastic tweets
which are imposed by any individual related to the country. Classifying a tweet to be
sarcastic or non-sarcastic can turn into a challenging situation. Various researchers
have contributedwith various solutions [20–25].A remarkable application of sarcasm
detectionwas presented in [26], where the researchers constructed amodel to identify
sarcastic texts from student feedback. Joshi et al. presented another stately applica-
tion of sarcasm detection in [27]. Their approach focused on classifying sarcastic
dialogues from a popular TV series ‘Friends’ and received a highest precision score
of 84.4%.

In recent years the Sarcasm detection techniques were identified to be prone to the
Class-Imbalance problem [28–30]. In [31–33] the authors classified the problem to be
one of the most critical issues affecting a classifier’s performance by making it prone
to conclude decisions in favor of themajority class. The issue of imbalanced distribu-
tion of classes was dealt by various researchers over the years [34–38] among which,
the SMOTE [34] was one of the most remarkable approaches to impose synthetic
data in the minority class. Motivated by this, in the current study, the class imbalance
problem associated with sarcasm detection of tweets has been addressed. The imbal-
anced classes have been balanced using SMOTE [34] and two well-known classifiers
in the domain of sentiment analysis have been used to establish the improvement in
classification.

2 Proposed Method

2.1 Data Extraction

The tweets are extracted in such a way that they are mainly focused on the topic
“India”. Our main goal is to classify the tweets which are representing a sarcastic
towards the country. Each tweet is manually classified as sarcastic as well as non-
sarcastic basedon some specific keywords such as, #sarcastic, #sarcasm, #lol, #proud,
#success (Table 1). In order to make a concrete corpus, the tweets related to India are
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Table 1 Sample sarcastic tweets in the dataset used

Tweets

As markets are up now, you will see lot of Warren Buffet, Peter Lynch, Charlie Munger, Rakesh
Jhunjhunwala
Am I missing someone?
#Sarcasm

Reading ANARCHY! Is this a preparation to get out of the anarchy? Or is he making sure
whether there is really anarchy in my country or not?
#imrankhanPTI #sarcasm

extracted based on keywords specifying India or Indians. A total count of 786 tweets
are extracted among which, 661 belong to the class non-sarcastic and 125 belong
to the class sarcastic. The extracted tweets are refined by removing the irregular
expressions and symbols such as punctuation marks and emojis. The stopwords are
removed and stemming and lemmatization is performed.

2.2 Feature Extraction

For our experiment we have considered the Unigram, Bigram and Trigram features
to tokenize the words. An n-gram is a contiguous sequence of n term from a given
text or speech. A n-gram of size 1 is called a unigram, that of size 2 is called a bigram
and of size 3 is called a trigram. In the performed experiment we have dissected our
model by combining the n-gram feature. The combined features considered:

• Unigram
• Unigram+ bigram+ trigram

2.3 SMOTE

There is a difference of 536 tweets between the sarcastic and non-sarcastic tweets in
our constructed dataset. Hence it is clearly evident, that there is a major imbalance
between the two classes, that is, sarcastic and non-sarcastic. Due to this imbalance
between classes, there is a high probability that the performance of any classifier on
our dataset will be less. In order to deal with this imbalance problem, we take help of
the algorithm called SMOTE [34]. Here we increase the minority class data samples
by the injection of artificially created data in order to create a balance between the
two classes.
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2.4 Classification Algorithm

Bernoulli Naive Bayes

Bernoulli Naïve Bayes (BNB) classification model [39] is very popular for its docu-
ment classification tasks. It has been widely experimented in the domain of opinion
mining [40–42]. We use it also because of its binary features which can be useful
in a two-class classification problem. Here the text can be either sarcastic or non-
sarcastic. The likelihood of a text being in a class Ck is given by Eq. 1. In this scenario
there are only two classes, i.e., C = {sarcastic, non-sarcastic}.

�(α|Ck) =
y∏

l=1

Sl
(1−αl ) (1)

S = �
αl
Zl(1− �Zl) (2)

�Zl is the probability of the class Ck generating the term αl .

Logistic Regression

The Logistic Regression Classifier (LRC) has also been utilized in various domains
on text mining [43–45]. It is used to model a binary dependent variable. It takes the
help of the Logistic function, the Logistic function being,

ρ(y) = 1

1+ e−y
(3)

where the dependent variable y = A + ∑
j=1 Bj X j such that all the X represents

the independent variables. A and B represents the constant terms. The range of the
function is between 0 and 1 thus detecting whether a text is sarcastic or non-sarcastic.

3 Experimental Analysis

In current study we have used SMOTE (Synthetic Minority Oversampling Tech-
nique), a technique to oversample the minority data points. In the Original Dataset
the total number ofMajority data points were 661 while the total number ofMinority
data points were 125. For this Data Imbalance we have applied SMOTE.c

Table 2 shows a tabular comparison between the Majority Data Points and
Minority Data Points in case of the Original Dataset and the Training Dataset.
We can clearly see that the dataset is highly imbalanced and hence we apply the
aforementioned process called SMOTE to oversample our minority data.

Figure 1 represents the Majority Data Points and the gradual increase in the
Minority Data Points in our training dataset after imposing the SMOTE. In this
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Table 2 Count of data
instances in the dataset used

Dataset Majority data
points

Minority data
points

Imbalance
ratio

Original
dataset

661 125 5.28

Training
dataset

598 109 5.48
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10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Majority Minority

Fig. 1 Pictorial representation of over-sampling the minority classes in our training dataset

paper, we have used two features on our dataset namely Unigram and the other
one is Unigram+ Bigram+ Trigram. We use two classifiers namely BNB and LRC
and calculated the performance of both the classifiers. Table 3 shows that before
oversampling the performance of BNB is greater than LRC with minor differences.

Tables 4 and5documents the change in the performance of both the classifierswith
the increase of minority class samples at an interval of 20% focusing on Unigram.

Table 6 reports the performance of classifiers while using
Unigram+Bigram+Trigram features before oversampling. Tables 7 and 8 shows the
variation in the performance of both the classifiers with the increase of minority
class samples at an interval of 20% focusing on Unigram+ Bigram+ Trigram.

In Fig. 2a we compare Accuracy between BNB and LRC, applying the feature
Unigram. At 20% oversampling, BNB acquires around 0.95 accuracy count while
LRC acquires 0.9 accuracy count. After 60% oversampling, BNB reaches a steady

Table 3 Performance of
classifiers before
oversampling for Unigram

Classifying algorithms Acc Pre Rec

BNB 0.88 0.88 0.89

LRC 0.87 0.89 0.87
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Table 4 Deflection in
performance of BNB at
different percentage of
over-sampling for Unigram

Synthetic data generated (%) Acc Prec Rec

20 0.95 0.95 0.95

40 0.95 0.95 0.95

60 0.92 0.92 0.92

80 0.92 0.92 0.92

100 0.92 0.92 0.92

Table 5 Deflection in
performance of LRC at
different percentage of
over-sampling for Unigram

Synthetic data generated (%) Acc Prec Rec

20 0.9 0.91 0.9

40 0.92 0.92 0.92

60 0.93 0.92 0.92

80 0.94 0.94 0.94

100 0.94 0.94 0.94

Table 6 Performance of
classifiers before
oversampling for Unigram+
Bigram+ Trigram

Classifying algorithms Acc Pre Rec

BNB 0.87 0.87 0.87

LRC 0.86 0.86 0.86

Table 7 Deflection in
performance of BNB at
different percentage of
over-sampling for Unigram+
Bigram+ Trigram

Synthetic data generated (%) Acc Pre Rec

20 0.89 0.91 0.9

40 0.9 0.92 0.9

60 0.92 0.92 0.92

80 0.92 0.92 0.92

100 0.95 0.95 0.95

state condition (no increase or decrease) while in case of LRC there is a steep increase
and then it also reaches a same condition. Hence we conclude that BNB reaches the
maximum accuracy (95%) at a low oversampling rate. In Fig. 2b we compare the

Table 8 Deflection in
performance of LRC at
different percentage of
over-sampling for Unigram+
Bigram+ Trigram

Synthetic data generated (%) Acc Pre Rec

20 0.9 0.91 0.9

40 0.9 0.91 0.9

60 0.94 0.94 0.94

80 0.92 0.92 0.92

100 0.95 0.95 0.95
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Fig. 2 Pictorial representation of accuracy development of BNB and LRC with the increase in
minority samples for Unigram and Unigram+ Bigram+ Trigram feature

Accuracy between BNB and LRC, applying the feature Unigram+Bigram+Trigram.
At 20%oversampling,BNBacquires around0.89Accuracy count. LRCacquires 0.90
Precision count at 10% and it continues at the same count upto 50% oversampling. At
80% oversampling, the Accuracy count of BNB decreases to 0.92 and then increase
to 0.94 at 90% oversampling and 0.95 at 100% oversampling. In case of LRC too,
the same thing is seen as that in BNB.

In Fig. 3a we compare Recall between BNB and LRC, applying the feature
Unigram. At 20% oversampling, BNB acquires around 0.95 Recall count while LRC
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Fig. 3 Pictorial representationofRecall development ofBNBandLRCwith the increase inminority
samples for Unigram and Unigram+ Bigram+ Trigram feature
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acquires 0.90 accuracy count. After 60% oversampling, BNB acquires a Recall count
of 0.92 and reaches a steady state condition while in case of LRC there is a steep
increase till 80% and then it also reaches a same condition. Hence we conclude that
BNB reaches the maximum Recall (95%) at a low oversampling rate. In Fig. 3b we
compare the Recall count between BNB and LRC, applying the feature Unigram+
Bigram+ Trigram. At 20% oversampling, BNB acquires around 0.90 Recall count.
LRC acquires 0.90 Recall count at 10% and it continues at the same count upto 50%
oversampling. At 80% oversampling, the Recall count of BNB decreases to 0.92 and
then increase to 0.94 at 90% oversampling and 0.95 at 100% oversampling. In case
of LRC the same thing is seen as that in BNB.

In Fig. 4a we compare the Precision between BNB and LRC, applying the feature
Unigram. At 20% oversampling, BNB acquires around 0.95 Precision count while
LRC acquires 0.91 Precision count. After 60% oversampling, the Precision count
of BNB decreases to 0.92 and reaches a steady state condition while in case of
LRC there is a steep increase of Precision count to 0.94 till 70% and then it also
reaches a same steady state condition. Hence we conclude that BNB reaches the
maximum Precision (95%) at a low oversampling rate. In Fig. 4b we compare the
Precision between BNB and LRC, applying the feature Unigram+ Bigram+ Trigram.
At 20%oversampling,BNBacquires around 0.91Precision count. LRCacquires 0.91
Precision count at 10% and it continues at the same count upto 50% oversampling. At
80% oversampling, the Precision count of BNB decreases to 0.92 and then increase
to 0.94 at 90% oversampling and 0.95 at 100% oversampling. In case of LRC the
same thing is seen as that in BNB.
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Fig. 4 Pictorial representation of Precision development of BNB and LRC with the increase in
minority samples for Unigram feature
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4 Conclusion

The current study proposed a synthetic minority oversampling technique method
to address the issue of imbalanced class problem observed in sarcasm detection.
Unigram, Bigram and Trigram features were extracted from Tweets collected on
different topics after manually classifying them into sarcastic and non-sarcastic.
Results revealed that after applying SMOTE the performance of both classifiers used
in the current study have improved. Performance of the classifiers for varying degrees
of oversampling was reported. Both Unigram and combination of unigram, bigram
and trigram features have shown significant improvement. Combination of all three
features, when oversampled 100%, achieved best performance for both classifiers.
Future studies can be conducted to analyze the effects of other variations of synthetic
oversampling techniques in detecting satirical tweets.
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Classification of Citrus Fruits
and Prediction of Their Largest Producer
Based on Deep Learning Architectures

Kyamelia Roy, Sheli Sinha Chaudhuri, Soumi Bhattacharjee,
and Srijita Manna

Abstract Classification of the various kinds of citrus fruits based on their skin
colour is a laborious task and consumes a lot of time. A robotic system if trained
to classify citrus fruits based on their outer skin colour, it would be of great help
for the industries that perform sorting and grading of the agricultural products. This
research paper aims at providing a perspective for the categorization of six different
kinds of citrus fruits by a trained automated system. The system is so trained that
it would predict the largest producer of the concerned citrus fruit in the world and
will also convey a message comprising of the nutrient value or health benefits of
the specific citrus fruit. The pretrained convolution neural network models such as
AlexNet, GoogleNet and Resnet50 when retrained with a dataset of 626 images gave
us feasible results with an accuracy of 98.50%, 92.50% and 97.50% respectively.
The experimental results in the form of accuracy and loss percentage shown in the
graphs validates the effectiveness of the suggested techniques.
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1 Introduction

Citrus fruits cannot be stored for a longer period of time. They perish in quality aswell
as quantity if there is a long time difference between harvesting and consumption.
Besides being used in juice production, citrus fruits have also found its involvement
in the development of hard liquor by fermentation. Many investigations have been
undertaken to explore the potentials of citrus fruits for the production of wine Wines
from various citrus fruits were compared for their different physicochemical proper-
ties. Citrus fruits are the main source of peel oil, citric acid and cosmetics which have
international market value. After mango and banana, citrus fruit industry is the third
largest fruit industry in India. In this research paper [1] the authors have utilised the
neural network models such as LeNet and Network in Network (NiN) to detect and
classify burn wounds in pediatric cases and facial databases were also used for facial
keypoints detection. The performance and computational efficiency of both methods
has been compared. They have got a highest performance accuracy of 75.9% in the
burn database, a highest accuracy of 26.5% in the painting database and a highest
accuracy of 100% in the facial database. So, the architectures such as LeNet and NiN
gave promising results for low complexity classification but they are not sufficient
for problems of higher complexity.

The authors [2] proposed spatially-adaptive normalization, a simple but effective
layer for synthesizing photorealistic images given an input semantic layout. In the
previous methods, the semantic layout has been fed directly as input to the deep
learning network, which then undergoes a sequence of convolution, normalization
and non-linearity layer. This is insignificant as the normalization layers filter out
the semantic information. To overcome this the authors have proposed a method
of using the input layer t modulate the activations in normalization layers via a
spatially-adaptive, learnt transformation.This approach is advantageous over existing
methods in case of visual fidelity and alignment with input layouts.In this prospectus
[3], the authors have considered a standard dataset of flowers for the experiment.
The input images undergoes preprocessing such as noise removal and segmentation
using threshold for the elimination of background details. The segmented images
have been used for the extraction of texture feature using GLCM (Gray Level Co-
occurrence Matrix) method and for the extraction of the colour feature using Color
Moment. Neural Network Classifier has been used for the classification and the gross
accuracy of the system is 95.0%. The accuracy of the system can be further improved
by considering other features such as edge and shape.

There are varieties of plant species all over the world and humans lack the ability
to classify them, specially the visually small classes. So, Rzanny et al. [4] made an
attempt for plant species classification using three different datasets consisting of the
Oxford Flower 17, the Oxford Flower 102 and Jena Flower 30. They made a compar-
ative study of local feature representations. The entire process includes resizing,
colour space conversion, detection of positions of local features as computed by
mathematical definitions, extraction or quantification of the local features using an
extractor. Then the local descriptors are aggregated into a global image representa-
tion in the encoding step for training and testing the classifier with the corresponding
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image class level. The local features of the flower has been used for higher classi-
fication accuracies as compared to analyzing the entire flower image equally. The
Jena Flower 30 dataset had the higher amount of classes and gave classification
accuracy of 94% with a well designed classification pipeline based on local features.
In this paper [5], the authors have employed Probabilistic Neural Network (PNN)
with image processing as well as data processing techniques to implement an auto-
mated leaf recognition algorithm for plant classification. They have extracted 12 leaf
features and orthogonalized those features into 5 principal parameters consisting of
the input vector of the PNN. A dataset of 1800 leaves has been used to train the
network for the classification of 32 kinds of plants that results in an accuracy of
more than 90% This approach is fast in execution and easy in implementation as
compared to all algorithms. In [6], the authors have used three different datasets
namely Oxford 102, Oxford 17 and Zou-Nagy for their two step flower classifica-
tion problem using Deep Convolutional Neural Networks. At first, segmentation is
utilised for localisation of the concerned flower region. This flower segmentation
technique is modelled as a binary classifier in a fully convolutional neural network.
Secondly, they built a convolutional neural network based classifier to distinguish
between different flower types. There classification results exceeded 97% on all the
three datasets. Ayesha Gurnani and Viraj Mavani [7] have used the Visual Geometry
Group’s 102 category flower dataset having 8189 images of 102 categories of flowers
for the categorization of flowers using Deep Convolutional Neural Networks. They
have used two different CNN architectures GoogleNet and AlexNet for classification
and compared the corresponding results. By keeping the same hyper parameters for
both the architectures, they found that the Top 1 and Top 5 accuracies of GoogleNet
are 47.15% and 69.17% respectively, whereas 43.39 and 68.68% are the Top 1 and
Top 5 accuracies of AlexNetarchitecture respectively. In Flower Species Recognition
System using CNN and Transfer Learning [8], a Deep Learning approach using CNN
has been used to identify flower species with higher accuracy. Images of plant species
are captured using the built in camera module of a mobile phone. Transfer Learning
has been used for the feature extraction purpose. On top of it, Logistic Regression or
Random Forest Classifier is used to obtain a higher rate of accuracy. The hardware
requirement to train a CNN intensively is minimized by this technique. Transfer
Learning approach when combined with CNN produces noble Rank-1 accuracies of
73.05, 93.41 and 90.60% using OverFeat, Inception-v3 and Xception architectures,
respectively as Feature Extractors.

This research paper [9] aims at introducing a new technique for classifying fruits
based on quality applicable to small scale farmers using Deep Learning. Authors
have used Google’s open source library interface “Tesorflow” to classify a single
fruit grade, and the accuracy of the constructed model was 0.73%. The authors have
stated that, though the percentage of accuracy of the proposed work is less but in
future, producers will be able to create higher accuracy value and the model will
be more reliable compared to imported classification products, and the consumers
will be able to choose quality fruits at appropriate price. Identification of various
kinds of fruits is one of the most difficult task in fruit shops and supermarkets.
So, in automatic fruit recognition based on DCNN for Commercial Source Trace
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System [10], the authors have portrayed an automated fruit recognition system. Due
to the examinations and evaluations under limited dataset the previous approaches
had some limitations, more over the external environmental changes were not taken
into considerations. They have entrenched a fruit image dataset having 15 different
categories consisting of 44406 images which were gathered within a period of six
months keeping in mind the limitations of training and identification without feature
extraction. DCNN has a unique feature of learning the optimal features from images
through adaptation process. The experimental results display that the proposed work
is efficient and has an accuracy of 99%.

2 Method Overview

Here in the proposed method we have made a training dataset of 626 images of citrus
fruits comprising of six different kinds of citrus fruits namely sweet lemon, oranges,
grapefruit, tangerine, lime and lemon. The training dataset helps us to train the model
and make the model learn to give the desired output according to the user problem.
A test dataset is made for testing the efficiency of the machine in classifying by
randomly selecting few images from each type of fruit. We have tried to display the
largest producer of each type of citrus fruit and the nutrients contained in them. The
classification has been done based on skin colour of the citrus fruit.

The different Architectures used in the present work are described as under-

• AlexNet Architecture: AlexNet is an incredibly powerful convolutional neural
networkmodel capable of achieving high accuracies on very challenging datasets.
The network is 8 layers deep and has an image input size of 227-by-227. In our
work we have used 25 layers deep AlexNet Architecture

• GoogleNet: GoogleNet is a pretrained convolutional neural network that
is 22 layers deep. In our proposed work we have used 144 layers
deep GoogleNet Architechture. It takes input in the form of images of size 224-
by-224 and classifies them into their respective classes. GoogleNet trains faster
than VGG.

• ResNet-50: ResNet is a powerful backbone model that is used very frequently in
many computer vision tasks. This helps itmitigate the vanishing gradient problem.
The network is 53 layers deep and can classify images into 1000 object categories.
In our proposedworkwe have used 177 layers deepResNet-50Architechture.224-
by-224 is the image input layer.

DATASET: Our training dataset comprises of 626 images of 6 different types
citrus fruits namely Lemon, Sweet Lemon, Lime, Orange, Grapefruit, Tangerine.

We have tested our machine with the testing dataset comprising of 100 images
which constituting 16% of our training dataset for each class of citrus fruit. Our
validation dataset includes 18 images, 2 from each class constituting 2% of the
training dataset (Fig. 1 and Tables 1 and 2).
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Fig. 1 Generalised Flow Diagram of the proposed work

Table 1 Accuracy of 3 different architectures used

Name of the architecture Accuracy (%) Preceision F-measure Recall

AlexNet architecture 98.50 0.34 0.33 0.38

GoogleNet architecture 92.50 0.62 0.65 0.67

ResNet-50 architecture 97.50 0.54 0.56 0.59

Table 2 Comparison table

Architecture Salient feature Accuracy (%) Total parametres Floating point
operations

AlexNet Deeper network 98.50 62 million 1.5B

GoogleNet Wider parallel kernel 92.50 6.4 million 2B

ResNet-50 Shortcut connections 97.50 60.3 million 11B
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Architectures Description:

The architectures that has been used possess different layers consisting as under-

Name of the architecture Layers

AlexNet architecture Total number of layers = 25
Image Input layer = 1
Convolution layers = 5
ReLU layers = 7
Cross normalization layers = 2
Maxpool layers = 3
Dropout layers = 2
Softmax layer = 1
Fully connected layers = 3
Classification output layer = 1

GoogleNet architecture Total number of layers = 144
Image input layer = 1
Convolution layers = 57
ReLU layers = 59
Cross normalization layers = 2
Maxpool layers = 13
Average pooling layer = 1
Dropout layer = 1
Softmax layer = 1
Fully connected layer = 1
Classification output layer = 1

ResNet-50 architecture Total Number of Layers = 177
Image Input Layer = 1
Convolution layers = 53
ReLU layers = 48
Batch normalization layers = 53
Maxpool Layer = 1
Average pooling layer = 1
Addition layers = 14
Softmax layer = 1
Fully connected layer = 1
Classification output layer = 1

2.1 A. Methodology

See Fig. 1
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3 Experimental Results

The followingOutput Images are the resultant images of the 3Architectures used. The
output images are obtained in the command window of MATLAB2019b. The clas-
sified citrus fruit according to each class is shown in part (a) and part (b) shows the
predicted largest producer of the citrus fruit and the nutrient content. The accuracy
and loss graphs are shown in part (c) and (d) respectively (Fig. 2).

4 Conclusion

Image classification helps us to categorize images into their respective classes logi-
cally. Using the AlexNet Architecture we have successfully classified the six classes
of citrus fruits with the highest accuracy of 98.50% followed by ResNet-50 Archi-
tecture having an accuracy of 97.50% and the least accuracy of 92.50% is given by
the GoogleNet Architecture. The various methods used in the classification of citrus
fruits have given us promising results.

This classification of citrus fruits and prediction of their largest producer in the
globe and their nutrient contents has a greater future scope in countries like India
where the classification promises us to give a clean cut differentiation among fruits
thereby helping the future food technology to provide unbiased products and easy
importation of fruits from the places they are abundantly produced in. The instant
display of the nutrients contained in the concerned fruit will help the printing and
packaging unit and ultimately will help attract more customers.
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Unsupervised Machine Learning
Algorithm Based Rotten Fruit
Segmentation

Kyamelia Roy, Sayan Pramanik, and Sheli Sinha Chaudhuri

Abstract Theprocess of segmentation is very effective in digital images for different
types of machine learning application. Segmentation of the rotten part in fruit is such
an application. This paper deals with different types of segmentation techniques to
detect a rotten fruit. Fruits get rotten due to unsuitable temperature and weather and
also due to lack of right preservation techniques. Segmentation or rotten area identi-
fication comes very useful in solution to those problems. This paper represents some
approach to segment the rotten areas of fruits like apple and banana. In this paper
segmentation using image processing algorithms like random walker algorithm-
based segmentation, entropy-based segmentation, Histogram based segmentation
and unsupervised machine learning algorithm like Gaussian mixture model-based
segmentation are used among these algorithms Gaussian mixer model or GMM has
shown the best and promising results.

Keywords Segmentation · Histogram · Gaussian mixture model · Gradient ·
Unsupervised · Machine-learning

1 Introduction

Global fruit production report in 2018 portrays around 800 million metric tons of
fruit is produced every year. Fruit processing sectors uses 60–65% of this amount of
produced fruit. The entire process from fruit production to transportation is a time-
consuming phenomenon and is one of the main reasons for fruits get rotten. In fruit
processing industry to maintain the quality of production, sorting of fruit correctly is
verymuchnecessary. Proper segmentation is verymuchneeded to sort themcorrectly.
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Color, gradient, texture, are the most important identifier for segmentation. In this
paper, a segmentation-based approach has been adopted to sort out the fruits as rotten
and healthy. The idea is to build an intelligent system capable of distinguishing
between the fresh and rotten fruit, thereby improving the quality of the products
manufactured in the industries. This type of systems can help and assist the sorting
process with less time and less workforce. As there is not much pre-labeled dataset
on fruit segmentation is available, so supervised machine learning algorithm cannot
be used. Therefore, unsupervised machine learning algorithm and image processing
algorithms are most efficient for the task. An exhaustive study has been done on the
fruit segmentation techniques and quality gradation and accordingly the work has
seen framed out. Authors [1] used k-means clustering for defect segmentation in fruit
disease based on some parameters like textural cue and color spaces, color coher-
ence vector and global color histogram. Authors [2] used some machine learning
algorithms like local binary pattern, support vector machine and feature extraction
like global color histogram (GCH), Completed local binary pattern to locate and
thereby identify the rotten area in the fruit’s image. Roy et al. in [3] discussed about
different segmentation technique viz. marker-based segmentation, color based and
filtering-thresholding technique for rotten part identification. This paper also focuses
some of the image segmentation using some image processing techniques which also
generalizes some parameter like histogram, color, gray level intensity. In Random-
Walker [4] Image Segmentation when CLHE (Contrast Limited Adapted Histogram
Equalization) is applied over images, then the differences or the contrast in the gray
level intensity of local pixels is enhanced. Low level gray levels of histogram are
equalized and relatively high intensity pixels are equalized. Then various different
areas of different intensity levels are marked. Another segmentation technique based
on gradient detection over image pixel which is mostly identifies the change in the
pixels while transiting one pixel to another side pixel, based onwhere high difference
is detected. Those areas are highlighted andmarked, in this way border areas of rotten
part are identified. In [5, 6] author proposed some automatic classification based on
segmentation like histogram features, gray level, co-occurrence matrix which deter-
mines the distinct pixel of varying gray level in many iterations and it also highlights
on the use of CNN (Convolutional Neural Network) and use of HOG (Histogram
of Oriented Gradient) & BOF (bag of features). In [7] Agarwal et al. discussed
about apple’s disease detection and classification based on some supervised machine
learning algorithm and Otsu segmentation techniques, K-means clustering for area
of disease identification and SVM (Support Vector Machine) to classify the diseases.
As mentioned earlier lack of labeled dataset for segmentation is a big obstacle for
supervised learning. So unsupervised algorithm like Gaussian Mixture models [9,
10] is very much useful. The paper is organized as following Sect. 2, represents the
methodology, Sect. 3 highlights the experimental results and discussion. Section 4
states the conclusions and 5 shows the references.
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Fig. 1 Workflow diagram of the proposed methodology

2 Methodology

In the proposed method for identification and segmentation of rotten areas of a
fruit, all images have been pre-processed through some basic image processing steps
before they are undergone through segmentation task. Using the ‘OPEN-CV’ image
processing library the 3-layer (RGB) images are converted to one layer black&white
gray images. Most of the algorithms presented in this paper uses some kind of prob-
ability distribution function to identify the rotten areas and fresh areas, then those
identified areas are masked and segmented in the image. But for the gradient-based
watershed algorithm, identification of gradient using binary-inversion and identi-
fying the high occurrence pixels in the image. Next steps are different for different
segmentation algorithm they are discussed below in details. II. (a), II (b), II (c), II (d)
describes Random walker segmentation, Histogram based segmentation, Gradient-
based watershed segmentation, Gaussian mixer model segmentation respectively
(Fig. 1).

2.1 Random-Walker Image Segmentation

The random walker segmentation [4] algorithm is a specific type of algorithm which
segments an image based on markers labelled in more than 2 iterations. Random
walker works by solving anisotropic diffusion equation. The diffusivity co-efficient
goes higherwhen neighboring pixels have nearly same value. In this diffusion process
each unknown or unlabeled pixel gets the label of the marker which have the highest
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(a)         (b)         (c)    (d)

Fig. 2 Results obtained using random walker based segmentation. a shows original fruit images
b shows CLHE applied gray images c shows images labeled by randomwalker d Segmented images

probability. First the input image (Fig. 2a) is converted to gray label images. Next,
the images data is normalized. Then CLHE (Contrast Limited Adapted Histogram
Equalization) is applied on the image data. It is an algorithmwhich enhance the local
contrast based on histogram of the images computed over different tile of image
(Fig. 2b). CLHE works on very tiny regions of images known as tiles, instead of
entire image it first measures the contrast for each image tiles. After that it transform
the contrast of those tiles to make an artificial border and makes low intensity area
low and high intensity areas high which means it redistribute the values in the image.
Many images may not need CLHE but for a generalized process for every image
it is very much helpful and do not decrease the efficiency of the proposed method.
Using thresholding the dark and contrasting part are marked in a new image (Fig. 2c).
Next that image array is applied into Random walker algorithm by which labels are
generated. Then labels and images are imposed (Fig. 2d).

Used image processing library: Sci-kit image, Open-cv.

2.2 Histogram Based Image Segmentation

Histogram of an image is graphical representation plotted based on values observed
from various features of an image viz. color, intensity of gray level etc. The process
of segmentation is discussed below. At first histogram of gray images are obtained.
The low intensity regions are identified usingHistogram. For rotten part it is typically
<60 In histogram plotting. For most fruit, color intensity in three color channels (R,
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(a)  (b)   (c)            (d)

Fig. 3 Output images obtained using histogram based image segmentation. a and c shows images
of fruits and b and d shows rotten area segmented image using histogram-based segmentation

G, B) for rotten area is relatively dark and it is experimental that using threshold
as 60 identifies the rotten area most accurately. Then thresholding is applied based
on gray level intensity and based on this thresholding different areas of the fruit is
segmented. In Fig. 3a, d the segmented areas have been marked as green.

2.3 Gradient-Based Watershed Segmentation

Image gradient is the measure of change in image function, F(x, y) in x (across
columns) and y (across rows) and in watershed algorithm [8] for segmentation of
images, the images are assumed to be landscape of valley, ridges. The values are
typically represented by gray level values of the pixel. Illustration with mathematical
representation: Image Gradient (▽F).

Figure 4a, b, c shows change in gradient in x-axis, in y-axis and in (x-y)-axis
respectively.

Fig. 4 Visual representation
of change in gradient in
different axis

(a)                                                                     (b) (c)
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(a)             (b)            (c)    

Fig. 5 Results obtained from gradient-based watershed segmentation. a Shows the RGB fruit
images, b Gradient identified images and c shows the watershed labeled segmented images
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Direction of gradient is represented by

� = tan−1
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]
(4)

Binary thresholding is done on gray images. Markers are found out using gradient
calculating over the image pixels. Markers are converted to labels using watershed
algorithm. Labels and image are super-imposed.

2.4 Gaussian Mixture Model

This paper also depicts and describes how unsupervised learning can help in
segmenting out the rotten part of the fruit, because there is no pre-labeled data.
Even K-means clustering [1] is a data point clustering technique with limitation in
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the algorithm that is it does not use any measure of uncertainty or probability. Gaus-
sian mixture model [9, 10] or GMM is useful when data points of different class are
in an overlapped manner. Using probability distribution function, it finds outs the
maximum probability of each gaussian and identify the area of particular gaussians
with maximum probability. Because of this, it is very effective to correctly classify
the area than K-means clustering techniques (Fig. 7).

A Gaussian Mixture Model is special type of function which contains many
Gaussians. Every Gaussian is identified by M ∈ {1, 2, …, M}.

So, no. of maximum gaussians is M, which denotes different types of data points
in our image dataset. The areas which are fresh and the areas which are rotten in
fruit image has different gray level intensity, texture etc. Then gaussian of fresh area
is different than gaussian of rotten areas in a fruit. Gaussians are identified then
probability distributions are used to identify which areas has high probability of
rotten. In above diagram Fig. 7. GMM using M = 3. And it shows 3 different type
of data point and its probability density.

Fig. 6 Results obtained fromgaussianmixermodel. a and c shows images of fruits& b and d shows
GMM segmented fruits

Fig. 7 Gaussian mixture
model distribution example
(For M = 3)
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M=3∑
M=1

ϕM = 1 (5)

In Eq. (5), mean (μ) that defines center of probability distribution. Mixing Proba-
bility (ϕ) which determines how big or small is the gaussian. So, GMM is represented
by this equation

f(x) =
M∑

m=1

αmϕ
(
x;μm,

∑
m

)
(6)

where,
(
x;μm,

∑
m

)
is a gaussian with mean (μm) and co-variance matrix is

∑
m

in Eq. (6).
Dataset: The dataset has been derived from Kaggle “Fruit fresh and rotten for

classification”. The dataset consists of four classes of fruits’ image apple, banana
and orange. All classes have fresh and rotten subclasses. This paper only uses two
classes of fruits apple and banana class with subclasses rotten and fresh [9].

3 Experimental Results & Discussion:

In this paper 4 types of techniques to segment rotten part of fruit from image, has
been discussed. The results of the process in each technique is detailed below.

For random walker segmentation. Figure 8a Refers to original fruit image.
Figure 8b shows the converted gray image. Figure 8c shows the different data-
point identified by random walker. Figure 8d shows the segmented image rotten
part identified by blue region.

In Fig. 9a, b, c, d, e fruit segmentation using K-means clustering represented by
Dubey and Jalal [2].

Figure 10a Refers to original fruit image. Figure 10b shows the converted gray

(a)                          (b)        (c)                         (d) 

Fig. 8 For randomwalker segmentation. (a) Refers to original fruit image. (b) shows the converted
gray image. (c) shows the different data point identified by randomwalker. (d) shows the segmented
image rotten part identified by blue region
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(a)                  (b)                (c)                       (d)                        (e)  

Fig. 9 (a–e) fruit segmentation using K-means clustering represented by Dubey and Jalal [2]

(a)                           (b)                              (c)                     (d) 

Fig. 10 (a) Refers to original fruit image. (b) shows the converted gray image. (c) shows the
histogram representation of the image. (d) shows the segmented image based on histogram
representation and thresholding

image. Figure 10c shows the histogram representation of the image. Figure 10d shows
the segmented image based on histogram representation and thresholding.

Figure 11a Refers to original fruit image. Figure 11b shows the converted gray
image with gradient calculated over the image. Figure 11c shows the segmented
using gradient watershed algorithm.

Figure 12a, b Refers to the output of GMM (Gaussian Mixer model), in which
GMM algorithm randomly picked up Violet color for the rotten area based on
probability distribution.

Among these all segmentation algorithms presented in the paper Gaussian Mixer
Model (GMM) has given best result which can be visually observed. This paper uses
Silhouette clustering metric to analysis the segmentation cluster for every method
quantitatively. Silhouette analysis is used to observe and measure between the sepa-
rating clusters. Silhouette Coefficient measures the mean of intra-cluster distances.
The value of the measurement lies between (−1) and (+1). High positive value

(a)                                  (b)                                         (c) 

Fig. 11 (a) Refers to original fruit image. (b) shows the converted gray image with gradient
calculated over the image. (c) shows the segmented using gradient watershed algorithm
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Fig. 12 (a–b) Refers to the
output of GMM (Gaussian
Mixer model), in which
GMM algorithm randomly
picked up Violet color for the
rotten area based on
probability distribution

(a)                                     (b) 

describes the masking or labels are well matched. And negative value shows, the
labels assigned to wrong cluster which is not well matched. See (Fig. 13). The water-
shed segmentation method uses one specific type of masking method which returns

Segmentation Method Original image Segmented image Silhouette scores

Random-Walker

Segmentation

-0.06451

0.133709

-0.012847

Histogram-based

Segmentation

0.38444

0.45462899

0.3460768

Fig. 13 Output of segmentation techniques and corresponding Silhouette scores
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Gaussian Mixer Model

Segmentation

0.55560

0.6347680

Gaussian Mixer Model

Segmentation

0. 4649733

Fig. 13 (continued)

array of different cluster individually and those are super-imposed to segment the
image so it is not possible to compare the different array of different shape using
silhouette clustering metric. However, the output of the Gaussian mixer model is
better than the output ofwatershed algorithm,which can be visually observed.Hence,
it is the most suited segmentation technique for rotten fruit identification among all
other algorithms used in the present paper. In all the algorithms except random
walker segmentation and Gaussian mixer model do not uses probability distribution
functions. All other algorithms only use generalized image processing techniques
like gradient calculating, thresholding depending upon gray level histogram repre-
sentation, binary inversion etc. In contradiction Gaussian Mixture Model (GMM)
uses probability distribution function which identifies the areas based on maximum
probability of same class label.

Figure 13 shows the output of each method and corresponding Silhouette scores
for each image. From the scores it can be observed that Gaussian Mixer Model or
(GMM) has highest positive score Fig. 14).

4 Conclusion

Sorting of fruit based on the segmentation of images and if fruits are partially rotten
then classifying them into usable or not-usable and taking them using a multi-stage
process to use into production will be very much helpful. In this paper the technique
and the method proposed is unique and efficient way to segmenting-out and identi-
fying rotten part of fruit like apple and banana. As discussed previously, in a market
many kinds of apple or other fruit can be available but there cannot be a greater
number of algorithms to identify rotten part in various types of fruits. There must be
only one general technique to identify the part, hence unsupervised algorithm like
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Random Walker           Gradient-Watershed      Histogram-based          Gaussian Mixer Model
Segmentation                   Segmentation                Segmentation            Segmentation   

(a)                (b)                   (c)                (d)

Fig. 14 Experimental results of used algorithms. a shows outputs of Random Walker segmen-
tation, column –b represents output of gradient-based watershed algorithm, c shows the outputs
of histogram-based segmentation and d shows output images of gaussian mixer model-based
segmentation techniques

Gaussian mixer model, Random walker segmentation technique comes into picture.
As there is no specific performance metric to determine the quality of an unsuper-
vised algorithm. The process has only to rely upon probability distribution function,
is giving promising results, which can be observed.

References

1. Dubey, S.R., Jalal, A.S.: Fusing color and texture cues to categorize the fruit diseases from
images (2014). arXiv:1412.7277

2. Dubey, S.R., Jalal, A.S.: Adapted approach for fruit disease identification using images. Int. J.
Comput. Vis. Image Process. (IJCVIP) 2(3), 44–58 (2012)

3. Roy, K., Chaudhuri, S.S., Bhattacharjee, S., Manna, S., Chakraborty, T.: Segmentation tech-
niques for rotten fruit detection. In: 2019 International Conference on Opto-Electronics and
Applied Optics (Optronix), pp. 1–4. IEEE (2019)

http://arxiv.org/abs/1412.7277


Unsupervised Machine Learning Algorithm Based Rotten Fruit Segmentation 169

4. Grady, L.: Random walks for image segmentation. IEEE Trans. Pattern Anal. Mach. Intell.
28(11), 1768–1783 (2006)

5. Karakaya, D., Ulucan, O., Turkan, M.: A comparative analysis on fruit freshness classification.
In: 2019 Innovations in Intelligent Systems and Applications Conference (ASYU), pp. 1–4.
IEEE

6. Yang, C.: Colorful fruit image segmentation based on texture feature. In: Advances in Intelli-
gent Information Hiding and Multimedia Signal Processing, pp. 305–311. Springer, Singapore
(2020)

7. Agarwal, A., Sarkar, A., Dubey, A.K.: Computer vision-based fruit disease detection and clas-
sification. In: Smart Innovations in Communication and Computational Sciences, pp. 105–115.
Springer, Singapore (2019)

8. Singh, N.P., Dixit, S., Akshaya, A.S., Khodanpur, B.I.: Gradient magnitude based watershed
segmentation for brain tumor segmentation and classification. In: Proceedings of the 5th Inter-
national Conference on Frontiers in Intelligent Computing: Theory and Applications, pp. 611–
619. Springer, Singapore (2017)

9. Xie, X., Huang, W., Wang, H.H., Liu, Z.: Image de-noising algorithm based on Gaussian
mixturemodel and adaptive thresholdmodeling. In: 2017 InternationalConference on Inventive
Computing and Informatics (ICICI), pp. 226–229. IEEE (2017)

10. Reynolds, D.: Gaussian mixture models. In: Li, S.Z., Jain, A.K. (eds.) Encyclopedia of
Biometrics. Springer, Boston, MA (2015)

11. Fruit fresh and rotten for classification.https://www.kaggle.com/sriramr/fruits-fresh-and-rot
ten-for-classification. Last accessed 23 March 2020

https://www.kaggle.com/sriramr/fruits-fresh-and-rotten-for-classification


Capsule Neural Network Architecture
Based Multi-class Fruit Image
Classification

Kyamelia Roy, Probhakar Roy, and Sheli Sinha Chaudhuri

Abstract This paper aims to provide a study on the performance of a variation
of Hinton’s CapsNet Architecture on Fruits-360 Dataset with a moderate number
of data points for use in Multi-Class Fruit Classification Tasks with 118 different
classes. The proposed model is observed to outperform the Convolutional Neural
Network-based Architecture for the same objective task on Fruits-360 Dataset with
a state-of-the-art validation accuracy of 99.95% whereas the Convolutional Neural
Network-based Architectures were able to achieve a maximum validation accuracy
of 97.04%. The proposed model was also able to achieve greater than 99.9% score
for each F1 Score, Precision, and Recall performance parameters.

Keywords CapsNet architecture · Convolutional neural network · Robotic Process
Automation (RPA)

1 Introduction

Artificial Intelligence-based Classification Frameworks has taken over the industrial
automation sector. A reliable and accurate object classification system has become
an essential and fundamental part of the field of Robotic Process Automation (RPA).
A fruit classification system with the ability to classify a large variety of fruits with
low as well as a high correlation factor i.e. the ability to classify a type of fruit
as well as it’s sub-varieties with state-of-the-art performance and accuracy is an
integral deciding factor for large scale industrial deployment of the system. This
paper proposes the use of a variant of Hinton’s CapsNet Architectures as described
in [1] instead of Convolutional Neural Network Architectures for Multi-Class Fruit
Classification.
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The earlier works done on this objective task includes the work done by Bargoti
et al. as described in [2] was mostly focused on building a Faster Region-based
Convolutional Neural Network (Faster R-CNN) object detection framework for
classification or detection in orchards that included mangoes, almonds and apples.
Kapach et al. discussed the need and practical success of Machine Learning Algo-
rithms in harvesting robots with a review on some classical as well as state-of-the-art
computer vision solutions employed by such systems in their work as described in
[3]. Whereas Payne et al. [4] extends on their previously conducted study on mango
crop yield estimation with night time imaging and computer vision algorithms. Sa
et al. [5] presented the approach of using Deep Convolutional Neural Networks to
construct fruit detection systems and adapt in their work the Faster R-CNN model
using transfer learning technique to train the model. Rahnemoonfar et al. [6] also
proposed a simulated Deep Convolutional Neural Network for yield estimation for
deployment in agriculture or food industry. Ren et al. [7] proposed a Region Proposal
Network (RPN) which shares convolutional feature-maps with the detection network
for object detection tasks. Roy et al. [8] proposed a segmentation based approach to
fruit quality detection. An overview of the different contributions for achieving the
current state in the field of Deep Learning is accurately covered by Schmidhuber [9].

The earlier works as mentioned above on this subject varied in aspects of the deep
learning architecture only for faster performance of their proposed systems. But as
suggested in [10], It is essential to have varied dataset like the Fruits-360 Dataset to
train classifier on such Multi-Class Fruit Classification problems with large number
of classes to test and validate the performance restrict the correlation between similar
classes leading an increase in loss parameter of the proposed model. As there are
118 numbers of classes in Fruits-360 Dataset with 80,550 data points, it’s actually
perfect for testing and validation of our proposedmodel in perspective of deployment
of the model to RPA systems or automated harvesting system in agriculture or food
industry.

Among the different advantages of Hinton’s CapsNet Architectures as described
in [1] over previously used Convolutional Neural Networks is that it address the
“Picasso problem” in image recognition: images that have all the proper elements
however that aren’t within the correct spatial relationship (e.g., if in a “face”, the
positions of the mouth and one eye are switched) whereas Convolutional Neural
Networks fails to address this problem. For image recognition, Capsule Networks
exploit the fact that while viewpoint changes have nonlinear effects at the pixel level,
they have linear effects at the part or object level. This can be compared to inverting
the rendering of an object of multiple parts.

This paper also showcases the performance of the proposed model on the Fruit-
360 dataset used in the paper [1] that shows best test/validation accuracy of 97.05%
with convolutional neural network based architectures whereas with our proposed
capsule neural network architecture we were able to get a test/validation accuracy of
99.95%.
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2 Methodology

The proposedmethodology of our present work is presented in the workflow diagram
shown in Fig. 1. The workflow diagram represents all the steps involved in the
training and testing of the proposed model using TensorFlow Framework on Google
Colaboratory with Nvidia Tesla T4 GPU acceleration.

The Fruits-360 dataset [10] is extracted, transformed and loaded using Tensor-
Flow’s high-level data API’s for the creation of an effective input data pipeline for
effective prefetching of training and testing data to the network resulting in reduced
data loading time before training a batch.

The input data pipeline also maps the images to function for resizing as well
as normalization of the images. The image labels are also mapped to a function for
converting them toone-hot encodings i.e. binary vectors for the representationof cate-
gorical variables. Then the pipeline splits the dataset containing 80,550 data points
i.e. tuples of image and its corresponding labels into a training dataset containing
60,412 data points and a testing/validation dataset containing 20,137 data points.
The pipeline divides each dataset into batches of 16 data points.

TheTrainingModulementioned inFig. 1was developed usingTensorFlow’s high-
level keras API’s for building the layers as covered in the Sect. 3.2. The accuracy and
loss logs were exported to csv files for generation of the results. The actual capsule
layer in the proposed architecture was build using inherited Tensorflow keras layer
class for creating a custom layer with associated initialized weights, input shape
initializationmethod, output shape initializationmethod and operation for computing
the layer output according to Hinton’s CapsNet Architecture [1].

Fig. 1 Workflow diagram of the proposed methodology
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The proposed model is initialized with Xavier’s weight initialization and opti-
mized using Adam Optimization Algorithm with Margin Loss functions as the
objective function.

2.1 Dataset

The Fruit-360 Dataset contains 118 different classes of fruits with 80,550 images
of size 100 pixel × 100 pixel and its corresponding class or labels. Some of the
fruits-360 classes and it’ corresponding images are shown in Table 1.

CLASSES: Apple [Braeburn, Crimson Snow, Golden 1, Golden 2, Golden 3,
Granny Smith, Pink Lady, Red 1, Red 2, Red 3, Red Delicious, Red Yellow 1, Red
Yellow 2], Apricot, Avocado, Avocado ripe, Banana, Banana Lady Finger, Banana
Red, Beetroot, Blueberry, Cactus fruit, Cantaloupe 1, Cantaloupe 2, Carambula,
Cherry 1, Cherry 2, CherryRainier, CherryWaxBlack, CherryWaxRed, CherryWax
Yellow, Chestnut, Clementine, Cocos, Dates, Ginger Root, Granadilla, Grape Blue,
Grape Pink, Grape White, Grape White 2, Grape White 3, Grape White 4, Grape-
fruit Pink, Grapefruit White, Guava, Hazelnut, Huckleberry, Kaki, Kiwi, Kohlrabi,
Kumquats, Lemon, Lemon Meyer, Limes, Lychee, Mandarine, Mango, Mango Red,
Mangostan, Maracuja, Melon Piel de Sapo, Mulberry, Nectarine, Nectarine Flat, Nut
Forest, Nut Pecan, Onion Red, Onion Red Peeled, Onion White, Orange, Papaya,
Passion Fruit, Peach, Peach 2, Peach Flat, Pear, Pear Abate, Pear Forelle, Pear Kaiser,
Pear Monster, Pear Red, Pear Williams, Pepino, Pepper Green, Pepper Red, Pepper
Yellow, Physalis, Physalis with Husk, Pineapple, Pineapple Mini, Pitahaya Red,
Plum, Plum 2, Plum 3, Pomegranate, Pomelo Sweetie, Potato Red, Potato Red
Washed, Potato Sweet, Potato White, Quince, Rambutan, Raspberry, Redcurrant,

Table 1 Sample dataset images
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Salak, Strawberry, Strawberry Wedge, Tamarillo, Tangelo, Tomato 1, Tomato 2,
Tomato 3, Tomato 4, Tomato Cherry Red, Tomato Maroon, Tomato Yellow, Walnut.

3 Experimental Results and Discussions

The proposed model was trained on Google Colaboratory with Nvidia Tesla T4
GPU acceleration taking approximately 45 min training time per epoch resulting
in a training accuracy of 99.7% and a test/validation accuracy of 99.95% after the
8th epoch. The performance of the proposed model as compared to best performing
convolutional neural network-based architecture from [10] is given in the Table 2. As
can be clearly observed our proposed model out-performs the convolutional neural
network-based architecture resulting in a state-of-the-art model performance on
Fruits-360Dataset [10].Another key factor to consider is that the convolutional neural
network-based architecture from [10] shows signs of overfitting at the mentioned test
accuracies.

3.1 Model Architecture

The proposed model as described through the TensorFlow Keras computed model
plot shown in Fig. 2, consists of two 2D Convolutional layers of 3 × 3 kernel size
with 64 and 128 numbers of kernels on the first layer and second layer respectively.
The computed output is feeded to a 2D Average Pooling layer for reducing the

Table 2 Model performance comparison

Sl. no. Model configuration Train accuracy (%) Test accuracy (%)

1 Our proposed model 99.7 99.95

2 Convolutional 5 × 5 16 99.86 97.04

Convolutional 5 × 5 32

Convolutional 5 × 5 64

Convolutional 5 × 5 128

Fully connected – 1024

Fully connected – 256

3 Convolutional 5 × 5 16 99.93 97.00

Convolutional 5 × 5 32

Convolutional 5 × 5 64

Convolutional 5 × 5 128

Fully connected – 512

Fully connected – 256
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Fig. 2 Tensorflow Keras
model plot

computational cost after convolutional layers. Then the computed output follows
two 2D Convolutional layers of 3 × 3 kernel size with 128 numbers of kernels each
before getting reshaped and feeded to the Capsule Layer followed by a Lambda layer
that computes L2 norm on the vector outputs of the capsule layer i.e. the square root
of the sum of the squared vector values. to transform the vector into a probability
distribution similar to softmax activation function.



Capsule Neural Network Architecture Based Multi-class … 177

Fig. 3 The proposed model training and validation accuracy

Some of the important model features and parameters to reproduce our experi-
mental results are as follows:-

• Input Layer: The image with Input Shape [None, 100, 100, 3] was feeded to the
network.

• Hidden Layer Activation Functions: Squash Activation Functions was used in
the Capsule layers [1] and RELU activation function for Convolution layers.

• Weight Initialization: Xavier’s Weight Initialization.
• Optimization Algorithm: Adam Optimization Algorithm with initial hyper

parameters details:-

– learning rate = 0.001
– beta1 = 0.9
– beta2 = 0.999
– epsilon = 1e–07.

Figure 3 shows the proposed models training and validation accuracy per epoch.
As can be observed the validation accuracy for the proposedmodel is quite high from
the 1st epoch but the thing to considered here is the ability of the proposed model
to achieve the state-of-the-art validation accuracy without overfitting as can also be
confirmed from Fig. 4 that show the training and validation losses per epoch.

3.2 Performance Parameters

To validate the performance of our model, some statistical measures has been taken
into consideration viz. Precision, Recall, F1 Score, etc. These statistical parameters
are calculated in terms of True Positive (TP) i.e. correctly identified labels, True
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Fig. 4 The proposed model training and validation loss

Negative (TN) i.e. correctly rejected labels, False Positive (FP) i.e. incorrectly iden-
tified labels, and False Negative (FN) i.e. incorrectly rejected labels for each 118
different classes according to the below mentioned relations (1–3).

Precision = TP

(TP + FP)
(1)

Recall =
TP

(TP + FN)
(2)

F1 Score= 2× (Precision× Recall)

(Precision× Recall)
(3)

Table 3 shows the Precision, Recall, and F1 score values for our proposed models
computed using Tensor Flow’s scikit-learnwrapperAPI that yields themetrics values
using three different built-in averaging method viz. Macro (calculates metrics for
each class and finds their unweighted mean), Micro (calculates metrics globally by
counting the total TP, FN, and FP), Weighted (calculates metrics for each class and

Table 3 Performance metrics Performance
parameters

Averaging method

Macro (%) Micro (%) Weighted (%)

Precision 99.909 99.910 99.913

Recall 99.91 99.91 99.91

F1 Score 99.90 99.91 99.91
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finds their average weighted by the number of occurrences of each true class label
i.e. TP + FN) methods for averaging over the computed metrics values of the 118
different classes.

Some other performance parameters are mentioned in Table 4 computed using
PyCM module [11]. Definition of the mentioned parameters and their relevance and
interpretation can be referred to from [11].

Table 4 Some other performance parameters

Performance parameters Performance parameters Performance parameters

95% CI (0.99869,
0.99952)

Cross Entropy 6.85506 Overall CEN 0.00074

ACC Macro 0.99998 Gwet AC1 0.9991 Overall J (117.78794,
0.9982)

AUNP 0.99955 Hamming Loss 0.00089 Overall
MCC

0.9991

AUNU 0.99955 Joint Entropy 6.86128 Overall
MCEN

0.00127

Bennett S 0.9991 KL Divergence 4e-05 Overall
RACC

0.00883

CBA 0.99824 Kappa 0.9991 Overall
RACCU

0.00883

Chi-Squared 2350781.72318 Kappa 95% CI (0.99868,
0.99951)

Zero-one
Loss

18

Chi-Squared
DF

13689 Kappa No
Prevalence

0.99821 PPV Macro 0.9991

Conditional
Entropy

0.00626 Kappa Standard
Error

0.00021 PPV Micro 0.99911

Kappa
Unbiased

0.9991 Mutual
Information

6.84877 Pearson C 0.99575

Lambda A 0.99909 NIR 0.01555 Overall CEN 0.00074

Lambda B 0.99909 Overall ACC 0.99911 Overall J (117.78794,
0.9982)

Phi-Squared 116.79162 SOA1 (Landis
& Koch)

Almost
Perfect

SOA5
(Cramer)

Very Strong

RCI 0.99909 SOA2 (Fleiss) Excellent SOA6
(Matthews)

Very Strong

RR 170.57627 SOA3 (Altman) Very Good Scott PI 0.9991

Reference
Entropy

6.85502 SOA4
(Cicchetti)

Excellent Standard
Error

0.00021

Response
Entropy

6.85504 SOA1 (Landis
& Koch)

Almost
Perfect

TPR Macro 0.9991

TPR Micro 0.99911 – – – –
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4 Conclusion

The Proposed work has been fully implemented and tested producing a state-of-
the-art model performance on fruits-360 dataset that can be deployed for Robotic
Process Automation (RPA) in agriculture or food industry for reliable and accurate
classification results. The proposed model with a state-of-the-art validation accuracy
of 99.95% on the on Fruits-360 Dataset whereas the Convolutional Neural Network-
based Architectures were able to achieve a maximum validation accuracy of 97.04%.
The proposed model was also able to achieve greater than 99.9% score for each F1
Score, Precision, and Recall parameter with faster training time and much smaller
number of epochs to reach the state-of-the-art validation accuracy. Our work also
shows the superiority of Hinton’s CapsNet Architecture for classification task on
moderate-sized datasets with the further benefits of negligible effects of overfitting
as well as ability to address the “Picasso problem”.
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Effects of Class Imbalance Problem
in Convolutional Neural Network Based
Image Classification

Arghasree Banerjee, Kushankur Ghosh, Arya Sarkar,
Mayukh Bhattacharjee, and Sankhadeep Chatterjee

Abstract Convolutional Neural Networks (CNNs) have revolutionized the image
classification tasks to a greater extent. Various researchworks reported the high accu-
racy of CNNs in image classification problems related to science and engineering. It
has been found thatmany image classification problems carry an additional challenge
of imbalanced classes in the dataset. In absence of a suitable analysis of the effect of
imbalanced image data on the performance of CNNs, the current study thoroughly
analyzed the same. CNN models are evaluated in terms of Sensitivity, Specificity,
G-Mean and Bookmaker Informedness with varying degrees of imbalance ratio. The
experimental results have revealed that the performance of CNN is severely affected
by increased imbalance ratio.

Keywords CNN · Imbalance · Image classification

1 Introduction

Almost every modern individual utilizes the facilities of the current technologies for
the creation and sharing of images of any kind. This sharing of images has eased the
mode of visual communication over the years. However, the quality of this communi-
cation mostly depends on the processing [1] than the quality of image. An image can
be of any type starting from biomedical images [2, 3], document images [4], satellite
images [1] and PolSAR images [5]. An intelligent system is very much necessary to
identify the category of an image from a thick chunk of wide variety of images. The
application of machine learning in real life issues has been studied and experimented
over a wide range of time [6–11]. With the expansion of the field, the application
of Neural Networks (NN) is gradually suppressing the implementations of other
machine learning algorithms [12]. A NN based image classification [13] model can
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generate better results compared to any other traditional image classification tech-
nique due to the robustness of the prior model. A popular way of classifying an image
is by using Convolutional Neural Networks (CNN) [14]. Over the years CNN based
models have gained a wide popularity and has been implemented to resolve various
real-life issues starting from face detection [15] to languagematching [16]. However,
in the recent years CNN has become a very concrete tool for image classification
and segmentation. The classification of images incorporates the task of putting any
selected image of a kind to its relative category based on intelligent computations.
Various studies over the years successfully developed concrete models delivering
effective classifications on chunks of images both offline and online. However, in the
recent years the techniques of image classifications using CNN are documented to
suffer from the imbalanced classification problem. The Class-Imbalanced problem
was coined in the early 1990s and have been studied for more than two decades. A
imbalanced dataset is mostly a common situation and can be very much prominent in
any day to day practical scenarios. Apart from image classification, the problem has
also become very popular in sentiment analysis [10], sarcasm detection [17], botnet
detection [18] and twitter-spam detection [19]. In this paper a detailed documenta-
tion of class-imbalance problem in CNN based image classification is presented. The
classification challenges and the future research scope are also discussed.

2 Image Classification Using CNN

A Convolutional Neural Network (Conv-Net/CNN) is a Deep Learning Based algo-
rithm which is basically applied to analyse image data. A CNN consists of an input
layer, an output layer andmultiple hidden layers. Input is a visual imagery tensorwith
shape (number of images) * (image width) * (image height) * (image depth). After
passing through the convolutions, the image gets absorbed to a feature map. In [20],
the authors make an account for the early applications of CNN in speech recognition,
text recognition, handwriting recognition and later in natural image recognition. In
[21] the authors documented the behaviour of CNN on a set of 1.2 million high
resolution images consisting of 1000 different variety of classes in ILSVRC-2010
competition. The authors found that CNN gives us a remarkable performance but
can undergo some complications if a layer is removed. In the ILSVRC-2012 compe-
tition, the authors averaged the predictions of two CNNs that were pre-trained on
the entire Fall 2011 release with the five CNNs which gave an error rate of 15.3%.
The application of CNNs to multi-categorical classifications applied in the earlier
paper, attracted a lot of attention in the computer vision research community. In [22] a
pre-trained CNNmodel generated at the full-connected layers extracts features better
than conventional hand-crafted features on all datasets in image retrieval application.
In a comparative study done by Yi Hou et al. in [23], we get to know howCNN-based
image descriptors are better than the state-of-the-art hand-crafted image descriptors
in the visual loop closure detection application. In [24], the authors introduced 3D
CNNmodels for action recognition. From adjacent input frames the authors generate
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multiple channels of information. Convolution and subsampling is performed sepa-
rately in each channel after that. TheCNNbased image classification is thus nowused
in many medical examinations as it significantly improved the best performance for
many image databases [25]. CNN based image classification is still an interesting
topic among researchers. In [26] a recently published paper presents a method to
optimize input for CNN-based HSI classification. Liu et al. [27] proposed a detailed
study by investigating the middle layers of the CNN and conducted experiments on
different image datasets. Their approach fused the latent features extracted in the
middle layers of the CNN which effectively improves the classifier’s performance.
Another remarkable application of CNN was demonstrated by Peng et al. [28] to
detect fruit flies by using the FB-CNN technique. In [29], the authors utilized the
texture filters to classify between histopathological images.

3 Class-Imbalance Problem in Image Classification

The imbalanced classification problemcanoccur in both binary ormulti-class dataset.
The problem occurs when the count of a particular class in a dataset becomes more
dominant compared to the other classes. At this scenario, the classifying algorithm
will have a tendency to generate decisions in favour of the class with the majority
count. This mostly results in a wide deflection in performance of a machine learning
model. The most common approaches to mitigate the issue are oversampling of
minority instances or the under-sampling of majority instances. However, the most
popular way to handle this problem is by making the minority class denser as under-
sampling can result in a loss of valuable information from the dataset. Some of
the popular techniques developed for oversampling over the years are SMOTE
[30], Borderline-SMOTE [31], ADASYN [32] and Safe-Level-SMOTE [33] and.
However, in [34, 35] the authors described the consequences of oversampling and also
presented a remarkable majority focussed approach to overcome that. The earliest
reference of the effects of class imbalance in image classification is found in [36].
However, in the recent years it has become a significant problem in the domain of
image classification [37–41]. The problem mostly arise when the model is made to
classify images in any practical domain. Classification with CNNs also undergo the
same problem, like any other techniques of image classification. In [42] Lee et al.
encountered with the class imbalance problem in Plankton image classifications.
The authors proposed a novel approach based on CNN and avoided the problem
by training the CNN with normalized data. The principle idea behind their approach
depends on the value of thresholdμwhich is selected to construct the normalized data
by sampling the original data. The normalized data is constructed in a way such that
no class is larger thanμ. The primary problem behind this approach is the loss of data.
In the following year Wang et al. [43] developed a Generative Adversarial Network
(GAN) based Plankton classification model. The primary concern of their technique
was to perform an effective image classification by resolving the class imbalance
problem. The proposed architecture CGAN-Plankton generates the minority class
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data using the Generative model which is discriminated using the Discriminative
model. The approach widely outperforms other CNN based models. Mahmood et al.
[44] also faced the class imbalance problem while proposing a technique to classify
corals. Their proposed approach was also based on CNN and used the MLC dataset
for the experiment which is prone to the class imbalance problem. A simple down-
sampling of data was done to mitigate the problem which also resulted in the loss of
valuable data. Rahman and Wang [45] used a Fully-Convolutional Neural Network
(FCNN) for an augmentation in the IoU score. The main objective of the paper is to
mitigate the object category segmentation problem and in their series of experiments
they encountered the class-imbalance problem. In [46] the authors developed an
efficient model by hybridizing CNN with uneven-margin based SVM to conduct an
effective performance on imbalanced visual problems. Uneven margins were intro-
duced to SVM to handle imbalanced data and was constructed by implying a margin
parameter to the standard SVM model which is a ratio of the positive margin to the
negative margin. In the proposed model of [46], the rearmost layer of the CNN is
replaced by the uneven SVM which produced better performance than the standard
model of SVM. In 2017 [47]Yue discussed the effects of imbalanced classification on
CNN based malware image classification and also introduced the weighted softmax
loss approach to mitigate the issue. The weight ω_k is calculated by,

ωk = (� − ∅/C × �) + 1

where� is the dimension of themajority class,∅ is dimension the selected class andC
is the constant controlling the scaling of the weighted loss. Sahu et al. [48] performed
a CNN based multi-label classification to detect a surgical tool. Their approach also
faced a class-imbalanceproblemwhile training theCNN.The authors performed their
experiments on M2CAI tool detection dataset by considering the co-occurrences of
the tools. In [49] Li et al. proposed an imbalanced-awareCNN tomitigate the problem
in vehicle classifications from aerial images. The authors extended the CNN model
with a cost-effective imbalance aware feature map. In [50] the authors presented a
very novel technique detect lithographic hotspots in electronic circuits basedonCNN.
The authors encountered a the imbalanced classification problem while performing
the experiments and applied mirror-flipping and up-sampling to mitigate the issue,
which resulted a significant improvement in the performance. Pouyanfar et al. in [51]
performs a dynamic on the samples of each class of a dataset based on the F1-score to
mitigate the imbalance data. A data augmentation module is present in the model is
used to generate real time image data. In recent years some of the best improvements
of CNN in imbalanced datasets can be found in mammal detection fromUAV dataset
[52], Marine image classification [53], sewer damage detection from CCTV images
[54] and automatic bird detection [55].
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4 Experimental Analysis

The most commonly known metric to evaluate a model’s performance is Accu-
racy. However, highly imbalanced training or testing data provides a biasness to the
accuracy [56] and deflects its values. This problem has been coined in various exper-
iments [57, 58] suggesting it to be a very inferior metric to test on imbalanced data.
However, some of the most commonly used metrics to evaluated these datasets are
Area Under Curve (AUC) and Receiver Operating Characteristic curve (ROC). In
[58] the authors suggested that Sensitivity (Ss) and Specificity

(
Sp

)
are undoubt-

edly an improvement over the Accuracy metric to evaluate the performance classes
individually. The metrices can be defined as,

Ss = ε1

ε1 + ε3
(1)

Sp = ε4

ε4 + ε2
(2)

where, ε1 represents True Positive values, ε2 represents False Positive values, ε3
represents False Negative values and ε4 represents True Negative values. However,
the authors constructed the G-Mean metric G, for their experiments. The metric can
be written as,

G = 2
√
Sp × Ss (3)

Johnson and Khoshgoftaar [59] also mentioned the accuracy-based evaluation
anomalies in their comprehensive study. The authors mentioned that Precision values
alone is critically affected by imbalanced distribution. However, Sensitivity values
always remains unaffected as it only deals with the positive class. Luque et al. [60]
stated the G-Mean metric and the Bookmaker Informedness BI f , as the best metrics
which provides unbiased performance values. The BI f values can be calculated as,

BI f = Sp + Ss − 1 (4)

We are going to concern ourselves with the particular case of Imbalanced Image
Classification and compare these metrics that are a good fit for the problem while
using CNN as a solution to our classification problem [47]. To document the perfor-
mance of CNN, in our experiment we concentrated on using CIFAR-10 [61] and
Fashion-MNIST [62] datasets.We eliminated data from 4 individual classes in Cifar-
10 and 5 individual classes in Fashion-MNIST at similar rates to deliberately achieve
imbalance and document the performance deflection. The CNN is trained at 100
epochs.

From Fig. 1a we see that the sensitivity deflection of the CNN for Cifar-10 indi-
cates a downward trend in the metric score hence suggesting an overall reduction of
the score with increase in Imbalanced data. However, initially the curve followed a
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Fig. 1 Performance deflection of CNN for Cifar-10 dataset with the increase in imbalance ratio:
a sensitivity, b specificity, c G-Mean and, d bookmaker informedness

zigzag trajectory but eventually ended up with a score of 0.7 from an initial recorded
score of 0.72 during balanced state. A sharp downward curve of specificity from a
score of 0.96–0.95 is also visible from Fig. 1b after crossing an IR value of 5 and an
immediate stabilization of deflection indicates a unique characteristic of the data in
the prediction of negative cases. From Fig. 1c we see the gradual drop in the G-mean
score on crossing an IR value of 5 and eventually recording a deflection in score
from 0.83 to 0.81. The deflection curve of the Bookmarker Informedness in Fig. 1d
exhibits a trajectory similar to that of the G-Mean. A similar sharp drop in scores are
visible after crossing an IR value of 5 recording a deflection from 0.68 to 0.65.

In Fig. 2a the Sensitivity value has a highest count of 0.92 when imbalance ratio
is lowest. When the IR is at approximately 2.5, the sensitivity value decreases to
0.91. When the ratio is around 6 it further decreases to 0.89. Finally, when the ratio
is approximately 12.5 the count reduces to 0.86. From here we can conclude that the
overall sensitivity value decreases in a very rapid pace. Figure 2b suggests that the
Specificity value has a highest count of 0.99 when IR is lowest. The specificity count
drastically decreases when the IR count increases very little. After this decrease,
the specificity count remains constant throughout the increase in imbalance. The G-
Mean values exhibits abrupt rise and fall in Fig. 2c. During initial state, the G-Mean
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Fig. 2 Performance deflection of CNN for fashion MNIST dataset with the increase in imbalance
ratio: a sensitivity, b specificity, c G-Mean and, d bookmaker informedness

count is highest, that is 0.95. With the gradual increase in the IR value, the G-Mean
value decreases and then again rises. When the IR count is near to 6, the value is
constant at 0.93. Finally, the G-Mean count decreases to 0.91 when the IR value is
extreme. From Fig. 2d we see that the Bookmaker Informedness value is 0.91 during
the balanced condition. It reduces and again increases within a very short interval.
Till the imbalance ratio count is near to 6 the value keeps on decreasing after which
we can see the value decreasing in a steep way. For the extreme value of IR, the
Bookmaker Informedness value is as low as 0.84.

5 Conclusion

The current study evaluated CNNs in presence of imbalance classes. The study
involved two artificially modified well known dataset CIFAR-10 and Fashion-
MNIST. Multiple classes are perturbed by gradually removing samples and thereby
making the dataset more imbalanced every time. The CNN is trained and tested
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in terms of well known performance metrics namely Sensitivity, Specificity, G-
Mean and Bookmaker Informedness which are specifically used to measure clas-
sifier performance in presence of imbalanced classes. The results revealed that the
performance of CNN is severely affected when the imbalance ratio is increased. In
case of CIFAR-10 the performance monotonically decreased after imbalance ratio
is increased above 5 and a similar trend is observed for fashion-MNIST above 2.5.
Future studies can be focused on developing algorithms to mitigate the performance
issue of CNNs in presence of imbalanced classes.
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Smart Plant Monitoring System Using
BLYNK Application

Abhinandan Mohanty and Sreyashi Roy

Abstract Plant monitoring is seen as one of the most important tasks in any farming
or agriculture based environment. This paper automates plant monitoring and smart
gardening using IoT in the NodeMCU system platform. The main purpose of this
paper is to provide comfort to the farmer by reducing the manual work by improving
the overall performance of the system without the user’s direct interaction. The
important parameters for the quality and productivity of plant growth are soil and
air temperature, humidity, sunlight and soil moisture. The plant health and growth
information has to be provided to the user continuously by monitoring and recording
these garden parameters. All the sensors used in this project are interfaced with
the NodeMCU. And this information about the plant can be directly monitored and
controlled by the farmer through their smart phone using IoT. This smart gardening
system will provide convenience and comfort to the user by sensing and controlling
the parameters of the plants without their physical presence. Any android supported
device can be used to install the smart gardening application. The softwares used
are Arduino IDE & Blynk IoT platform. Ardunio IDE is used for compling and
uploading the programe to NodeMCU and Blynk IoT platform is used for displaying
of temperature, humidity, atmospheric pressure & soil moisture and can be accessed
from any distance. This will help the farmer to understand the relation between the
plant growth and mentioned plant parameters.
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1 Introduction

Nowadays everything can be controlled and worked automatically. But there are yet
a couple of significant parts in our nation where mechanization has not been received
or on the other hand has not been put to an undeniable use, maybe in light of a few
reasons one such explanation is cost. One of such field is agriculture. Agribusiness
has been one of the basic occupations of the man since early improvements and even
today manual intercessions in developing are unavoidable. Plant checking structure
a critical bit of the agribusiness and development zones in our country as they can
be used to create plants under controlled climatic conditions for perfect production.
Robotizing a plant means watching and controlling of the climatic parameters which
authentically or by suggestion direct the plant improvement and thus their produce.
Robotization is a process control of present day device and methodology, right now
human directors. In this paper plant monitoring system technology is provided by
the feedback to the user through smart phone. The automated system will reduce the
need of man power hence reducing the error. For a large scale area, it is possible for
a farmer to monitor the efficiency of the system by implementing this technology by
using their smart phones.

2 Literature Review

The most important factors for the quality and productivity of plant growth are
temperature, humidity, light and the level of the carbon dioxide. Continuous moni-
toring of these environmental variables gives information to the grower to better
understand, how each factor affects growth and how to manage maximal growth of
plants. Climate control and monitoring of the plant is one of important aspects in
agriculture [1, 2, 3]. The aspects we are presenting resembles the concept of preci-
sion agriculture, this is the trend of farming presented in recent years for commercial
and research agriculture. In the precision agriculture framework the main focus is
on understanding the environment through the interpretation of a wide variety of
data coming from GPS systems, satellite imaging, and in-field sensors. Cypress is
one of top semiconductor company in the world. Currently they have envisioned the
scope by moving towards Internet of Things, with the major focus on “Internet of
plants” [4]. The main motivation of the project is for the user to monitor the plants or
cultivation to get enough resources such as light and water without the user need to
be present at the plants or cultivation area, and also could manipulate the resources
provided to the plants depending on the climate of the plant’s location (Example:
if there is enough rain or moisture for the day, the sensor in the soil would detect
accordingly for the operation to begin and intimate the user). This could help user
not only to give the resources to the plants everyday without much manual effort also
helps the constant and healthy growth of a plant [5–10].
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3 Basic Concepts

Fig. 1 Technical block diagram

The block diagram for the project is shown in Fig. 1. It consists of a power
circuit which gives +5 V and +12 V for various components operations. Node
MCU is the micro-controller to which +5 V power is supplied. Other sensors and
components like DHT11 (Temperature and Humidity sensor), soil moisture sensor,
BMP180 (Barometric Pressure/Temperature/Altitude Sensor), LED indicator, relay
driver circuit and water pump (connected to+12 V power supply) are also connected
to Node MCU.

The DHT11 and BMP180 sensor senses various environmental parameters and
send signal to the micro-controller. The soil moisture sensor will sense the moisture
of the soil and sends the signal to the micro-controller whenever the moisture level
goes up or down.

LEDs give outputs in different conditions of the moisture content in soil and there
is a relay drive circuit which act as switch to control the pump for supplying water
from the water source. Whenever the pump get signal that there is low moisture
present in the soil it will automatically start. When the moisture level will maintain
in the soil automatically the pump will stop. Here the pump is connected to +12 V
power supply (connected only to the pump and to the Relay driver system).
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A. Node MCU

NodeMCU is an open source IoT platform [11]. It has been selected as the controller
for this system due to its compact size, compatibility, easy interfacing over several
other types of controller including, (PCI) Programmable Integrated Circuit and
others. It built on top of the chip manufacturer’s proprietary SDK. The firmware
provides a simple programming environment [12], which is a very simple and fast
scripting language on a standard circuit board. The board has a built-in USB port that
is alreadywired upwith the chip; a hardware reset button,Wi-Fi antenna, LED lights,
and standard-sized GPIO (General Purpose Input Output) pins that can plug into a
bread board. Figure 2 shows the diagram of NODEMCU (ESP8266). It has Processor
called L106 32bit RISCmicroprocessor core based on the Tensilica Xtensa Diamond
Standard 106Micro running at 80MHz and has amemory of 32KB instructionRAM,
32 KB instruction cache RAM, 80 KB user data RAM &16 KB system data RAM.
It has inbuilt Wi-Fi module of IEEE 802.11 b/g/n Wi-Fi [13].

Fig. 2 Node MCU pin configuration
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B. Relay Driver Circuit

The relay is an electrically controlled device which performs the actions of a switch.
Relays can be broadly classified into two type’s namely electro-mechanical relays
(EMR) and solid state relays (SSR) here we have used the former one. Contacts in
EMRare opened and closedwith the help ofmagnetic forcewhereas inSSRswitching
is completely electronic and no contacts are present [14]. The principle behind its
working is that of an Electromagnet operating as a switch mechanically. Generally,
we use relays where it is important to control another circuit using a different low
power signal or where multiple circuits are to be controlled using one signal. Here
we are using a single pole double throw relay. Because of its internal configuration,
SPDT has quite many applications, it has two different configuration terminals and
a common terminal: one of which is normally closed while the other being normally
open. Therefore SPDT is capable of performing the action of switching between two
circuits i.e. when no voltage is being applied to the coil, current is received by one
of the circuits whereas the other doesn’t and vice versa when the coil is energized. In
general, control circuit handling smaller currents are switched by relays. In addition,
with the help of amplification even larger voltage and amperes can be controlled by
it.

Fig. 3 Relay driver circuit

C. DHT11 (Temperature and Humidity) sensor

It has a humiditymeasuringmodule, a thermistor and an integrated circuit on the back
of the sensor unit. The humidity measurement module consists of two electrodes.
Sandwiched between the two electrodes is a substrate that is capable of holding
moisture.Change in humidity alters the conductivity of themoisture holding substrate
which at the same time changes the resistance. The integrated circuit then processes
the change in the resistance and humidity value is measured [15].
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Fig. 4 DHT11 (Temperature
and Humidity) sensor

On the other hand, change in temperature changes the resistance of the thermistor
which is processed by the integrated circuit and the calibration results into a value
of the temperature.

D. FC-28 Soil Moisture Hygrometer Sensor

Two probes estimate the volumetric content of water in the soil. Current passes
through the soil and then through the probes, after which the moisture value is calcu-
lated based on the resistance offered. In more water, soil becomes more conduc-
tive and which means resistance decreases [16]. Therefore moisture value displayed
is higher. Dry soil is a poor electricity conductor, so, less moisture means less
conduction of electricity. Therefore, the moisture level is lessened [17].

Fig. 5 Soil moisture sensor
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E. Pump

A pump is basically a device which uses mechanical action to transfer fluid (liquids).
The mechanism used in a pump is mainly reciprocating or rotary and in order to
do this mechanical work, they also consume some energy. Pumps are available in
varying sizes ranging from smaller pumps used for medical purposes to larger ones
used in industries. Figure 6 depicts the Pump which has been used. Here we have
used a mini dc pumpwhich runs on 12 V dc supply. Pumps can be operated manually
or using electricity. Some are also operated using engines and power generated from
the wind [18].

Fig. 6 Water pump
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F. Barometric Pressure Module Sensor

Barometric PressureModule Sensor is an important component for creating aweather
station system. The main function of the barometric pressure module sensor is to
calculate the atmospheric pressure. The unit for atmospheric pressure is in hPa.
This sensor can detect the altitude from the sea level. For the distances, the unit
for measurement is in the meter. Lastly, this barometric pressure can detect the
temperature surrounding. For this project, BMP180 will be used as it is the most
stable version. To test the temperature, it needs to be compared with DHT11 as the
testing will be conducted at the room temperature. Table 1 shows the barometric
pressure value with the types of environment. Figure 7 shows the image of a sample
of barometric pressure sensor.

Table 1 Barometric pressure
and environment

Environment Value (MB) Online database (MB)

Cloudy day 1011 1009

Light rain 1010 1009

Rainy 1010 1008

Night 1014 1012

Fig. 7 Barometric pressure
sensor
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4 Methodology

Fig. 8 Algorithm depicting the working principle

According to the given algorithm, DHT11 (Temperature and Humidity), BMP180
(Barometric Pressure/ Temperature/ Altitude Sensor) And Soil Moisture Sensor set
first and send the various environmental measured parameters to Blynk App. In order
to control the soil moisture level water pump is used. When the moisture level is less
than the moist set point, Red LED glows. A Relay module is interfaced to NodeMCU
at the receiver end while on the transmitter end, a set point on the soil moisture sensor
is considered. If the moisture of the soil falls below the set-point, the relay switches
on and allows the Water pump to conduct and supply water to the crop fields. When
the moist level get close to the medium set point a blue LED continues to glow. Once
the required moisture level is reached, the soil moisture sends the signal to the relay
module via NodeMCU. The relay switches off and thus switching off the water pump
and green LED get glow to indicate the moisture is at maximum level.

It showshow the control shifts from the soilmoisture sensor to the pumpdepending
upon whether the soil moisture is the same as required by the crop.
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5 Implementation and Results

A. Implementation

Implementation of smart plant monitoring system using BLYNKApplication is done
using NodeMCUmicro-controller chip via Wi-Fi [19, 20]. For the user interface, we
are using Android version BLYNK Application through which user can monitor the
gardens or farms easily from anywhere in the world (Fig. 9).

Fig. 9 Hardware implementation
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B. Results

Results have been obtained after the successful implementation of the circuitry.
Figure 10 shows the design view of the android application. In this Gardening
Automation, soil moisture, temperature and humidity are measured by using DHT11
sensor and BMP180 and the live results are clearly viewed in the Blynk Application.
Soil Threshold value can be manually adjusted by analyzing the soil.

Fig. 10 Measured parameters on blynk app
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Table 2 Comparison among the projects

Project name Soil moisture
sensor

Temperature
sensor

Barometric
pressure
sensor

Led Indicators
for
soil moisture

Humidity
sensor

Smart
Gardening
Automation
using IoT With
BLYNK App

Yes Yes No No Yes

An IoT-based
Smart Garden
with Weather
Station System

Yes Yes Yes No Yes

Smart Plant
Monitoring
System Using
BLYNK
Application
(Proposed
work)

Yes Yes Yes Yes Yes

6 Conclusion

The capable automation on watching and control of the plants require new and
dynamic game plans. Remote sensor frameworks can respond to essential by offering
an exact and viably configurable watching structure. In this work, the DHT11,
BMP180 and Soil moisture sensor are used. This is the prototype for monitoring
and control system for plants. Unlike other automated system which relies on auto-
mated data, this model is more intelligent to utilize the resources according to the
changes in weather conditions. This proposed model has the capability to integrate
with any mobile platform.

This proposed model is made to help the farmers and make their gather moderate
by helping them in security reason traveling side, school and for each body, etc. By
this work, the wastage of water and the use of power by motor can be diminished
with the objective that they are proportioned for the future use. This structure gives
all out watching action of sensors in fields that are definitely not hard to control the
field. It moreover gives epic security to the plants.

7 Future Scope

The performance of the system can be improved by increasing operating speed,
memory capacity of the micro-controller by using other high end controllers. The
quantity of channels can be expanded to interface progressively number of sensors.
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Random Under Sampling
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and Sankhadeep Chatterjee

Abstract With the advent of Convolutional Neural Networks, the image classifica-
tion tasks have become easier to tackle. Numerous applications have been reported
that successfully utilized image classification techniques based on CNNs. Recent
studies reported that the presence of imbalanced classes in the training data might
affect the performance of the CNN to a greater extent. Motivated by this, the current
study proposes a Random Under Sampling (RUS) based method to overcome the
problem of imbalanced classes. The existing RUS based method has been modi-
fied accordingly to make it suitable for the current application. To analyze the
performance of the CNN, two modified well-known datasets have been used for
training and testing. Further, different degrees of under sampling have been used to
better understand the appropriate under sampling ratio required to achieve acceptable
improvement. Results have indicated that the RUS based method has been able to
significantly improve CNNs performance in terms of sensitivity, G-mean.
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1 Introduction

Images have become a common entity in the day-to-day lives of any person linked
to the internet. These images help to galvanize the course of any possible work.
Intelligent socially-aware systems can also play a very vital role to manage and ease
theseworks.Recently, various examples of socially-aware systemshavebeen created,
studied andmodifiedbyvarious researchers [1–4]. Systems that learn from images are
very prominent examples of socially-aware systems. Image-based learning is implied
mostly on social problems occurring in real life [5–8]. In recent years efficientmodels
for image segmentations have been thoroughly studied and experimented [9–15] and
have become one of the most widely implemented models of the past decade and it
is being actively integrated by most organizations with different sectors of our lives
to make human life easier [9, 16–18].

The class imbalance problem has been a subject of much research since the begin-
ning of the twenty-first century [19]. However, the age-old class imbalance problem
is more so a severe problem in these image-based, training approaches due to the
adverse effects of negatively skewed data on the predictions involving the minority
class, and even more so this problem needs to be dealt with to get more accurate
predictions [20, 21]. Now to deal with the imbalance problem, in both text and
image-based data there exists many use case-specific as well as general metrics and
techniques that have been developed to deal with these kinds of data [22–27]. Under-
sampling andOversamplingmethods are two of the textbook approved approaches to
dealing with an imbalanced dataset and among the two although less used compared
to its counterpart, under-sampling is an effective way to tackle missing data.

In simple terms, Random Under-sampling [28] is one such method used to opti-
mize the training data of our model by selecting a set of data from the majority class
to create a subset that is equal to the minority class in terms of frequency [29, 30]. An
equal magnitude of class data is very important to train accurate image classification
models and to tackle that problem, under-sampling provides a solution [31]. The
approach has been proved to be effective to tackle various imbalanced datasets and
has been studied thoroughly over many decades [32–34].

2 Proposed Approach

Dealing with real-world datasets be it image or text leads to the encounter of some
challenges that need to be overcome to avoid discrepancies in our predictive models.
The Class Imbalance Problem [35] occurs when some classes have a much higher
or lower magnitude of data than the other classes. In simpler terms, it is a machine
learning problem caused due to uneven magnitudes of data that greatly affect the
credibility of our predictive models by negatively or positively skewing our data
towards a particular result that may not be as dominant in real-world scenarios.

From Fig. 1 the disparity in the data can be visualized, which indicates that the
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Fig. 1 Representation of an
imbalanced dataset having a
majority and a minority class

predictive model will be greatly inclined towards the majority class which does not
do justice to our requirements. The imbalance in the magnitudes of data between
the classes needs to be optimized to have a better prediction. An imbalanced dataset
can cause many problems while training a model [36]. If a model is trained using
an imbalanced class the predictions have a higher chance of being skewed towards
the majority class. This problem needs to be addressed before training the model
to avoid a prediction which is largely biased towards the majority class [37]. Image
Classification suffers even more so from imbalanced data due to the sensitive nature
of image-based classification models [38]. Small errors in many image classification
models can greatly harm human lives as many of these models are greatly used in
the medical sector, so dealing with the imbalance problem is even more so of utmost
importance [39–41]. In our model, we handle the class imbalance which takes place
in images due to the presence of a majority class and a minority class. We have taken
binary classes for our experiment and in order to have a balance between the two
classes we under-sample the majority class. This approach can be explained by three
steps as shown with the help of the diagram Fig. 2. The first step being the data
preparation, the imbalance is created between the two classes. In the next step, we
tackle the imbalance problem by concentrating on themajority class and the resultant
data is fed to the Convolutional Neural Networks algorithm.



210 K. Ghosh et al.

Fig. 2 Flow-diagram of our model

2.1 Data Preparation

For our model, we concentrated on using the Cifar-10 [42] dataset and the cats and
dogs [43] dataset. We deliberately made both the dataset imbalanced to show the
effectiveness of our model. Cifar-10 is a widely used dataset containing 10 separate
classes each having 5000 images of that class. However, for our model we merged
the 10 existing classes into 2 separate classes in a way so that one class represents the
non-living beings and another represents the living beings. To obtain an imbalanced
class distribution we further removed the images of 2 non-living classes from the
training dataset, which initially were in the class represented by truck and ship. The
majority class or the living class ended up with a count of 30,000 samples whereas
the non-living class which is the minority class ended up with 10,000. We also
make use of the cats and dogs dataset which is another famous dataset comprising
image samples of dogs and cats. We skew the pre-balanced dataset towards dogs
by reducing the number of samples from the cat class and hence, creating a class
imbalance problem like in the previous dataset to test our model.

2.2 Random Under Sampling (RUS)

Under-sampling techniques are one of the most widely used methods to deal with
the class imbalance problem that occurs due to the difference in the magnitude of
data in different classes [44]. A disparity between the magnitude of the majority and
minority class can be amended with ease using one of the many methods [44–46]
available. Random Under Sampling (RUS) is one such method that can be used to
deal with the class imbalance problem. As the name suggests, it’s an under-sampling
technique that randomly selects instances from the majority class by resizing the
total number of elements in it to roughly match the minority class thereby reaching
an equilibrium state between the classes which is our ideal condition to get rid of the
class imbalance problem and train our models to have the most accurate prediction.
It has been widely tested and implemented in several instances both text and image-
based and great results have been obtained fromvarious sources [47, 48] indicating its
viability as a good boosting algorithm to improve the predictivemodel by overcoming
the class imbalance problem.
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2.3 Convolutional Neural Network (CNN)

Convolutional Neural Network, popularly called CovNETs, is one of the hottest
research topics for over a few decades ever since it was coined by LeCun et al. back
in 1989 [49] hence solidifying a major foothold into image recognition and deep
learning domain. A neural network cannot be directly implemented on image-based
data and language processing due to its limitations to make assumptions regarding
the data. This problem is overcome with the use of Convolutional Neural Networks
or CovNETs which simplifies complex images and then understands it using the
unique Convolutional, Pooling and Fully Connected layers. It’s a form of a feed-
forward network system where the output of the previous layer is fed to the next and
finally to the fully connected layer for the classification of the image data fromwhere
the output is identified using the image data. It deals with the management of spatial
data and is used today in a variety of areas [50–53] in image classification, big data
analysis among many other cases. The extra convolutional layer in a CovNET vastly
reduces the training time for the model and reduces the minimum number of samples
we require among many other benefits, hence making it very useful in most cases.

Figure 3 represents a schematic diagram of the internal architecture of a convolu-
tional neural network. It consists of several layers that break down the input image
and transforms a 3-D input volume to a 3-D output volume. Firstly, the raw pixel
value of the image is fed into the convolutional layer where the main computation to
calculate the output of the neurons occurs. It then goes through aRELU layerwhich is
responsible for the implementation of element-specific activation functions to keep
the volume intact. Next the image is fed into the Pooling layer which performs a
downsizing operation on the height and width of the image keeping the depth intact.
This sequence is repeated as many times as required and, in the end, the output
volume is passed to the Fully Connected Layer, which calculates the class-specific

Fig. 3 Schematic diagram of convolutional neural network
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scores to determine what the input object actually was based on the dataset we are
using.

3 Experimental Analysis

Accuracy is one of the most common metrics used to rate the credibility of machine
learning models. Loosely, it can be defined as the total number of successful predic-
tions with respect to the absolute number of predictions made by the model. Let’s
assume some symbols to define the mathematical formulas of the metrics in a more
efficient way. Let, True Positive = ∇, True Negative = ∂ , False Positive = μ, False
Negative = ω then accuracy, Aq can be defined as,

Aq = ∇ + ∂

∇ + ∂ + μ + ω

Sensitivity is a usefulmetricwhen dealingwith imbalanced data [54]. The increase
in Sensitivity directly influences the prediction by making it more inclined towards
the ∇ predictions and decreasing the occurrence of ω. It can be calculated as,

Sensi tivi t y = ∇
∇ + ω

In simplest terms, Sensitivity can be stated as the correctness of the positive cases
and specificity as that of all the negative cases of prediction and has a lot of uses
over traditional accuracy metric [55]. The G-mean score, is another famous metric
that overcomes the one-dimensional nature of existing sensitivity and specificity
metrices which is the nature of either considering the positive class or the negative
class. Mathematically can be calculated as,

As stated via multiple sources [56, 57], is one of the well-studied possible
metrics to evaluate a predictive model due to the unchanging nature of sensitivity
irrespective of imbalance due to its affiliation with only the positive class whose
one-dimensionality is overcome using the .

In our experiment we trained our CNN with 100 epochs each time. The cifar-10
and Cats and Dogs datasets in both exhibit an accuracy deflection in Fig. 4a, b over a
range with the increase in the percentage of under-sampled data in Fig. 4. The score
exhibits a stabilizing trend with the increase of under-sampling quantity and peaks
at 50% in Fig. 4a, and 40% in Fig. 4b respectively. However, a 50% under-sampling
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Fig. 4 Accuracy deflection of CNN with the increase in Under-sampling quantity on a cifar-10
dataset and, b cats and dogs dataset

for the cifar-10 dataset is not always feasible. An improved score is visible for the
cats and dogs dataset for 30% under-sampling of the majority class.

From Fig. 5 it is visible that the sensitivity deflection over the range of Fig. 5a,
b indicates the nature of the metric which deals with positive classes only. With the
increase in the percentage of under-sampled data, the graph seems to stabilize from
60% in Fig. 5a and 40% in Fig. 5b respectively indicating the less occurrence of
positive classes in Fig. 5a compared to Fig. 5b. Improved scores are visible after
10% under-sampling for the cifar-10 however, cats and dogs resulted in minimal
positive deflection for sensitivity.

FromFig. 6 the deflection of observedwith the gradual increase in the percentage
of undersampled data and stabilization after 60% in Fig. 6a and 40% in Fig. 6b
indicates a possible correlation with the sensitivity curve in Fig. 2. The highest scores
are obtained at 50% under-sampling of the cifar-10 data and 10% under-sample of
the cats and dogs dataset. However, 50% reduction of data is not feasible but a 30%
under-sampling also yielded an improvement over the imbalanced condition. All the
trajectories representing different metrices mostly followed an upward deflection. It
is also visible that the deflection of the metrices over the range of under-sampled

Fig. 5 Sensitivity deflection of CNN with the increase in under-sampling quantity on a cifar-10
dataset and, b cats and dogs dataset
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Fig. 6 G-Mean scores deflection of CNNwith the increase in under-sampling quantity on a cifar-10
dataset and, b cats and dogs dataset

data observed indicates that Figs. 1 and 3 gradually become closer with increase in
under-sampling quantity in comparison to Figs. 2 and 3, indicating the closeness
of Aq deflection with the deflection compared to the sensitivity curve deflection
hence, highlighting the problem of one-dimensionality of sensitivity.

4 Conclusion

To mitigate the effect of imbalanced classes in image classification using CNNs, a
RandomUnder Sampling based method is proposed. Two artificially perturbed well-
known datasets have been used to establish the ingenuity of the proposed RUS based
method. Experimental results revealed that the RUS based method improves the
performance of the classifier. However, the degree of under sampling is an important
issue and found to be affecting the CNNperformance. Future research can be focused
towards developing more accurate algorithms to combat the issue of imbalanced
class problem in image classification by exploring other existing strategies as well
as generalizing the already existing method over a broader variety of datasets to
establish it as a generic approach to tackle the problem of class imbalance in diverse
use cases.
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Robust and Atomic Technique for Edge
Detection to Identify Edges Present
in Digital Image Using DSCTHS Method
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Abstract The goal of this research paper is to examine the process and effects of
Edge Detection and to propose an effective and standard algorithm for the same
Edges are a suburb of honed discontinuity of pixel worth and Edge detection is
about discerning those edges. Edge detection is used to extricate the intelligence an
image i.e., in both image inspection and managing. To discern edges in an image
there are assorted expertise ormethodologies unearthed by distinct scientists. Among
them some are Robert cross edge detector, Sobel Edge detector, Canny edge detec-
tion, Prewitt Edge detection, Palladian of Gaussian, Zero cross edge detection. Each
methodology has different Shortcomings like for Robert Edge Detection technique
the main drawback is it is much vulnerable to noise, like this, we scrutinized all the
edge detection techniques and tried to vanquish the drawbacks in the algorithm that
is Executed in this paper. In this paper, we have implemented a newly cultivated edge
detection technique and filtration blueprint for detecting edges present in the digital
image and removal of noise.
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1 Introduction

A digital image is an image or delineation constituted digitally i.e., in Category of
amalgamation bits (0 or 1) called pixels. Digital image processing is the technology
of orchestrating thesemelding of bits (or pixels) to aggrandize the idiosyncrasy of the
image or fabricate contrasting panorama from the image digitally, with the help of
computer algorithms. Edge detection is an image processing technique for perceiving
the peripheries of objectswithin images. Itworks by espying discontinuities in bright-
ness. Edge detection is used for image segmentation and data unsheathing in the
area such as image processing, computer vision, and machine vision. Edges are
curtly changes in pixel data or can be commutated as consequential local changes
of intensity in an image. Edge detection is the process of distinguishing those local
discontinuities. A edge detection techniques performs on the actual data content and
succor in processing a gargantuan image file. Edges can be classified into different
types. They are 1. Step edge 2. Roof edge 3. Line edge. Prewitt Operator—The
cardinal advantage of Prewitt operators it’s lucidity and ability to apprehend edges
and their orientation. Very much is intuitive to noise. Sobel Operator—It gives an
imprecise value to the gradient immensity which helps to detect the edges and their
orientations. The major disadvantage of the Sobel operator was the signal to noise
ratio. With the ameliorate in noise the gradient magnitude of the edges also demeans
which breed erroneous results. Robert Operator—It is very meteoric to enumerate
the results where only subtraction and addition are applied which regulate the output
of each pixel. Its main drawbacks are that since it uses such a small kernel, it is
very compassionate to noise. It also engenders very weak Feedback to hypocritical
edges unless they are very sharp. Canny Operator—It helps to eliminate the noise in
an image with the use of a Gaussian filter. It uses the threshold methods to descry
the edges in the noisy state. It proffers superior localization and response. It gives
immune to noisy environments. Themain drawback of theCanny edge detector is that
it is time-consuming, due to its complex computation. Zero-Crossing Operator—It
helps to discern the edges and their orientations and it has fixed idiosyncrasy in every
direction. It fixed mannerisms in all directions. Laplacian Operator—It is also called
as a derivative operator. It helps in deemphasizing images with slowly varying grey
levels with the help of grey level discontinuities in an image. Very much sensitive to
noise and get debased of edges are not sharp.
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Table 1 Chronological table of previous works

Serial no. Year Author Method

1 2010 Liu et al. [1] Richer convolutional features for edge detection

2 2011 Xiang et al. [2] An edge detection algorithm based-on Sobel
operator for images captured by the binocular
microscope

3 2012 Muthukrishnan et al. [3] Interpretation of image contents is one of the
objectives in computer vision specifically in image
processing

4 2013 El-Zaart et al. [4] Edge detection in radar images using Weibull
distribution

5 2014 Krishnaswamy et al. [5] Enhancing template security of face biometrics by
using edge detection and hashing

6 2015 Melo et al. [6] A fingerprint-based Access control using principal
component analysis and edge detection

7 2016 Chen et al. [7] Semantic image segmentation with task-specific
edge detection using CNNs and a discriminatively
trained domain transform

8 2017 Zhang et al. [8] A digital fuzzy edge detector for color images

9 2018 Al-Jarrah et al. [9] A novel edge detection algorithm for mobile robot
path planning

10 2019 Anas et al. [10] Impact of edge detection algorithm in medical
image processing

2 Literature Survey

In this section, we have performed a literature survey on some existing works
performed in the last few years. We have examined the different methodology
proposed.Basedon this analysiswehave designed a chronological table that indicates
method name and main methodology (Table 1).

3 Proposed Methodology

In our proposed method we have developed a unique edge detection technique along
with a filtration technique known as SNPRNOB filter (Salt and Pepper Noise Reduc-
tion with Original and Noisy Images Using Bilateral Filter). It is simple and easy
to implement. The first step is to calculate the value of the original images and to
perform edge detection using a composite method. The second step is to add both
original and noisy images. The third step resultant of both the first and second steps
gets subtracted. Fourth step it calculates the pixel value and gets subtracted with
original images. At last resultant of the third step gets divided by the resultant of the
fourth step. The mathematical formula in this proposed filter is:
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f1 = (2 ∗ x1) , f2 = (x1 + y1), f3 = (f1 − f2), f4 = (2 ∗ 255) − x1, f5 = f3/f4
(1)

where x1 is an original image denoted by img and y1 is a noisy image denoted by
noise_img.

4 Algorithm

Step1: Start
Step2: Import image and image filter from the library
Step3: Store image in image object and image.
Step4: Enhance the image by image enhancement filter
Step5: Store the enhance image in img
Step6: Import library
Step7: Store the original image in im and im1
Step8: Add Gaussian blur to the image.
Step9: Use Canny, Prewitt, and Sobel operator to the image separately
Step10: Display the original image, enhancement image, along with all other

operators
Step11: Stop.

Algorithm before filtration

Step1: Start
Step2: Insert img as an original image and noise_img as a noisy image
Step3: Convert original image into a grayscale image and insert salt and paper

noise into a grayscale image with respective percentage of noise and display
original, grayscale, and Noisy image respectively.

Step4: Calculate MSE, RMSE, PSNR, and SNR each one by one using the original
image (img) and noisy image (noise_img) respectively.

Algorithm after filtration

Step1: Now we have to take a value of a pixel from (0-255)
Step2: Calculate the filtered image using the original image, noisy image, and the

maximum value of the pixel. With the help of these techniques which is
SNPRONB, we get our filter image as follows.

Filter = (2 ∗ img) − (((img + noise_img)//(2 ∗ 255)) − img) (2)

Step3: Store the filtered image in filter
Step4: Calculate MSE, RMSE, PSNR, and SNR each one by one on using filter

image and noise image respectively.
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Fig. 1 Block diagram of the
proposed method

Step5: Display the original image, grayscale image, noisy image, and filter image
respectively

Step6: Stop.

4.1 Block Diagram

See Fig. 1.

4.2 Flow Chart

See Fig. 2.

5 Experimental Results and Analysis

In this section, we have highlighted multiple tables, figures, and graphs that display
the SNR, PSNR,MSE, and RMSE values for before filtration and after filtration with
different noise intensity values (Figs. 3, 4, 5, 6, 7 and 8) and Tables (2, 3 and 4).
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Fig. 2 Flow chart of the proposed method

Fig. 3 Edge detection steps for 30% noise intensity
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Fig. 4 A graph with 30% noise intensity eradication after filtration

Fig. 5 Edge detection steps for 60% noise intensity

Fig. 6 A graph with 60% noise intensity eradication after filtration
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Fig. 7 Edge detection steps for 90% noise intensity

Fig. 8 A graph with 90% noise intensity eradication after filtration

Table 2 Noise intensity 30% removals using before and after filter

Types of filter SNR PSNR MSE RMSE

Before filter 0.67 −89.232 544.0 738.213

After filter 0.23 −119.1127 5.3009 230.432

Table 3 Noise intensity 60% removals using before and after filter

Types of filter SNR PSNR MSE RMSE

Before filter 0.89 −89.252 547.0 739.125

After filter 0.20 −119.158 5.357 231.777

Table 4 Noise intensity 90% removals using before and after filter

Types of filter SNR PSNR MSE RMSE

Before filter 0.91 −89.272 55002.0 7416.140

After filter 0.18 −119.072 5.252 229.843
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6 Conclusion

In this paper, we have implemented a newly cultivated edge detection technique and
filtration blueprint for detecting edges present in the digital image and removal of
noise. In the future we would like to enhance the performance of this filter, so that
accuracy, efficiency, and capability of this filter can be improved.
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Neural Networks by Addressing Class
Overlapping Problem
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Arghasree Banerjee, Mayukh Bhattacharjee, and Soumen Banerjee

Abstract The class overlapping problem is one of the most prominent challenges
of Machine Learning in recent years. In spite of the rapid development of well
performingmachine learningmodels for classification tasks, majority of them suffers
from overlapped classes. Artificial Neural Network (ANN), being an extremely
successful machine learning model suffers from these issues. Studies have found
the effect of imbalanced classes in ANNs. However, the effect of overlapped classes
is still not well studied.Motivated by this, the present article proposes a soft member-
ship based overlapping removal technique (SMORET) to improve the performance of
ANNs in presence of overlapped classes. The proposedmethod is capable of detecting
the data points in the overlapped region and removing them from the training phase
dataset. The proposed method is tested using real and artificial datasets, specially
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designed to understand the effect of overlapped classes, in terms of various perfor-
mance measuring metrics. The results have indicated that SMORET is capable of
detecting the most significant and hardest-to-learn data points in the overlapping
region. Further, it improves the performance of ANNs in classification tasks to a
greater extent.

Keywords Class overlapping · Artificial neural networks · Soft membership ·
Imbalanced class

1 Introduction

Machine Learning (ML) is one of the most emerging branches that uses different
type of algorithms which are capable of imitating human intelligence by learning
from the environment and has become a core area of research [1–8]. The process
of learning begins with observations or data, such as examples, direct instructions
and experiments, in order to look for patterns in data and make better future predic-
tions depending on the data we provide. The primary aim is to allow the computers
learn automatically without any human assistance and adjust actions accordingly.
The main five porotypes for Machine Learning have been described [9] and they
are: Neural networks, Instance based learning algorithms, Genetic algorithms that is
represented by binary features, Decision trees and finally Analytic learning.Machine
Learning exists in major problem domains. Some remarkable fields are bioinfor-
matics [10], Data mining [11], Big Data Processing [12], Computer Vision [13]
and from engineering sciences to social networking [14, 15]. Supervised machine
learning algorithms performs on labelled data to predict future events [16]. Starting
from the analysis of a training dataset, the algorithm produces an inferred function
to make predictions based on the values poured into it and also consists of various
types of methods described in [17] whereas, unsupervised machine learning algo-
rithms are used when the information used to train is neither classified nor labelled
[18]. However, despite its numerous advantages, there are still risks and challenges.
One of the drawbacks of machine learning is its affinity to errors. Depending on
the data fitted for training, it is able to make predictions keeping unintentional and
hidden biases. Among all the other problems, the Class-Imbalance [19, 20] and the
Class-Overlapping [21] issues has become one of the most critical among them in
the field of Data Mining [22] and ML [23]. The problem of class overlapping was
previously coined in many papers [24, 25] and was identified as a factor providing
a major hindrance in achieving a reliable accuracy. Over the past years, researchers
have dealt with this problem, that exists in various real-life domains such as credit
card fraud detection [26], detection of oil spillage [27]. The problem of class over-
lapping in the domain of Machine Learning has proved to be a matter of concern for
various machine learning classifiers where the data samples seem to belong to one or
more class [28, 29]. As explained by domain experts there still exists minute differ-
ences in the instances of two different classes which are difficult to capture using only
attributes of it. In [21], the authors documented the behaviour of overlapped animal
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sound signal data and also proposed a remarkable classification strategy for over-
lapped data. Gupta et al. [30] mentioned that one of the most important factors that
causes class overlapping is noise and 6–80% of overlapped instances are recognized
as noise with the help of noise filters. To handle the problem of class overlapping
and class imbalance together, Alejo et al. [31] proposed a unified use of editing tech-
niques and a modified MSE (Mean Square Error) cost function for MLP (Multilayer
Perceptron) which provided reliable outputs.

Further study revealed that there is no concrete research solely addressing the over-
lapped classification problem in machine learning. Motivated by this, in this paper
we proposed Soft Membership based Overlapping Removal Technique (SMORET)
by solely addressing the class overlapping problem.

2 Proposed Method

2.1 Soft Membership Based Overlapping Removal Technique
(SMORET)

The class overlapping problem has been addressed in earlier literature in domain
specific applications. One of the earliest mentions can be found in [32], where the
class overlapping problem is observed in the context of face recognition. Initially,
Fisher’s Linear Discriminant is used to overcome the effect of imbalanced classes.
Due to its inability in alleviating the problem, a new Euclidean distance-based
method was proposed. The study also pointed out the challenges in learning over-
lapped classes by ANNs. Visa et al. [33] proposed a fuzzy rule-based method to
learn imbalanced and overlapped classes. The proposed method only relies upon
the fuzzy membership values of data points and partitioning data points in to fuzzy
sets. However, no distance-based criterion is utilized as used in [32]. Batista et al.
[34] indicated that class imbalance problem could be affected by the presence of
overlapped classes, especially in minority classes. More studies have reported the
same along with the effects of class imbalance in presence of different degrees of
overlapping [35, 36]. Considering a two-class classification problem where, point p
and q both belongs to class ‘1’ and point q is in the overlapping region of the clusters
corresponding to two classes. Whereas, point p is not in the overlapping region. The
distance of point p from cluster centers ‘1’ and ‘2’ are dp,1 and dp,2 respectively
and the same for point q are dq,1 and dq,2. The soft membership for point p can be
calculated as;
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μp = [μp,1, μp,2]
where,

μp,1 = 1 − dp,1

dp,1 + dp,2
andμp,2 = 1 − dp,2

dp,1 + dp,2

and the same for point q are as follows;

μq = [μq,1, μq,2]

where,

μq,1 = 1 − dq,1

dq,1 + dq,2

and μq,2 = 1 − dq,2

dq,1+dq,2

To determine the data points in the overlapping region of the clusters, the α metric
for both data points have been defined;

α1 = μp,1 ∗ dp,1 + μp,2 ∗ dp,2 (1)

α2 = μq,1 ∗ dq,1 + μq,2 ∗ dq,2 (2)

The α metric value reveals whether a data point is actually close to overlapping
region or not. The α metric value of a point in the overlapping region is always less
than a point which is not in overlapping region. The following algorithm uses the α

metric to pick up points less likely to be in overlapping region.
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Algorithm: Soft Membership based Overlapping Removal Technique (SMORET)
Input: Dataset where is a m-dimensional column vector 

), Cluster centres 
Output: Set of data points for training ( ) 

is a array. denotes the sum of the distances of from all cluster centers.
is a array. denotes the soft membership value of for cluster where 

is a array. denotes the Euclidean distance between and cluster 
where 
is a array. denotes the threshold value 

1: for in :
2: for each :
3:
4:
5: for in :
6: for in :
7:
8: for in :
9:
10: for in : 
11:
12: for in :
13: if :
14:

Steps 1–4 calculate distance of every point (pi ) from all the cluster centres (C j )
and also stores the sum of all distances in T . Next, steps 5–7 calculate the soft
membership of every point and stores in μ. Thereafter, in steps 8–11, the α metric
for every data point is calculated. Finally, in steps 12–14, the data points whose α

metric value is more than the α-threshold (αt ). We try to pick up data points with the
α metric value greater than a predetermined value (αt ).

3 Experimental Analysis

SMORET has been applied on two artificially generated datasets containing over-
lapped distribution of balanced instances. The synthetic datasets are two-dimensional
in nature holding a count of 600 data with 2 classes each.

Figure 1a, b depicts the synthetic datasets used in the experiment representing a
circular trajectory of data. From Fig. 1a we can see that the data instances are spread
over a smaller area whereas, 1b portraits a comparatively wider data spreading. ANN
is applied on each of the dataset for their individual αt values. The performance of the
classifier is evaluated based on the values of precision, and the recall, values,
which can be mathematically written as.
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)b()a(

Fig. 1 Scatter Plots of our datasets affected with Class-Overlapping: a Dataset 1, and b Dataset 2

(3)

(4)

It can be clearly analyzed that each of the curves plotted in the Fig. 2 follows a
similar trajectory with minor differences. In each of the figures we can see that curve
of Data Remaining cuts the curve of Precision or Recall for some αt value between
1.057 and 1.157. It can be further observed that after crossing the intersecting point,
as the αt value increases the performance of the classifier also increases but with the
increasing cost of data loss.

Figure 3b gives us a detailed graphical overview of the recall value deflection
for Dataset 2 for a constant increase of αt value. We can see that both the curves
follow a similar trajectory for a constant data degradation represented by the red
line. Figure 3a the precision trajectory can be analysed thoroughly. It can be seen

(a) (b)

Fig. 2 Performance evaluation of ANN after applying SMORET on Dataset 1 with the cost of Data
for a constant increase in αt : a Precision, b Recall
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(a) (b)

Fig. 3 Performance evaluation of ANN after applying SMORET on Dataset 2 with the cost of Data
for a constant increase in αt : a Precision, b Recall

that the precision curve intersects the data curve represented in red negligibly earlier
compared to the recall trajectory represented in the figure. However, it is clearly
visible from the figure that the intersecting points for each performance metrices lies
between an αt value of 0.9547 and 1.1547 with a data loss less than 15%.

4 Conclusion

The current article proposes a soft membership based overlapping removal tech-
nique (SMORET) in order to address the class overlapping problem encountered in
classification tasks using ANNs. The algorithm is capable of estimating how far a
data point is from the overlapped region. Experimental results have revealed that
the overlapping region detection is highly accurate. Further, SMORET is capable of
selecting most confident data points based on how far they are to the overlapping
region. Five artificial datasets, specially designed to understand the effect of over-
lapping only, are used in the current study to test SMORET. As, the data ratio is
kept equal in all the classes of the artificial datasets, it provided the opportunity to
study the effect of overlapping in absence of imbalanced classes. It is concluded that
overlapped classes have significantly reduced the classification accuracy of ANNs. It
has been found that the performance of ANN in classification has been significantly
improved by employing SMORET. Moreover, real datasets with overlapped classes
have been used as well to test the same. Future studies can be directed towards under-
standing the effectiveness of SMORET with other machine learning models. Studies
can be conducted on how to optimize the selection of data points based on the soft
membership based metric devised in SMORET.
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Multilabel Sentiment Prediction
by Addressing Imbalanced Class
Problem Using Oversampling

Mayukh Bhattacharjee, Kushankur Ghosh, Arghasree Banerjee,
and Sankhadeep Chatterjee

Abstract Sentiment analysis has become an essential tool for Social Network data
analysis. With the application of machine learning sentiment analysis has become
even more accurate. It has been possible to classify text sentiments into multiple
labels. The performance of such machine learning models highly depends on the
data being used to train model. However, studies have indicated that data collected
from Social networks may highly imbalanced. Motivated by this, the current study
proposed a minority class oversampling method to address the class imbalance
problem in multi label sentiment analysis using Imbalanced Ratio per Label and
the Mean Imbalanced Ratio. Two well known classifiers have been engaged to
establish the ingenuity of the proposed method. Experimental results revealed that
the proposed method can significantly improve the performance of classifiers in
multilabel sentiment analysis.

Keywords Multilabel classification · Sentiment analysis · Oversampling

1 Introduction

Over the recent years, there have been numerous works on various emerging domains
[1–5] while on the other hand some have not been introduced. Sentiment Analysis
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is the process of computational evaluation of a piece of text, in order to determine
whether the writer’s frame of mind regarding a particular product or topic is Positive,
Negative or Neutral. There are various techniques to carry out sentiment analysis.
Hatzivassiloglou andMcKeown extracted adjectives that had a count of more than 20
times in theWall Street journal [6].Bieneke et al. [7] introduced amodel that fit Naïve
Bayes classifier. Total 10 words (five positive and five negative) were selected and
the respective list was expanded usingWordnet. Classifier was trained using a tagged
corpus and model was cleaned and applied on test data. Nakov et al. [8] introduced
two new different techniques for Sentiment Analysis. Single Label classification
deals with a single label from a set of disjoint labels. Multi-label classification is
concerned with differentiating instances into multiple classes. But there exist prob-
lems belonging to multilabel classification and are required by present-day use such
as protein function classification [9] and semantic classification [10]. The two main
categories for dealingwith theMulti-label classification Tsoumakas andKatakis [11]
are problem transformation and algorithm adaptationmethod.Multi-label andMulti-
task are two main features of Sentiment and Topic-analysis, however they are treated
independently. Huang et al. [12] proposed a method to render solution to Multi-
label and Multi-task problem in a unified way. Social media is one of the ultimate
platforms to express emotions online and classifying the user emotion automatically
help us understand general public review. In [13] the authors have introduced a new
technique for classification of user emotion over tweets and news headlines. Senti-
ment analysis is not only confined to English language but also on other languages.
In [14] the authors have discussed a technique to identify sentiment and extraction
of emotions from Bangla texts.

The class imbalance problem is a real menace which hinders the performance
of the classifier [15]. In [16] the authors provide a systematic study based on
simple strategies related to Class Imbalance problem. The most common way to
tackle the problem of class imbalance is over-sampling the minority class or under-
sampling the majority. In [17] the authors proved that over-sampling the minority
and under-sampling the majority can provide better results than only under-sampling
themajority class. Class imbalance problem also exists in real life, in [18] the authors
investigate to handle class imbalance in customer churn prediction. The class imbal-
ance problem is also prevalent in Sentiment analysis. If such a problem arises, the
classifier becomes biased towards the majority class which leads to poor prediction
[19]. One amongmany approaches tomulti label learning is AIDMontañés et al. [20]
whosemain property is to sum up independent and dependent labels under the suppo-
sition that, for a given example, models can be predicted using only the description
of the object, but others require to consider their dependences with respect to other
labels. In sentiment analysis, the problem has been tackled by many researchers over
the years. Prusa et al. [21] demonstrated a way to tackle imbalanced sentiment anal-
ysis by using the Random Undersampling algorithm. In [22] the authors proposed a
unique technique to generate synthetic texts by utilizing word embeddings. In [23]
the authors proposed the one-vs-one decomposition to tackle multi-class imbalance
in sentiment analysis. Ghosh et al. [24] has proposed a technique based on the effect
of class imbalance in sentiment-analysis by hybridizing it with Synthetic Minority
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Oversampling Technique (SMOTE). Further study revealed that there is no concrete
research addressing the problem in multi-label sentiment analysis and no effective
algorithm is designed yet to tackle it. Motivated by this, in our paper we proposed an
effective technique to handle the Class Imbalance problem inMulti-Label Sentiment
analysis.

2 Proposed Method

In our experiment, we handle the bias that results due to the formation of imbalanced
classes in Multi-Label sentiment classification which arises due to small number of
samples belonging to single or multiple classes. Our proposed approach can be best
explained in mainly four steps described in the diagram in Fig. 1. In our approach,
before identifying the minority labeled Tweets, the first two steps are maintained. In
the first step, the Tweets are extracted from Twitter. Once they have been extracted,
the tweets are cleaned and are get ridded of unwanted expressions. In the second step
the tweets are vectorized into numerical format by calculating the frequency of each
term in a particular tweet. The Minority Labels are then identified and are sent to the
next process of steps, where oversampling takes place. Other minority samples are
synthetically generated, thus increasing the population of the minority tweets.

2.1 Tweets Extraction and Feature Extraction

Millions of tweets get posted daily focusing on topics ranging from sensitive country-
politics to a trivial Thanksgiving shopping. However, mining valuable and impactful
tweets is the primary step of constructing themodel. The focal criteria of tweet extrac-
tion for the model is to select tweets focusing on a topic which is socially sensitive
but can also produce mixed emotions and sentiments for certain communities. For
our model, we have mined tweets focusing on various aspects of United States. A

Fig. 1 Pictorial
representation of proposed
method
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total count of 9294 live tweets are extracted and are split into two frames containing
a count of 7149 training data and 2145 test data. Each tweet is manually exam-
ined and cleaned by removing the URLs, retweets, irregular expressions, symbols,
annotations. The tweets are then transformed into numerical format. For our model
we have used the Term Frequency-Inverse Document Frequency vectorizer q, [25]
considering the unigram feature which results in a sparse matrix. The expression can
be mathematically defined as,

qd(k,∈) = t f (∈, d) × ∅(k,∈) (1)

where,

∅(k,∈) = log(k/�(∈)) (2)

where, � returns the count of the twitter texts which holds the term ∈ from a total k
number of tweets in a document d and, t f returns the total count of any term in the
complete document.

2.2 Multi-label Sentiment Classification

A real-world data can be termed as a multilabel data, if more than one label is
associated with it. Unlike single-labeled datasets, Multi-Labeled datasets (MLD)
comprise of a multi-dimensional output attribute. Multi-label data are commonly
visible in the fields of images [26], audio classification [27], facial action detection
[28] and emotion classification [29]. In single-labeled datasets, the count of the
labels equals to the size of the dataset whereas, in multi-labeled datasets, the sum of
the counts of each label is always greater than the size of the total dataset as each
label holds an overlapped region with other labels. However, twitter-based sentiment
analysis encounters with a large number of tweets exhibiting multiple sentiments
[30]. A text data which encompasses a negative tone of sentiment can also represent
a toxic insult or a state of intense fear or both at the same time. In the same way,
a satirical or ironical tweet can also represent a positive sentiment. The sentiment
of each tweet is determined by Vader subjectivity scores [31] and Textblob polarity
score [32]. The tweets are distinguished based on Highly-Emotional, Moderately-
Emotional, Unemotional, Constructive, Toxic and Non-Supportivewhere each tweet
holds more than one label in their label set.
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2.3 Imbalanced Label Identification and Oversampling

The Class Imbalance problem occurs when a particular class in a dataset holds insuf-
ficient data compared to that of the other class or classes present in it. This results
in an inaccurate classification by making the classifier to take decisions in favor of
the class with the majority count. This behavior of the classifier cannot be termed
as the biasness of the classifier. Biasness occurs through a natural phenomenon
where an individual works to favor someone to fulfill their personal intentions [33]
and not because of data distribution anomalies. Various recent studies identified the
problem and also proposed novel approaches to tackle it in multi-labeled datasets
[34–37]. However, the foremost important task while handling the problem is the
identification of the imbalanced label. Figure 2 describes the class distribution in our
extracted tweets used for training our model. It is clearly visible from the Figure that
the constructive class holds the least count of tweets in our training data. However,
in this scenario of Class-Imbalance for MLDs a proper mathematical approach is
necessary to determine the minority class as, it is not always feasible to determine
visually. The task appears to be trivial while dealing with single-labeled datasets
where the minimum count label represents the minority class, but however, tends to
be more complex while dealing with overlapped labels. In [38] Charte et al. proposed
a very unique way to identify a minority label in anMLD. They calculated the Imbal-
anced Ratio per Label ∂ , and the Mean Imbalanced Ratio μ, to determine whether
a particular label is imbalanced or not. Both the measures can be mathematically
formulated as,

∂(y) = qL
k=q1

argmax

(
N∑

x=1

β(k,�x )

)
/τ(y) (3)
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τ(y) =
N∑

x=1

β(y,�x ) (4)

μ =
∑qL

j=q1(∂( j))

L
(5)

where, y is the label that is to be checked, L is the size of the label set where the i th
label is represented as qi , N is the size of the MLD and �x is the label set associated
to a particular tweet. Considering y as any label of the dataset then, the function β

is defined as,

β(y,�x ) =
{
1, y ∈ �x

0, y ∈ �x
(6)

The label y is considered as minority if the value of ∂(y) is greater than that of
the μ. In our approach, we performed a random injection of synthetic data in the
minority class following the random oversampling algorithm. The minority label is
identified using ∂ and μ and synthetic data are added to the training set. However,
the value of both the parameters are subject to change with each set of addition of
synthetic data. In some cases, these changes may also imbalance a label which was
initially balanced due to the over addition of synthetic data belonging to any other
label. The value of ∂ for all the labels and μ has to be checked every time after the
injection of the artificial instances. The oversampling is terminated once a particular
class reaches a balanced state and then a next set of oversampling is performed if
any other class is found having a ∂ value greater than the μ.

3 Experimental Analysis

Evaluating the machine learning algorithm is the most important part of any work.
There are various types of metrics namely Log-Loss, Accuracy, Precision, AUC
(Area Under Curve) etc. It has been found that Highly Imbalanced data has an
affinity towardsAccuracy [39] and tampers its value.This problemhas beendiscussed
widely in various experiments [40, 41] proving Accuracy to provide biased result for
Imbalanced Data. In [41] it has been stated by the authors that Sensitivity (Ss) and
Specificity

(
Sp

)
are a major boost up over Accuracy to evaluate the performance of

Imbalanced Data. The aforementioned metrices can be described as,

(Ss) = θ1

θ1 + θ3
(7)

(
Sp

) = θ4

θ4 + θ2
(8)
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where, θ1 represents True Positive value, θ2 represents False Positive value, θ3 repre-
sents False Negative value and θ4 represents True Negative value. The authors also
mentioned another metric named G-Mean, G which can be represented as,

G = 2
√
Ss × Sp (9)

It has also been stated by Johnson and Khoshgoftaar [42], that Precision value is
highly affected in case of Imbalanced Data. So, there exist anomalies in accuracy-
based evaluation techniques. However, Luque et al. [43] mentioned that G-Mean
metric (G) is one of the best metrices as they provide unbiased result even while
dealing with Imbalanced Data. We have documented the performance of our model
based on all thesemetrices until the value of IRLBL (for any particular class) becomes
less than MeanIR. We have used two classifiers for our experiment. One of them is
Multinomial Naïve-Bayes (MNB)which is very reputed for its accurate performance
in Text Categorization [44]. The other classifier used isMultilayer Perceptron (MLP),
which is a class of feed-forward artificial neural network (ANN)which is also proved
to be a remarkable classifier for text-based classifications [45]. To tackle the anomaly
of Class Imbalance in Multilabel Sentiment there are no previous baseline works to
compare our study with it.

In Fig. 3 we compare the Sensitivity values between MNB and MLP classifiers.
At 0% oversampling, MLP has a sensitivity count of 0.65 and MNB has a count
of 0.66. When synthetic data count rises to 4000, the count of MLP rises to 0.6556
(approx.) and MNB has a count of 0.66. When the synthetic data count is highest,
that is 8000 (approx.), MLP has a count of 0.66 andMNB has a count of 0.67. Hence,
we can conclude that MNB provides a better Sensitivity count than MLP.

In Fig. 4 we compare the Specificity values between MNB and MLP classifiers.
During Imbalanced condition,MLP has a count of 0.31 andMNBhas a count of 0.30.
When synthetic data count is 4000 the count of MLP decreases to 0.3002 (approx.)
and MNB has a count of 0.317 (approx.). When the synthetic data count is highest,
that is 8000 (approx.), MLP has a count of 0.31 andMNB has a count of 0.32. Hence,
we can conclude that MNB provides a better overall Specificity count thanMLP. The

Fig. 3 Sensitivity deflection
of the model with the
augmentation of synthetic
data
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Fig. 4 Specificity deflection
of the model with the
augmentation of synthetic
data
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highest count is reached byMNB that is 0.34 when the synthetic data count is slightly
less than 2000.

In Fig. 5 we compare the G-Mean values between MNB and MLP classifiers.
During Imbalanced condition both MLP and MNB has a G-Mean count of 0.44. In
case of MLP, when the synthetic data count is between 2000 and 4000, the count
is stable at 0.45. In case of MNB, when the data count is slightly less than 2000, it
reaches the highest count that is 0.48. When the synthetic data count is 6000 both
MNB andMLP has a decreased count of 0.44. Finally, when the data count increases
to its maximum, both MNB and MLP has an increased data count of 0.46 and 0.45
respectively. Hence, we can conclude that MNB shows an overall better result than
MLP.
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4 Conclusion

The current study proposed a minority class oversampling method to address the
class imbalance problem associated with multilabel sentiment analysis. Two well-
known classifiers namelyMultinomial Naïve-Bayes and Multilayer Perceptron have
been trained and tested with varying degrees of oversampling in terms of speci-
ficity, sensitivity and G-mean. Experimental results have indicated that the proposed
minority class oversampling can significantly improve the classifier performance
in multilabel sentiment prediction. Future studies may be conducted to develop an
algorithm solely focusing to mitigate the Class Imbalance problem in Multilabel
Sentiment Analysis.
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Image Segmentation Based on Galactic
Swarm Optimization

Shouvik Chakraborty , Kalyani Mali, Arghasree Banerjee,
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Abstract Image segmentation is one of the most challenging and interesting
research topics and draws the attention of the many researchers. Different methods
have been proposed but a single method is not sufficient enough to segment a wide
variety of images. Due to this reason, continuous research need to be carried out
to improve the efficiency and the real life acceptability. In this work, a new image
segmentation method is proposed which is based on galactic swarm optimization.
Galactic swarm optimization is new metaheuristic method which is based on the
movement of stars, galaxies and other objects of space. The proposed method use
thresholding with the galactic swarm optimization where, the value of the threshold
is to be determined by the metaheuristic algorithm. The optimal threshold value can
efficiently segment an image. Experiments shows the efficiency and drawbacks of the
proposed method. The advantages and problems of this method is discussed along
with the future research directions.
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1 Introduction

Computers become an inevitable part of our daily life. Various problems are solved
using computers in various fields [1, 3, 5, 9, 10, 23]. Digital image processing is an
active field of research that has various application in our daily life [13, 15, 16, 22].
Image segmentation is oneof themost frequently used job in digital imageprocessing.
It is necessary in various automated tasks in computer vision and object recogni-
tion. Image segmentation methods generally divide an image and identify individual
sections of an image. For example, if an image consists of a river, house and a tree
then it is desirable that the automated image segmentation algorithm can identify
all these three segments separately. Image segmentation has different applications to
solve various types of problems. Each pixel should belong to some class. Image is
divided into various regions and contours are extracted to get the separated regions of
the image [2, 6]. Image segmentation has several applications including automated
object recognition, computer aided diagnostics, authentication, scene understanding,
intelligent devices etc. With the advancement in technology, various algorithms are
proposed by many scientists to solve this problem. A single method may not be suffi-
cient enough to segment different types of images [8, 19]. Therefore, it is necessary
to put continuous effort in this particular field. Specially, subject specific segmen-
tation is quite popular and frequently used in various applications. Researchers are
working on designing segmentation algorithmwhich are specifically workswell for a
certain class of images. In general images under consideration can be contaminated
with noise [7, 18]. Images can be corrupted with some foreign artifacts, blur and
out-of-focus related issues [20, 21] which may cause various problems in automated
segmentation [15]. Sophisticated algorithms are required to handle these problems
and generate good quality segmented output. In this work, a new image segmentation
method is proposed which is based on galactic swarm optimization and thresholding.
Galactic swarm optimization is a metaheuristic algorithm which is inspired from the
movements and the attraction forces of the stars and galaxies [15]. This algorithm is
applied to compute the optimal value of the threshold so that precise segmentation
output can be achieved. The proposed method is tested on some standard images and
obtained outcome is very promising. As discussed earlier, the image segmentation is
a very interesting topic and there is a lot of scope to pursue research, future directions
with a roadmap is given in this article.

2 Background

2.1 The Galactic Swarm Optimization (GSO)

The GSO algorithm is one of the new metaheuristic algorithms [4] which is inspired
from the motion of stars, galaxies and superclusters. In general, galaxies are not
distributed uniformly in the cosmos. Galaxies hold the stars i.e. stars form clusters
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inside a galaxy. But stars also have a non-uniform distribution inside the cosmos. The
attraction force of the stars to the large bodies inside a galaxy and the attraction force
of the galaxies to the large objects are mimicked. Here, one solution gets attracted
by the better solutions. A superswarm is formed by assuming that a subpopulation
contains only the best solutions found up to a certain time. In general, a cluster of stars
i.e. a galaxy is represented as a subswarm and a cluster of galaxies is represented
as the superswarm. So, the global best solution of a subswarm is a representative
of that particular subswarm in a superswarm. Steller masses in the galaxy experi-
ence an force towards the largest amount of decrease in the gravitational energy.
The attraction force which is exercised by the large objects like sun on the smaller
objects is implemented by the stochastic shift of a solution towards a better solution.
One galaxy is represented by the center of mass. In general, there are two types
motions should be considered in this context. First on is the motion of the objects
inside the galaxies and the second one the is the motion of the center of masses of
the galaxies. These two motions are implemented in the galactic swarm optimization
by updating the individual subswarms in the first stage and then updating the super-
swarms accordingly in the second stage. The detailed illustration of this algorithm
can be found in [17].

2.2 Thresholding

Thresholding is a method that separates the foreground and the background objects
of an image. If an image consists of N intensity levels then 0 to (N − 1) will be the
range of the pixel values. To separate an image into foreground and background, one
single value is required to compute [12, 14]. Let us assume that the value is t then
the image can be divided in to two classes using the Eqs. 1 and 2 [11].

C0 = {Im g(i, j) ∈ X | 0 ≤ Im g(i, j) ≤ t − 1} (1)

C1 = {Im g(i, j) ∈ X | t ≤ Im g(i, j) ≤ N − 1} (2)

Here, C0 and C1 are the two classes and X is the image under consideration.
Im g(i, j) is a pixel of X .

3 Proposed Method

In thiswork, the galactic swarmoptimization is usedwith the thresholding to segment
an image. Calculation of the optimal threshold value is a difficult job and therefore the
galactic swarm optimization method is allowed to perform the same. The main job of
the galactic swarm optimization is to find the optimal threshold value by considering
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the threshold value as particles and evolve accordingly. The objective function which
is considered for this job is the Otsu’s interclass variance and the equation for the
same is given in Eq. 3.

σ 2
k = ψk

(
μk − μ2

g

)
(3)

Here,μ0, μ1,..., μk is the mean of the intensity values of the corresponding classes
and μg is the global mean. μk is defined in Eq. 4.

μk =
∑N−1

i=tk
i × probi
ψ1

(4)

Here, probi is the probability of the intensity of a pixel and the value of i can
starts from 0 and ranges up to 255. The ψk is defined in Eq. 5.

ψk =
N−1∑

i=tk

probi (5)

The galactic swarm optimization maximizes the Otsu’s interclass variance and
the optimal threshold value is returned. The proposed method is also applicable for
the color images also.

4 Experimental Results and Analysis

The proposed method is tested using some standard images Cameraman, Baboon,
airplane, coins and hestain. The segmented output can be observed in Fig. 1.

The algorithm is numerically tested using two parameters Mean Squared Error
(MSE) and Peak Signal to Noise Ratio (PSNR). MSE is defined in Eq. 6 and PSNR
is defined in Eq. 7.

MSE = 1

M × N

M∑

j=1

N∑

i=1

(
I M G j,i − I M G

′
j,i

)
(6)

Here, [M × N ] is the size of the image, I M G and I M G
′
are the original and

segmented image respectively.

PSN R = 10 log10

(
2552

MSE

)
(7)

The obtained MSE and PSNR values are reported in Table 1.
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Fig. 1 Result of the segmentation using galactic search optimization a original image, b Segmented
output. From top to bottom: Cameraman, Baboon, Airplane, Coins and Hestain images can be
observed
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Fig. 1 (continued)

Table 1 Obtained MSE and
PSNR values

Image MSE PSNR

Cameraman 724.3365 19.5313

Baboon 668.3621 19.8807

Airplane 698.2506 19.6907

Coins 706.3663 19.6405

Hestain 669.3369 19.8744

5 Conclusion and Future Scopes

This article presents a new method of image segmentation which is based on the
galactic swarm optimization and thresholding. In this work, only binary segmen-
tation is considered i.e. only threshold value is computed by the propose method
and on the basis of the computed values the image is segmented. The segmentation
output is quite satisfactory. This work can be further extended and the galactic swarm
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optimization can be employed to find the multiple threshold values so that an image
can be segmented into various regions. In this work only one objective fgunstion
is considered which is nothing but the Otsu’s interclass variance. This method can
also be tested using some other standard objective function or some new objective
functions can also be contributed.
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A Biomedical Image Segmentation
Approach Using Darwinian Particle
Swarm Optimization and Thresholding

Shouvik Chakraborty , Kalyani Mali, Kushankur Ghosh, Arya Sarkar,
and Sankhadeep Chatterjee

Abstract Automated image segmentation has several application in real life.
Biomedical image segmentation is one of them that has great impact on the automated
computer aided diagnostics process. Automated identification of different parts of
an image reduces the headache of the human experts. Moreover, precise detection
and identification of a region of interest is possible. Inherent human errors can be
reduced and faster results can be achieved with the help of automated and intelligent
system. In this work, a biomedical image segmentation method is proposed which
is based on Darwinian Particle Swarm Optimization (DPSO) and thresholding. The
proposed method is tested both visually and numerically and the obtained results are
quite promising.
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1 Introduction

Application of automated and computer based systems can be observed in different
areas of science and technology [11, 12, 26]. Various difficult problems becomes
easier with the blessings of the advanced technology [13, 23]. Digital image
processing is no exception and using the it to solve various complex problems [3, 24].
Image segmentation is one of them and is amajor concern of the researchers for a long
time. Different solution are proposed to solve the problems of the image segmenta-
tion but a single solutionmay not be a good fit for various types of images. Therefore,
continuous research is necessary in this domain because the foundation of the solu-
tions of several problems is the automated image segmentation [5]. In computer aided
diagnostics, image segmentation is often required for many purposes [6]. Precise and
fast analysis is often required to save many precious lives by providing correct and
timely treatment to the patient [4, 25]. In this article a new approach is proposed to
segment biomedical images. It is based on the Darwinian Particle Swarm Optimiza-
tion (DPSO) and thresholding where the DPSO algorithm is used to find the optimal
threshold value. The proposed method is tested on some of the biomedical images
of different modalities. Visual and quantitative investigation found that the proposed
method is quite impressive can be used for the real life biomedical image segmenta-
tion problems. Moreover, a future roadmap is given to improve the efficiency of the
proposed work.

2 Proposed Method

As discussed earlier, PSO suffers from one major problem i.e. it can get stuck in
the local optima. Therefore, the conventional PSO algorithm works for some prob-
lems but may not work for some other problems. In [27], one modification to the
conventional PSO is proposed which is known as the Darwinian Particle Swarm
Optimization (DPSO). The main difference between the conventional PSO and the
DPSOmethod is that in DPSO, more than one swarm can exists. The evolution of the
individual swarms in similar like the conventional PSO [7, 17, 22]. The rules in PSO
for the selection is also similar in the individual swarms of the DPSO. In general,
PSO does not use genetic operators like mutation, crossover etc. DPSO enhances the
concept of the PSOalgorithm and includes the theory of theDarwin i.e. survival of the
fittest. Here some parallel PSO algorithms are concurrently executed with different
swarms i.e. different populations of the same problem. If a particular search instance
is likely to be confined in the local optima then that one is completely discarded
and the focus is shifted towards an another instance. Better swarms are rewarded
by various method like extending the life of a particle. If a particle failed to reach
a desired goal within a pre-specified number of steps then, the particle is deleted.
A swarm can be deleted if the number of particles reaches a lower bound. A new
swarm can also be generated from an existing swarm if any of the particle has not
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Table 1 Parameters and their
values for the DPSO
algorithm

Parameters Value

Iteration count 50

Size of the population 50

Minimum population 20

Maximum population 50

Swarm count 5

Minimum swarms 5

Maximum swarms 8

been deleted earlier. One constraint is that the number of maximum swarms should
not be exceeded. There the probability of the new swarm creation probsc is given in
Eq. 1.

probsc = r

maxscount
(1)

Here, r is a random number in [0, 1] and maxscount is the maximum number of
possible swarms. Equation 1 restrict the new swarm creation if there is a large number
of swarms are already present. In a new swarm, half of the particles are randomly
chosen from the parent swarm and another half is selected from the other swarms.
To get effective results, some parameters of the DPSO is also needs to be tuned
appropriately. The parameters and their corresponding values are given in Table 1.

Co-efficient values in DPSO algorithm is selected as 1.5.
TheDPSOalgorithm is usedwith the thresholding [2, 16]. Thresholding is nothing

but an image segmentation approach in which a value is to be determined which is
used to segment an image. The threshold value can divide the total number of pixels
into two classes. It can be done with the help of Eqs. 2 and 3 [8, 18, 20].

Cl0 = {Im (i, j) ∈ I M G | 0 ≤ Im (i, j) ≤ th − 1} (2)

Cl1 = {Im (i, j) ∈ I M G | th ≤ Im (i, j) ≤ N − 1} (3)

Here, Im (i, j) is a pixel of an image I M G. th is the compute threshold value
and N is the number of intensity levels. So the range of the pixel value can from 0
to N − 1 [10, 19].

The chosen objective function is the Otsu’s interclass variance and the equation
for this objective function is given in Eq. 4 [9, 14, 15].

σ 2
k = ψk

(
μk − μ2

g

)
(4)

Here,μ0, μ1,...,μk is the mean of the intensity values of the corresponding classes
and μg is the global mean. μk is defined in Eq. 5.
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μk =
∑N−1

i=tk
i × probi
ψ1

(5)

Here, probi is the probability of the intensity of a pixel and the value of i can
starts from 0 and ranges up to 255. The ψk is defined in Eq. 6

ψk =
N−1∑

i=tk

probi (6)

The propose method tries to maximize the Otsu’s interclass variance and the
optimal threshold value is returned. The proposed method can also be applied on the
color images.

3 Experimental Results

The experiment is performedusing somebiomedical imageswith differentmodalities
such as Axial view of brain with T2 weighted MRI [28], Axial view of brain with
CT Scan [29], Chest X-Ray [30], Transvaginal USG of ovary [1] and Microscopic
image of a tissue [21]. The experiments are performed in Matlab R2014a with 4 GB
of RAM and Intel Core i3 processor with 18 GHz speed. The experimental results
are given in Fig. 1. The execution speed and the computed optimal threshold value
is reported in Table 2.

The proposed method is quantitatively investigated using two well-known param-
eters. These are the Mean Squared Error (MSE) and the Peak Signal to Noise Ratio
(PSNR). MSE is defined in Eq. 7 and PSNR is defined in Eq. 8.

MSE = 1

R × C

R∑

j=1

C∑

i=1

(
I M G j,i − I M G

′
j,i

)
(7)

Here, [R × C] is the size of the image, I M G and I M G
′
are the original and

segmented image respectively.

PSN R = 10 log10

(
2552

MSE

)
(8)

The obtained MSE and PSNR values are reported in Table 3.
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Fig. 1 The result of the segmented output a original image, b segmented output. From top to
bottom: MRI, CT Scan, X-Ray, USG and Microscopic images can be observed
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Fig. 1 (continued)

Table 2 CPU execution time
and the optimal threshold
values for various images

Image CPU execution time Optimal threshold value

MRI 5.2064 40

CT Scan 6.1286 131

X-Ray 5.5044 122

USG 5.5562 104

Microscopic 5.7496 171

Table 3 Obtained MSE and
PSNR values

Image MSE PSNR

MRI 597.3625 20.3684

CT Scan 529.7003 20.8905

X-Ray 619.3369 20.2115

USG 607.1003 20.2982

Microscopic 697.9741 19.6924
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4 Conclusion and Future Scope

A new biomedical image segmentation method is presented in this article which is
based on the DPSO and thresholding. In this article, only bi-level thresholding is
considered i.e. the proposed method is computing is only single threshold value.
The proposed work can be enhanced to obtain multiple threshold values because for
many images, binary thresholding is not acceptable.Moreover, the objective function
can also be replaced with some other functions to test the efficiency of the proposed
method.
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Abstract Transmission of digital images (or any other types of data) incurs a risk
factor associated with it. Intruders always try to get access of the transmitted data.
Therefore, it is necessary to protect the precious data before transmission, so that
the threats, which are associated with the data transmission can be avoided and data
communication becomes stress free. In this article, a new image encryption method
is proposed which is based on chaos theory and DNA computing. Experiments show
some promising results both visually and numerically. Various statistical analysis
proves the power of the proposed image encryption method against various types of
attacks. The method is simple to implement and strong enough to resist various types
of attacks.
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1 Introduction

With the increasing use of internet and the significant advancements in the field of
communication, digital image transmission is an inevitable part of our daily lives.
With the advanced technology intelligent systems has some wide spread application
in different domains [2, 13, 14, 16, 23, 25, 30, 33, 40, 42]. Different images are
transmitted to various regions of the world over various communication media. It
is observed that the security techniques or the data encryption methods which are
applied on the text data, are not work well for the image data. Some characteristics of
image data is different from the text data. The conventional data encryption methods
are not very suitable for the image data. That is why, continuous effort is required to
develop some sophisticated image encryption techniques for secured and hassle free
digital image transmission. Various strategies are used to solve different problems
of computer science [6, 7, 10–12, 17, 18, 20, 24, 26, 27, 36, 38]. Some of them are
inspired from the nature or various other real life phenomena [4, 5, 8, 9, 15, 22, 31,
34, 35, 37, 39]. Chaos theory is one of the important topics from the perspective
of the image encryption. Many researchers are working on the chaos based cryp-
tographic systems. Certain properties of the chaos theory make it attractive to be
used in the cryptographic applications. Chaotic systems possesses some properties
like sensitivity to the initial values along with the values of the system parameters,
pseudo-randomness, ergodicity etc. which makes it suitable for applications in the
cryptography. Chaos based encryption methods are frequently used in the image
encryption due to its performance and efficiency.

DNA encryption is one of the modern methods of securing digital data. DNA
computing is very trending now a days due to its high storage capacity and efficiency
of data representation. Image pixels can be encoded into DNA sequences in different
ways. DNA encoding methods have direct impact on the quality of the encryption.
Some points needs to be remembered while designing a secured image encryption
method. The encrypted image must be highly sensitive to the initial image as well as
the choice of the key i.e. a small change in the original image or in the key controlling
parameters should produce a significant difference in the encrypted image [21, 32].
Keys are the most important part of any encryption method. If someone can find the
keys then the encryption method does not make sense. Therefore, any encryption
method must be efficient enough so that it can protect the keys from being predicted.
Moreover, sometimes the encrypted data can be decrypted totally or partially using
some other keys except the actual keys. It can be happened when the encryption
method is structurally weak. Complexity of the underlying algorithm is also an
important factor from the perspective of the image encryption.
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2 Background

2.1 DNA and DNA Computing

DNA computing it inspired from the DNA structures of the living organisms. DNAs
are constructed using a long strands of nucleotides. The nucleotides are constructed
using nitrogen base, sugar with five carbons and a phosphate group. Nucleotide is
given on the basis of the consisting nitrogen base. Nitrogen bases can be classified in
four ways as follows: Adenine (A), Thymine (T), Guanine (G) and Cytosine (C). The
DNA strands are formed in such a way in which Adenine is paired with Thymine
and Guanine is combined with Cytosine. DNA strands generally forms a double
helix structure. Variations in the long nucleotide chains make different species and
variations in the properties among different species and also within the same species.

DNA computing exploits the combination of different properties of the DNA
strands. Cryptography is one of the most important applications of the DNA
computing methods. Data can be encoded in different ways using DNA computing.
DNA computing based method has some significant properties like huge storage
capacity and massive parallelism. DNA computing based methods to encode binary
data in different ways. Binary number system consider zero and one as complemen-
tary [43]. The complementary base pairs are often used encode binary data in DNA
format. In this work, DNA encoding is used along with the chaotic systems to secure
digital images.

2.2 Chaos Theory and Their Application in Data Security

The chaos theory is basically based on some chaotic maps. The chaotic systems
have some interesting properties which makes it suitable to be used for data security
purposes. One of the most important properties of the chaotic systems is sensi-
tivity to the initial conditions i.e. A very small change in the system can cause a
huge change in the behavior of the system. Therefore if you can change the initial
parameters of a chaotic map then large variation in output can be observed. More-
over the chaotic systems are deterministic in nature. The non-linearity of the system
makes it suitable to generate complex encryption mechanism which is difficult to
break. The chaos theory can effectively represent a dynamical system with math-
ematics. The main interest of the chaos theory is nonlinear dynamics. The advan-
tages of nonlinear dynamics with non-periodicity, deterministic behavior and DNA
computing is exploited in this work to get a secured and better image Encryption
Algorithm [1, 3, 19, 29]. Both discrete and continuous chaotic systems can be used to
encrypt digital data. Different types of chaotic maps are used to generate the chaotic
sequences which are in turn used to generate the pseudo-random bit sequences. The
output of the chaotic maps can be varied significantly with a small change in the
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controlling parameters. This feature increases the security of the encryption algo-
rithm and allows us to choose the values of the controlling parameters as an additional
set of keys along with the actual keys. It introduces an additional layer of security.

3 Proposed Method

The proposed system is based on the DNA encryption and chaotic system. In this
work, two chaotic maps are used to increase the security. The chaotic logistic map
and the chaotic tent map is used to produce the secret key. The chaotic logistic map
is given in Eq. 1 and the chaotic skew-tent map is given in Eq. 2. The encryption
process is given in algorithm 1. Decryption can also be performed by performing the
exactly opposite method of algorithm 1.

xi+1 = f (xi ) = r ∗ xi ∗ (1 − xi ) (1)

Here xi is the state parameter and the initial value is denoted by x0. xi can belongs
to the [0, 1] range. r is the system parameter and can have any value between 1 and 4.

yi+1 = f (α, yi ) =
{ yi

α
yi ∈ [0, α)

1−yi
1−α

yi ∈ (α, 1]
(2)

Here yi is the state parameter and the initial value is denoted by y0. yi can belongs
to the [0, 1] range. α is the system parameter.

Algorithm 1: Encryption algorithm

1. Select a 64 bit key randomly
2. Generate a pseudorandom bit sequence of length 64 bits using Eqs. 4a, 4b and 5.
3. Perform XOR operation between the 64 bits of step 1 and step 2.
4. Divide 64 bits which are obtained in step 3 into 8 groups of 8 bits each.
5. Divide the obtained bit sequence into three parts considering the bit sequence

from MSB i.e. from left to right. So, we should get a division like 3, 3, 2. The
last segment can be paddedwith a trailing 0. This procedure can be easily under-
stood from Fig. 1. B0-b7 are bits of a group of 8 bits. Three groups are formed
as follows: 〈B7, B6, B5〉, 〈B4, B3, B2〉, 〈B1, B0, P〉. Here, P is padding bit.
In this work we are considering it as 0. But, it can be also be taken as 1.

6. Now perform XOR operation between these groups as given in Eq. 3.

〈b2, b1, b0〉 = 〈B7, B6, B5〉 ⊕ 〈B4, B3, B2〉 ⊕ 〈B1, B0, P〉 (3)

B7 B6 B5 B4 B3 B2 B1 B0 P 

Fig. 1 Grouping method
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Table 1 DNA encoding possible combinations

0 1 2 3 4 5 6 7

A 00 A 00 C 00 C 00 G 00 G 00 T 00 T 00

C 01 G 01 A 01 T 01 A 01 T 01 C 01 G 01

G 10 C 10 T 10 A 10 T 10 A 10 G 10 C 10

T 11 T 11 G 11 G 11 C 11 C 11 A 11 A 11

7. Now convert the binary group 〈b2, b1, b0〉 into decimal. This decimal number
will be used as the selector of one of the DNA encoding rules from the eight
possible combinations from Table 1.

8. Now, convert every pixel into binary form and divide it into 4 groups. Replace
each group with its corresponding pair. Remember A can be replaced with T
and G can be replaced with C.

9. Now perform the XOR operation between the replaced 8 bit sequence which
is obtained from step 8 and the group of 8 bits obtained in step 4.

10. Convert the obtained binary bit sequence from step 9 into decimal and place
it as an encrypted pixel. If the set of 64 bits which is obtained in step 2 gets
exhausted (this set will get exhausted after each 8 bits) then obtain an another
set of 64 bits using Eqs. 6a, 6b and 7 and continue it alternatively until all the
pixels are processed.

xi+1 = f (xi ) = r ∗ xi (1 − xi ) (4a)

yi+1 = f (yi ) = r ∗ yi (1 − yi ) (4b)

prbsi = PRBG(xi , yi ) =
{
0 i f xi ≤ yi
1 i f xi > yi

(5)

pi+1 = f (α, pi ) =
{ pi

α
pi ∈ [0, α)

1−pi
1−α

pi ∈ (α, 1]
(6a)

qi+1 = f (α, qi ) =
{ qi

α
qi ∈ [0, α)

1−qi
1−α

qi ∈ (α, 1]
(6b)

prbsi = PRBG(pi , qi ) =
{
0 i f pi ≤ qi
1 i f pi > qi

(7)
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4 Experimental Results

The experiments are performed using Matlab R2014a in a computer with 4 GB ram
and Intel i3 processor. Experiments are performed on some standard images called
Cameraman, Peeper andAeroplane. The result of the encryption anddecryption using
the proposed method is given in Fig. 2. Some evaluation parameters are discussed
below [28, 37, 39, 41].

4.1 Correlation Coefficient

In general, images possesses high correlation among pixels. A good encryption algo-
rithm must break this correlation in order to resist cryptanalysis. Figure 3 gives an
example of the correlation coefficients of the cameraman image.

Fig. 2 Results of the encryption and decryption a original image, b encrypted image, c decrypted
image. From top to bottom: Cameraman, Peeper and Airplane image
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Fig. 3 Results of the correlation coefficients of the cameraman image a correlation coefficients of
the original imageb correlation coefficients of the encrypted images. From top to bottom: horizontal,
diagonal and vertical correlation coefficients

4.2 Histogram

Histogram is one of the most important parameters to evaluate an image encryption
scheme. A good encryption algorithm must distribute the pixels of an image equally
or near equally in almost every gray levels. Figure 4. show the histogram of the
original, encrypted and decrypted Aeroplane image.

4.3 Key Space

Key space is very important point to be analyzed from the perspective of the brute
force attacks. Small key space makes the algorithm vulnerable against the brute
force attacks. In this algorithm initially 64 bits are used as the key. These 64 bits are
completely decided by the user and does not have any dependency on the algorithm.
So for this, the key space will be 264. Now the set of initial values of the parameters
i.e. 〈xi , yi , pi , qi , r, α〉 of the chaotic logistic map and the skew-tent map can be used
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Fig. 4 Histograms of the cameraman image a original, b encrypted and c decrypted

as a set of keys. Theoretically these parameters can take infinite values. But for the
sake of analysis, if we consider that these parameters can take precise values up to
two decimal points then also the possible combinations will be the multiplication of
all the possible numbers.

5 Conclusion

From the above discussion it is clear that the proposed encryption method is effi-
cient enough and simple to implement. The security of this method makes it suitable
to be applied for various real life applications. High dimensional chaotic systems
are preferred over low dimensional chaotic systems because of the high complexity
involved in the higher dimensional chaotic systems. Longer periods are highly desir-
able for secured encryption systems. Low dimensional chaotic maps suffers from
the low key space which makes the system vulnerable to attacks but these type of
chaotic systems are easy to implement. Proposed system proves that the efficient
design can also achieve good quality security using low dimensional chaotic maps.
The key and other security parameters must be sufficient enough to resist the various
types of attacks.
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Penalized Fuzzy C-Means Coupled Level
Set Based Biomedical Image
Segmentation

Shouvik Chakraborty , Kalyani Mali, Kushankur Ghosh, and Arya Sarkar

Abstract The biomedical image segmentation is one of the challenging task and an
interesting topic of research since a long time. In the field of biomedical image based
disease analysis, automated segmentation methods plays a crucial role in fast and
accurate disease analysis. It is also helpful to treat the at the early stage of a disease
which often saves many lives. In this work, a new biomedical image segmentation
method is proposed based on penalized fuzzy c-means coupledwith level set method.
The proposed method is tested on different types of biomedical images and some
inspiring results are observed. Experimental results makes it suitable for the real life
deployment in the diagnostic field to save some precious time for diagnostics.

Keywords Fuzzy C-means · Level set segmentation · Biomedical image
segmentation · Automated diagnosis

1 Introduction

In the field of computer vision and digital image analysis, image segmentation is
always a challenging task and various approaches are proposed to solve this problem.
A single approachmay not be always suitable for all images under consideration. One
imagemay suffer fromvarious issues like poor contrast [1], noise, presence of foreign
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artifacts, poor illumination etc. [2]. A single method may not always handle all of
these problems simultaneously and therefore continuous improvement in this domain
is necessary [3–5]. With the advancement of technology, computer aided solutions
are frequently used in various domains [6–11].With the increasing use of the artificial
intelligence and machine learning based solutions makes the life easier and different
problems can be solved very efficiently [6, 12–14]. Biomedical image segmentation
is no exception and frequently use various machine learning, artificial intelligence
and soft computing tools [15–18]. Automated biomedical image analysis methods
have widespread application in diagnostic field. It helps in timely diagnosis and also
reduce the chances of the inherent human error. Accurate and timely diagnosis of a
disease increases the chance of timely recovery because precise diagnostic results
play a vital role in early treatment and prevention from successive effects [3, 19–21].
Level set method is one of the frequently used methods for image segmentation. It
starts from an initial contour and evolve further to segment an image. In this work,
level set method is hybridized with the penalized fuzzy c-means. The energy function
is developed from the equation of the penalized fuzzy c-means [22, 23]. Experiments
are performed on different types of biomedical images and the experimental results
proves the efficiency of the proposed method.

2 Background

2.1 Penalized Fuzzy C-Means

In the context of image segmentation Fuzzy C-Means is a well-known method that
uses fuzzy method to assign a particular pixel to some class. In short, it is nothing
but an optimization method that iteratively optimize an objective function which is
given in Eq. 1.

K =
N∑

p=1

c∑

q=1

μm
qp

∥∥xp − vq
∥∥2

such that
c∑

q=1

μqp = 1 ∀ p and 0 ≤ μqp ≤ 1 ∀q, p

(1)

Here, the basic assumption is that the N number of pixels are to be partitioned
into c clusters. μqp is the membership function of a pixel xp in a cluster p and it
is given in Eq. 2. vq is the center of the qth cluster and it is updated using Eq. 3.
‖.‖ is norm metric and it represents the general Euclidean distance. The value of the
parameter m does not change and in this work, this value is considered as 2. This
parameter decides the amount of fuzziness.
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μqp = 1

∑c
i=1

(‖xp−vq‖
‖xp−vi‖

)2/m − 1
(2)

vq =
∑N

p=1 μm
qpxp∑N

p=1 μm
qp

(3)

One of the major problem which is associated with the conventional fuzzy c-
means method is that it is highly sensitive to noise due to the lacking of information
about the spatial context. The penalized fuzzy c-means method is inspired from the
neighborhood expectationmaximizationmethod [24] and used to solve this problem.
The modified objective function is given in Eq. 4. The penalty term is used to track
the spatial dependence of the objects.

KPFCM =
N∑

p=1

c∑

q=1

μm
qp

∥∥xp − vq
∥∥2 + σ

N∑

p=1

N∑

r=1

c∑

q=1

μm
qp

(
1 − μqr

)m
ωpr

such that
c∑

q=1

μqp = 1 ∀ p and 0 ≤ μqp ≤ 1 ∀q, p

(4)

σ is a controlling parameter that controls the effect of the penalty term. ωpr is
defined in Eq. 5. μqp is the membership function and for the penalized version, it is
given in Eq. 6. vq is the center of the qth cluster and it is updated using Eq. 7.

ωpr =
{
0 i f x p and xr are neighbours and p �= r

1 otherwise
(5)

μqp = 1

∑c
i=1

(
d2(xp,qq)+σ

∑N
r=1 (1−μqr)

m
ωpr

d2(xp,qi)+σ
∑N

r=1 (1−μir )
mωpr

) 1
m−1

(6)

vq =
∑N

r=1

(
μqr

)m
xr

∑N
r=1

(
μqr

)m x + y = z (7)

2.2 Level Set Method

Level set method is a part of the active contour based segmentation methods. It
can efficiently handle the shapes and contours of an object. In the context of two
dimensional image segmentation, the level set function is used to represent a closed
curve. This represented closed curve is the zero level set of the distance function
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φ. This closed curve begins from a randomly selected contour, the evolution of this
curve depends on the level set equation which is given in Eq. 8 [25].

∂θ

∂t
+ �V .∇φ = b.�φ (8)

Here,∇φ represents the gradient of φ and�φ represents the laplacian of φ. b.�φ

represents the artificial viscosity. As per the proposal found in [26], b.�φ term can
be replaced with b.k.|�φ| for better evolution, where k represents the curvature of
the φ. So the Eq. 8 can be rewritten as the modified level set equation which is given
in 9.

∂θ

∂t
+ �V .∇φ = b.k.|�φ| (9)

3 Proposed Approach

In this work, a penalized fuzzy c-means based level set method is proposed which
is applied on the biomedical image segmentation. As discussed earlier, penalized
fuzzy c-means method has better capability than the normal fuzzy c-means method.
This property is highly desirable and useful from the context of biomedical image
analysis.

3.1 Energy Function and Level Set Equation

Equation 4 is the equation which is to be optimized for the penalized fuzzy c-means
method. KPFCM can be written as the function of the three terms KPFCM(M, X, V )

where M is the partition matrix. It contains the value of the membership μqp i.e.
membership of the pth pixel to the qth class. X is the collection of pixels i.e. X ={
xp

}N

p=1. V is an array or vector that contains the centroid of the qth class vq . As
per [27], one bias field can be introduced. To do so, first the relationship among the
actual intensity X p, observed intensity X ′

p and gain Gp for the pth pixel for total N
number of pixels can be established using Eq. 10.

X ′
p = X pG p ∀p ∈ {1, 2, 3, . . . , N } (10)

After taking the log transform both sides of Eqs. 10 and 11 can be written.

x ′
p = xp + ψp ∀p ∈ {1, 2, 3, . . . , N } (11)
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Here x ′
p and xp are the log transformed observed intensity and actual intensity

of the pth pixel respectively. ψp is the bias for the pth pixel. Now, by substituting
Eq. 11 in Eqs. 4, 12 can be derived.

K (M, X ′, 	, V )PFCM =
N∑

p=1

c∑

q=1

μm
qp

∥∥x ′
P − ψP − vq

∥∥2

+σ

N∑

p=1

N∑

r=1

c∑

q=1

μm
qp

(
1 − μqr

)m
ωpr

such that
c∑

q=1

μqp = 1 ∀ p and 0 ≤ μqp ≤ 1 ∀q, p

(12)

Here, X ′ = {
x ′
p

}N

p=1
is the collection of the observed intensities which is nothing

but the observed image. 	 = {
ψp

}N

p=1 is the bias image. In continuous domain,
Eq. 12 can be rewritten as Eq. 13 where 
 is used for the penalty term.

K (M, X ′, 	, V )PFCM

=
c∑

q=1

∫

πq

Mm
q

(
x, x ′)∥∥X ′(x, x ′) − 	

(
x, x ′) − vq

∥∥2
dxdy + 
q

such that
c∑

q=1

Mq
(
x, x ′) = 1 ∀x, x ′ 0 ≤ Mq

(
x, x ′) ≤ 1 ∀q, x, x ′

(13)

Assume c = 2 for the sake of discussion then, a level set function can be added
to Eq. 13 and, can be rewritten as Eq. 14.

K (M, X ′, 	, V, φ)PFCM

=
∫

π

Mm
1

(
x, x ′)∥∥X ′(x, x ′) − 	

(
x, x ′) − v1

∥∥2
Z(φ)dxdy + 
1

+
∫

π

Mm
2

(
x, x ′)∥∥X ′(x, x ′) − 	

(
x, x ′) − v2

∥∥2
(1 − Z(φ))dxdy + 
2

s.t. M1
(
x, x ′) + M2

(
x, x ′) = 1 ∀x, x ′ and 0 ≤ Mq

(
x, x ′) ≤ 1 ∀q, x, x ′

(14)

The energy function EF
(
M, X ′, 	, V, φ

)
which is given in Eq. 15, can be derived

from Eq. 14 where λ is a constant parameter with λ > 0, C represents the curve at
the zero level of φ and |C | is the length of C which can be computed using Eq. 16
[28].

EF
(
M, X ′, 	, V, φ

) = K (M, X ′, 	, V, φ)PFCM + λ|C | (15)
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|C | =
∫

π

|∇Z(φ)|dxdy (16)

Now, the level set equation can be obtained by minimizing the energy function
[29] which is given in Eq. 15.

4 Experimental Results

The proposed method is tested on some biomedical images with different modalities.
The experiments are performed using Matlab R2014a with an Intel core i3 processor
with clock speed of 1.8 GHz and 4 GB RAM. The selected images are T2 weighted
MRI of brain (axial view) [30], CT Scan of brain (axial view) [31], Chest X-Ray
[32], Transvaginal USG of ovary [33] and Microscopic images of pancreas tissue
[34]. The results are given in Fig. 1. The initial contour is selected manually. The
segmented images produce smooth and thin contour which makes it suitable for real
life applications. The proposed method is also applicable for color images.

5 Conclusion

The proposed method can deal with different types of biomedical images with
various modalities. This hybrid method can also handle noisy images efficiently
and the generated output consist of smooth and thin segmenting lines which makes
the proposed method suitable for precise application. The segmented regions are
prominent and near accurate and there helpful in automated diagnosis and further
analysis. The proposed method can be improved in several ways. The design of the
optimization function can be modified accordingly so that it can model the spatial
context more efficiently. Research can improve the evolution and canmake the whole
process faster.
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Fig. 1 Results obtained by applying the proposed method on the biomedical images of different
modalities a the original image, b initial contour which is selected interactively, c final segmented
output. From top to bottom: Images of MRI, CT Scan, X-Ray, USG and Microscopic image
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Utilization of Hyperchaotic Environment
and DNA Sequences for Digital Image
Security
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Abstract Propagation of digital images (or any other types of digital data) is always
susceptible to intrusion and a risk factor is always associated with it. Various persons
or organizations always try to get access of the transmitted data. Therefore, it is
essential to design a mechanism to secure the precious data during transmission.
It will be helpful in reducing various associated threats during data transmission
and the total transmission process will be protected. In this article, a new image
encryption method is proposed which is based on the hyperchatic environment and
DNA computing. Obtained results are inspiring and proves the efficiency of the
proposed method. Various statistical Experiments are performed to prove the power
of the proposed image encryption method and the tolerance of the proposed method
against various types of attacks can also be established. The method is strong enough
and easy to implement.
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1 Introduction

Transmission of digital images is very frequent nowadays because of the drastic
development in network technology. Application of advanced science & technology
can be observed in different domains [3, 8, 9, 14, 16, 21, 24, 27, 29]. Various types
of images are transmitted to many parts of the globe using different communication
media. Encryption techniques for the text data may not be suitable always for all
kind of image data due to some inherent properties of image data. Therefore, dedi-
cated image encryption methods are required to protect the digital images. Different
methods and procedures are developed for different problems of computer science [3,
5–7, 10–12, 15, 17, 18].Many solutions of different problems of the computer science
are inspired partially or totally from the natural phenomena [4, 22, 25, 26]. Chaos
and DNA computing based encryption methods are very popular and frequently
used nowadays. Many researchers throughout the world are working on the chaos
based cryptographic solutions. Some inherent features of the chaotic systems makes
it attractive for the cryptographic applications. For example, chaotic systems are
highly sensitive to the initial conditions, ergodicity, pseudo-randomness etc. These
properties are exploited to design the encryption system.

DNA encryption is one of the advanced methods to secured digital data and
very trending in recent days. Pixel values can be encoded into DNA sequences.
A small change in the actual image or in the initial parameters should generate a
huge deviation in the encrypted image [23]. Keys are the prime component of any
encryption method. Therefore, security of the keys are the prime concern.

2 Background

2.1 DNA Encryption

DNA encryption uses the concept of DNA structures. There are four types Nitrogen
bases found in DNA sequences as follows: Adenine (A), Thymine (T), Guanine (G)
andCytosine (C). TheAdenine is pairedwithThymine andGuanine is combinedwith
Cytosine. DNA computing has some interesting features like huge storage capacity
and massive parallelism. Binary number system consider zero and one as comple-
mentary [31]. The complementary base pairs are often used encode binary data in
DNA format. In this work, DNA encoding is used alongwith the hyperchaotic system
to encrypt images.
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2.2 Chaos Theory and Their Application in Data Security

The chaos theory is adapted in the field of cryptography from the perspective of
some chaotic maps. As discussed earlier, one of the prime properties of the chaotic
systems is sensitivity to the initial conditions. Therefore, a small change in the initial
values of the controlling parameters of a chaotic map can generate huge deviation
in the output. DNA computing is employed in this work to get a strong and resilient
image Encryption Algorithm [1, 20]. The values of the parameters that controls a
chaotic map can be used as an additional set of keys along with the actual keys that
incorporates an additional layer of security.

3 Proposed Method

The proposed system is based on the DNA encryption and hyper chaotic system.
Hyperchaos is generated from the chaos and it has more than one positive Lyapunov
exponents. Hyperchaotic systems have a higher complexity than the conventional
chaotic systems. The underlying hyperchaotic systems generates higher key space.
In this work, the adapted hyperchaotic system is given in Eq. 1 [13].

⎧
⎪⎪⎨

⎪⎪⎩

ẋ1 = −α1x1 + α2x2
ẋ2 = α3x1 − x1x3 − x2 + x4
ẋ3 = x21 − α4(x1 + x3)
ẋ4 = −α5x1

(1)

Here, (x1, x2, x3, x4)
T ∈ R4 is a vector that represents the state and

αi (i = 1, 2, 3, 4, 5) are the controlling parameters of this hyper chaotic system. The
values of these controlling parameters are as follows: α1 = 25, α2 = 60, α3 =
40, α4 = 4, α5 = 5. The proposed encryption algorithm is given below.

Algorithm 1: Encryption algorithm

1. Select a 128 bit key randomly
2. Generate a pseudorandom bit sequence of length 128 bits using the hyperchaotic

system as given in Eq. 1 and by following the method as described in [30].
3. Perform XOR operation between the 128 bits of step 1 and step 2 after reversing

every alternate octets of the pseudorandom bit sequence as shown in Fig. 1 where
Ki and Pi is the i th bit of the key and the pseudorandom sequence respectively.

4. Divide the obtained 128 bits into 16 groups each having 8 bits.
5. For each groups, reverse the bit sequence and convert it into decimal and find

the remainder from this number by dividing with 8. This decimal number will
be used as the selector of one of the DNA encoding rules from the eight possible
combinations from Table 1.
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K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 ………………… K127 K128

⊕
P8 P7 P6 P5 P4 P3 P2 P1 P9 P10 ………………… P127 P128

Fig. 1 Grouping method

Table 1 DNA encoding possible combinations

0 1 2 3 4 5 6 7

A 00 A 00 C 00 C 00 G 00 G 00 T 00 T 00

C 01 G 01 A 01 T 01 A 01 T 01 C 01 G 01

G 10 C 10 T 10 A 10 T 10 A 10 G 10 C 10

T 11 T 11 G 11 G 11 C 11 C 11 A 11 A 11

6. Now, convert every pixel into binary form and divide it into 4 groups. Replace
each group with its corresponding pair. Remember A can be replaced with T and
G can be replaced with C.

7. Now perform the XOR operation between the replaced 8 bit sequence which is
obtained from step 6 and the group of 8 bits obtained in step 4.

8. Convert the obtained binary bit sequence from step 7 into decimal and place
it as an encrypted pixel. If the set of 128 bits which is obtained in step 2 gets
exhausted (this set will get exhausted after each 16 pixels) then obtain an another
set of 128 bits using the hyperchaotic system and continue it alternatively until
all the pixels are processed.

4 Experimental Results

The experiments are performed using Matlab R2014a in a computer with 4 GB
RAM and Intel i3 processor. Experiments are performed on some standard images
called Cameraman, Barbara, Peeper and Aeroplane. The result of the encryption
and decryption using the proposed method is given in Fig. 2. Some of the standard
evaluation parameters and their values for various images is given below [2, 19, 28].

4.1 Correlation Coefficient

Meaningful digital images generally contains high correlation among pixels. A suit-
able and strong image encryption algorithm must consider this property in order to
protect an image. Figure 3 gives an example of the correlation coefficients of the
cameraman image.
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Fig. 2 Results of the encryption and decryption a original image, b encrypted image, c decrypted
image. From top to bottom: Cameraman, Peeper, Barbara and Airplane image

4.2 Histogram

Histogram is one of the most important parameters to evaluate an image encryption
scheme. A good encryption algorithm must distribute the pixels of an image equally
or near equally in almost every gray levels. Figure 4 show the histogram of the
original, encrypted and decrypted Aeroplane image.

4.3 Key Space

Key space is very important point to be analyzed from the perspective of the brute
force attacks. Small key space makes the algorithm vulnerable against the brute
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Fig. 3 Results of the correlation coefficients of the cameraman image a correlation coefficients of
the original imageb correlation coefficients of the encrypted images. From top to bottom: horizontal,
diagonal and vertical correlation coefficients

Fig. 4 Histograms of the cameraman image a original, b encrypted and c decrypted

force attacks. In this algorithm initially 64 bits are used as the key. These 64 bits are
completely decided by the user and does not have any dependency on the algorithm.
So for this, the key space will be 2128. Now the set of initial values of the different
controlling parameters of the hyperchaotic systems i.e. 〈α1, α2, α3, α4, α5〉 can be
considered as a set of keys.
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5 Conclusion

The proposed image encryption system is designed with the help of the hyper chaotic
systems and DNA encoding. The proposed method is simple to implement and
resilient against different types of attacks. Large key space makes the proposed
method strong enough against brute-force attacks and it is very difficult to predict
the key. The higher dimensional chaotic system makes the complexity of the method
significantly. It contributes significantly to the security measures of the algorithm.
Conventional chaotic systems often suffers from the low key space which can be
removed in the proposed method.
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Shouvik Chakraborty , Kalyani Mali, Arghasree Banerjee,
and Mayukh Bhattacharjee

Abstract Image segmentation is one of the inevitable parts of the digital image
processing and very useful to solve different real life problems. Biomedical image
segmentation is a prime domain of application of digital image processing. and
automated computer aided diagnostics process has high dependency on it. Automated
identification of different regions of an image are often required by the human experts.
Moreover, accurate detection and identification of a regionof interest is possible using
the automatedmethods. Errors are common for the human experts and can be reduced
and faster results can be achieved with the help of automated and intelligent systems.
This work proposes a biomedical image segmentation process using Fractional Order
Darwinian Particle SwarmOptimization (FODPSO) and thresholding. The efficiency
of the proposed method is tested both visually and quantitatively and the results
speaks itself about the efficiency of the proposed work.
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1 Introduction

Use of intelligent automated with computer aided systems can be traced in various
domains of science and technology [10, 14, 15, 29]. Many complex problems
becomes simpler with the blessings of the modern technology [16, 25]. Digital
image processing is an important and frequently used domain, it is used to solve
various complex problems of computer vision [5, 7, 9]. Image segmentation is one
of the prime application of the digital image processing and is a major topic of the
researchers for a long time. Various solutions are developed to solve different types
of problems of the image segmentation. A particular solution may not be a good
fit for different types of images. Therefore, research and investigation is required
in this domain because the solutions of several problems is the automated image
segmentation [8]. In computer aided diagnostics investigations, image segmentation
is frequently required for many purposes [24]. Accurate and quick analysis is often
required to get the results of the investigations save many lives by providing precise
and timely treatment to the patient [6, 26, 27]. Time is extremely important in the
medical field. In this article a newmethod is proposed for biomedical image segmen-
tation. It is based on the FODPSO and thresholding. The FODPSO algorithm is used
to determine the optimal threshold value. The experiments are performed on some of
the biomedical images of different modalities. Visual and quantitative results proves
the efficiency of the proposedmethod.Moreover, a future plan is provided to improve
the efficiency of the proposed work.

2 Proposed Method

In general, PSO has a major drawback i.e. it can stuck in the local optima and may
not always reach the global optima always. So, the actual PSO algorithm may be
suitable for some problems but may not be applicable for some problems which
have various local optima. In [30], one enhancement to the actual PSO is proposed
which is known as the Darwinian Particle Swarm Optimization (DPSO). The prime
difference between the actual PSO and the DPSOmethod is that in DPSO, more than
one swarm is possible and can execute simultaneously. The evolution of the each
swarms in similar like the actual PSO [4, 11, 19]. The selection rules in PSO is also
similar for each swarms of theDPSO. In general, PSOdoes not have genetic operators
like mutation, crossover etc. DPSO improves the basic idea of the PSO algorithm and
incorporates theDarwinian theory survival of the fittest. Here different populations of
the same problem can execute in parallel. If a particular instance tends to be restricted
by the local optima then that instance can be completely discarded and an another
instance can be considered. Better swarms are rewarded using various strategies like
extending the life of a particle. If a particle is unsuccessful to achieve a desired state
within a pre-specified number of steps then, the particle is removed from the swarm.
A swarm can also be removed if the number of particles reaches a certain threshold.
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A new swarm can also be introduced by deriving from an existing swarm if any of
the particle has not been deleted earlier. One major constraint is that the count of the
maximum swarms should not be exceeded. Here the probability of the introduction
of a new swarm probsc is given in Eq. 1.

probsc = n

maxscount
(1)

Here, n is a random number in [0, 1] and maxscount is the maximum number
of possible swarms. Equation 1 restricts the new swarm creation depending on the
number of swarms which are already available. For a newly generated swarm, half of
the total particles are selected randomly from the parent swarm and rest of the half is
selected from the other swarms.An anothermodification ofDPSO is explained in [32]
which is known as fractional order DPSO (FODPSO). Fractional calculus has a wide
range of applications in various fields of science and technology. Introducing frac-
tional calculus in DPSOmakes it more diverge. The value of the fractional coefficient
should be carefully chosen. The required time for the FODPSO is sometimes higher
than the DPSO method. To get effective results, some parameters of the FODPSO is
also needs to be tuned appropriately. The parameters and their corresponding values
are given in Table 1.

The FODPSO algorithm is used with the thresholding [3, 18, 28]. Thresholding
is a frequently used image segmentation method in which a value which is known as
threshold value is to be determined which is used to segment an image. The threshold
value is used divide the total set of pixels into two classes. It can be done with the
help of Eqs. 2 and 3 [12, 20, 22].

Cls0 = {I(i, j) ∈ IMG|0 ≤ I(i, j) ≤ thrs − 1} (2)

Cls1 = {I(i, j) ∈ IMG|thrs ≤ I(i, j) ≤ N − 1} (3)

Table 1 Parameters and their
values for the FODPSO
algorithm

Parameters Value

Iteration count 50

Size of the population 50

Minimum population 20

Maximum population 50

Swarm count 5

Minimum swarms 5

Maximum swarms 8

Fractional coefficient 0.7



302 S. Chakraborty et al.

Here, I(i, j) is a pixel of an image IMG. thrs is the compute threshold value and
N is the total count of intensity levels. Therefore, the pixel values can ranges from 0
to N − 1 [13, 21].

The Otsu’s interclass variance is used as the objective function and the equation
for this is given in Eq. 4 [17].

σ 2
k = ψk

(
μk − μ2

g

)
(4)

Here, μ0, μ1, . . . , μk is the mean of the intensity values of the corresponding
classes and μg is the global mean. μk is defined in Eq. 5.

μk =
∑N−1

i=tk
i × probi
ψ1

(5)

Here, probi is the probability of the intensity of a pixel and the value of i can starts
from 0 and ranges up to 255. The ψk is defined in Eq. 6

ψk =
N−1∑
i=tk

probi (6)

The propose method tries to maximize the Otsu’s interclass variance and the
optimal threshold value is returned. The proposed method can also be applied on the
color images.

3 Experimental Results

The proposed method is tested on some of the biomedical images. These images
are selected from different modalities such as Axial view of brain with T2 weighted
MRI [31], PET MRI [2], Axial view of brain with CT Scan [33], Chest X-Ray
[34], Transvaginal USG of ovary [1] and Microscopic image of a tissue [23]. The
experiments are performed in Matlab R2014a with 4 GB of RAM and Intel Core i3
processor with 18 GHz speed. The experimental results are reported in Fig. 1. The
execution speed and the computed optimal threshold value is reported in Table 2.

The proposed method of biomedical image segmentation is quantitatively inves-
tigated using two well-known parameters. These are the Mean Squared Error (MSE)
and the Peak Signal to Noise Ratio (PSNR). MSE is defined in Eq. 7 and PSNR is
defined in Eq. 8.

MSE = 1

S1 × S2

S1∑
j=1

S2∑
i=1

(
IMj,i − IM

′
j,i

)
(7)
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Fig. 1 The result of the
segmented output a original
image, b segmented output.
From top to bottom: MRI,
PET MRI, CT Scan, X-Ray,
USG and Microscopic
images can be observed



304 S. Chakraborty et al.

Table 2 CPU execution time
and the optimal threshold
values for various images

Image CPU execution time Optimal threshold value

MRI 8.7714 40

PET MRI 6.4818 85

CT scan 7.5132 133

X-Ray 7.8448 122

USG 6.1060 102

Microscopic 6.4932 179

Table 3 Obtained MSE and
PSNR values

Image MSE PSNR

MRI 547.3196 20.7484

PET MRI 598.3327 20.3614

CT scan 543.7193 20.7771

X-Ray 639.1103 20.0750

USG 597.3717 20.3684

Microscopic 657.7913 19.9499

Here, [S1 × S2] is the size of the image, IM and IM
′
are the original and segmented

image respectively.

PSNR = 10 log10

(
2552

MSE

)
(8)

The obtained MSE and PSNR values are reported in Table 3.

4 Conclusion and Future Scope

A new biomedical image segmentation method is presented in this work which is
based on the FODPSO and thresholding. In this article, only two levels of thresh-
olding is considered. The proposed method is finding only single threshold value.
The proposed work can be extended to generate multiple thresholds. It is necessary
because for many images, only one value of the threshold is not acceptable for many
images. Moreover, the objective function can be changed and some other objective
functions cane be used to test the efficiency of the proposed method.
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An Intelligent and Smart Belt
for the Blind People

Souvik Chakraborty, Avishek Bhadra, Samrat Mondal, Suraj Prasad,
and Shouvik Chakraborty

Abstract In this article, a basic idea about how a personwho is blind canwalk freely
and do everything without any help from others or any assistance. The name of the
proposed device is Intelligent Smart Belt and it is used for the blind people so that
they can walk like a normal people. It is a belt in which any people can wear around
there waist and does not need to hold anything in their hands. Many sensors are
attached with the belt to sense any type of obstacles that appears in front of the blind
people. The sensor data are in turn connected by an arduino, 1sheeld to understand
the obstacles and what they are and it helps to communicate with the blind person
using a mobile application.

Keywords Intelligent devices · Automated road trackers · Smart devices

1 Introduction

Healthier, Safer and Smarter lifestyle with ease of living is an inevitable part of the
living organisms. It is necessary and essential to uplift the quality of the life with
affordable technology [12–14, 19, 20, 34, 39]. Technology is a blessings for the
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modern generation using which various problems can be solved very easily [6–11,
24, 32, 33, 35, 36]. That is why use of latest technology can be observed almost
in every places [2, 5, 16, 25, 27–29, 37, 38]. Computers and other smart devices
are inevitable part of our daily life [18]. Various application of intelligent and smart
systems can be found in the literature. According to Times Of India out of 37 million
people in the world who are blind, 15 million are from India and there is a shortage of
optometrists (eye physicians) and donated eyes for the treatment of blindness [41].
Every year India needs 2.5 lakhs donated eyes but it manages to collect only 25000
eyes. There have been many electronic devices and non-electronic devices to guide
blind people but still they find their mobility difficult for not identifying the obstacles
[3, 15, 17, 22, 23, 26]. Many electronic devices are there for blind people to detect
obstacles but their drawback is, they response only when the obstacle is in contact
with it [30]. So, this device is used which is of low cost, easy to use, low power
consumption and can detect obstacles within the range of three or four metres [31].
It can detect the surface of ground and also moving obstacles too, stopping the blind
person to hit any vehicles. This technology is created with some factors keeping in
mind: detecting the obstacles and guiding them, localization system of navigation,
and for any help or emergency the device will send a message [4, 21, 22]. To work
outdoor, blind people face a lot of difficulties and they cannot lead a normal life.
Their autonomous navigation with detecting obstacles becomes the major task of
their life. A robot uses sensors to avoid obstacles so the same technology is used
for a blind person to walk safely by using many sensors attached to the belt that the
blind person will be wearing. The sensors that are used doesn’t scan the area but
instead it sends a signal and receives the signal back through which it understands
how far and what type of obstacle it is. Many technologies like laser cane, talking
sings, smart shoe, guide cane have been made but either they have many drawbacks
or they are not easy to use which means only trained peoples can only use them.
So overcoming all these drawbacks the technology-Intelligent Smart Belt is made
which is been discussed in this article. It can identify holes, stairs, vehicles etc. and
give mobility to a blind man.

2 Device Requirements

The devices used to develop the proposed technology are: Arduino, Ultrsonic
Sensor, 1sheeld, Infrared Sensor, Camera (optional), Battery, Vibration Motor. The
description of each component is given below.

Arduino: Arduino is a low cost programmable open-sourcemicrocontroller board
used for building electronics projects. It is based on the Microchip ATmega328P
microcontroller. It is the combination of hardware and software or IDE (Integrated
Development Environment) that runs on the computer. Arduino wasmainly designed
for students or for those who have interests in creating interactive objects and artists,
designers, electronics engineer used theArduino. It can interludewithButtons, LEDs,
Speakers, GPS units, Cameras, Motors, the Internet, even the Smart Phone or the TV.
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It has many types like Arduino UNO, LilyPad Arduino, Red Board, Arduino Mega,
Arduino Leonardo, Arduino Due etc. It is used in electronics, Security, Robotics,
Home Automation, Automobile platforms, Industries, and also IoT and many other
places. We can use Arduino UNO for this project also. The pointed diagram for
arduino uno board is given in Fig. 1 [1].

Infrared or IR Sensor: It has two main parts IR Transmitter and IR Receiver
which Transmits and Receives the Infrared waves. IR Transmitter transmits Infrared
waves which gets reflected back by the object and receives by the IR Receiver. If
there is no object in front of the sensor, then no infrared waves will be received by
the IR Receiver. Mainly, it is used to detect the object and measure the distance. It is
controlled by the Arduino board. There is a potentiometer which is used to control
the output of the sensor. The pointed diagram of the IR Sensor is given in Fig. 2.

Ultrasonic Sensor: It is mainly used for calculating the distance based on the
time required to receive the transmitted signal. It has two human-like eyes. One
is the transmitter which transmits the signal and other is receiver which receives
the transmitted signal that has been reflected back by the object. It transmits high
frequency (Ultrasonic waves) and also sound waves which is of low frequency. The
speed of sound is 343 m/s (1125 feet/second) and it depends on the variation of
temperature and humidity. Ultrasonic sensor can also be used underwater. The speed
of sound is 4.3 times faster in water as air. It is basically used in Robotics projects.
The pointed diagram is given in Fig. 3.

1Sheeld: It is a new component which can be easily configured. It is connected to
a mobile app (1Sheeld: The Arduino Shield) through an Android Smart Phone or iso
device which allows to control all the features such as voice recognition, Gyroscope,

Fig. 1 Pointed diagram of Arduino Uno Board
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Fig. 2 Pointed diagram of IR sensor

Fig. 3 Pointed diagram of ultrasonic sensor

Switches, camera, Face detection, Internet, Mic, Text to speech, Accelerometer,
Magnetometer, GSM,Wi-Fi and GPS etc. It consists of two parts—first one which is
physically connectedwith theArduino board and anySmart Phones viaBluetooth and
second one is the Software part. It mainly works as a middle-man between Arduino
and Android Smart Phone via Bluetooth. By doing that it can be use 1sheeld as a
input or output fromArduino andmake use all of the sensors available in your circuit.
The image of the 1sheeld board and mobile app is given in Fig. 4 [40].

Technical specification of 1Sheeld

• It uses a standard HC-06 Bluetooth adapter (Bluetooth 2.1) for communication
• Its range up to 30 feet
• It runes at Atmel ATMega162
• 16 MHz operating frequency



An Intelligent and Smart Belt for the Blind People 311

Fig. 4 1sheeld a Board, b Android application

• Communicate with Arduino using UART.

3 Proposed Approach

This technology guides the blind to its destination and alerting him about stairs or
anything within the height of 15 cm above the head of the blind person using it and
also about the obstacles of the ground level. All the features of GSMmodule, speech
module, voice recognition, GPS comes under the 1Sheeld which allows the user to
locate its current location and to find places and to know how far it is. The 1Sheeld
gives the feature to send a message to given number in case of emergency. The belt
is selected as the user will not feel that he or she is carrying some extra things. The
ultrasonic sensors that are being used must be placed in such a way that there is
not too much movement. So, the belt is used as it will remain in the waist of body
which does not have so much movement while walking. A single ultrasonic sensor
may give wrong data of the object for which five ultrasonic sensors are being used
to detect obstacles like staircases, trees, vehicles, holes. An IR sensor is also used to
detect overhead obstacles.

The next thing is the placement of the ultrasonic sensors to the belt. The input is
given to the sensor by the arduino. It detects objects by sending a sound wave around
40 kHz and then listens to the echo which strikes the obstacle and comes back. It
gives the output pulse to the arduino after getting the echo according to which the
distance is measured. The five sensors are placed in the belt at different angles to
detect obstacles of every side. Some of which detects obstacles from the belt to the
ground while the others detect from the belt to 15 cm above the user’s head. The
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distance between the sensors have to be also kept in mind to determine which sensor
is detecting an object as the ultrasonic waves will overlap. One IR sensor is used
to detect overhead obstacles and it works same as the ultrasonic sensor and gets
input from the arduino. The sensors are kept at an angle so the distance that they
are showing is the hypotenuse of a triangle (if we consider it). Applying Pythagoras
theorem, the horizontal distance from the user to the obstacle is calculated and thus
the user gets to know about it. The height of the object can also be determined. As
the hypotenuse and the horizontal distance are known we can find the angle that the
object makes with the sensor. Then finding the virtual projection of the hypotenuse
by the angle we find the vertical distance between the sensor and the obstacle. Thus
subtracting it from the distance between the sensor and the ground we get the height
of the obstacle.

The sensors will also detect the stairs and holes as in case of stairs when the
ultrasonic wave strikes the beginning of the first stair and then strikes the edge of
second one, either the distance measured by the sensor will slowly decrease in case
of upstairs or the distance will increase slowly in case of downstairs. The distance
measured according to the five sensors will either increase or decrease according
to moving vehicles also. So whenever, an obstacle is detected the vibration motor
vibrates and the user gets to know about it. Now to make the user clear about the
distance as well as the location of the user itself and some landmarks 1Sheeld is used
which connects everything with the android smart phone through an app. Just by
audible words the app will give the whole details of the obstacle to the user as well as
it helps to navigate from one place to another detecting landmarks, restaurants etc.
and telling it to the user in audible words through earphones. In case of emergency
or help the app will send the location of the user to the specific number that will be
given. A cover box have to be made for the arduino and the 1Sheeld as safety of these
two devices is important. A battery is used to give power supply to each devices used
in this technology.

We may also use a digital camera (optional) to take images of the obstacles. And
through image processingwe can detect the obstacles and find out what type of object
it is. It have disadvantages also as during night time the image processing won’t be so
clear to find out what type of object it is for which it may or may not be implemented.
The schematic diagram of the proposed approach is given in Fig. 5.
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Fig. 5 The schematic diagram of the proposed approach

4 Conclusion

The proposed technology i.e. Intelligent Smart Belt which is been developedwill give
blind people the power to navigate smoother everywhere and a self-confidence that
they are like normal people. This technology also fulfills all the drawbacks that other
supporting devices had and it completes all the objectives for which this technology
has been made. This technology cannot differentiate between living obstacles and
non-living obstacles. So in future, more works will be done on this technology to
solve this issue.
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Spam Detection Using Threshold Method
on Whatsapp Image Data

Arunabha Tarafdar, Hrittika Paul, Shubhojit Gupta, Labani Acharjee,
Akash Sah, and Soham Ganguly

Abstract We receive many wishing images during the festive season which actually
spam our devices or fill up the necessary space of storage. In this paper, we are
discussing a method to find out those redundant images using a threshold method.
The proposed algorithm discuss in this paper will remove the redundant images in a
targeted folder and keep them aside.

Keywords Threshold · Redundant · Hamming distance · Spam messages

1 Introduction

Image processing is been extensively use for many purposes may be it in the medical
field or general development field. Image processing along with pattern recogni-
tion becomes a strong methodology which can counter many recent industry-based
problem or challenges we face. Spam [1] detection remains one of the challenges we
come across many a time through many software or applications but we can’t take
or consider one methodology to detect the spam.

Spam can be anything like a message asking your information telling you that
you have won a lottery or informing about a sale of carpet. For a particular person,
spam is completely different from respect to others. Although there are few spam
messages that are the same for everyone irrespective of their choices.

It is the first of January and you want to send a very important message to your
colleague which is definitely not wishing him a happy new year what your colleague
does is he completely ignores the message or just replies to you the same to you.
Now, you might be thinking your colleague is rude no that is absolutely not the case
your colleague, on the other hand, has received so many spam messages as due to
festivities he just ignored it because he considers your message also to be one those
unwanted wishing images.
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This could have been avoided if all the festive message was considered as spam
and marked and kept aside and the important messages could be displayed as it is.
Our proposed algorithm is actually trying to find those redundant [2] messages and
remove them keeping the important messages untouched.

In short we are call those messages to be spam if a single message is being
circulated on a particular festival day over WhatsApp as forwarded messages.

2 Related Works

Spam filtering method includes generating a query histogram representation of an
image forming at least part of an electronic communication, determining a histogram
distance between the query histogram representation and a reference histogram repre-
sentation, andmaking a determinationwhether the electronic communication is spam
or non-spam according to the histogram [3] distance. In some embodiments, deter-
mining the histogram distance includes comparing a first bin of the query histogram
representation to a range of second bins of the reference histogram representation (or
comparing a first bin of the reference histogram representation to a range of second
bins of the query histogram representation) to determine a similarity between the
first bin and the range of second bins, and employing the similarity between the first
bin and the range of second bins to determine the histogram distance between the
query histogram and the reference histogram.

Prashant Kumar, Mantosh Biswas (2017) proposed an approach that involves
detecting spam images from emails using SVM and Gaussian Kernel method [4].
The detailed explanation of the spam image classification steps includes prepro-
cessing, vocabulary list, feature extraction, training, and prediction. Every data item
is plotted as a point in p-dimensional space (where p is a number of features) and
each feature’s value is denoted by that particular coordinate’s value. Classification
is carried on by ascertaining the hyper plane which distinguishes the two classes.
SupportVectors are the coordinates of individual observation, separate the twoclasses
properly (hyper-plane/line). Gaussian kernel in SVM has been used for finding non-
linear decision boundaries. It is parameterized by a bandwidth parameter, µ which
determine how quickly similarity metric decrease. Experiments were conducted on
ISH, TREC07, Dredze and personal images datasets considering parameters such
as accuracy, recall, precision, and F-measure. Results indicated that the approach
performed comparatively better than the other spam detection methods based on
performance parameters.

Fatemeh Naiemi, Vahid Ghods, Hassan Khalesi (2019) in ‘An efficient character
recognition method using enhanced HOG for spam image detection’ provided a
method to recognize the spam image using the optical character recognition based
on HOG [5]. The character in the spam image was separated from the background, is
carried out in the pre-processing stage and then normalized to a pre-defined size.
Two other heuristic modifications of thickening of the thin characters and non-
discrimination in recognition of the uppercase and lowercase letters with the same
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shapes have been presented. Optimizing cutoff point (threshold) in ROC curve has
a significant outcome on the performance. This method was examined on Char74K
and ICDAR2003 databases and the results have ensured an improvement for the
spam image detection.

3 Proposed Method

Hamming distance [6] refers to the difference of number of corresponding bits that
differ from two binary data. While using the technique of hamming distance on the
top of the ‘Dhash’—which is a python library that generates a ‘difference hash’ for
a given image, we are able to detect the similar images. In hashing we need the
difference of the gradient intensities of two images to be exactly similar or else there
will be two different hashes, where in hamming technique, even if the intensities are
slightly, there are high possibilities of the two images to be similar to each other.

Example—Here representing two images as a form of arrays consisting if binary
data [1, 0, 0, 0, 0] and another one as [0, 0, 0, 0, 0]. In [1, 0, 0, 0, 0] and [0, 0, 0, 0,
0] there is only one difference while the others are equal, so the hamming distance
here will be 1 (out of 5 elements) = 0.20.

Hamming distance is obtained by performingX or calculation between two binary
data. In this case if we allow hamming distance of 0.12 we will be getting the similar
image for that of the original one. The images are needed to be one dimensional
arrays. Hamming distance refers by what percentage one image is different from
another, so the lower the difference is, the lower will be the percentage and similarly
the higher the difference is, the higher will be the percentage. In this case, we will
always require a lower hamming distance.

Firstly, wewill create a dictionary andwewill store the long gradient intensities as
the values and the image names as keys. The values will then turn as the difference
score. We need to compare all the gradient values of each other. Here we import
itertools [7]—a module in python which works on iterators, so it will prevent us
from repetitive checks by taking combinations of 2.

We will then select an arbitrary value and then compare the hamming distances
of two images at an iteration with that value and when the result of the comparison
comes less than the selected value then we will append it as a similar image of the
original image. We obtain the count of the similar images and the similar images in
the output despite the change of the parameters such as size, brightness, intensities
etc. from that of the original images (Fig. 1).

3.1 Algorithm

STEP 1: Starting with converting the images into gray scale images, assuring that
the images contain three channels.
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Fig. 1 Hamming distance calculation

1.1 Multiply the values with the 3 channels [8] and then average it.

STEP 2: Resizing the images using interpolation and then the images are flattened.

2.1 Calculating the gradient value based on intensity to see whether it is increasing
or decreasing which helps in obtaining the fingertips of the images accurately.

2.2 Boolean indexing comparison between the row values and column values.

STEP3:Combining all the necessary functions in one function in order to generate
the custom hash value.

3.1 Except the gray images, all the other images are filtered, due towhichwe receive
a null value as an output because here we cannot detect duplicate images.

STEP 4. Comparing all the gradient values with each other and the pythonmodule
used here saves from multiple checks by taking combinations of 2. Then hamming
distances of the images are compared with an arbitrarily selected value, if the differ-
ence is less than the arbitrary value, we append it as a similar image of an original
image.

4.1 Gives the count of similar images after running all the functions.
4.2 The desired detection of the similar images from the original ones is obtained.

3.2 Threshold Calculation

The threshold [9] which is set for the algorithm is manually interpreted. We started
with a very low threshold value and started to increase the value gradually to reach
at a certain point where we find that our proposed algorithm is providing the best
results. With our observation we find that we can actually set a particular or a very
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slice range of values which will provided us the optimal or best results. Further has
been discussed in future scope section.

4 Experiment Results

Images coming on Whatsapp [10] have a specific threshold value. Now user selects
one image and adds it’s to the spam. We have taken a general threshold value as.
Now based upon the threshold value of that image all the similar images who have
a threshold less than or equal to that threshold value will be automatically added to
the spam from the next time.

All images used to deduce the results are Whatsapp forward in a particular
Whatsapp Group with admin privilege.

4.1 Sub-text “Good Morning”

For the subtext “Good Morning” we have taken 50 images and have taken the
threshold value as 0.525.We have taken a range for the threshold value as 0.545–0.65
to get the similar image which will get added to the spam. Here by giving this range
of threshold values we have got all the 50 images which are added to the spam. We
have taken a small range to get optimal number of images within that range as if the
range is large then other images may also get added to the spam.

After providing all the 50 images the algorithm is selecting this images as a
reference images.

With respect to the above images the similar images are marked as the following.
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All of the images provided are treated as spam images and can be very easily
treated as ignorable messages. For the above case we achieved a 100% accuracy.
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Table 1 Image redundancy threshold values for English spam images

Sl no Type of image Number of images
taken (20 min)

Number of similar
images (obtained)

Threshold Accuracy (%)

1 Good morning
wishes

50 50 0.525 100

2 Good night
wishes

50 50 0.520 100

3 Happy new
year

20 19 0.545 95

4 Happy birthday 20 19 0.570 95

5 Happy durga
puja

20 19 0.545 95

6 Happy
dussehra

20 19 0.525 95

7 Merry
christmas

20 19 0.530 95

8 Happy holi 20 19 0.565 95

9 Happy diwali 20 19 0.680 95

10 Happy
anniversary

20 20 0.510 100

Keeping every parameter to be same as it is we achieved accuracy for various text
the given below table will provide us with a clear picture (Table 1).

4.2 Bengali Sub-text

For the subtext “Happy Durga Puja” we have taken 20 images and have taken the
threshold value as 0.545. We have taken a range for the threshold value as 0.545 to
0.65 to get the similar image which will get added to the spam. Here by giving this
range of threshold values we have got 19 images which are added to the spam. We
have taken a small range to get optimal number of images within that range as if the
range is large then other images may also get added to the spam.

Selected Image.

Similar Image detected by the algorithm as follows.
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Accuracy achieved is 95%.

5 Future Scope

There is two avenue where the study can be more precisely focused. Firstly, the
model should calculate the threshold point with help of machine learning, as we
have mentioned that the threshold calculation is total human intervened so there is a
good amount of scope to design a machine learning algorithm which can determine
the threshold value and feed it to the algorithm so that the threshold value not has to
tune for every new dataset.

Another point is that that the whole algorithm is right now working on a targeted
folder we can uploaded or work the whole model in a clod base service so that we
get a better and hassle free result.

6 Conclusion

In this paper, we have stated a new technique for the detection of spam images from
Whatsapp data. We have used the hamming distance algorithm to find the similar
images and then by taking a threshold value of the similar images we are adding the
images in the spam folder directly. Spam detection remains one of the challenges we
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come across many a time through many software or applications but we can’t take
or consider one methodology to detect the spam.

So, spam detection is important as a large number of spam images comes through
the Whatsapp and it fills our mobile storage quickly. The technique reduces the
chance of storage filling to a great extent. We are able to classify the images as
spam or non-spam. With high number of images it will be difficult to handle, but our
algorithm can deals with many of them.
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Skin Lesion Classification Using Deep
Convolutional Neural Network
and Transfer Learning Approach

Pravin Kumar Samanta and Nirmal Kumar Rout

Abstract For biomedical image processing and prediction of skin diseases, deep
learning methods are playing a very significant role in better decision making. This
paper has proposed an automatic classification system of images containing a skin
lesion as malignant or benign. In this method the transfer learning and a pre-trained
deep learning network are implemented. In this proposed work transfer learning is
applied to VGGNet architecture by replacing the last layer by a softmax layer for
the classification of two different lesions (malignant and benign). Fine-tuning, data
augmentations, and cross-validations are also added to the method. After evaluating
the performances of the proposed method on the testing set of the ISIC dataset the
method has achieved a significantly higher classification accuracy rate of 98.02%,
the sensitivity of 98.10%, and Specificity of 97.05%.

Keywords Skin lesion · Biomedical image processing · Convolutional neural
network · DCNN · Transfer learning

1 Introduction

Among various deadly human diseases skin cancer is one of themwhich causes death
[1]. Most well-known skin cancer types are mainly melanoma and nonmelanoma.
Because of melanoma lesions in the last few years the death rate has raised highly.
Early-stage detection of this skin lesion is very essential. The curing rate can be
possible over 90% if these lesions are detected at a very early stage by the physicians
[2]. Visual examination of skin cancer is very hard and inefficient because many
more similarities are there among different types of skin lesions [3]. For manually
skin disease detection needs intensive human efforts and time. Highly magnifying
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and illuminated images are required for the improvement of the clarity of the spots
[4]. Even for trained medical experts, by only visual investigation it is very difficult
to distinguish between melanoma and nonmelanoma. In this aspect, the computer-
aided classification system for skin lesion images is an alternative solution [5]. Using
digital image processing techniques and artificial intelligence technologies for this
automatic system time, endeavor, and human life are saved. Recently, for detec-
tion, classification, segmentation, and diagnosis of many skins disease deep learning
is providing many computerized automated systems [6]. In this proposed research
work, two type classification problems are represented, determining the skin lesions
whether it is malignant or benign lesions. Here deep learning methods are used,
mainly deep convolutional neural network (DCNN) with transfer learning for two
type classification and pre-trained VGG-16 architecture is chosen for implementa-
tion. This paper is organized as follows: Sect. 2 describes related work; the method
for classification of color skin images is described in Sects. 3 and 4 describes the
results and discussion alongwith some comparative studywith othermethods; finally,
Sect. 5 offers concluding part of the proposed work.

2 Related Work

In early days computer-aided systems used to face some difficulties for classifica-
tion of dermatological images. The first problem was the data crisis or insufficiency
of data [7] and the second challenge was image processing of skin images. For
skin images simple dermoscopy devices are mainly used but for other biomedical
images microscopy and biopsy are used [8]. The previous approaches [9, 10] used to
require extensive preprocessing, segmentation, and feature extraction processes for
the classification of the skin images. Current time the researchers are utilizing deep
learning in visual tasks [11]. In [12] Codella et al. designed a hybrid model to classify
melanoma using a combinational Artificial Neural Network (ANN)model of Support
VectorMachine (SVM), deep learning, and sparse coding and accrued high accuracy.
Barata et al. [13] had utilized two different models for the melanoma in skin images
with the help of global and local features and concluded that better performances of
color features than texture features. After applying different machine learning clas-
sification methods into melanoma for normal and abnormal cases Ozkan and Koklu
et al. [14] achieved the highest accuracy of 92.5% from the ANN model. In [15]
Litjens et al. suggested that the convolutional networks are very suitable to learn
from features hierarchically and very much applicable for the analysis of biomedical
images. For large datasets applications the accuracy for medical image classifica-
tion is raised by applying deep convolution neural network and Transfer Learning
[16]. By combined use of supervised learning and deep learning Premaladha and
Ravichandran et al. [17] developed a diagnosis system for skin cancer classification.
After applying the median filter and normalized Otsu’s segmentation for normal skin
separation an accuracy rate of 92.89% is achieved. Adria Romero et al. [18] proposed
a system for classifying a dermoscopy image containing a skin lesion as malignant
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or benign built around the CNN model and used the transfer learning methods. In
[19] Yu et al. proposed a Mask R-CNN and U-net for segmentation analysis of skin
specially applied for the ISIC 2017 dataset.

3 Proposed Model of Transfer Learning

Several layers of neural networks are used to form a Deep Convolution Neural
Network (DCNN). This model is very useful for extraction features from different
images and classification of images [20]. There are many architectures of DCNN
which are LeNet, VGGNet, AlexNet, ZFNet, GoogLeNet, ResNet, Efficient Net,
Dense Net, etc. [21]. These architectures are applied for image classification, object
detection, image segmentation, and many other complex tasks. VGGNet is one of
the well-known and widely used model for DCNN [22]. For this proposed model the
DCNN pre-trained VGG-16 architecture is used. In VGG-16 the number 16 means
16 layers that have weights. In Fig. 1 the process flow model of the architecture is
described and an illustration of the proposed VGG-16 architecture is displayed in
Fig. 2.

3.1 Image Augmentation

For better performance of the neural network, a large training dataset is required
which gives a good learning experience to the network. Image augmentation tech-
niques are applied to increase virtually the size of training data for good performance
of neural network classifiers. Different data augmentation techniques are also applied
using multiple ways of combination like rotating the images, flipping the images,
and shearing the image.

3.2 Description of the Architecture

For classification of image dataset efficiently Deep Convolutional Neural Network
(DCNN) is a most useful model. The proposed architecture of VGG-16 (described
in Fig. 2) is used here for the classification of lesions. In the convolution layer for
obtaining of feature matrix, a kernel matrix is multiplied with the image matrix. The
input size of the RGB image which is provided in the convolution layer is 224× 224
× 3. In this architecture there are a total of 13 convolution layers. Themodel contains
two convolution layers of size 224 × 224 × 64, then another two layers of size 112
× 112 × 128 also three layers of size 56 × 56 × 256, along with another three
layers having size 28× 28× 512. Rectified Linear Unit (ReLU) activation function
is added to each layer followed by Max Pooling so that all the negative values are
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Fig. 1 Process flow model

not passed to the next layer. A matrix is produced as an output by the pooling layer
in the proposed network that is working as the input for a fully connected layer. The
last layer is a dense layer followed by another dense layer with Softmax activation
which has given the output classes of the images. By the use of flatten() function
one matrix is connected to a long vector and linear operations are performed in the
dense() layer. Relu() and Softmax are used as an activation function. The dense layers
are consists of two dense layer of 4096 units each and one dense layer of Softmax
layer of 4 units. ReLU function is used for both the dense layer of 4096 units to stop
forwarding negative values through the network.
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Fig. 2 Description of proposed VGG-16 model

4 Results and Discussion

In this paper ISIC image dataset of Skin cancer is used to train the model [23]. It
contains a binary label that is benign and malignant. 1800 images of benign skin
cancer images and 1497 images of malignant images are used. Among these 1440
images for training and 360 for testing of benign are used for this model. Among
the malignant images 1197 are used for training and 300 images for testing. After
testing the cross-validation is also done using 20% of the total images. Since there
are a lot of images, so a lot of processing power is also required for the model. Since
the PCwhere the model is coded has low processing power, therefore Google’s cloud
platform is used to execute the model. It is not only providing a virtual RAM but also
providing a high-end virtual GPU to run the proposedmodel. For the implementation
of the deep learning network the well-known Keras framework of Python is used for
this model. For the evaluation of the performance measure of the proposed methods,
three-evaluationmeasures such as accuracy, sensitivity and specificity are used by the
help of the confusion matrix. Some common terminologies are used such as (i) True
Positive (TP): Number of images for Malignant correctly classified as Malignant,
(ii) True Negative (TN): Number of images of Benign correctly predicted as Benign,
(iii) False Positive (FP): Number of images predicted as Benign but it is Malignant,
(iv) False Negative (FN): Number of images classified as Malignant but it is Benign.
The equations are defined as:

Accuracy = (T P + T N )

(T P + FP + T N + FN )
(1)
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Table 1 Comparative study of the proposed model with other models

Image type Classification
model

Accuracy (%) Sensitivity (%) Specificity (%)

Esteva et al.
[24]

RGB SVM 72.1 – –

Pham et al.
[25]

RGB SVM 89 55.6 97.1

Hosny et al.
[26]

RGB DCNN 95.91 88.47 93.00

Adria Romero
Lopez et al.
[27]

RGB DCNN and
transfer
learning

95.95 96.21 95.60

Proposed
method

RGB DCNN and
transfer
learning

98.02 98.10 97.05

Sensitivity = T P

(T P + FN )
(2)

Specificity = T N

(FP + T N )
(3)

In this paper, the proposed model is achieved with very good results, with an
accuracy of 98.02%, a Sensitivity of 98.10% and also Specificity of 97.05% which
are significantly better than the others methods of Esteva et al. [24], Pham et al. [25],
Hosny et al. [26], Adria Romero Lopez et al. [27], which are mentioned in Table 1. In
Fig. 3 some sample images of Malignant and Benign are shown which are collected
from the ISIC image data set. Figure 4a depicts the accuracy for both training and
validation accuracy of the model for epoch values and Fig. 4b represents the loss for
both training and validation.

5 Conclusion

In this paper the deep convolutional model is implemented for two type classification
applications, more specifically for Malignant and Benign skin lesion prediction. The
image augmentations are applied to overcome the challenges of a crisis of labeled
more images for the training of the model. The proposed method is able to classify
more than two type lesions only by replacing the last layer to the softmax layer for
more than two classifications. The weights of the proposedmodel are also fine-tuned.
With the computation of three performance measures i.e., accuracy, sensitivity, and
specificity, and comparing with other existing models, the obtained results of this
model are significantly better than others. Along with the accuracy that the loss of
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Fig. 3 Sample images of Malignant and Benign skin lesions from the ISIC dataset

Fig. 4 a Training accuracy and testing accuracy graph, b training loss and testing loss graph of the
model

the model is found out of 0.0467 is significantly very less. After testing the model
with testing data, the minor difference between training and test sets are observed
which suggests that the model neither overfits nor underfits. Transfer learning offers
very good efficiency to deal with complex image processing problemswith amassive
number of the images data set.
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Susceptibility Analysis of Novel Corona
Virus Using Hadoop Distributed File
System

Pravin Kumar Samanta, Soumyadev Mukherjee, and Nirmal Kumar Rout

Abstract The Novel Corona Virus, COVID-19 is a major setback to the progress
of the nation. The year 2020 has witnessed a disappointing beginning with this
deadly virus having taken awaymany innocent lives. The COVID-19, which happens
because of the virus Corona, showcases symptoms which are mild and at times
doesn’t even reflect any. However, a small section falls severely ill, and some even-
tually perish. This proposed research work is implemented to identify who is having
the highest risk of serious illness and who are more susceptible to this disease. In this
proposed research, a huge amount of semi structured healthcare data is stored and
processed which are collected from healthcare dataset. Hence, in the proposed work
‘Hadoop’ is utilized for processing the data gathered. The input data is processed
using MapReduce and finally the result is loaded into the Hadoop Distributed File
System (HDFS). After details analysis and justification with the help of ‘Hadoop’
proposed work has predicted many possible susceptible cases which can help to
reduce the number of fatalities and also save human lives.
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1 Introduction

The Novel Corona virus, COVID-19 is an immensely infectious disease resulting
from a very recently found Severe Acute Respiratory Syndrome Coronavirus-2
(SARS-CoV-2) [1]. First originated in Wuhan, China in late December, 2019 it
has now been characterized as a global pandemic [2]. An individual infected with
the COVID-19 virus generally witnesses mild to slight respiratory issues and get
well without the need of any additional medical care. The aged mass, and individ-
uals possessing hidden health issues like heart problems, diabetes, acute respiratory
illness, and cancer are more highly prone to fall severely ill [3]. Now the question
may arise that who is at most risk for COVID-19? It is high time for the nation to
figure out who is more prone to fall prey to this deadly virus. Preventive measures
should be taken and they should be handled with intensive care to reduce the number
of fatalities.

With reference to an analysis of 45,000 positive cases in China, less than 1.0% of
physically fit individuals who fell prey to the COVID-19 perished as a consequence
of the same. However, it is close to 6.0% for patients having cancer, high pressure
or acute respiratory illness, 7.3% for people with high glucose content and 10.5%
for heart patients [1]. Patients aged 80 or more are at high risk, with close to 14.8%
expiring. Younger children, those aged below 9, are not prone to serious illness.
Another research suggested that males are more susceptible to severe illness than
females, but those are hypothetical andmay showcase the fact that males smokemore
than females in China [4–6]. Coming to India, the primary concern is to analyse the
trend and take intensive care of the people who are more likely to fall prey to the
Novel Corona Virus. The sole objective of this proposed work is identifying the one
who is most susceptible and to take preventive measures to protect them using the
help of healthcare dataset. This research paper follows the following pattern: Sect. 2
describes the Hadoop Distributed File System (HDFS) methodology. Related work
in the application of healthcare is described in Sects. 3 and 4 presents the description
of the proposed model. Section 5 describes the implementation and results; Sect. 6
offers the conclusion of the work with future scope.

2 HDFS Methodology

Hadoopoffers fivedaemonswith eachdaemonpossessing a JavaVirtualMachine-(A)
DataNode, (B) NameNode, (C) JobTracker, (D) Secondary NameNode, (E) Task-
Tracker. Demons which store data and metadata, i.e.; DataNode and NameNode,
come under a part of Hadoop Distributed File System (HDFS). The TaskTracker and
JobTracker, which keep track and actually execute the job, come under MapReduce
layer. The HDFS is used in this proposed research work because of the following
reasons [7].
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Large Dataset: Current population of India is more than 1.3 Billion, if we want
to analyze data for that amount of people then the dataset will be huge. That much
huge amount of data can’t be processed by normal file system. That’s why to get a
smooth workflow the HDFS is used for analysis [8].

Data Replication: For working with a large dataset, occurrences of unfortunate
situations like hardware failure, crashing of a node are pretty common. In such situ-
ations data loss is occurred. To overcome this kind of problem HDFS is providing
a feature called data replication. The data is copied across numerous nodes in the
cluster by the creation of duplicates. This methodology is maintained across stip-
ulated time intervals by HDFS and the duplication process is taken care of by the
same. The moment as machine in the cluster crashes, the data should be retrieved
from other machines. Loss of data is far sighted threat and almost negligible.

Scalability: Our main goal of the work is to analyze healthcare dataset using
Hadoop and facilitate a smoother conduct of the fight against COVID-19. So, the
proposed work is scalable in order make it a dynamic project. This is achieved by
usingHDFS. InHDFS the infrastructure is scaled up by addingmore racks or clusters
to this system.

Data Locality: In older systems, the data is brought at the application layer and
then worked upon. In this proposed research work, as a consequence of the huge
bulk of data, bringing data to the application layer has lowered down the overall
performance.

In HDFS, the computation part is brought to the Data Nodes where data resides.
Hence, with Hadoop HDFS, computation logic is not moved to the data, rather than
data is moved to the computation logic.

3 Related Work

The sole aim of the ‘Healthcare System’ is the treatment, diagnosis of health-related
problems of human beings. Recently big data analytics is playing a very impor-
tant role for the development of current healthcare practices and research [9]. For
the processing of huge amount of healthcare data record lots of efficient tools and
methodologies are required. For the storage and processing of huge volumes of data
set, Hadoop is playing a significant role for modern healthcare system [7]. Meena
et al. proposed a system for the analysis of Healthcare data set against various queries
using Hadoop Cluster and Pig Latin, where in that method fully distributed Hadoop
Cluster mode was utilized [10]. Ashwin Belle et al. designed a model to infer fluc-
tuations in enrolment due to the effect of carelessness using Hadoop and Hive [11].
Highly based on Market Research Sabyasachi Dash et al. proposed a prototype for
the retrieval of patient information using Sqoop (SQL + Hadoop) and Hive [12]. A.
S. Thanuja Nidhadi et al. utilized data-mining techniques in classification of Naive
Bayesian (NB), and Back Propagation (BP) to identify patterns leading to fraud and
emphasized on using Hadoop HDFS solution for storage and processing of medical
data to avoid modern issues in healthcare [13]. Based on statistical summaries and
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data quality visuals Wullianallur Raghupathi et al. [14] suggested a proposal to use
HDFS in data calibration, data wrangler in data cleansing, R in data analytics and
MapReduce Tools in Architecture Testing. In this proposed method the HDFS is
used for identifying the susceptibility analysis of Corona virus based on Healthcare
data set.

4 Description of Proposed Model

About the dataset:
In this proposed method Healthcare data is used which is collected from publicly
published dataset [15]. The dataset comprises of factual information, results of exam-
inations and information given by the patients. ID refers to the patient identification.
Age, height, weight and gender are objective features which are in days, cm, kg and
categorical code respectively. Some of the subjective features like asthma count and
smoking reflect binary outputs, cholesterol count which is an examination feature
showcases three different scenarios wherein (1) refers to normal cholesterol, (2)
refers to high cholesterol and (3) refers to way above normal cholesterol. Corona
count reflects the chances of the patient being tested positive for COVID-19 provided
he’s suffering from one of the diseases.

The dataset is divided into smaller blocks which are primarily processed by “Map
Phase” in parallel and then by “Reduce Phase”. Hadoop framework has sorted out
the output of the Map phase which are then given as an input to Reduce Phase to
initiate parallel reduce tasks. These input and output files are stored in file system
(Fig. 1).

Input dataset is adapted by MapReduce framework from HDFS. Input dataset is
taken as key-value pair and broken down for effective analysis. Then, the number
of positive cases is mapped to corresponding diseases and shuffled accordingly. The
number of positive cases is the reduced output. Thefinal result is sent to the authorities
and hospitals for preventive measures. In this work five MapReduce key functions
are used to get the desired output/outcome. The MapReduce job model is described
in Fig. 2. The functionalities of each functions are as follows:

Fig. 1 Sample of input healthcare dataset. https://www.kaggle.com/iamhungundji/covid19-sym
ptoms-checker

https://www.kaggle.com/iamhungundji/covid19-symptoms-checker
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Fig. 2 Map reduce job model description (adopted from [10])

• UID_Mapper.java: Filters the header and writes to mapper output.
• UID_Reducer.java: Aggregate values for each disease and outputs positive cases.
• Sort_Mapper.java: Receive output from previous UID_Mapper-Reducer phase

and shuffle (x, y1) and (x, y2) pair into (x, (y1, y2)) form.
• Sort_Comparator.java: Sorts and reduces the output in descending order.
• Sort_Reducer.java: Swap (x, y) pair into (disease, count) format and produce

output.
• Driver.java: It’s the main driver program for the MapReducer job.

Use case diagrams of the proposed model (which is described in Fig. 3) outlines
the usefulness of a framework utilizing the on-screen characters and use cases. The
actors here are the ‘Users’ and the ‘Admin’ of the system. Login, import dataset,
display data, train dataset etc. are the various use cases.

5 Implementation and Results

Having done intensive analysis, the following results are found out which correspond
to the dataset (which has already been discussed) anatomization using Hadoop.

Detailed description of the outcomes from the implementation results are given in
Figs. 5, 6, 7, 8 and 9. In Fig. 4 genderwise height toweight distribution is represented.
In Fig. 5 to Fig. 9, the number of negative cases is mapped to binary ‘0’ as represented
by blue color and the number of positive cases is mapped to binary ‘1’ as represented
by orange color (corona virus negative signifies as ‘0’, and positive as ‘1’). Figure 5
shows the gender wise count of COVID-19 cases. The graph plotted reflects the
fact that individuals belonging to gender 2 (male) over gender 1(female) are more
prone to fall prey to COVID-19. In Fig. 6 the cholesterol versus count of COVID-
19 cases are presented where ‘type-1’ refers to normal cholesterol, ‘type-2’ refers
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Fig. 3 Use case diagrams of the proposed model

to high cholesterol and ‘type-3’refers to way above normal cholesterol. The graph
plotted clearly depicts the fact that people with above normal and way above normal
cholesterol are highly susceptible to the dangerous COVID-19. Figure 7 presents
the Glucose content of normal (type-1), high (type-2) and very high (type-3) versus
count of COVID-19 cases. The graph depicts that individuals with high or very high
glucose content are more likely to fall prey to dangerous COVID-19. Figure 8, the
graph of smokers versus count of COVID-19 cases gives a clear indication that (type
0) smokers or smokers are at a higher risk than non-smokers (type-1). In the plot of
Fig. 9 asthma patients versus count of COVID-19 cases signifies that type-0 asthma
patients are at a severe risk from COVID-19.

6 Conclusion and Future Scope

In this proposed method, after implementation of the model using Hadoop, HDFS
and detailed analysis of the Healthcare dataset, it is observed that males over females
and people with high glucose, cholesterol, asthma patients, smokers etc. are highly
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Fig. 4 Gender wise height to weight distribution

Fig. 5 Gender wise count of COVID-19 cases

susceptible to the COVID-19. This proposed research has the ability to segregate out
patients with high or very high glucose content, smokers, asthma patients, people
with above normal cholesterol and pay primary attention to them as they’re at a higher
risk of severe illness. This method has the ability to help the Government, authorities
and healthcare units significantly to figure out the associated phenomenon which
adds to the intensity of the dangerous COVID-19 to reduce the number of fatalities.
This is also very much helpful for the healthcare units to make amendments to the
existing database, to take precautionary measures and ensure a better tomorrow. The
nation demands a better tomorrow and this proposed approach is a small step to bring
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Fig. 6 Cholesterol versus count of COVID-19 case for type-1, type-2 and type-3

Fig. 7 Glucose versus count of COVID-19 cases for type-1, type-2 and type-3

back the lost glory. Let the innocent faces smile again and let us all say, “We shall
overcome someday!”
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Fig. 8 Smokers versus count of COVID-19 cases

Fig. 9 Asthma patients versus count of COVID-19 cases
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Computing Photocurrent
in Heterojunction Solar Cell
with Gaussian Diffusion Profile

Purbasha Ray, Swarnav Mukhopadhyay, and Arpan Deyasi

Abstract The Photocurrent and corresponding net current in heterojunction solar
cell is analytically computed considering variable diffusion length approximation,
i.e., it is assumed that all the photogenerated carriers are not susceptible to contribute
current owing to various internal scattering processes. It is also taken into account that
generated minority carriers are function of depletion region widths, i.e., they have
dependence on material properties. Results show variation of photocurrent on device
width and incident wavelength, and are much higher when compared with homo-
junction device with equivalent dimensional configuration. Decrease in photocurrent
with increasing wavelength suggests trapping is taken place through quantum well.
Corresponding net current is computed as a function of leakage current. Findings are
important for calculating figure of merit of the device.

Keywords Photocurrent · Leakage current · Heterojunction · Gaussian diffusion
profile · Incident wavelength · Variable depletion width

1 Introduction

Research on solar cell is a domain of interest now-a-days due to the increased
interest on renewable energy [1, 2] and the societal need. Several reputed articles are
already available on bulk structure [3, 4] and also on homojunction devices [5, 6] for
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computing efficiency of solar cell, whereas less work is carried out on heterojunction
devices. Recent literatures also exhibit works on organic solar cells [7, 8]. However,
in all the works, it is assumed that all the generated photocarriers contribute to the
current flow, i.e., roll of loss and scattering mechanisms are generally ignored. If that
factor is taken into account, then figure of merit of the device will be changed. Since
quantum efficiency of Si heterojunction solar cell is already reported [9, 10] and is
relatively low, so researchers are either looking for alternative materials [11], or for
change of structural layers [12]. Quantum-confined structures are also introduced for
betterment of performance [13].

In order to simultaneously reduce trapping effect and increasing efficiency, hetero-
junction has to be formed, which is considered in this present paper. In this structure,
normally all the carriers can’t take part in transport, and therefore, diffusion length
will not become a constant quantity, rather than it will vary with distance, and will
take Gaussian profile. Incorporating this assumption, we have computed photocur-
rent as a function of incident wavelength and structural parameters. Effect of leakage
current on net current is also estimated. Comparative studywith homojunction speaks
in favor of the present device.

2 Device Structure

Figure 1 shows the schematic structures of both homojunction and heterojunction
devices under considerations, Fig. 1a for homo and Fig. 1b for hetero.

GaAs (p-type)

W1 W2

GaAs (n-type)

GaAs (p-type)

W1 W2

AlGaAs (n-type)

a

b

Fig. 1 a Schematic diagram of homojunction. b Schematic diagram of heterojunction
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Fig. 2 Schematic Gaussian
diffusion profile

W1

μp

σpσn

GaAs

LpLn

μn

Diffusion Length (μm)

Lateral Distance (μm)

AlGaAs

W2

As we applied forward bias on both the structures (i.e. homostructure and
heterostructure) in presence of incident photons, minority carriers will be gener-
ated on both the sides of the depletion region. Minority carriers on p-side (electron)
and n-side (hole) will be drifted towards positive and negative bias respectively.
Due to availability of higher barrier height at GaAs-AlGaAs interface, these carriers
generated inside GaAs region cannot overcome higher barrier height so they cannot
recombine with the holes generated inside AlGaAs region. If the photon energy will
be very high then generated minority carriers on both p and n side obtain enough
kinetic energy to overcome the barrier as thermionic emission though the probability
is very low. That is why net recombination rate in heterostructure solar cell is much
lower than homojunction solar cell. Due to the formation of 2DEG at AlGaAs-GaAs
interface, depletion region inside the GaAs region is much less than the AlGaAs
side. Due to higher bandgap the refractive index of AlGaAs is lower than GaAs so
the depletion region spread more inside the AlGaAs region. Corresponding diffusion
profiles for both the cases are depicted in Fig. 2.

For the present structure, photon energy varies from 0.1 to 10 eV. So the surface
area under which photon fall may have different energy on the different position.
This phenomenon is random in nature. Taking consideration of this energy profile
phenomenon the photon energy is random w.r.t the surface area. Generated electron-
hole pair is also random in nature similar with the energy profile as photon. Diffusion
length is also proportional with the energy of minority carrier so it follows the same
energy profile. So we have modelled the diffusion length as a Gaussian curve with
respect to lateral distance of the device, given in Fig. 2. σmay vary with the depletion
width and doping concentration.
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3 Mathematical Formulation

For mathematical formulation of current equations in heterojunction device, we have
to start with one-dimensional Poisson’s equation for n-side [14, 15]

d2n

dz2
− n − npo

L2
n

+
∫

λ

ψo · e−α1(L1+z) · α2 · e−α2(z−L1)
1

Dn
dλ = 0 (1a)

Similarly we can write for p-side as

d2 p

dz2
− p − pno

L2
p

+
∫

λ

ψo · e−α1(L1+z) · α2 · e−α2(z−L1)
1

Dp
dλ = 0 (1b)

Boundary conditions are given by

dn

dz

∣∣∣∣
z=W2+L

= − Sn
Dn

[
n(W2 + L) − np0

]
(2a)

dp

dz

∣∣∣∣
z=W1+L

= − Sp

Dp
[p(W1 + L) − pn0] (2b)

Solution of Eqs. (1a, 1b) with appropriate boundary conditions gives the carrier
concentration equations [14]

nhetero = A1.e
z
Ln + A2.e

− z
Ln + npo

+
∫

(L2
n · ψo · α2 · e−α1(L1−z) · e−α2·L1

λ

Dn. · (1 − α2
2 · L2

n)
)dz (3a)

phetero = −A3 × e− z
Lp − A4 × e

z
L p + pno

−
∫

(L2
p × ψo × α2 × e−α1(L1+z) × e−α2×L1

λ

Dp × (1 − α2
2 × L2

p)
)dz

(3b)

where ‘L’ is the length of quasi-neutral region [14, 15]. Sn and Sp are the surface
recombination speed.

Solution of Eqs. (1a) and (1b) with appropriate boundary conditions gives the
carrier concentration equations [14, 15]

J phetero = q × Dp. × dphetero
dz

(4a)

Jnhetero = q × Dn. × dnhetero
dz

(4b)
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Therefore, total photocurrent can be obtained as

IL = I nhetero + I phetero (5)

Net current is

Inet = IL + Io.e
(V )/(0.26 × η) (6)

where IL is the total photocurrent, I0 is the leakage current, η is the ideality factor,
and Inet is total current in presence of bias.

Variable diffusion lengths are incorporated in the calculation in flowing manner
[14, 15]

Ln =
(

1

σn × √
2 × π

)
× e

− (z−μAl )
2

2(σn )2 × area (7a)

L p =
(

1

σp × √
2 × π

)
× e

− (z−μGa)
2

2(σp)2 × area (7b)

For homojunction device, equation for n-side is [15]

d2n

dz2
− n − npo

L2
n

+
∫

λ

ψo · e−α(L+z) · α
1

Dn
dλ = 0 (8a)

and for p-side

d2 p

dz2
− p − pno

L2
p

+
∫

λ

ψo · e−α(L+z) · α
1

Dp
dλ = 0 (8b)

Using similar boundary conditions, concentrations are obtained as

nhom o = B1.e
z
Ln + B2.e

− z
Ln + npo

+
∫

(L2
n · ψo · α · e−α(z+L) λ

Dn. · (1 − α2 · L2
n)

)dz (9a)

phom o = −B3.e
− z

L p − B4.e
z
L p + pno

−
∫

(L2
p.ψo.α.e−α(L+z) λ

Dp × (1 − α2 × L2
p)

)dz (9b)

Therefore, equation of current for the homojunction may be put in the similar
format as mentioned for heterojucntion form in Eq. (5).
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4 Results and Discussions

Equations (4a, 4b) and (5) are utilized to compute photocurrent and total current
in heterojunction solar cell. First we have considered the variable diffusion length
effect over photocurrent. Figure 3a shows the variation of photocurrent for different
sets of hole and electron diffusion lengths, whereas net current profile is depicted
in Fig. 3b. From the plot, it is shown that photocurrent decreases with increasing

Fig. 3 a Photocurrent
variation for different
electron and hole diffusion
lengths. b Total current
variation for different
electron and hole diffusion
lengths
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Fig. 4 Comparative study between heterojunction solar cell and homojunction solar cell [16]

distance, which is due to trapping of carriers inside the quantum well. However, net
current increases as usual, represented in Fig. 3b. It may be seen that higher the
diffusion lengths at both the sides, both photocurrent and net current reduce.

Figure 4 depicts the comparative study with homojunction device having same
dimensional configuration under equal applied bias. It is seen from the plot that the
photo-current is higher in hetero-junction solar cell than that of homo-junction solar
cell.

As in hetero-structure there is a quantumwell betweenGaAs (p-side) andAlGaAs
(n-side); so the carriers can accumulate at thewell, whichwill eventually decrease the
threshold voltage of the p-n junction device. Total generated photo-current is more
in hetero-junction than homo-junction, due to increased life time of generated carrier
and also due to availability of quantum energy state the carriers can transit between
the quantum energy state and conduction band with less amount of energy compared
to electron transition from valance band to conduction band in homo-junction.

Next we have calculated photocurrent. Photons that hit the solar cell are either
reflected or transmitted into the cell. Transmitted photons have the potential to give
their energy, hυ to an electron if hυ ≥ Eg, generating an electron-hole pair. In
the depletion region, the drift electric field Edrift , accelerates both electrons and
holes towards their respective n-doped and p-doped regions (right and left, respec-
tively). The resulting current I is called the generated photo-current. In the quasi-
neutral region, the scattering electric field Escatt accelerates holes (electrons) towards
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Fig. 5 Variation of photocurrent with lateral distance for different incident wavelengths

the p-doped (n-doped) region, which gives a scattering photocurrent Iscatt (Iscatt).
Consequently, due to the accumulation of charge, a potential V and a photocur-
rent Iph appear. So as the wavelength increases, energy decreases. As a consequence,
photo-current decreases. This is illustrated in Fig. 5.

Figure 6 shows the variation with device width. For higher width, resistance of the
device decreases, henceforth, current increases. The variation is plotted for small as
well as moderate and large values of width. At a particular value of lateral distance,
slope of the profile changes, this indicates that the effective diffusion takes place
before the range.

Next we have computed the net current in the device. In Fig. 7, effect of net current
is calculated on different leakage currents, whereas in Fig. 8, ideality factor is taken
account.

Leakage current in a solar cell can be considered as undesirable current that is
injected from the electrodes prior to the turn on voltage. Within the operating regime
(0 V to open circuit voltage), leakage current flows opposite to the photocurrent
and thereby reduces the light current. Total net current (I) therefore becomes the
difference of current due to the majority carrier and Total Photocurrent (IL). At lower
light intensity photocurrent increases, which, in turn, makes higher total current. At
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Fig. 6 Variation of
photocurrent with lateral
distance for different device
widths

Fig. 7 Variation of total
current with applied bias for
different leakage currents

this point, leakage current becomes non-negligible, and the Fill-factor decreases and
same for corresponding open circuit voltage (Voc).

The ideality factor (also called the emissivity factor) is a fitting parameter for any
diode. It also measures how the diode follows the ideal diode equation. It is also
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Fig. 8 Variation of total
current with applied bias for
different ideality factors

an indicator for the recombination process inside the diode. Now the solar cells are
large compared to the diode. It affects the fill factor, and henceforth, efficiency of
the solar cell in a reciprocal manner.

Now the solar cells are large compared to the diode. The operation of solar may be
dominated by recombination in the space-charge region.Naturally, for higher ideality
factor, net current decrease, as shown in Fig. 8. The variation is more effective at
higher applied bias.

As shown in the plot, with increase of ideality factor, original diode current due
to the majority carrier will decrease, that will eventually affect the net current of that
cell. For η = 1 the net current is more compared to the value for 1.2 and 1.5.

5 Conclusion

Comparative study reveals that photocurrent is 100 times higher in heterojunction
device than the homojunction one, which indirectly speaks for higher quantum effi-
ciency. Ratio of net current to leakage current is extremely high (~106 times) at
moderate bias, and also depends on device width as well as lateral distance. Gaussian
diffusion profile is considered for simulation purpose, which accounts the internal
losses due to scattering. Sharp decrease of photocurrent is observed with increasing
diffusion lengthwhich speaks in favor of carrier trapping inside quantumwell. Result
speaks in favor of quantum well based heterojunction solar cell for higher electrical
output.
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A Low Energy and Area Efficient
Switching Scheme for a Charge
Redistribution SAR ADC Architecture

Pranati Ghoshal, Chanchal Dey, and Sunit Kumar Sen

Abstract An energy and area efficient switching scheme for a 4-bit charge redis-
tribution switch capacitor (SC) successive approximation register (SAR) analog-
to-digital converter (ADC) is proposed. It is based on conventional binary search
algorithm. The charge redistribution type architecture implemented in the proposed
scheme is fully differential in nature, hence the operation of the two sides is comple-
mentary. The proposed switching technique consumes zero energy in the first and
third comparison cycles. It It is seen that the switching energy saving is as high as
99%. The method thus becomes one of the most energy efficient switching schemes
recently presented by different researchers. Besides such an enormous savings in
energy, it also achieves a 75% reduction in unit capacitance requirements over the
conventional method. The commonmode voltage variations at the comparator inputs
have been studied and it is seen that the same is better than either themodifiedmerged
or hybrid method.

Keywords Symmetric switching · Monotonic switching · Unit capacitor
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1 Introduction

A successive approximation register (SAR) analog to digital converter (ADC) is a
moderate speed ADC, because it needs n conversion cycles to convert an analog
signal to its equivalent n bit digital equivalent. Thus, for such ADCs, time required
for conversion increases with increasing resolution. With feature sizes of CMOS
devices being scaled down, the SAR ADCs are gaining in speed. An SC SAR ADC
basically consists of a comparator, a bootstrap switch, a capacitive DAC architecture
and a SAR logic unit. The capacitor matrix of the DAC is the dominant source of
power consumption. Resetting of the DAC, after all the bits of the ADC have been
determined, is another major contributory factor in the overall energy consumption.

A conventional [1] SAR ADC consumes lot of power, particularly in the first
few conversion steps. The differential inputs are sampled on to the bottom plates on
either side of the capacitor arrays while the top plates of the same are supplied with
half the reference voltage, i.e., Vr . After sampling, the inputs are disconnected from
the DAC block. The MSB capacitor of the top array is charged with Vr while the
other capacitors are connected to ground. The opposite is done for the bottom array.
The output of the second stage will determine whether ‘up’ or ‘down’ transition
would take place. An asymmetrical power consumption takes place in this—the ‘up’
transition consumes CV 2

r , while the ‘down’ transition consumes 5CV 2
r [1]. Thus,

there is an asymmetrical power consumption during the ‘up’ and ‘down’ transitions.
Of late, researchers have taken lots of interests to reduce the power consumption in the
first few conversion steps resulting in its suitability for situations which requires its
continuous use like in environmentalmonitoring and implantable biomedical devices.
Researchers have also ensured that both ‘up’ and ‘down’ transitions consume equal
powers during evaluation of successive bits of an ADC.

A modified merged capacitor switching scheme presented by Sanyal et al. [2]
resulted in a savings of 98.4% in energy and a 4× reduction in total capacitance,while
the merged capacitor switching scheme presented in [3] reduced energy requirement
by 93.4% for a 10 bit ADC. In [4–6], tri-level based energy saving procedure was
adopted resulting in energy savings of 98%, 97.66% and 97.26% respectively. An
asymmetric monotonic switching scheme is proposed in [7] which saves up to 98.5%
energy, but the digital control is complex and it requires an extra comparison cycle
to complete the conversion. An energy efficient hybrid capacitor switching scheme
was proposed in [8] resulting in an energy savings of98.83% in which no energy was
consumed in the first three comparison cycles. Yao et al. [9] proposed a scheme
based on early reset merged capacitor switching algorithm (EMCS) and mono-
tonic capacitor switching to realize 99.6% energy saving and total area reduction
by 93.75%. Osipov et al. [10] presented a novel switching scheme which resulted in
energy savings to the extent of 99.21 and 99.37% for signal-independent and signal-
dependent common mode voltage at the input to the comparator. Ding et al. [11]
presented a technique which resulted in an energy savings of 99.9% and unit capaci-
tance reductionof 75%compared to the conventional scheme.Liu et al. [12] presented
a technique resulting in enhanced linearity and energy efficiency and also introduced
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a novel switching scheme (COSS) requiring less matching requirements of capaci-
tors. In this, a novel output offset cancellation strategy was adopted asynchronously
to reduce non linearity of parasitic capacitances at comparator inputs.

In [13–15], low energy and area efficient switching schemes were presented for
SC SAR ADCs. In [13], the ADC was realized at the cost of multiple references.
A very high energy efficient switching technique for SAR ADCs was presented by
Sanyal et al. [16] which also discussed reduction in common mode voltage swings
at the virtual node by having MSB capacitors starting at ground potential in the first
comparison cycle.

In this paper, a 4-bit new switching technique is presented which achieves a power
savings of 99% and a reduction in unit capacitor requirement by 75%. The proposed
4-bit energy efficient SAR ADC was implemented using a differential architecture
with Vr ,Vcm and Vcm/2, where Vcm is half the reference voltage Vr . Different voltages
are applied at different stages of its implementation. The implemented architecture
consumes zero energy during first and third comparison cycles, leading to a very
high energy efficient design for a SC SAR ADC.

Successive sections deal with previous architectures concerning this paper,
followed by the proposed scheme and its functioning. The next section deals with
comparison of switching energy involving the different methods. Issues concerning
commonmode voltage variations are then discussed. The last section concludes with
the findings of the paper.

2 Previous Architecture

2.1 Modified Merge Method [3]

Amajor part of the switching energy is consumed in the first few comparison cycles
of conversion of the analog signal. This is consumed in the capacitive DACwhich is a
part of the ADC. In the modified merged method, the MSB capacitor of bottom plate
is initially connected to ‘0’ and other capacitors are connected to Vref and only one
capacitor is changed in each cycle, thereby drastically reducing energy consumption
in these steps. Again, voltage across a capacitor is changed from Vref to Vcm first and
then fromVcm to 0, instead of direct transition fromVref to 0. Proceeding in this way,
the scheme can save switching energy by 93.4% for a 10 bit ADC and requirement
of unit capacitors is reduced by 75% compared to the conventional one.

2.2 Hybrid Switching Scheme [8]

It combines two existing switching schemes: viz., tri-level switching and monotonic
switching scheme to reduce even more energy consumption over the conventional.
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Fig. 1 Conventional binary
search algorithm

Tri-level switching scheme is used for the first three switching steps for which the
energy consumption is zero and for the rest of the steps, low energy monotonic
switching scheme is used. Thus, the overall switching energy is reduced by 98.83%
for a 4 bit ADCwhen compared with the conventional architecture. Moreover, it also
achieves a 75% reduction in unit capacitor requirement.

2.3 The Proposed Switching Scheme

Figure 1 shows the conventional binary search algorithm which is followed in this
work for realization of the energy efficient SC SAR ADC.

The flowchart of the implemented scheme is shown in Fig. 2 which is described
below. Analog input voltage is split into Vip and Vin and termed V+ and V- respec-
tively. There are two ways at getting the bits of the ADC. In case, after each compar-
ison, if V+ is greater than V-, the successive bits of the ADC become 1, else they
are all 0’s. The comparison goes on till i attains the value n—the resolution of the
designed ADC.

The charge redistribution type architecture implemented in the proposed scheme
is fully differential in nature, hence the operation of the two sides is complementary.

If considerable switching energy can be saved in the first few cycles—because
it is where majority of power consumption takes place—then a very high energy
efficient SC SAR ADC can be designed. Figure 3 shows such a proposed scheme
for a 4-bit SC SAR ADC. In the sampling phase, the differential inputs are sampled
onto the top plates on either side of the capacitor arrays while the bottom plates are
set to 0,Vcm ,Vcm voltages. That is, the bottom plate of the MSB capacitor (here it
is 2C) is supplied with ground potential, while the other two are connected to Vcm .
Next, the sampling switches are turned off and the first comparison cycle begins. Top
plate sampling ensures that no energy is consumed in the first (which gives theMSB)
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Fig. 2 Flowchart of the
proposed ADC

comparison cycle, unlike the conventional one. After completion of first comparison
cycle, the sequence is changed to [0,Vcm ,Vcm] on the bottom plates of the top array
and [Vcm ,Vr ,Vr ] on the bottom plates of the bottom array. The second comparison
cycle (which gives MSB-1) results in four possibilities: A, B, C or D and shown in
Fig. 3a. The second comparison results in an average power consumption of V 2

r /2.
In the third comparison cycle shown in Fig. 3b and c, the average power consumption
is [0 + 0 + V 2

r /16 + (−V 2
r /16) + (−V 2

r /16) + V 2
r /16 + 0 + 0] = 0. Thus the

total power consumption during third comparison cycle becomes zero. The fourth
comparison cycle gives the final 4 bit pattern which is representative of the analog
input.

The average switching energy for an n-bit conventional SAR ADC with equi-
probable output codes is given by

Eavg,conv =
n∑

i=1

2n+1−2i (2i − 1)C (1)

While energy required for the proposed n-bit ADC, with n ≥ 4, is found to be

Eavg,proposed =
n−2∑

i=2

2n−3−iC (2)
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Fig. 3 Switching scheme for the proposed 4 bit ADC
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Fig. 3 (continued)

3 Comparison of Switching Energies

Average switching energy required for hybrid, modified merged and the proposed
scheme are given in Table 1, while Table 2 shows the energy comparison for the
aforesaid three methods.

Energy comparison for the different methods is shown in Fig. 4. While there is
a power savings of 97.6% in case of hybrid compared to the conventional one, the
same is 95.9% for the modified merged type. The proposed method saves energy to
the extent of 99.5%. In this, the reset energy has not been considered while drawing
the curves.

4 Common Mode Voltage Variation

The common mode voltage variations at the comparator inputs are shown in Fig. 5
for hybrid, modifiedmerge and proposedmethods. The first comparison cycle begins
with theMSB capacitors tied to ground potential. An advantage of such a connection
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Table 1 Average switching energy for proposed, modified merged and hybrid scheme: 4 bit case

Digital value Equivalent value
where 0000 = 0
and 1111 = 1000

Proposed method
CV2

r

Modified merged
(3) CV2

r

Hybrid method (8)
CV2

r

0000 0 6.25 1.5625 1.5625

0001 66.6666 6.25 1.5625 1.5625

0010 133.333 6.25 10.9375 4.6875

0011 200 6.25 10.9375 4.6875

0100 266.667 1.5625 17.1875 1.5625

0101 333.333 1.5625 17.1875 1.5625

0110 400 −1.5625 20.3125 4.6875

0111 466.667 −1.5625 20.3125 4.6875

1000 533.333 −1.5625 20.3125 4.6875

1001 600 −1.5625 20.3125 4.6875

1010 666.667 1.5625 17.1875 1.5625

1011 733.333 1.5625 17.1875 1.5625

1100 800 6.25 10.9375 4.6875

1101 866.667 6.25 10.9375 4.6875

1110 933.332 6.25 1.5625 1.5625

1111 1000 6.25 1.5625 1.5625

Table 2 Energy comparison
for different methods: 4 bit
case

Switching
techniques

Energy
consumed
by different

methods V2
r

Energy
saving
(%)

Total no. of
capacitors

Conventional 49 Reference 2nCu

Modified Merge
[3]

2 95.9 2n−1Cu

Hybrid Capacitor
[8]

1 98 2n−2Cu

Proposed 0.50 99 2n−1Cu

is the reduction in common mode voltage swing at the virtual node [16]. In the
proposed scheme, the common mode voltage at the virtual node begins at around
0.26 Vref,, then has a zero swing for a considerable portion and then settles at around
0.55 Vref. This variation is better than either modified merged method or hybrid
method and is evident from the figure. The reduced common mode voltage results
in reduced non-linearities associated with signal dependent offset, particularly for
cases where a fully differential comparator is not used.
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Fig. 4 Energy Comparison between hybrid, modified merged and proposed method for a 4 bit case

Fig. 5 Common mode voltage variation between hybrid, modified merged and proposed method

5 Conclusion

Ahighly energy efficient switching schemewhich saves 99% energy compared to the
conventional switching scheme is presented for a 4 bit ADC. Besides saving enor-
mously on power, it also achieves a 4× reduction in total capacitance employed in the
digital to analog converter compared to the conventional DAC. The presented scheme
employs voltages Vr , Vcm and Vcm/2 at different stages during implementation of
the SAR ADC. The first and third comparison cycles consume zero power, while
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the second cycle consumes only V 2
r /2, making it one of the most energy efficient

switching schemes among the existing ones.
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Abstract In recent years, the high resolution, day and night and weather indepen-
dent images provided by the Synthetic Aperture Radar (SAR) are widely used for
various important remote sensing applications like land cover classification, crop
classification, etc. These images are inherently corrupted with multiplicative speckle
noise due to coherent nature of SAR which significantly influences the performance
efficiencies of the classification algorithms and enhances their error rates. Tomitigate
this drawback, many authors have proposed various frequency domain or wavelet
domain or spatial domain based non-adaptive or adaptive despeckling filters. In this
work, we have performed a comprehensive review of the filtering strategies of the
one of most popular existing despeckling filter, Lee filter and its improved variants
which were proposed over the years in chronological order and have also highlighted
their respective strengths and limitations.Wehave concluded ourwork by performing
comparative qualitative and quantitative analyses of the outputs obtained by applying
these filters on different sets of SAR and Polarimetric SAR images and have listed
down the unexplored challenges in this field which are yet to be solved.
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1 Introduction

SAR usually provides 2D or 3D or multidimensional images of objects like land-
scapes which enable one to extract qualitative and quantitative information required
for performing urban classification [1, 2], crop classification [3, 4], oil spill detection
[5, 6] and several other crucial remote sensing applications.

SAR images are gray scale images which provide information regarding the
texture, moisture content, orientation, etc. of the target regions. In these images,
pixels possessing different shades of gray represent areas having different textures
andmoisture contents. For e.g. Smooth surfaces (like calmwater bodies, flooded soil,
etc.) are mostly represented by dark pixels in SAR images whereas rough surfaces
(like dry soil, trees, tropical rain forests, etc.) mostly appear as bright pixels in SAR
images. Backscattering coefficients of the regions which are neither too rough nor
too smooth are represented by intermediate shades of gray. The day and night and
weather independent nature of SAR images have significantly increased their use in
performing several classification tasks. Although SAR images provide information
regarding texture, orientation and moisture content of target regions of images but
they do not provide any color information.

As classification of images are mostly performed using either shallow neural
networks or deep neural networks which are designed to artificially replicate the
behavior of human cognitive system, color information plays a very crucial role
in performing image classifications as it is most sensitive to human vision system
compared to other types of information.

To solve these limitations of SAR images, Polarimetric SAR (POLSAR) images
are nowadayswidely used for performing image classifications. These images besides
providing information regarding the orientation, moisture content and texture of
the target regions also provide color information. SAR provides POLSAR images
by exploiting its polarimetry property. These images comprise of pixels possessing
different intensities and colors which represent different polarizations of radar waves
reflected by varied objects.

Both SAR and POLSAR images are inherently corrupted with multiplicative
speckle noise which appears as undesirable patterns on these images and signif-
icantly influences their pixels’ intensities. Hence, performing classification using
information extracted from such noise-corrupted images without any pre-processing
often gives erroneous results.

To mitigate these drawbacks, many authors have proposed several despeckling
filters to suppress speckle noise present in images. Out of those existing filters, Lee
filter [7] is one of the most popular despeckling filters proposed till date. Various
improved versions of Lee filter [8–14] have also been proposed over these years.

In this work, we have performed a comprehensive review of the methodologies
of the Lee filter and its improved variants in chronological order to show how
their filtering strategies have evolved over the years and highlighted their respec-
tive strengths and limitations. Here, we have also conducted comparative qualitative
and quantitative analyses of the outputs obtained by despeckling SAR and POLSAR
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images obtained fromdifferent sources using these filters. Finally, we have concluded
this survey by listing down the challenges in this field which are yet to be solved.

The rest of the work is organized as: Sect. 2. Speckle Noise, Sect. 3. Lee filter and
its proposed variants, Sect. 4. Qualitative and quantitative results, Sect. 5. Existing
challenges and Sect. 6. Conclusion.

2 Speckle Noise

Speckle noise arises in SAR and POLSAR images mainly due to the presence of
many randomly distributed elemental scatters within resolution cells. The coherent
sum of these scattered signals results in strong fluctuations of the backscattering
within resolution cells. They add either constructively or destructively depending
upon the relative phase of each scattered waveform leading to the occurrence of
black and white dots on images which are referred to as the speckle noise.

Although speckle is commonly termed as ‘noise’ but unlike other noises which
mostly arise due to the undesired modification of input signals, speckle is a signal
itself which fluctuates mainly due to the strong variations of the scatters within
resolution cells. It is highly sensitive to the variations of the scatters in resolution
cells.

Mathematically, an image corrupted with multiplicative speckle noise is repre-
sented as follows:

I (i, j) = R(i, j)η(i, j) (1)

where, I (i, j) and R(i, j) represent the intensities of noisy and noise-free images at
pixel position (i, j) and η(i, j) signifies the speckle noise present at that position.

3 Lee Filter and Its Proposed Variants

In this section, we have conducted a detailed survey on Lee filter and its improved
variants in chronological order to enable the researchers understand how the filtering
strategy of the traditional Lee filter [7] has evolved over the years.

An ideal despeckling filter should perform noise suppression in both the heteroge-
neous as well as the homogeneous regions of images accurately and preserve edges,
isolated points, and manmade structures satisfactorily. While conducting this survey,
we have observed that although some of the shortcomings of the traditional Lee filter
have been solved over the years but pointed out that some challenges are still unex-
plored. That is why to introduce the researchers with those unexplored challenges,
here we have highlighted the limitations of each proposed version of the Lee filter
and listed down the existing challenges which should be explored in future.
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3.1 Lee Filter [1980]

This filter is capable of suppressing both multiplicative as well as additive noises. It
performs noise removal of each center pixel, I (i, j) in accordance to the mean and
variance values derived from its local statistics (characteristics of the neighboring
pixels lying in the local window) centered at I(i, j). Unlike most of the filters which
process pixels in sequential order, Lee filter supports parallel processing of pixels.
It performs noise suppression using the fundamentals of minimum mean square
estimator (MMSE) in its simplest form. Mathematically, the filtering operation of
the Lee filter is explained as follows:

R
∧

(i, j) =−
I (i, j) + W (i, j)(

−
I (i, j) − I (i, j)) (2)

where,

W (i. j) = 1 − Cv

CI

R
∧

=Estimated filtered image, CV = σv
−
v
=Variance coefficient of noisy image with

standard deviation,σV , CI = σI
−
I
= Variance coefficient of noise-free image with

standard deviation, σI .

The local mean value,
−
I (i, j) needed for filtering the center pixel, I(i, j) located

at pixel position (i, j) of a local window of size (2m + 1) × (2n + 1) is computed as
follows:

−
I (i, j) = 1

(2n + 1)(2m + 1)

n+i∑

k=i−n

m+ j∑

l= j−m

I (k, l) (3)

:

Strength
• This filter supports parallel processing of pixels which facilitates its direct

implementation in various real-time applications.

Limitation:

• As this filter performs noise suppression in the homogeneous aswell as the hetero-
geneous regions of images identically, it often leads to undesired blurring of edges,
target points and man-made structures.
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3.2 Lee Sigma Filter [1983]

Like Lee filter, this filter too performs noise removal from images using MMSE
as stated in (2) but in a slightly different way. It derives the mean and variance
values needed for filtering each center pixel considering the local mean and vari-
ance values of neighboring pixels which lie within its two-sigma neighborhood
[I (i, j) − 2σV , I (i, j) + 2σV ] only instead of considering the mean and variance of
all the neighboring pixels as proposed in [7] assuming the noise values in images
are Gaussian distributed. They have proved that in the presence of Gaussian noise,
95.5% of the neighboring pixels which possess similar properties with that of the
center pixel fall within the two-sigma range while other pixels belonging to different

population fall outside the range. Mathematically,
−
I (i, j) is calculated in [8] using

the following equation:

−
I (i, j) =

n+i∑

k=i−n

m+ j∑

l= j−m

I (k, l)δ(k, l)/
n+i∑

k=i−n

m+ j∑

l= j−m

δ(k, l) (4)

where,

δ(k, l) = 1, i f I(i, j) − 2σV ≤ I(k, l) ≤ I(i, j) + 2σV = 0, otherwise

Although the use of the two-sigma neighborhood concept has improved the edge-
preservation capacity of this filter compared to theLee filter but the use of this concept
disables this filter to suppress sharp spot noise present in images effectively as this
type of noise mostly corrupts a cluster of one or two adjoining pixels.

To mitigate this drawback, the authors in [8] have introduced an additional step in
their proposed filtering algorithm to determine the total number of pixels (M) lying
within the two-sigma neighborhood range.

−
I (i, j) = two-sigma average, if M > K.
−
I (i, j)= immediate neighbor average, if M ≤ K.
Although the introduction of this additional step has enabled this filter to suppress

sharp spot noise to some extent but selecting an optimum value of the threshold (K)

is a very challenging task as it plays a significant role in determining the filter’s
performance efficiency.

The authors have manually set the value of K lesser than 4 for a local window of
7 × 7 dimension and lesser than 3 for a local window of 5 × 5 dimension.

Strength:

• This filter is designed to preserve edges of images much more effectively
compared to the traditional Lee filter [7] as it performs filtering of pixels, consid-
ering only the mean and variance values of the selected neighboring pixels which
possess almost similar properties.
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Limitations:

• This filter performs noise removal assuming that the noise values are always
Gaussian-distributed but in reality it is not so as the speckle noisemostly possesses
Rayleigh and negative probability density functions which lead to the introduction
of a bias in the filtered data.

• This filter performs over-smoothing of target points.
• Manual selection of the threshold (K ) often leads to undesired blurring of edges

and erroneous noise suppression.
• Isolated dark pixels are not filtered effectively.

3.3 Enhanced Lee Filter [1990]

Ideally, the pixels belonging to the homogenous and heterogeneous regions of
images should be filtered differently in order to achieve better noise suppression
and edge-preservation as the properties of the pixels belonging to homogeneous and
heterogeneous regions of images vastly differ from one another.

Neither the Lee filter [7] nor the Lee Sigma filter [8] were designed considering
this logic which is the main cause behind the undesired blurring of edges occurring
in the outputs obtained from these filters.

Enhanced Lee filter [9] is designed incorporating this logic which has enabled it
to filter pixels belonging to the homogenous and heterogeneous regions differently.

Mathematically, the noise suppression technique of this filter is described as
follows:

R
∧

(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

−
I (i, j)i f CI ≤ CV (homogenousregion)

−
I (i, j) + W (i, j)(

−
I (i, j) − I (i, j)i f CV < CI < Cmax (heterogenousregion)

I (i, j)i f CI ≤ Cmax (I solatedpointsor Edges)

. (5)

Where,

W (i, j) = exp

(−Kdamp(CI − CV )

Cmax − CI

)

Kdamp and Cmax represent damping coefficient and the maximum value of the
variance coefficient of noise-affected image respectively.

Strengths:

• This filter suppresses noise present in homogenous and heterogeneous regions of
images efficiently and preserves image details present in heterogeneous regions
of images much more effectively compared to the Lee filter and Lee Sigma filter.

• It also efficiently preserves isolated points present in images.
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Limitation:

• This filter often cannot satisfactorily suppress spot noise present in images as it
often erroneously classifies spot noise as target points.

3.4 Improved Lee Sigma Filter [2009]

The filter performs noisy removal similarly as proposed in the Lee Sigma filter [8]
but using redefined sigma ranges. It addresses most of the shortcomings of the Lee
Sigma filter and provides solutions for each of them as discussed below:

• Lee Sigma filter performs noise removal considering the noise values are always
Gaussian-distributed and the mean is always equal to the value of the center pixel
in a local window which results in the introduction of bias in the filtered data as
the noise values in reality are mostly Rayleigh distributed. Moreover, the means
of the noise probability density functions are not equal to the center pixels’ values.
ImprovedLeeSigmafilter solves this shortcoming by computing the refined sigma
ranges where is the unique mean which is computed independently
for each local window using a simple integration based approach.I(i, j).

• The authors in [10] have also experimentally proved that filtering dark spot noise
similarly as proposed in the Lee Sigma filter but using the computed mean,

instead of
−
I (i, j) have also enabled this filter to suppress the dark spot noise

much more effectively compared to the Lee Sigma filter.
• In [10], the authors have also proposed a novel target preservation approach to

preserve the target points present in SAR images based on their observation that
the backscattered signals obtained from the target points are mostly dominated by
a small number of strong scatters. Hence, the target points are usually represented
by clusters of large number of bright pixels. The authors assumed that if in any
localwindow there aremore thanTk (threshold) number of pixelswhose intensities
are greater than 98th percentile (Z98) of the intensities of all pixels belonging to
that image, then those pixels are considered to be belonging to the target points
and are preserved without any processing.

The pseudo-code of the filtering operation of the Improved Lee Sigma filter is
given in Fig. 1.

In [10], the authors have empirically chosen the range of Tk to be [5, 7].

Fig. 1 Pseudo-code of the filtering operation performed by the Improved Lee Sigma Filter
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Strengths:

• This filter preserves target points and suppresses dark spot noise present in images
much more effectively compared to the Lee Sigma filter.

• This filter facilitates the evaluation of unique sigma range for each local window
in accordance to the probability density function of the noise distribution within
that window. This eliminates any chances of the introduction of bias in the filtered
data.

Limitation:

• This filter cannot preserve target points comprising of pixels lesser than Tk

efficiently.

3.5 Fast Non-local Lee Filter [2011] and Non-local Lee Filter
[2013]

The authors in [11, 12] have proposed hybrid filters by combining the structure
similarity property of theNon-LocalMeans filter [13] and the homogenous similarity
property of the Lee filter.

Non-Local Means filter efficiently suppresses additive noise present in the
structurally similar regions of images using a weighted averaging operator.

In traditional Non-Local Means filter [13], structural similarity among different
image patches are detected by measuring the Euclidean distances among them. In
[12], the authors have improved the structural similarity detection procedure by
replacing the Euclidean distance metric by a new distance metric which can be
approximated as a Chi square distribution with n×n degrees of freedom. The use of
this new distance metric facilitates the formation of a collection, Si of similar patches
whose size is generally much larger compared to the size of patches.

In order to preserve target points and the homogeneous regions of images accu-
rately, the authors in [11] have proposed a new filtering approach by substitution
the weighted average filtering operation of the Non-Local Means filter [13] with
the MMSE based filtering operation of the Lee filter. Mathematically, the filtering
operation of the Fast Non-Local Lee filter is explained as follows:

Ri

∧

= −
Si + (D(Si ) − −

S
2

i σ
2
s )

(1 + σ 2
s )

(Ii−
−
Si ) (6)

where,
−
Si is the average of the set, Si and D(Si) is the variance of the set, Si.

The authors in [11] have also proposed a direction projection method for
performing point target preservation.
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The main difference between the filters proposed in [11, 12] is that unlike [11],
the authors in [12] have used Lee filter in distributive manner to perform filtering of
pixels.

Strengths:

• The use of new distance metric and direction projection method in [11, 12]
has decreased their computational complexities by ten folds compared to the
traditional Non-Local Means filter [13].

• The use of both the structural similarity property of theNon-LocalMeans filter and
the homogeneity property of the Lee filter in the proposed Non-Local Lee filters
has enabled them to perform speckle noise suppression and edge preservation
efficiently.

Limitation:

• These filters do not comprise of any additional measure to filter the dark spot
noise present in images.

3.6 Refined Lee Filter [2015]

This filter performs speckle noise removal similarly as stated in (2) but instead of
considering the mean and variance values of all pixels located within a local window,
the authors in [14] have performed filtering of pixels considering the mean and
variance values of only the ′k ′ number of pixels locatedwithin a K×K neighborhood.
They have used K-Nearest Neighborhood (KNN) algorithm for selecting these ′k ′
pixels. KNN performs classification based on the assumption that similar data points
should be located in close proximity and it selects ′k ′ nearest neighbors of any sample
data point using the Euclidean distance metric. In [14], also KNN selects ′k ′ nearest
neighbors of each center pixel using the Euclidean distance metric assuming the
properties of those pixels are similar to that of I (i, j).

Strength:

• The authors have experimentally proved that this filter can perform noise suppres-
sion and edge-preservation much more efficiency compared to the Lee filter when
filtering is performed considering the mean and variance values of 6 nearest
neighbors out of 9 neighbors located within a 3 × 3 neighborhood.

Limitations:

• KNNalgorithmbeing a supervised classification algorithm requires a proper set of
labeled data for training andvalidating the neural network designed for performing
the selection of ′k ′ number of nearest neighbors. Preparing such a set of labeled
data in this case is very challenging.
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Table 1 Qualitative analysis of SAR images

No SAR image Lee filter [7]  Lee Sigma filter [8] Enhanced Lee filter [9]  Refined Lee filter [14] 

1 

2 

3 

4 

• Optimum selection of the local window size and the value of ′k ′ depending upon
the distribution of noise in images in order to achieve desired performance of the
filter are also very challenging.

4 Qualitative and Quantitative Results

In this section, we have performed comparative analyses of the qualitative and quan-
titative results obtained by applying the filters proposed in [7–9, 14] on SAR and
POLSAR images given in Tables 1, 2, 3 and 4. SAR images are acquired from freely
available sources in the internet whereas POLSAR images, Image 1 is acquired from
ISRO SAC and other POLSAR images (Image 2–Image 4) in Table 4.

For performing quantitative analyses, here we have chosen two quantitative
parameters namely Edge preservation Index (EPI) [15] and Equivalent Number of
Looks (ENL) [14]. These parameters measure edge-preservation and noise suppres-
sion capabilities of the filters respectively. Higher values of both these parameters
suggest better results.

5 Existing Challenges

• While performing this survey, we have noticed that the size of the local window
plays a very significant role in determining the filter’s performance efficiency.
Hence, proper selection of the size of the local window in accordance to the
image’s characteristics is very essential in order to achieve desired results. But
neither Lee filter nor its’ proposed variants were designed focusing on this aspect.

• The filters proposed in [7–12, 14] have used many thresholds for e.g. K [8], Tk
[10], k [14], etc. at different stages of their proposed filtering algorithms to achieve
better results. They have mostly set the values of these thresholds empirically, but
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Table 3 Qualitative analysis of POLSAR images

No POLSAR image Lee filter [7]  Lee Sigma filter [8] Enhanced Lee filter [9]  Refined Lee filter [14] 

1 

2 

3 

4 

Table 4 Quantitative analysis of POLSAR images given in Table 3

Filter Image 1 Image 2 Image 3 Image 4

EPI ENL EPI ENL EPI ENL EPI ENL

Lee filter [7] 0.3564 14.610 0.3248 6.2575 0.3486 7.801 0.3576 6.5106

Lee sigma
filter [8]

0.3606 6.654 0.3396 7.5591 0.4096 10.098 0.3964 6.9642

Enhanced lee
filter [9]

0.3359 17.817 0.3359 5.8413 0.3524 7.1521 0.3846 6.1310

Refined lee
filter [14]

0.3569 12.510 0.3216 6.5063 0.3421 6.8033 0.3442 6.8883

none of them proposed any technique which facilitates the automatic selection of
these thresholds in accordance to the image characteristics.

6 Conclusion

In this paper, we have shown how the filtering strategy of the Lee filter has been
evolved over the years. The qualitative and quantitative results obtained by applying
the Lee filter and its proposed variants on both SAR and POLSAR images also
depict that none of the filter gives good results consistently. Hence, there are several
challenges in this field which are yet to be solved in order to acquire desired results.
We have concluded our work by listing those challenges to encourage the researchers
to propose optimum solutions to these challenges in future.

Acknowledgements This work is a part of the Research project titled, “Neuro-Fuzzy
Synergism based POLSAR Image Classification” funded by ISRO Respond Program (No.
ISRO/RES/4/673/19-20).
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Design and Optimization of Single
Junction GaSb Solar Cell for Maximum
Utilization of IR Solar Spectrum

Bubai Maji and Rik Chattopadhyay

Abstract We report the design and optimization of a n-GaSb/p-GaSb single-
junction solar cell using the computer device simulator software (SILVACOATLAS).
The main objective of this paper is to optimize a single junction solar cell for
maximumefficiency because of its low fabrication cost.We optimized the cell param-
eters such as thickness and doping concentration and to define the optimum values
which allow us to reach the maximum conversion efficiency. We report a maximum
conversion electrical efficiency up to 29.45% of the optimized cell under the 1.5G
solar spectrum with Si substrate. The novelty of the designed cell is that it absorbed
wide infrared spectrumwhich gives more number of carries to obtain better electrical
efficiency.

Keywords Optimum solar cell structure · Thickness · Doping concentration ·
Efficiency

1 Introduction

Solar cell emerged as an alternative solution of green energy production reducing the
environmental pollution created in conventional energy harvesting. The use of solar
cells is still not widespread because of their low efficiency. Basically sunlight is an
electromagnetic radiation which is divided in three spectrum i.e. ultraviolet, visible
and infrared spectrum. In available commercial solar cells only the visible and half
of the infrared spectrum is used [1]. The main advantage of using low bandgap
material is to increase absorption of infrared spectrum. This means solar cell will
absorb more number of photons from the infrared region of solar spectrum. First,
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GaAs-GaSb tandem solar cell were fabricated in 1989 [2]. Single-junction solar cell
is relatively low cost and easily design as compare to multi-junction cell. In multi-
junction solar cell defects may occur due to lattice mismatch of different materials
deposited as different layers. Therefore one must choose different materials based
on their lattice parameters. This increases the fabrication cost and also reduces the
choice of materials in multi-junction solar cell [3]. In this work we try to improve the
structure of a narrow bandgap Gallium Antimonide (GaSb) single junction solar cell
which is mechanically stacked between InGap/GaSb-GaSb/Si for higher efficiency.
Bandgap of GaSb is relatively smaller than silicon and other popular semiconductors
used in solar cell. Due to smaller direct bandgap (0.72 eV), absorption coefficient of
GaSb is very low. So active layer of the GaSb cell required to be relatively thicker
[3]. Due to the narrow bandgap (0.72 eV) GaSb solar cell can absorb most of the
solar spectrum (up to 1700 nm). Higher bandgap Indium Gallium Phosphide is (In
0.49Ga0.51 P) deposited as a window layer on the top of cell and Silicon as a substrate
at the back of the cell. Finally, we optimized the cell thickness and doping concentra-
tion and found the maximum electrical efficiency around 29.45% with short circuit
current (Jsc) of 38.99 mA/cm2 and open circuit voltage (Voc) of 0.867, fill factor
of 87.08%. The maximum solar conversion efficiency is around 33.7% for a single
junction photovoltaic cell. Current commercial single junction solar technology have
maximum efficiency of about 25% [4].

2 Theoretical Background

A solar cell is a P-N junction diode under the light illumination with a very large
surface area. When solar radiation is absorbed in a P-N junction diode electron-hole
pair generates a photo current. In a P-N junction diode basically two types of current
components are present, one is photon induced current and another is dark current.
Figure 1 shows the effect of light on the I–V curve of the diode. The I–V curve shifts
downward in the current voltage axis when light is incident on the cell.

From the Fig. 1 we can also calculate the value of fill factor that indicates the cell
performance. Better values of fill factor gives more conversion efficiency.

The efficiency of the solar cell can be written as [3, 5],

η =
(
Pm
PIn

)
=

[
Voc ∗ I sc

PIn

]
× 100% =

[
Vm ∗ Im

PIn

]
× 100% (1)

Here, Pin = input optical power or solar radiation power.
Pm = maximum power.
And, Vm = maximum voltage at maximum power.
Im = maximum current at maximum power.
Voc = open circuit voltage.
Isc = short circuit current.
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Fig. 1 Downward shifting of dark I–V curve a when light shines on a P-N junction b illuminated
I–V curve

Equation (1) shows that higher current density (Jsc) gives high electrical efficiency
of the cell. So, here we have used lower bandgap GaSb (0.72 eV) material so that
it can absorb maximum range of IR spectrum which gives more number of carrier
in depletion region of P-N junction. In this way short circuit current is increased in
solar cell.

3 Results and Discussion

Figure 2 shows the simulated optimized structure of InGaP/GaSb-GaSb/Si. Indium
gallium Phosphide (InGaP) is used at the top of the solar cell. It acts as a window
layer of the solar cell to minimize the reflection of solar radiation. Lesser reflection
from top surface ensures more photons to be entered in the active region and thus
enhances the performance of the solar cell [6]. Si layer is used as substrate layer. It
shows better perform than GaSb substrate, because some electrons of substrate layer
are back reflected to the active layers due to higher potential difference between Si
and GaSb.

3.1 Effect of Layer Thickness on Cell Performance

The window layer plays a very important role in the solar cell performance. Figure 3
shows the variation of cell performance with the thickness of different layers in the
designed solar cell.
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Fig. 2 Simulated structure of InGaP/GaSb-GaSb/Si

Fig. 3 Effect of thickness on cell efficiency: awindow layer (InGaP) bGaSb-emitter layer cGaSb-
base layer d Si- substrate layer

At first, In0.49 Ga0.51 P window layer thickness is varied from 30 nm to 90 nm
(Fig. 3a). The maximum electrical efficiency is found for a window thickness of
60 nm. The photons having higher energy than material bandgap can get absorbed
by window layer. Thus photons with lower energy cannot create electron-hole pairs
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and will decrease the cell performance. So decrease in the thickness value of window
layer increases the cell efficiency up to 28.67%Fig. 3a for 60 nm thickness ofwindow
layer.

The GaSb layer is a part of the active layer of the solar cell. The thickness of GaSb
emitter layer is varied from 300 nm to 900 nm and consequently cell performance
also varies which is shown in Fig. 3b. The cell performance increases with increase
in the thickness up to 0.8 µm and starts decreasing afterwords. Saturation current
density is a function of emitter thickness [7]. The increase in emitter thickness leads
to increment in current density as well as efficiency. Increment of emitter thickness
beyond 0.8µm reduces electrical efficiency of this cell due to increase in series
resistance. Optimum efficiency is obtained up to 28.72% (Fig. 3b).

The GaSb base layer play the role of an absorber layer in this solar cell. As
the thickness value of base layer increases the cell efficiency also increases for the
optimum value of 3.8µm (Fig. 3c).When the thickness of GaSb base layer decreases
some of the generated carriers recombine near the back contact through the substrate
layer. As the layer thickness increases above the optimum value the carries also
recombine because of large depth length. Maximum electrical conversion is found
as 28.77% for the 3.8 µm thickness value (Fig. 3c).

After that, the thickness of substrate layer had been varied from 200 nm to
600 nm. We note that cell performance remains relatively constant around 28.79%
with variation of substrate thickness as shown in Fig. 3d.

3.2 Effect of Layer Doping Concentration on Cell
Performance

In this solar cellmodule, n-In0.49Ga51Pwork as a transparent conductive oxide (TCO)
layer. The donar doping concentration of this layer must be high to increase concen-
tration of carriers due to reduced reflection of solar radiation. Doping concentration
value is varied from 8 × 1016/cm3 to 8 × 1021/cm3 and other parameters are kept
constant.

As the In0.49Ga51P layer doping concentration increases the electrical conversion
efficiency also increases up to 8 × 1020/cm3 and beyond this concentration effi-
ciency again decreases as shown in Fig. 4a. As doping concentration increases the
conductivity increases and aswell as themobility of charge carriers increases. Higher
conductivity reduces the resistivity. So, higher concentration increases all electrical
parameters. So higher doping concentration gives us better efficiency and it reaches
of 28.79% with optimum value of doping concentration of 8 × 1020/cm3 as shown
in Fig. 4a.

After that, we varied the donor impurity of emitter layer from 2 × 1018/cm3 to
2 × 1021/cm3. Figure 4b shows that efficiency increases up to 2 ×10 19/cm3, after
that it reduces the cell performance, because increment in the GaSb emitter layer
doping concentration reduces the potential barrier in the active layer, which allows
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Fig. 4 Effect of doping concentration on performance: a InGaPwindow layer bGaSb-emitter layer
c GaSb-base layer d Si-substrate layer

an enlargement of the space-charge region, which in turn reduces the short circuit
current.

Improving n-GaSb layer doping actually reduce the sheet resistance and enhance
conductivity or fill factor. So, Increase in the GaSb layer doping improves the collec-
tion of photo generated carriers and consequently increases the conversion effi-
ciency. The maximum efficiency is obtained up to 28.82% for the optimum doping
concentration of 2 × 1019/cm3 as shown in the Fig. 4b.

The significant variation in the cell efficiency is observed by varying the acceptor
doping concentration of GaSb base layer. The doping concentration varied from 1 ×
1019/cm3 to 1 × 1022/cm3 and other parameters are kept constant. Figure 4c shows
that as the acceptor doping concentration of GaSb base layer increases the short
circuit current increment becomes less because of electron losses due majority of
holes. The increment of doping concentration of absorption layer also reduces the
dark current or reverse saturation current [6]. Further increment is not possible as it
leads to saturation in Voc. Finally, 28.87% maximum efficiency is obtained for the
concentration of 1 × 1021/cm3 (Fig. 4c).

Finally, we varied the doping concentration of silicon substrate layer from 1
×1018/cm3 to 1 ×1022/cm3. Figure 4d shows how cell performance improves with
changing doping concentration of silicon substrate layer. Basically use of higher
potential or higher concentration substrate makes electron get back to the active
layer and in this way surface recombination reduced and the short circuit current
as well to the efficiency increases. We find optimum doping concentration of 1 ×
1021/cm3 for maximum electrical conversion efficiency of 29.45%.
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3.3 Characteristics Curve

Figure 5 shows is the I–Vcharacteristics of this optimized solar cellwith donar doping
concentration of 2 × 1019/cm3 and acceptor doping concentration of 1021/cm3. I–V
curve is the most important curve in solar cell. From this curve we find the value of
fill factor and we observed the performance of solar cell.

From the I–V curve (Fig. 5) the value of open circuit voltage comes out as 0.867 V
which is defined by x-axis and it is the maximum output voltage of this solar cell.
The y-axis shows the short circuit current is 38.99 mA/cm2, which is the maximum
output current from the solar cell.

Table 1 shows that in the GaSb solar cell with silicon substrate gives 4.13% better
performance than GaSb substrate.

Fig. 5 I–V curve of simulated solar cell

Table 1 Simulated result of different substrate materials

Optimized solar cell n-InGaP/n-GaSb/p-GaSb/p-GaSb n-InGaP/n-GaSb/p-GaSb/p-Si

Voc (V) 0.85 0.867

Jsc(mA/cm2) 38.80 mA/cm2 38.99 mA/cm2

FF (%) 85.45 87.08

Efficiency (%) 28.18 29.45
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4 Conclusion

The main focus of this work is to introduce an extensive performance analysis due to
thickness and doping concentration of GaSb single junction solar cell. Simulation of
GaSb solar cell structure was performed using computer device simulator software.
The performance of GaSb solar cell is troubled by the back surface recombination,
but it possible to minimize by adding a Si layer as a substrate layer. The conver-
sion efficiency reached up to 29.45%. The addition of Si layer enhances the carrier
collection which contributes in improving the performance due to higher quantum
efficiency. Therefore, the doping concentration, thickness of different layers and
recombination rate were upgraded and highest cell efficiency was obtained with the
optimized value of thickness and doping concentration.

Acknowledgements The authors would like to acknowledge Prof. P. Chakraborty, Director, IIEST
and Dept. of E&TCE, IIEST.
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A Comprehensive Review of Median
Filter, Hybrid Median Filter and Their
Proposed Variants

Sriparna Banerjee, Sheli Sinha Chaudhuri, Raghav Mehra,
and Arundhati Misra

Abstract During the last fewdecades, the high resolution, day and night andweather
independent images provided by the Synthetic Aperture Radar (SAR) have been
widely used for various important remote sensing applications like land cover clas-
sification, oil spill detection, etc. The coherent nature of SAR inherently corrupts
the images provided by it with multiplicative speckle noise which significantly influ-
ences the performance efficiencies of the classification and detection algorithms and
thereby enhances their error rates. To overcome these limitations, many authors have
proposed various frequency domain or wavelet domain or spatial domain based non-
adaptive or adaptive despeckling filters. In this work, we have performed a compre-
hensive review of the filtering strategies of some of the most popular despeckling
filters likeMedian filter, HybridMedian Filter and their proposed variants in chrono-
logical order to show how their filtering strategies have evolved over the years. Here
we have also highlighted the strengths and limitations of each filter and performed
comparative qualitative and quantitative analyses of the outputs obtained by applying
these filters on different sets of SAR and Polarimetric SAR (POLSAR) images.
Finally, we have concluded our work by listing down the unexplored challenges in
this field which went unnoticed while deigning these filters.

Keywords Median filter · Hybrid median filter · Proposed variants · Survey
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1 Introduction

SAR provides 2D or multidimensional images of target areas like landscapes which
enable one to extract suitable qualitative and quantitative information required for
performing urban classification [1, 2], crop classification [3, 4], etc.

SAR images are usually displayed as gray scale images where target areas
possessing different texture and moisture contents are marked with different shades
of gray. For e.g. Target areas possessing smooth surfaces (like calm water bodies,
flooded soil, etc.) aremostly represented by dark pixels in SAR imageswhereas target
areas possessing rough surfaces (like dry soil, trees, tropical rain forests, etc.) are
mostly represented by bright pixels. Backscattering coefficients of areas which are
neither too rough nor too smooth are represented by intermediate shades of gray [5].
The day and night and weather independent nature of images provided by SAR have
significantly increased their popularity in performing several classification tasks.

SAR images undoubtedly provide crucial information regarding texture, moisture
content, etc. of target regions but they do not give any color information.

Classifications of objects or images are usually performed using either shallow
or deep neural networks which are designed to artificially replicate the behavior of
human cognitive system. Hence, color information usually plays a very significant
role in performing several classification tasks as it is most sensitive to human vision
system compared to the other types of information.

To mitigate these drawbacks, SAR produces POLSAR images by exploring its
polarimetry property. These images besides providing information regarding the
orientation, moisture content and texture of the target regions also provide color
information which has increased its use in performing several classification tasks.
These images usually comprises of pixels possessing different intensities to represent
different polarizations of radar waves reflected by varied objects.

SAR and POLSAR images are inherently corrupted with multiplicative speckle
noise due to the coherent nature of SAR which significantly influences the
information extracted from these images and thus leads to erroneous classifications.

To solve these shortcomings, proper despeckling of these images is necessary
prior to extracting features from them to perform classification. For this purpose,
several authors have proposed many despeckling filters to suppress speckle noise
present in images effectively. Among these filters, Median filter, Hybrid Median
Filter and their proposed variants are quite popular despeckling filters proposed till
date.

Here, we have performed a comprehensive review of the filtering strategies of
the Median filter, Hybrid Median Filter and their proposed variants in chronological
order and highlighted their respective strengths and limitations. In this survey, we
have also included comparative qualitative and quantitative analyses of the outputs
obtained by despeckling SAR and POLSAR images using these filters. We have
finally concluded this survey by listing down the unexplored challenges which were
not considered while designing these filtering strategies.
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The remaining work is organized as: Sect. 2. Speckle Noise, Sect. 3. Median
Filter and its proposed variants, Sect. 4. Hybrid Median Filter and its proposed
variants, Sect. 5.Comparative qualitative andquantitative results, Sect. 6.Unexplored
challenges and Sect. 7. Conclusion.

2 Speckle Noise

The strong fluctuations between the randomly distributed scatters within each reso-
lution cell of an image are the main reason behind the presence of multiplicative
speckle noise in SAR and POLSAR images [6]. These scatters add either construc-
tively or destructively depending upon their relative phases leading to the occurrence
of black and white dots on images which are commonly referred to as the speckle
noise.

An image corrupted with multiplicative speckle noise is mathematically repre-
sented as:

I (i, j) = R(i, j)η(i, j) (1)

where, I (i, j), R(i, j) and η(i, j) represent the intensity of noisy image, intensity
of noise-free image and speckle noise present at pixel location, (i, j) respectively.

3 Median Filter and Its Proposed Variants

3.1 Median Filter [1970]

This filter is designed by the authors in [7] to primarily suppress the salt and pepper
noise present in images. It performs filtering of the center pixel of any local window
of size (2n + 1) × (2n + 1) with the median value of the intensities of all the pixels
lying within that window.

Strength

• Being a non-linear filter, this filter performs edge-preservation much more
efficiently compared to the linear filters like mean (average) filter.

Limitation

• This filter does not include any additional measures either to preserve target points
or to suppress sharp spot noise present in images effectively.
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3.2 Local Adaptive Median Filter [2004]

This filter [8] is designed following the noise suppression strategies proposed in the
Lee Sigma Filter [9] and the Local Sigma Filter [10].

Lee Sigma Filter is a well-known variant of one of the most popular despeckling
filter, Lee Filter [11]. It performs filtering of the multiplicative speckle noise present
in SAR and POLSAR images using the minimum mean square estimation (MMSE)
method assuming the noise values are alwaysGaussian distributed. It filters the center
pixel, I (i, j) within any local window as stated below:

R
∧

(i, j) =−
I (i, j) + W (i, j)(

−
I (i, j) − I (i, j)) (2)

where,

W (i. j) = 1 − Cv

CI

R
∧

= Estimated filtered image, CV = σv
−
v

= Variance coefficient of noisy image

with standard deviation, σV , CI = σI
−
I

= Variance coefficient of noise-free image

with standard deviation, σI .

The local mean value,
−
I (i, j) needed for filtering the center pixel, I (i, j) of any

local window of size (2n + 1) × (2n + 1) is computed as follows:

−
I (i, j) =

n+i∑

k=i−n

n+ j∑

l= j−n

I (k, l)δ(k, l)/
n+i∑

k=i−n

n+ j∑

l= j−n

δ(k, l)

where,

δ(k, l) = 1, i f I (i, j) − 2σV ≤ I (k, l) ≤ I (i, j) + 2σV

= 0, otherwise

It filters the center pixel of any local window considering the local mean and
standard deviation values of the pixels which lie within the sigma range, [I (i, j) −
2σV , I (i, j) + 2σV ] only, assuming that the pixels lying within this range possess
almost similar properties while the pixels lying outside this range are dissimilar.

Local Sigma Filter [10] performs noise suppression similarly as proposed in [9]
but instead of using a fixed sigma range, they performed similar operation using
flexible sigma range by introducing a user-defined variable, M whose value is either
1 or 2. The introduction of this user-defined variable facilitates the variation of the
sigma range adaptively for each local window depending upon its’ noise distribution.
The flexible sigma range is defined as [I (i, j) − MσV , I (i, j) + MσV ].
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Local AdaptiveMedian Filter performs noise suppression similarly as proposed in
[10] but unlike [9, 10],where the authors havefiltered all the pixels, this filter performs
noise suppression of the center pixel of any local window only when it is classified
as a noisy pixel. For this purpose, prior to filtering pixels, they classified them into
two classes namely, a. valid pixel and b. noisy pixel, using the following logic:

a. If the center pixel of any local window lies within the computed sigma range,
then it is classified as a valid pixel and is preserved without despeckling.

b. If the center pixel of any local window lies outside the computed sigma range,
then it is classified as a noisy pixel and is substituted by the median value of the
pixels which lie within the sigma range, [I (i, j) − MσV , I (i, j) + MσV ].

Strength

• The use of adaptive sigma range and the selective pixel filtering strategy has
enabled this filter to perform noise suppression much more efficiently compared
to the traditional Median filter [7].

Limitation

• The performance efficiency of this filter is largely dependent on the optimum
selection of M which is very challenging.

• This filter like Lee Sigma Filter often introduces bias in the filtered data as it
performs despeckling of SAR and POLSAR images considering the noise values
in these images are Gaussian distributed but in reality it is not so as it is stated
in [12], that noise present in SAR and POLSAR images mostly follows Rayleigh
distribution.

3.3 3D Median Filter with PSA [2006] and 3D Median Filter
with RPSA [2007]

In [13, 14], the authors have introduced 3-D Median filter which suppresses speckle
noise present in images having N × N × N dimension using their proposed partial
sort algorithm (PSA) and reverse partial sort algorithm (RPSA) respectively. The use
of PSA and RPSA to sort the pixel intensities present in any local window in order to
compute its median value has reduced the computational complexities of these filters
largely compared to the computational complexity of a similar filter which performs
sorting of pixel using the bubble sort algorithm. PSA and RPSA sort elements in a
2D array as stated in Fig. 1 and Fig. 2 respectively.

In the above figures, xm represents the median value of the pixels lying in the local
window of size 3 × 3 whereas min and max signify the minimum and maximum
intensities of the pixels located within that window.

In [13, 14], the authors have performed despeckling of images using 3D sliding
window which moves first along the x direction then along the y direction followed
by the z direction as shown in the Fig. 3.
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Fig. 1 Sequence following which sorting is performed by PSA algorithm [14]

Fig. 2 Sequence following which sorting is performed by RPSA algorithm [14]

Fig. 3 3D sliding window
[14]

When the sliding windowmoves by one position N 2 samples of the old plane gets
substituted by N 2 samples of new plane. The median value of a 3 × 3 × 3 window
is computed in [13, 14] as depicted in the Fig. 4.

Where (a, b, c) represent three 3 × 3 planes of an image and (h, l,m) represent
median values of these planes where hm ≥ mm ≥ lm .

Strength

• The use of PSA and RPSA for sorting elements has largely reduced the computa-
tional complexities of these filters as bubble sort algorithm requires 36 ‘compare
and exchange’ operations to performsortingof 9 elements in a3×3matrixwhereas
PSA and RPSA requires only 24 and 17 ‘compare and exchange’ operations to
perform the same operation.
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Fig. 4 a and b Median value computation techniques proposed in [13] and [14] respectively

Limitation

• These filters have not adapted any additional measures to suppress sharp spot
noise or preserve target points and edges present in images.

3.4 An Improved Median Filtering Algorithm Combined
with Average Filtering [2011] and an Improved Median
Filtering Algorithm for Image Noise Reduction [2013]

This filter [15] is designed by combining the properties of Mean (Average) Filter and
Median Filter. It filters only the noisy pixels present in images using a sliding filter
window which changes its size adaptively in accordance to the local distribution of
noise in images considering Peak Signal-to-NoiseRatio (PSNR) as an objective func-
tion which enhances this filter’s noise suppression capability and time complexity
by many folds compared to those of the traditional Median filter [7].

The authors in [15, 16] have designed these filters based on the assumption
that noisy pixels differ largely from their neighboring pixels while all other pixels
including the edge pixels possess almost similar properties as that of neighboring
pixel. If the intensity of the center pixel of any local window is greater than the
mean of all the pixels lying within that window, then it is considered as a noisy pixel
and is despeckled. Else it is considered as a valid pixel and is preserved without
despeckling.
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In [15], the authors have proposed a novel adaptive window concept which facil-
itates the adjustment of the size of the local window in accordance to the local
distribution of noise in images having M × N dimension as discussed below:

Step 1. If the center pixel of any local window of size (2n + 1) × (2n + 1) is
detected as a noisy pixel, then it is filtered similarly as proposed in [7].

Step 2. Calculate PSN Rn value as described below:

Meansquareerrorn(MSEn) = 1

M × N

M∑

i=1

N∑

j=1

(Iout (i, j) − I (i, j))2 (3)

PSN Rn = 10 log (
a2max

MSE
)dB (4)

where, Iout : Filtered image, amax = 2k − 1, k: the number of bits used for pixel
representation in an image.

Step3. Then set n = n+2, andfilter Iout using the despeckling algorithmproposed
in [7]. The output thus obtained is termed as I

′
out .

Step 4. Calculate PSN Rn+1 value similarly as stated in (3) and (4) but replacing
I with Iout and Iout with I

′
out .

Step 5. If PSN Rn > PSN Rn+1, then consider the size of the window to be
(2n + 1) × (2n + 1). Else go to Step 3 and further enlarge the size of the window.

The authors in [16] too have proposed a similar despeckling algorithm but with a
different adaptive window size selection procedure which is defined as follows:

Step 1. Initialize: n = 1.
Step 2. Compute: A1 = med −min and A2 = med −max. (med,max and min

represent the median, maximum and minimum values of the intensities of the pixels
lying within any local window).

Step 3. If A1 > 0 and A2 < 0, then go to Step 4. Else enlarge the size of the
window by setting n = n + 1 and go to Step 2.

Step 4. Substitute I (i, j) = med.
Step 5. Stop.
In [16], the authors have also proposed a statistical histogram based median

value computation procedure which decreases this filter’s computational complexity
from O(N 2) to O(N ) where O(N 2) denotes the computational complexity of the
traditional Median filter [7].

Strength

• The use of adaptive window concept has increased the noise suppression
capabilities of these filters compared to the Median filter [7].

Limitation

• These filters perform noise suppression in both homogeneous and heterogeneous
regions identically which often leads to undesired edge-blurring.
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Fig. 5 Pictorial representation of the filtering algorithm proposed in [18]

4 Hybrid Median Filter and Its Proposed Variants

4.1 Hybrid Median Filter [2006]

This filter [17] performs noise suppression in each 5 × 5 local window of an image
using the following steps:

Step 1: Pixels belonging to each 5 × 5 window are grouped into two groups
where the first group comprises of the neighboring pixels located 45° angles to the
center pixel. This group is termed as “+” sub-neighborhood while the second group
comprises of the neighboring pixels located 90° angles to the center pixel. This group
is termed as “x” sub-neighborhood. The median value of the first group is termed as
m+ and the median value of the second group is termed as mx.

Step 2: The center pixel is substituted by the median of m+, mx and I (i, j).
The filtering operation proposed in [17] is pictorially represented as follows

(Fig. 5).

4.2 Modified Hybrid Median Filter [2010]

This filter [19] performs noise suppression using similar despeckling algorithm
proposed in [17] but after substituting the second step as follows:

Instead of replacing the value of the center pixel with the median of m+, mx and
I (i, j), the authors have replaced it with the median of maxx, m+ and I (i, j) where
maxx is the maximum value of the pixels lying in the “x” sub-neighbourhood of the
center pixel lying in the patch which is centered at pixel location, (i, j).
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Strength of the Filters Proposed in [17] and [19]

• Time complexities of these filters are much lesser compared to that of the
traditional Median filter [7].

Limitation of the Filters Proposed in [17] and [19]

• The use of sliding window of identical size to despeckle both homogeneous and
heterogeneous regions of images by these filters often lead to the production of
blurred images.

4.3 Adaptive Window Hybrid Median Filter [2013]

The authors in [18] have performed noise suppression similarly as proposed in [17]
but with the introduction of a new adaptive window concept. They proposed that if
the center pixel of any local window is detected as edge pixel, then it is filtered using
the same algorithm proposed in [17] but using an local window of size 3× 3. Else it
is filtered using a local window of size 5 × 5. They have detected edge pixels using
Sobel operator with the threshold value (100).

Strength

• The use of slidingwindows of different sizes by this filter to suppress noise in both
the homogeneous and heterogeneous regions of images has somewhat improved
its edge-preservation capability compared to those of the filters proposed in [17]
and [19].

Limitation

• The use of Sobel operator by this filter for performing edge detection that too using
a fixed threshold often leads to the production of erroneous results as Sobel oper-
ator cannot efficiently detect edges in noisy images. This significantly influences
the performance efficiency of this filter.

5 Comparative Qualitative and Quantitative Results

In this section, we have provided comparative qualitative and quantitative analyses
of the results obtained by applying the filters proposed in [7, 14, 17, 19] on SAR
and POLSAR images in Tables 1 and 2. SAR image which we have used here for
performing the comparative analyses are acquired from freely available sources in
the internet. Among the POLSAR images, Image 2 is obtained from ISRO SAC and
other images (3–5) are acquired from the source mentioned in [20].

We have performed quantitative analyses using two quantitative parameters
namely Edge preservation Index (EPI) [21] and Equivalent Number of Looks (ENL)
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Table 1 Comparative qualitative analyses’ results

No Image Median filter [5] 3D median filter
[12]

Hybrid median
filter [15]

Modified hybrid
median filter
[17]

1

2

3

4

5

which measure the edge-preservation and noise suppression capabilities of the filters
respectively. Higher values of both these parameters suggest better outcomes.

6 Unexplored Challenges

• None of these filters have adapted any additional measure to suppress sharp spot
noise present in images.

• These filters do not include any target point preservation technique which is very
essential to despeckle images efficiently.

7 Conclusion

In this paper, we have discussed in detail about how the filtering strategies of the
Median Filter and Hybrid Median Filter and their proposed variants have evolved
over the years. The qualitative and quantitative results obtained by applying the filters
proposed in [5, 12, 15, 17] on both SAR and POLSAR images also depict that none of
the existing filters possess strikingly better edge–preservation and noise suppression
capabilities compared to the others. Most limitations of these filters arise due to
several unexplored challenges which went unnoticed while designing these filters.
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We have concluded our work by listing down some of those challenges which should
be explored in future.
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Dual-Axis Solar Tracker Without
Microcontroller
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Abstract Solar energy is the most abundant renewable energy source on the Earth.
It is one of the best replacement of fossil fuel which is considered as a secure,
lower-risk renewable energy source. Solar energy comes from the sun and can be
captured by various technologies primarily Solar Panel. Solar tracking system is
mainly of two types: Single-axis solar tracking system and Dual-axis solar tracking
system. Although many paper has been published on sun tracking solar panel based
onmicrocontroller, in this paper we are trying tomake a dual-axis solar panel without
using microcontroller. Previously published papers have shown that dual axis solar
panel is 31.4%more power efficient than stationary or single axis solar panel (Amadi
and Gutiérrez in Eur J Electr Comput Eng 3:1–2, 2019). Our paper is based on a dual-
axis solar panel which tracks the sun using four reference panels. Tomake the system
cheaper we are using two servomotors which will move the panel according to the
sun’s position in the horizontal and vertical axis using the voltage differences of the
four reference panels. Themain aim is tomaximize the power received from the solar
panel using a dual axis solar tracking system so that the energy obtained from the
solar panel can be efficiently used to run the household appliances. Use of theoretical
concepts has been put into use.
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1 Introduction

Solar panel works by absorbing sunlight with photovoltaic cells, generating direct
current (DC) energy and then converting it to usable alternating current (AC) energy
with the help of inverter technology. Solar- inverter converts the DC electricity from
the solar modules to AC electricity which is used by most home appliances.

The science of generating electricity with solar panels boils down to the photo-
voltaic effect. Solar panel generates electricity by absorbing sunlight through photo-
voltaic cells applying photovoltaic effect. Photovoltaic cells mainly comprises of two
silicon layers (p-type and n-type). It generates sufficient electric field required for
photovoltaic effect. In this process the silicon photovoltaic solar cell absorbs solar
radiation. When the sun’s rays interact with the silicon cells, electrons begin to move
creating a flow of electric current. Wires capture and feed this direct current (DC)
electricity to a solar inverter to be converted to alternating current electricity. Solar
inverter converts the DC electricity from the solar modules to AC electricity which
is used by most home appliances.

Design of Solar Tracker System for PV Power Plants by Tiberiu Tudorache, Liviu
Kreindler deals with the design and execution of a solar tracker system dedicated to
the PV conversion panels [9]. The operation of the experimental model of the device
is based on a DC motor intelligently controlled by a dedicated drive unit that moves
a mini PV panel according to the signals received from two simple but efficient light
sensors.

Through the course of time the solar tracking system is being improved day by
day from single axis solar panel to dual axis solar panel for better efficiency. In this
paper we have tried to make a dual axis solar panel which will make the system
bigger as well as the four reference panels can detect the voltage differences more
efficiently.

2 Literature Review

Design and Research of Dual axis solar tracking system in condition of town Almaty
by Shyngys Sadyrbayey, Orynbayev Seitzhan, Amangeldi Bekbayev, Zhanibek
Kaliyev describes a dual axis solar tracking system [3]. This study presents the
efficiencies of energy conversion of photo module with solar tracking system and
fixed photo module. The proposed sun tracking system uses 4 photo resistors, which
are mounted on the sides of the photo module. By these photo resistors the solar
tracking system becomesmore sensitive and it allows to determining amore accurate
location of the sun. A comparative analysis was performed between fixed and dual-
axis tracking systems. The results showed that the dual-axis solar tracking system
produced 31.4% more power compared with stationary photo module.

Dual Axis Solar Tracking System-A Comprehensive Study: Bangladesh Context
byAmit Chakraborty Chhoton, Narayan Ranjan Chakraborty presents a performance
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analysis of dual axis solar tracking system using Arduino [4–11]. The main objective
of this research is whether static solar panel is better than solar tracker or not. Result
showed dual-axis solar tracking system produced extra 10.53 W power compared
with fixed and single axis solar tracking system.

Energy Efficient Hybrid Dual Axis Solar Tracking System by Rashid Ahammed
Ferdaus, Mahir Asif Mohammed, Sanzidur Rahman, Sayedus Salehin and
Mohammad Abdul Mannan describes the design and implementation of an energy
efficient solar tracking system from a normal mechanical single axis to a hybrid dual
axis [5]. The power gain and system power consumption are compared with a static
and continuous dual axis solar tracking system. It is found that power gain of hybrid
dual axis solar tracking system is almost equal to continuous dual axis solar tracking
system, whereas the power saved in system operation by the hybrid tracker is 44.44%
compared to the continuous tracking system.

3 Need of Sun Tracking System

A sun tracking solar panel maximizes our solar system’s electricity production by
moving our panels to follow the sun throughout the day which optimizes the angle at
which our panels receive solar radiation. A dual axis solar tracker allows our panels
to move along two axes-horizontal and vertical. This type of system is designed
to maximize our solar energy collection throughout the year. It can track seasonal
variations in the height of the sun in addition to normal daily motion.

Dual-axis solar trackers can produce 45% more energy than typical static panels
and can help business produce enough power to fuel their operations in a smaller
space. The biggest benefit of a solar tracking system is that it offers a boost in
electricity production. Solar trackers offer the greatest value proposition in high
latitude locations due to yearly movements of the sun. Solar tracking systems are
also often used in large commercial projects typically over 1 megawatt (MW).

When solar panels are exposed to sunlight, the angle at which the sun’s rays
meet the surface of the solar panel (known as angle of incidence) determines how
well the panel can convert the incoming light into electricity. The narrower the
angle of incidence the more energy a photovoltaic panel can produce. Solar trackers
help to minimize the angle by working to orient panels so that light strikes them
perpendicular to the surface [8].

4 Block Diagram

In this paper we are trying to give a basic idea of the block diagram. The block
diagram of our project consists of two subtractors which are made using operational
amplifier. The other components are p–n junction diode, comparator, battery and
servomotors. Since, we are using a dual-axis solar panel so we have four reference
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Fig. 1 Design of dual-axis solar panel without microcontroller

panels besides the main solar panel. For a single-axis solar panel we need only one
servomotor but since we are using dual-axis solar panel we need two servomotors
(Fig. 1).

5 Hardware Design

Since we have already discussed what components we are using in this project,
through this hardware design we are going to describe each and every component.

5.1 Subtractor

Subtractor is been used to measure the difference between the voltages of the two
reference panels which will provide output to the p–n junction diode. In this project
we have used four subtractors. Since we are using a dual-axis solar panel the block
diagram consists of two parts, one for moving the panel in the horizontal direction
and the other one for moving the panel in the vertical direction.

Suppose the voltage from the reference panel 1 be V1 and that from reference
panel 2 be V2, then out of the four subtractor, one is used to measure (V1–V2) and
another one to measure (V2–V1) in the vertical direction. Similarly for horizontal
direction, let the voltage from reference panel 3 beV3 and that from reference panel 4
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be V4, then one subtractor is used to measure the (V3–V4) and other one to measure
(V4–V3) and the outputs are going to their respective p–n junction diodes.

5.2 P–n Junction Diode

A p–n junction diode is a two terminal or two electrode semiconductor device, which
allows the electric current in only one direction while blocks the electric current in
opposite or reverse direction. If the diode is forward biased, it allows the electric
current flow. On the other hand if the diode is reverse-biased, it blocks the electric
current flow. Here, we are using total four p–n junction diodes [10].

5.3 Battery

In the block diagram we have shown two different parts, one for moving the panel
in the horizontal direction and the other one for moving the panel in the vertical
direction. In the vertical part, we are using two batteries, in which we are storing
the energies from the two reference panels 1 and 2, and then utilizing that energy in
the servomotor so that no other external energy source is required for working the
servomotor. Similarly in the horizontal part, energy from the reference panels 3 and
4 is being stored in the respective two batteries.

5.4 Comparator

In this project, we are taking (V1–V2) as Vref 1 or reference voltage of the
comparator, and (V2–V1) as Vin 1 or input voltage of the comparator for the
vertical part and same concept is applied on horizontal part where (V3–V4) is Vref
2 and (V4–V3) is Vin 2. We are using total two 5 V comparators for the two parts.
Comparator output of 4 reference panels can be showed as Table 1.

Table 1 Comparator output Input voltage Output voltage

Vin 1 > Vref 1 Vout1 = +Vsat 1

Vin 1 < Vref 1 Vout1 = −Vsat 1

Vin 1 = Vref 1 Vout 1 = 0

Vin 2 > Vref 2 Vout2 = +Vsat 2

Vin 2 < Vref 2 Vout2 = −Vsat 2

Vin 2 = Vref 2 Vout2 = 0
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5.5 Servomotor

A servomotor is a rotary actuator or linear actuator that allows for precise control of
angular or linear position, velocity and acceleration. It consists of a suitable motor
coupled to a sensor for position feedback. Here, we are using two servomotors for
two different parts. The reference panels are joined mechanically to the servomotor.

All the electronic devices can be operated using the main solar panel.

6 Working Procedure and Results

Wehave assumed that, reference panel 1 and 2 are east andwest side of themain solar
panel. At the same time, reference panel 3 and 4 are south and north side of the main
solar panel. In the early morning, voltage of east-side is greater than west-side solar
panel. If that reference panel’s voltage is greater than p–n junction diode’s cutoff
voltage then only we will get reference voltage and input voltages in comparator. We
have considered (V1–V2) as Vref1 and (V2–V1) as Vin1. When Vin1 is greater than
V ref1, then Vout1 becomes+Vsat1. Then, servomotor will rotate towards reference
panel 1 to get more sunlight. In the midday, sun directs in the south in mid-northern
part of earth. Then we need to measure north and south side of reference panels
which are represented as reference panel 4 and 3. Here also (V3–V4) as Vref2 and
(V4–V3) as Vin2. Then Vin2 is greater than Vref2. Then Vout2 becomes + Vsat2.
Then, servo motor will rotate towards reference panel 4 to get more sunlight. In this
way we can track sun by using voltage difference of the solar panel.

Sun also changes its position in the south and north in the middle of the summer
and winter. That’s why, dual-axis solar panel is needed to get sunlight efficiently.
Power generated by dual axis solar panel also changes depending on the number
of cells and various factors. It is to be noted that the four reference panels working
along each axis works simultaneously and never in isolation.

7 Discussion

Our paper is based on a dual-axis solar panel without microcontroller which aims at
maximizing the power received from the solar panel so that the energy obtained can
be efficiently used to run the household appliances. In this project we are using four
reference panels. To make the system cheaper we are using two servomotors which
will move the panel according to the sun’s position in the horizontal and vertical axis
using the voltage differences of the four reference panels. Other than this, we are
using four subtractors which used to measure the difference between the voltages of
the two reference panels which will provide output to the p–n junction diode. The
p–n junction diode then allows the electric current in only one direction while blocks
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the electric current in opposite or reverse direction. If the diode is forward biased, it
allows the electric current flow. On the other hand if the diode is reverse-biased, it
blocks the electric current flow. Here, we are using total four p–n junction diodes.
We are using four batteries two in each part i.e. vertical and horizontal. In the vertical
part, we are using two batteries, in which we are storing the energies from the two
reference panels 1 and 2, and then utilizing that energy in the servomotor so that
no other external energy source is required for working the servomotor. Similarly
in the horizontal part, energy from the reference panels 3 and 4 is being stored
in the respective two batteries. We are using two 5 V comparators to compare the
voltages from the two panels in two different parts and finally pass the output to the
servomotor.

8 Future Scope

• We have used mechanically connected reference panels, so we should take good
care of its maintenance especially in harsh weather conditions. Otherwise we have
to use four different servo motors to rotate four reference panels which can be
expensive so, we should think about how maintenance can be done in cheaper
way.

• Voltage regulator can also be used to make the power generated by the main solar
panel more stable.

• Furthermore, power generated from main solar panel also can be used with the
help of different voltage regulators to run different components of solar system.

• Wehave used batteries to store reference panel voltages.Only drawback is that less
amount of current will conduct through subtractors. Due to less voltage difference
servo motor will not rotate the amount it should. Applying super capacitor can be
helpful as less amount of current will flow through it, but it is minimum 10 times
costlier than batteries. So, we must think of maintaining solar trackers accuracy
in cheaper way.

• Servomotor creates vibration when it stops. It vibrates for one pulse. So, it may
create problem in rotation. Also if something gets damaged in solar system the
servomotor will become uncertain. We can also use timer circuit to control servo-
motor instead of controller. As the circuit size is increased, probability of breaking
parts also increased. So, more secure circuits are needed.

• Solar tracker is designed for more manageable weather patterns. Fixed tracker
accommodates harsher environmental conditions more easily than tracking
systems. That’s why solar tracker claims only 5–10 years warranty. We should
think about howwe can increase its longevity and efficiency after warranty period,
as panel’s efficiency will be reduced by 1% per year.

• We have also thought of using concave mirrors to use maximum reflected light
towards the solar panel. But increased heat can easily damage the solar panel.
In this case thermoelectric generator can be used to convert this heat energy to
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electrical energy and some cooling system can be used if required. This will result
in efficient utilization of energy that comes with an additional cost.

• In our paper we have used lots of electrical components so we should think about
howwe can make a compact structure of the system, at the same time maintaining
low cost, stability and security of the circuit.

• We have only given the theoretical concept of the dual-axis solar panel without
using microcontroller, the practical implementation has not been yet performed.
So, we should think about the practical implementation for future purposes.

9 Conclusion

Through this paper we are trying to give the concept of a dual-axis sun tracking
solar panel without using microcontroller which will make the system cheaper and
can also produce maximum power received from the solar panel so that the energy
obtained can be efficiently used to run the household appliances.

Acknowledgements We would like to give our special thanks to all those who provided us the
possibility to complete this paper. We both teammates have given a lot of efforts on this project. So
we both are thankful to each other and our guide teacher who have guided us and still guiding to
improve this project.

References

1. Enslin, J.H.R.:Maximum power point tracking a cost-saving necessity in solar-energy systems.
Renew. Energy 2(6), 543–549 (1992)

2. Amadi, H.N., Gutiérrez, S.: Design and performance evaluation of a dual-axis solar tracking
system for rural applications. Eur. J. Electr. Comput. Eng. 3(1), 1–2 (2019)

3. Sadyrbayey, S., Seitzhan, O., Bekbayev, A., Kaliyev, Z.: Design and research of dual axis solar
tracking system in condition of town Almaty. Middle-East J. Sci. Res. 17(12), 1747–1751
(2013)

4. Chakraborty Chhoton, A., Chakraborty, N.R.: Dual axis solar tracking system-a comprehensive
study:Bangladesh context. In: International Conference onAdvances inElectrical Engineering,
Dhaka-Bangladesh (2017)

5. Ferdaus, R.A., Mohammed, M.A., Rahman, S., Salehin, S., Mannan, M.A.: Energy efficient
hybrid dual axis solar tracking system. Renew. Energy 12, (2014)

6. Mitra, D., Das, D., Brahma, D., Maiti, D., Mondal, T.: Sun Tracking Solar Panel Without
Microcontroller. IEEE, Kolkata (2019)

7. Wang, F., Jou, X., Chen, J.: Research and Design of DC servo motor position control system
based on lab view. ICEEE, China (2010)

8. Rizk, J., Chaiko, Y.: Solar tracking system more efficient use of solar panels. World Acad. Sci.
Eng. Technol. 313–315 (2008)

9. Tudorache, T., Kreindler, L.: Design of solar tracker system for PV power plants. Acta
Polytechnica Hungarica 7(1), 23–39 (2010)



Dual-Axis Solar Tracker Without Microcontroller 415

10. Cristea, M.J.: Unified model for P-N junction current-voltage characteristics. Open Eng. 1(1),
1–3(2009)

11. Othman, N., Manan, M.I.A., Othman, Z., Junid, S.A.M.A.: Performancea analysis of dual-axis
solar tracking system. IEEE 370–375 (2013)



Inter-subband Photoresponse Analysis
of CdS/ZnSe QWIP

Md Aref Billaha, Biplab Bhowmick, and Santosh Kumar Choudhary

Abstract We report the study of inter-subband transition based performance of
CdS/ZnSe quantum well photodetector. With the increasing well width, transition
wavelength shifts to higher wavelength region and the number of quantized energy
states increases. Results indicate that mid and long wavelengths of absorptions are
significant. Photocurrents are calculated considering the continuity equation of the
quantum well and results are observable.

Keywords CdS/ZnSe · FDM · Absorption · Photocurrent

1 Introduction

Inter-subband (ISB) transition based photonic devices (e.g. photodetectors, LEDs,
etc.) are formed by quantum confinement of carriers in semiconductor nanostruc-
tures [1, 2]. In truth, ISB transitions in nanostructures give a wide range of potential
applications for various optoelectronic devices [3]. These devices based on semi-
conductors paying much attention due to their impressive properties ranging from
thermoelectric to photovoltaic effect [4, 5]. Nowadays, researchers mainly focused
on the miniaturized design of quantum well infrared photodetectors (QWIP) with
high sensitivity, multispectral response, high speed and admirable stability [6, 7].
InGaAs/AlGaAs and GaAs/AlGaAs QWs grown on GaAs substrate are the most
widely considered materials for the detection of mid wavelength (MW) and long
wavelength (LW) infrared (IR) region respectively [8, 9]. However, multiple number
of quantum wells grown by InGaAs/AlGaAs is difficult due to the lattice constant
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mismatch between InGaAs and GaAs material and hence, absorption quantum effi-
ciency of the QWIP is limited. Moreover, design of two-color QWIP in the mid and
long wavelength IR region is mainly based on the multistacks InGaAs/AlGaAs and
GaAs/AlGaAs MQWs [10–13]. Therefore, limitation applicable in the two-color
QWIPs as well. Absorption quantum efficiency can be increased by the selection of
large value of doping density. However, this also enhances the dark current density of
the detector. In the recent development of wide bandgap II–VI low-dimension struc-
tures have opened up to explore new epoch in the design of two or multi-color IR
detectors in order to overcome such situations [14–18]. For example, Lu et al. reported
inter-subband transitions in Zn0.46Cd0.54Se/Zn0.24Cd0.25Mg0.51Se multiple quantum
wells (MQWs) with 3.99 and 5.35μmwavelengths respectively [16]. Another mate-
rial system based on CdS/ZnSe/BeTe QW structure grown on the GaAs substrate has
been reported by Akimoto et al. in 2005 [19].

The work aims to design an IR detector and study the performance characteristics
of the QWIP based on CdS/ZnSe concerning inter-subband transition in the conduc-
tion band. Using this structure, one may obtain more than two number of quantized
energy states due to the formation of a large conduction band offset. In this paper,
we report a theoretical analysis of ISB transitions based type-II CdS/ZnSe quantum
well photodetector. Carriers generation and recombination phenomenon are consid-
ered to calculate photocurrent and for the same, absorptions are evaluated in this
article. Schrödinger equations are solved using the finite difference method (FDM)
for finding the quantized energy states. The paper is prepared as follows. Physics
and structure of the model and hence, calculation of the photocurrent are described
in Sect. 2. Desired simulation results are discussed in Sect. 3 and the brief finding of
the work is given in Sect. 4.

2 Physics and Structure of the Model

The structure of themodel is shown in Fig. 1where the formation of the quantumwell
is seen due to the considered materials of CdS and ZnSe. The emitter and collector
are the contact layers made of heavily doped (2 × 1018 cm−3) ZnSe material.

Following the basic approach given in Ref [20], the photocurrent of the proposed
structure can be calculated by considering carriers capture and escape phenomenon
as

∂nqω

∂t
=

(
1 − βcap

)

q
j + I0

(
e−α(k−1)Lw − e−αkLw

) − nqωres,v − nqωres,th − nqωrr

(1)

where, nqw is the electron sheet concentration, (1−βcap) is the carrier capture prob-
ability at the barrier-well interface, j is the current density, I0 is the intensity of
incident IR radiation, α is the absorption coefficient, res,v and res,th are the escape
rate of electrons from the quantum well due to bias and thermionic emission, rr
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Fig. 1 Schematic layer
structure of the proposed
model and the corresponding
conduction band diagram

L
B

L
W

L
B

Emitter i- ZnSe i-ZnSe CollectorN+-
CdS

V

is the electron recombination rate. Now, Escape rate of electrons can be written as
[20, 21]

res,v(V ) =res(0)e
V / Vact and

res,th =Be
−Vact/KBT (2)

where res(0) is the emission rate of electrons at no bias, Vact is the effective potential
barrier lowering andB is the parameter which depends on thewell width and effective
mass of the well layer.

Now, the estimation of absorption (α) is an important parameter of the quantum
well structure since the calculation of photocurrent depends on absorption which
can be observed from Eq. (1). The term, absorption is wavelength dependent and can
be evaluated by the accurate finding of Eigen energy states and wave functions of
carriers. Finite difference method is used to solve the Schrödinger equation (SE) to
determine energy state and can be written as [20].

− �
2

2m∗
e

∂2ψ(z)

∂z2
+ (V (z) − qεz)ψ(z) = Eψ(z)

where, V (z) = Vc(z) + δVc + VH (z) (3)

where Vc(z) is the conduction band offset, δVc is the change in band energy due to
strain, VH (z) is the Hartree potential, ε is the electric field and rest of the parameters
have their usual meaning. The term, δVc can be expressed as δVc = ac(2εxx+εzz)

where, εxx = (amat − asubs)
/
asubs;εzz = −2εxx

(
C12

/
C11

)
(asubs is defined as the

lattice constant of the substrate).
From Eq. (3), the Hamiltonian matrix can be expressed as

H = − �
2

2m∗
e

∂2

∂z2
+ (Vc(z) + δVc + VH (z) − qεz) (4)
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Equation (4) is used to convert into a difference equation by standard finite
difference technique for the solution of SE and is given by

(
∂2ψ(z)

∂z2

)

z=zm

= 1

a2
[ψ(zm+1) − 2ψ(zm) + ψ(zm−1)] (5)

where, a is the small piece of elements of equal width.
The values of the material required for the calculation are LW = 5.4 nm, LB =

30 nm, N = 0.5 × 1018 cm−3, Pin= 1 mW, A = 200 × 200 μm2 and φ = 45°. The
above values are chosen to study the absorption and photoresponse of two different
wavelength of interest in mid and long wavelength of region. These values can be
tailored for obtaining efficient absorption at a givenwavelength of the reader’s interest
and hence, adaptable response of the photodetector.

3 Results and Discussion

Performance of the CdS/ZnSe based QWIP is discussed in this section. The solution
of Schrödinger equation provides four numbers of quantized energy states using
FDM calculation and their possible transition wavelength variation as a function
of different well width is illustrated in Fig. 2. It happens due to the selection of
two different bandgap materials of CdS and ZnSe and hence, their quantum well
formation comprises of large conduction band offset. It is observed that transition
wavelength changes from one operating wavelength to another wavelength due to

Fig. 2 Variation of transition wavelength with well width of CdS
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the enhancement of CdS well width. For example, wavelength shifted from 11.21
to 14.45 μm, 6.86 to 8.77 μm and 2.34 to 2.96 μm respectively for changing well
width from 6 to 7 nm. Therefore, the wavelength of operation can be altered by a
suitable choice of the active well layer. For the sake of comparison, the variation is
similar to the reported work in Ref. [22] where wavelength of 5.2 μm is observed
at LW = 4 nm whereas we observed 5.83 μm of wavelength considering same LW.

This discrepancy is observed due to the consideration of different model from our
structure and the approach adopted by the author Zeiri et al. [22]. It is important to
note that the lowest subband energy must be occupied with carriers which can be
enhanced by proper selection of doping in the active region to observe significant
inter-subband transition.

In this work, the calculation of transition wavelength is very important for the
determination of the absorption coefficient. The expression of absorption can be
obtained from Refs. [23, 24]. Figure 3 shows that the peak absorption coefficients
arise in two different regions of interest in mid and long wavelength and the corre-
sponding values are sufficient to estimate the photocurrent. The transition from E4

to E1 has also happened but this transition has a very low value of peak absorp-
tion approximately 50 cm−1 and is not shown in the absorption plot. The reason
behind such a phenomenon is mainly due to the effect of strong overlap integral of
wave functions in the mid wavelength (MW) as compared to the long wavelength
(LW) of operation and the carrier confinement in ground state energy in comparison
with higher energy states. The calculated absorption in mid wavelength is less as
compared to absorption estimated by N. Sfina et al. [3] and it is due to the selection
of lower doping concentration in well region where doping plays an important role
for the calculation of absorption. Moreover, the material values are different from

Fig. 3 Calculated absorption coefficient as a function of wavelength of our considered model
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Fig. 4 Photocurrent response of the MW and LW region

our reported values in this article. But, the absorption calculation of infrared light
is not sufficient to judge the performance of QWIP since carriers must be collected
at the collector region after generation. During collection, carriers may be lost due
to recombination, low transit time, etc. Equation (1) is solved under the steady-state
condition and the calculated photocurrents are shown in Fig. 4 for two IR regions
such as LW andMW region. For the calculation of current due to the incident photon,
I0 can be evaluated using the relationship [25] I0 = (pin cos(φ))

/
A�ω. It is nice to

see that photocurrent response in MW is quite larger than LW response due to the
strong dependence of current on the absorption. At the same time, current not only
depends on absorption, another mechanism of carrier escape and capture, effective
active potential barrier due to the applied bias, etc. are also contribute their role on the
calculation of photocurrent of CdS/ZnSe QWIP. Current increases with bias rapidly
and after certain bias photocurrent behaves like an independent bias on the detector.

4 Conclusions

In conclusion, Inter-subband transition based analysis of CdS/ZnSe QWIP is
reported. Results show the flexibility of tuning the desired peak wavelength of oper-
ation by controlling the active well width for the design of the IR detector. However,
the strength of peak absorption is larger in MW than the LW region and hence,
observation of photocurrent is significant.
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Fire Extinguishing Robot Using Arduino
and DTMF Controller

Susmita Chaki, Didhiti Nandi, and Juhita Das

Abstract Detecting fire and extinguishing it is a hazardous job for a fire extinguisher
as it often risks the life of that person. In this paper we aim to give a technical solution
to the mentioned problem.A robot is a mechanical design that is capable of carrying
out a complex series of actions automatically, especially one programmable by a
computer. For movement and reaching the fire, a fire extinguisher robot is controlled
using a mobile phone or a remote control through DTMF tones. To detect fire and
give the further signal to the extinguisher units to trigger the pump and spray the
water, the flame sensor is used. The whole system is programmed in microcontroller
AT328P, embedded in an Arduino UNO board.

Keywords Arduino uno board · DTMF controller · Fire sensor ·Motor driver
board · Ultrasonic sensor

1 Introduction

The main objective of this paper is to build a fire-extinguisher robot which will be
controlled using a mobile phone or a remote control through DTMF tones for its
movements and reaching the fire.The flame sensor will be then used to detect the
fire, raise an alarm and give the further signal to the extinguisher units to trigger the
pump and spray the water. The entire system logic is programmed in microcontroller
AT328P, embedded in an Arduino UNO, which forms the brain of the system.
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A firefighting rover is designed which can extinguish the fire with the help of
fire fighter away from the hazardous area or a blazed area. It can also reach critical
areas like damaged and demolished buildings and help to turn off fire in any scenario
without the loss of human life.

It is intended to help firefighting professionals to easily find and put off the fire.
since this design has caterpillar traction in the rover, it can be operated from a safe
distance and it can move into rough terrains inside the building. In our proposed
system, a ventilating system is equipped with water mist which is able to eliminate
the smoke and reduce the temperature in the premises nominally. A fire canon is
attached to the pipeline of the fire extinguishing, liquor tank, which can be raised or
lowered to target the fire. Here, LED lighting is employed to get clear visual with
regard to ongoing action for monitoring purpose. Georgi Hristov et al. have discussed
and present two different emerging solutions for early detection of forest fires [1].
The first of these solutions involves the use of un-manned aerial vehicles (UAVs)
with specialized cameras. Evgenit Krasnov et al. have dedicated to the overview
of the firefighting [2] robots control systems. The main goal of that paper is to
show the variety of different firefighting robots and to analyze their advantages and
imperfections.

Hasam U. Zaman et al. have introduced a novel design of a multi-purpose fire-
fighting [3] robot, with the help of a streaming video camera attached to it, transmits
live video from its surroundings to a remote location from where the robot can be
controlled. The robot is mobilized and directed to the spot of the fire and throw water
at the fire. It used RF signal for communication and was capable of performing three
different functions related to firefighting operation. Amit R. Bhende et al. found that
when a place catches fire it is well observed fact that a large amount of time is wasted
by the fire man to extinguish [4] fire due to huge distance present between the place
of the fire and the water hose or water monitor. For that reason, large amount of
water is wasted due to evaporation of water loss during jet impact. Robin R. Murphy
et al. presented a preliminary domain theory for robot-assisted wild land fire-fighting
domain [5]. The domain theory is based on a focus group hosted by the Texas Engi-
neering Extension Service with eight subject matter experts and nine technologists.
Six potential functions of a ground robot are identified by the focus group: (1) trans-
port supplies, hoses, trunk lines and people (2) reconnoiter the fire direction, speed,
and other attributes (3) direct fire suppression (4) identify hot spots under canopies
using thermal imaging (5) areas for fire hazards have investigated from dead trees
and level burnt remnants and (6) serve as a movable weather station determining
relative humidity, wind speed and direction, fuel moisture and fuel temperature. We,
in this paper have tried to give a technical solution to the problem of fire-fighting, by
taking all their views.
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2 Theory

2.1 Description of System Model

The block diagram of the proposed system is shown in Fig. 1.
Figure 1 shows the block representation of the proposed system. It has mainly two

modules (1) Navigation module (2) Extinguishing module. The Navigation module
(transmitter) is used to navigate robotic vehicle or extinguishing module.

Navigation module consists of remote control application or DTMF decoder and
the motor driver board, controlling the movements of the rover. In our proposed
system, extinguishing module is a whole firefighting robotic vehicle (receiver).A
water sprayer is here to extinguish fire. Extinguishing module is controlled by
received signals from navigation module. Flame detection is the next part of fire
extinguishing module. This detects flame with respect to temperature which is nearer
to the vehicle. Also the feature of control unit is used to control the whole vehicle
by using Arduino UNOMicrocontroller board based on the ATmega328P microcon-
troller. From above we can visualize the scenario surrounding the vehicle by using
camera (Fig. 2).

Fig. 1 Block diagram of proposed system
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Fig. 2 Block diagram of designed system

The micro-controller in turn controls the extinguishing system. The micro-
controller operates in 5 V and its clock speed is 16 MHz and the recommended input
voltage 7–12 V, whereas the input voltage limits between 6 and 20 V. The Dual-
tone multi- frequency signaling (DTMF) is an in-band telecommunication signaling
system which use the voice-frequency band over telephone lines between telephone
equipment and other communications devices and switching centers. The motor
driver board described the direction of movement of the robot. The motor driver
board is used to give high voltage and high current, given as an output to run the
motors which are used in the project for the movement of the robot. A simple DC
motor is used in our proposed system for the rotation of the wheel, which is respon-
sible for the movement of the robot. DC motors usually convert electrical energy
into mechanical energy. To extinguish the fire a pump is used to pump the water
on to the flame. A simple motor is used to pump the water. The pumping motor in
extinguishing system controls the flow of water coming out of pump. A fire sensor
or flame detector is used to detect and respond to the presence of a flame or fire.
Responses to a detected flame includes sounding an alarm, deactivating a fuel-line
(such as a propane or a natural-gasoline), and activating a fires suppression system.
The HC-SR04 Ultrasonic (US) sensor is used to measure distance or sense objects
in its path.

The sensor has two sensors which forms the Ultrasonic transmitter and Receiver.
The sensor works with the simple formula that

Distance = Speed× Time (1)

The universal speed of US wave at room condition is 330 m/s.
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The flow-chart explaining the function of each module is:

DTMF (dual tone multi frequency) is used for communication. The firefighting robot
flowchart is shown in Fig. 3. Fire-Extinguishing Robot is designed using Arduino.
At the time, when the right, middle and front sensors are obstructed, the left engine
goes backward for 15 ms and returns to the right. When the obstacle is not detected
in the right, middle and front sensors and also not detected in the middle sensor but
the obstacle is detected in the front sensor, the vehicle stops for 15 ms, goes back
100 ms. The left engine goes back 500 ms, the right engine goes back 400 ms, the

Fig. 3 The flow-chart showing the working of the designed robot
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right sensor does not obstruct the center and the front sensor detects the obstacle.
When the obstacle is detected in the middle sensor, the vehicle turns 15, 100 ms
back, left motor 150 ms forward and right motor 50 ms backward. If anything else
hap-pens, if the flame is detected by the sensor, the van will not start or the vehicle
will stop.

3 Result

Flame extinguishment has been performed by the proposed firefighting system
with the proposed estimation and control method. The Fig. 4 shows motion of the
extinguisher in an experimental result on flame extinguishment.

Thick lines: Results. Thin lines: References.

Fig. 4 The graph shows
time histories of the states
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The flame was extinguished at 11.1 s.
The Fire Fighting Robot that we have designed employs DTMF technology to

control the directions of the robot. We have designed the fire detection system using
flame sensor that is capable of sensing the flame of wavelength range 600 to 1500 nm,
approximately and the sensing range depends on the sensitivity and varies from10 cm
to 1.5 feet and can also overcome any obstacle in its path. The robot can operate in the
environment which is inaccessible by human in very short time; the delay employed
is very minimal. The robot can finds the fire accurately and efficiently and within
minimum time after the fire is detected, it is extinguished and has an efficiency of
about 70%.

4 Conclusion

In the present condition the firefighting robot can extinguish fire only in the one
direction and not in all direction around the rooms. It can be extended to areal fire
extinguisher by replacing the fan used to cool the robotic system by a carbon-di-oxide
carrier and by making it to extinguish fires of all the room using microprogramming.
Also solar cells can be used to charge or power different components of the circuit
in place of battery to make the robot more friendly to our environment.

5 Future Scope

In the present condition, the firefighting robot can extinguish fire only up to a certain
height. It being a land rover form ofmodel, can only extinguish and control fire on the
ground level. It could be further extended if the entire robotic system can be employed
on drones so that it can attain great height and reach the rooftops and namely other
places of tall buildings. Also a solar cell could be used to charge or power different
components or parts of the robot to reduce the dependency on battery, increase the
lifespan of the robot and make our robot more friendly to our environment.
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Studies on al and Mg Co-Doped ZnO
Thin Films Grown by Sol-Gel Technique

Arpita Das and Sohom Chakraborty

Abstract ZnO thin films were grown by sol-gel process on glass substrates and
were doped with Mg and Al by introduction of their respective salts in the solution.
A series of samples were deposited by maintaining the same dopant concentration in
the solution, but by varying the substrate temperature employed in the final annealling
step. The concentration of dopant elements in the final ZnO filmwas estimated using
Energy Dispersive X-ray Spectroscopy (EDS) measurements. Surface morphology
was observed by using Scanning Electron Microscope (SEM). The energy band-gap
was measured using optical absorption studies. Photoluminescence (PL) measure-
mentswere carried out at room temperature. Photocurrentmeasurementswere carried
out using Ag contacts by exposure to ultraviolet radiation. The results indicate that
with increase of substrate temperature from500 to 650 °C, the band gap reduced from
3.37 to 3.34 eV, along with an evolution of the PL peak. The dark and photocurrent
levels were also reduced significantly with increased substrate temperature. A corre-
sponding reduction in photocurrent switching transient times was also observed. The
results indicate that higher substrate temperatures cause a precipitation or segregation
of dopants into clusters thereby reducing their effectiveness.

Keywords Thin film · Co-doping · Annealing temperature · UV photodetector

1 Introduction

Oxide semiconductors, such as Zinc Oxide (ZnO), Magnesium Oxide (MgO) and
Aluminum Oxide (Al2O3) are highly effective materials for development of opto-
electronic devices. Among them ZnO is an important group II–VI semiconductor
with attractive electronic and optoelectronic properties. High electron mobility, high
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thermal conductivity, wide and direct band gap (~3.25 eV) and large exciton binding
energy (60 meV) make ZnO suitable for a wide range of optoelectronic, field-
emission and MEMS devices. These optoelectronic devices include photodetectors,
light-emitting diodes and laser diodes [1–4]. The use of ZnO for development of UV
photodetectors is a good alternative to GaN based technology [5].

In order to develop heterojunction electronic devices, doping and alloying of ZnO
materials must be carried out [6]. Alloying of ZnOwith small amounts of MgO leads
to an increase in the band gap [7]. As the ionic radii of Mg2+ and Zn2+ are nearly
equal, this results in very little lattice distortion. Challenges arise due to the difference
in the crystal structures between ZnO (wurtzite) and MgO (rock-salt) which limit
the alloy range and related band-gap tunability [8]. On the other hand, Al-doped
ZnO (AZO) films have a significant application as Transparent Conductive Oxides
(TCO) used in solar cells, liquid crystal displays, heat mirrors, gas sensors, optical
position sensors and acoustic wave transducers, making it a good alternative to the
more commonly used Indium Tin Oxide (ITO) [9]. Recently doping and co-doping
studies on ZnO has been carried out using various elements to either achieve p-type
conductivity (N, In) [10], for spintronics applications (Mn, Co) [11] or to improve
electrical and optical properties in ZnO (Ga, Al etc.) [12].

While sol-gel is a relatively simple low cost technique, the process nevertheless
allows effective doping of ZnO thin films with various elements by introducing their
salts into the precursor solution. In this work, the effect of substrate temperature
employed during thin film formation on its various electrical and optical proper-
ties have been investigated. The aim of the work is to develop thin film ultraviolet
photodetectors with improved sensitivity and switching speeds.

2 Experimental Details

Sol-gel is a well-known technique used for several decades for ZnO thin film
deposition on glass substrates [13]. Zinc acetate dihydrate (Zn(CH3COO)2.2H2O)
was dissolved in Isopropanol (IPA) to form a 0.5 M solution. Diethanolamine
(DEA) (HN(CH2CH2OH)2) was added at 1:1 ratio to act as a stabilizer. The solu-
tion was stirred at 60 °C for 2 h. For Al/Mg co-doping purpose, Magnesium
acetate tetrahydrate [Mg (CH3COO)2.4H2O], and Aluminum Nitrate Nonahydrate
(Al(NO3)3·9H2O) were added respectively. A solution containing 3% Al and 1%
Mg was prepared. A series of samples are prepared by dip coating the soda lime
glass substrates in solution and preheated at 300 °C for 10 min in air. This process
was repeated thrice to generate the desired thickness. During the final heat treatment
process, four samples were heated at 500, 550, 600 and 650 °C for 30 min to produce
co-doped ZnO thin films. For optical characterization purpose, optical transmission
was carried out using an Ocean Optics Jaz Spectrometer. Photoluminescence spec-
troscopy was carried out using a He-Cd laser as an excitation source. The content
of Al/Mg in the ZnO thin films were determined by EDS (Energy-dispersive X-ray
Spectroscopy) mounted on a Zeiss EVO 18 scanning electron microscope. UV photo
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response and persistent photocurrent measurements were conducted using a 30 W
Deuterium lamp dispersed by a Princeton Instruments monochromator for optical
excitation. Electrical measurements were carried out using silver contacts [14], with
the help of a Keithley 236 Source Measure Unit.

3 Results and Discussion

A series of samples were grown where the Al and Mg co-doping concentrations
were kept fixed at 3%Al and 1%Mg respectively and the annealing temperature was
varied from 500 to 650 °C. The samples details are given in Table 1.

3.1 Optical Transmission

Optical transmission spectroscopy was performed on the co-doped ZnO thin films in
order to determine their absorption edge. Figure 1 shows the results for sample IA,
and it is observed that the transparency level is above 80%. A clear and sharp optical

Table 1 Details of samples
studied

Sample no. Al, Mg concentration in
solution (%)

Substrate temperature
(°C)

IA 3, 1 500

IB 3, 1 550

IC 3, 1 600

ID 3, 1 650

Fig. 1 Optical transmission
of ZnO thin film (sample IA)
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Table 2 Optical band gap
obtained from absorption
edge

Sample no. Substrate temperature
(°C)

Optical band gap
obtained from
absorption edge (eV)

IA 500 3.369

IB 550 3.367

IC 600 3.343

ID 650 3.334

absorption edge is observed. The band-gap was determined by from the peak of the
derivative of the absorption coefficient with respect to energy.

The optical band gap calculated from absorption edge for various samples is listed
in Table 2. It was observed that absorption edge continuously shifts to lower energy
levels as the substrate temperature is increased. This is an interesting result indicating
that the doping properties of the ZnO thin film are critically dependent on substrate
temperature. It should be noted that while MgO alloying in the film causes a shift of
the absorption edge to higher energy, the effect of Al incorporation can also do the
same due to the Burstein Moss effect [15].

3.2 Photoluminescence Studies

Room temperature photoluminescence studies of samples IA and ID, grown from
the same precursor solution and annealed at 500 °C and 650 °C respectively is shown
in Fig. 2 a and b. An interesting result was obtained, indicating that while the optical
absorption edge for the two samples showed a relative red-shift for sample ID, an
opposite movement can be observed for the photoluminescence peak. The peak shifts
to higher energy from 379 nm to 377 nm for the two samples. A related observation
is that the peak for sample ID is significantly sharper, and while the PL from sample
IA shows a prominent hump at ~420 nm, this is much reduced for sample ID.

It should be noted here that the photoluminescence from Al doped ZnO has been
previously reported to be relatively broad, with increaseswith increased doping level,
Furthermore, the transitions from various impurities and point defects introduced
during the growth can be observed as shoulders or distinct peaks.

3.3 Scanning Electron Microscopy (SEM) and Energy
Dispersive X-Ray Spectroscopy (EDS)

In order to resolve the differences in the optical absorption and photoluminescence
results, the surfacemorphology of the sample IDwas studied using scanning electron
microcopy (SEM) and doping incorporation was examined using Energy Dispersive
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Fig. 2 a–b Room
temperature PL spectra of
samples IA and ID
respectively

X-ray Spectroscopy (EDS). It was observed from SEM and EDS results that the
surface showed crater like features, or regions of embedded particulates, as shown
in Fig. 3 a and b.

EDS measurements indicate that at these features, the concentration of impurities
can be significantly different from that in the solution. From the region showed in
the box, the impurity in atomic % of Al and Mg was 3.7 and 2.7 respectively, which
is much higher than that was expected.

We believe that for higher substrate temperatures, there is a significant amount
of impurity segregation which form precipitates at such regions shown in Fig. 3 b.
These impurities therefore form clusters of high concentration, thereby reducing the
overall incorporation level in the rest of the film. However both optical absorption
and photoluminescence measurements are dominated by the dopant incorporation of
the film and not from specific clusters—unless they are very optically active.

Therefore, with the increase in substrate temperature, the incorporation of impu-
rities falls, or at least become less important in PL and optical absorption measure-
ments. Thus, there is red-shift of the band gap as the Mg and Al incorporation
decreases. In the PL measurement, the peak position of highly doped or co-doped
samples is determined by the impurity levels in the material. This leads to a red-
shift as well as a broadening of the peak. With reduction of impurities, the peak
sharpens and shifts to the blue. However the exact mechanism for these processes
are still under study and significant work remains before any specific conclusion can
be drawn.
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Fig. 3 a SEM and b EDS image for sample ID

3.4 Photocurrent Measurements

The I-V characteristics of theAl/Mg co-dopedZnO thin filmgrown on glass substrate
were measured using silver contacts. Measurements were made in dark and UV
illuminated conditions in air. Figure 4 a–d shows I–V measurements for samples IA,
IB, IC and ID.

For sample IA dark current was ~1.7µA at 20 V bias. Upon UV excitation the
photocurrent reaches to ~7µA. Figure 4 b shows I–V response of sample IB where
dark response is ~19µA and reaches up to ~33µAonUV excitation thereby reducing
the Iph/Idark ratio. For sample IC, the dark current and the photocurrent is reduced
to ~13µA and ~23µA respectively, further reducing the ratio. However sample ID
shows a significantly reduced dark and photo response, where both currents are in
the nA range.

These results indicate overall that the effective doping level decreases with the
increased substrate temperature. However the exact mechanism is difficult to deter-
mine due to the complex transport mechanisms involved as well as the presence
of both impurity doping and structural imperfections such as vacancies, which also
depend on growth temperature.
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Fig. 4 a–d Dark and photocurrent for all samples respectively

The devices IA-ID were tested to determine their photocurrent transient response
(Fig. 5 a–d). It is an important parameter, since for practical applicationsUVphotode-
tectors devices have to be reasonably fast in their switching speeds, Furthermore, the
measurement of turn off transients can be used to determine the nature and density of
carrier traps in these materials. Since these measurements were carried out at room
temperature, we have neglected the effect of oxygen emission due to UV irradiation.

For all samples, the UV light was switched on, held constant for a period of ~300 s
and then turned off. For sample IA, the decay transient indicates a single exponential
nature, which can be fitted to the equation given below to determine the time constant.

I = I0e
−t/T (1)

As the substrate temperature in increased to 550 °C, the decay transient become
slower and a second slope is apparent at the end of the transient period. This is
more apparently for higher substrate temperatures, where a initial fast decay time
is followed by a subsequent very slow process. In fact for 650 °C, the photocurrent
appears to saturate or show a very long transient after a fast initial decay. This is
presented in Table 3. A similar effect can also be observed in the turn-on transient
where a fast initial rise is followed by a relatively slow one.
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Fig. 5 a–d Dark and photocurrent transients for all samples

Table 3 Decay time
calculation

Sample no. Substrate
temperature
(°C)

Initial decay
time
constant (t1) (s)

Final decay time
constant (t2) (s)

IA 500 46 137

IB 550 155 694

IC 600 33 746

ID 650 15 1598

It is interesting to note that as the substrate temperature is increased to 650 °C, the
initial fast decay transient becomes faster, with a ~10 times reduction from the sample
having annealing temperature 550 °C, but the subsequent slowdecay increases signif-
icantly. The result can be attributed to the trapping de-trapping processes in these
materials, which is a function of not only deliberately introduced dopants, but also
oxygen and zinc vacancies, interstitials and antisite defects [16].

We believe that with increased substrate temperature, the dopants move to cluster
sites, thereby making the initial transient—which is dominated by trapping at dopant
sites—faster. However, the higher temperature generates more native defects, which
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cause the longer transients to be even more pronounced. However more studies are
necessary before a clearer picture emerges.

4 Conclusion

In this paper we investigate the deposition of ZnO thin films co-doped with Al and
Mg by incorporating their salts into the precursor solution. A range of substrate
temperatures were employed, and its effect was studied on the optical and electrical
properties of the deposited thin films.

Our results indicate that increase of substrate temperature from 500 to 650 °C
reduces the optical band-gap energy from 3.369 to 3.334 eV. However, during the
same period the photoluminescence peak narrows and shifts to the blue. SEM and
EDS studies show that for higher substrate temperature, the surface shows crater or
precipitate type regions which are very rich in dopant atoms, indicating the formation
of dopant segregated regions. The result is that the rest of the film, whose properties
dominates the optical measurements, is effectively doped less.

These films were studied by ultraviolet photocurrent measurements, and we see a
strong increase in the sharpness of the turn off transient for co-doped samples grownat
650 °C. These results are linked to the presence of carrier-trapping and de-trapping
mechanisms, which are in turn related to the presence of deliberately introduced
impurities, grain size, and the presence of native interstitials and vacancies. Further
studies are necessary to pinpoint the various mechanisms.
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Grid Connected Rooftop Solar
Photo-Voltaic Power Plants Programme
in India: A Review of State Solar Rooftop
Policies, Net Metering Regulations,
Challenges and Way Forward

Arvind Kumar, Hiren Chandra Borah, and Utpal Goswami

Abstract Ministry of New and Renewable Energy (MNRE), Government India has
set a target of installing 175 GW of Renewable Energy capacity by the year 2022,
which includes 100 GW from Solar, 60 GW from Wind, 10 GW from Bio-Power
and 5 GW from Small Hydropower. Under 100 GW, Grid Connected Rooftop Solar
share of 40GW, catering the demand intoResidential, Commercial, Industrial, Social,
Institutional and Government sectors. This paper examines the development of Grid
Connected Rooftop Solar Sector, Current Trends and Major Installation Achieve-
ments, Existing State Solar Policies, Metering Regulations, Goals and Challenges in
better development and deployment across the county will also discussed.

Keywords Rooftop solar plants ·Metering regulations · Solar policies · Central
financial assistance · DISCOMs ·MNRE

1 Introduction

1.1 Brief About the History

The sources of electricity production such as coal, oil, and natural gas have
contributed to one-third of global greenhouse gas emissions. It is essential to raise
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the standard of living by providing cleaner and more reliable electricity [1]. Under
National Action Plan on Climate Change (NAPCC), the Government of India (GoI)
had approved the National Solar Mission (JNNSM) in January 2010, which paved
way for the growth of solar capacity in the country [2]. The Renewable Energy
sector in India has progressed significantly in the last few years, with the country
now home to some of the largest solar installations in the world. The sector received a
major boost during 2015 following the Government’s decision to revise the national
Renewable Energy target. The new target redefined the scale and scope of the sector,
especially for solar as the previous target was only 20 GW, over the last few years, the
Government has launched a series of supportive policies, regulations and schemes to
encourage and accelerate the development of renewable capacities across the country.
The dramatic fall in prices of solar PV modules (by over 35% between 2015 and
2017) has further strengthen the growth of the solar. To accomplish the ambitious
targets of 175 GW installation of renewable energy by Dec 2022, it is essential that
the government creates 330,000 new jobs and livelihood opportunities [3, 4].

The steps taken by the Government for boosting the solar power generation in
the country, inter alia, include the (i) announcement of a target of installing 175
GW of Renewable Energy capacity by December 2022, (ii) waiver of Inter State
Transmission System (ISTS) charges and losses for Inter- State sale of solar and
wind power for projects to be commissioned up to December 2022, (iii) permitting
Foreign Direct Investment (FDI) up to 100 percent under the Automatic route, (iv)
Notification of standard bidding guidelines to enable distribution licensee to procure
solar and wind power at competitive rates in cost effective manner, (v) declara-
tion of trajectory for Renewable Purchase Obligation (RPO) up to year 2022, (vi)
implementation of Green Energy Corridor (GEC) project to facilitate grid interaction
of large-scale Renewable Energy capacity addition, (vii) notification of standards
for deployment of solar photovoltaic systems and, (viii) central Financial Assis-
tance (CFA) and Performance based Incentives under various on-going schemes
(i.e. Rooftop Solar, Kisan Urja Suraksha evam Utthaan Mahabhiyan (KUSUM),
Solar Park, CPSU scheme, Distributed Grid-connected Solar PV Power Projects in
Andaman & Nicobar Islands and Lakshadweep Islands, Decentralized Solar Photo-
voltaic Systems, Atal Jyoti Yojna (AJAY), Off-Grid andDecentralized Solar Thermal
Technologies for Community Cooking, Process Heat and Cooling Applications in
Industrial, Institutional and Commercial Establishments etc.).

1.2 Historical Developments of Rooftop Solar Sector in India

The Ministry of New and Renewable Energy has announced the guidelines of grid
connected rooftop and small solar power plants programme in June 2014, which was
later upscaled on 30.12.2015, with increase in scheme outlay of 300 MWp to 4200
MWp in the country by year 2019–20, of which 2,100 MW was through Central
Financial Assistance (CFA) and balance 2,100 MW was without CFA. State Nodal
Agencies (SNA’s), Solar Energy Corporation of India (SECI), DISCOMs, Public
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Sector Undertakings (PSUs) and other Government Agencies were the implementing
agencies for this Programme. Central Financial Assistance (CFA) was provided for
residential, institutional, social sectors and achievement linked incentives in various
slabs have been provided for Government sectors for the sanctioned projects under
this. CFA was up to 30% of MNRE benchmark cost or tender cost whichever was
lower for general category states and up to 70% of MNRE benchmark cost or tender
cost whichever was lower for special category States (i.e. North Eastern States
including Sikkim, Uttarakhand, Himachal Pradesh, Jammu and Kashmir, Andaman
and Nicobar and Lakshadweep island). Similarly, maximum incentives for Govt.
sector was up to 25% of MNRE benchmark cost or tender cost whichever was lower
for general category states and up to 60% of MNRE benchmark cost or tender cost
whichever was lower for special category States. Majority of the RTS project under
this programme was already installed and some of the RTS projects are under final
stage of implementation.

The Phase-II programme [5] has two different components viz., CFA for Residen-
tial Sector and Incentives in slabs toDISCOMson incremental RTS capacity installed
by the DISCOMs in their distribution area from the installed base capacity (at the
end of previous financial year) within the time line of 12months (financial year-wise,
i.e. 01.04.2019 to 31.03.2020 and so on till the duration of the programme). The key
features of Phase-II programme under its Operational Guidelines are summarized in
the Tables 1 and 2.

Benchmark Cost is a subject to revision on Financial Year (FY) basis. MNRE
declares Benchmark Cost effective for the entire FY for various project size
ranges/category of States (say Special Category States/General Category States).

To speed up installation of RTS projects in Government Sector, MNRE pursued
identification of rooftop space and vacant areas in Government/PSU buildings with
various Ministries/Departments. Initial survey data of various organisations of about
55 Ministries/Departments indicated cumulative solar potential of about 5900 MW
in Government of India Ministries/departments. To boost the development of RTS
power plants in Government/PSU sector, MNRE has kept provision of performance
linked financial incentives. Major challenges in the government sector installation
may be due to various reasons but not limited to the following e.g. the non-mandatory
directions from parent Ministry, non-availability of vacant shadow free roof areas
of some department buildings due to working of multiple departments in the same
buildings owned by otherGovt.Departments, varying capacity limitation as proposed

Table 1 Key features of phase-II rooftop solar programme

Component-A: (central
financial assistance)

Residential sector Setting up of 4000 MW of grid
connected rooftop solar projects in
residential sector with CFA

Component-B: (Incentives
to DISCOMs)

For all sectors including
residential, institutional,
social, Government,
commercial, industrial etc.

Incentives in slabs to DISCOMs
based on achievement towards
initial 18 GW installation of RTS
plants
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Table 2 CFA provisions under component-A of phase-II rooftop solar programme

Category of residential segment Central financial assistance (CFA) provision

Residential sector (maximum up to 3 kW
capacity)

40% of benchmark cost or rate discovered
through competitive process whichever will be
lower

Residential sector (above 3 kW capacity and
up to 10 kW capacity) *

40% up to 3 KW + 20% for RTS system above
3 kW and up to 10 kW of Benchmark Cost or
Rate discovered through competitive process
whichever will be lower

Group housing societies/residential welfare
associations (GHS/RWA) etc. for common
facilities up to 500 kWp/10 kWp/house), with
the upper limit being inclusive of individual
rooftop plants already installed by individual
residents in that premises at the time of
installation of RTS for common activity

20% of benchmark cost or rate discovered
through competitive process whichever will be
lower

in State regulations for solar rooftop plants in terms of connected electrical load of
the consumer/distribution transformer capacity, limitation of maximum capacity of
500 kW/1000 kW for net-metering, non-availability of funds with the government
offices for installation under CAPEX mode and long process of signing the Power
Purchase Agreement by the Government offices including its field offices with the
RESCO developers, floating of individual tenders office-wise instead of tendering
of cumulative capacity of the concerned departments/State-wise aggregated, non-
availability of net metering for Govt. sector/RESCO projects in regulations of a few
States, low feed in tariff etc.

Presently Net Metering, Gross Metering and Virtual Metering are different cate-
gories of metering mechanism to support DISCOMs to regulate the RTS generated
power for accounting and settlement under billing cycle. Under the provision of net
metering, consumer is billed by adjusting the units of power exported to the grid after
capitive consumption from the units of power imported from the grid. For example,
if an electricity consumer who has installed RTS imported “X” unit of electricity
and export “Y” unit of electricity from the total solar electricity generation of Z
units to the grid then he will be billed for “X-Y” units during billing cycle. If the
exported units are more than these exported units are adjusted in yearly billing or
lapsed or he will be paid at a predetermined rate by the DISCOM as specified by the
State Electricity Regulatory Commission of the State. In case of Gross metering, all
the power generated by RTS is exported to the grid and the electricity consumer is
paid for the total generation by the DISCOM at a predetermined rate decided by the
state regulator whereas the consumer pay the bill to the DISCOM as per the routine
bill generated by the DISCOM at the pre-defined tariff rate. As the rate at which
DISCOM charge the consumer for the electricity consumed by him is much higher
than the tariff rate at which DISCOM pay to the consumer for the electricity gener-
ated and exported through RTS power plant in gross metering mechanism, therefore,
from consumer prospective gross regulation is not benificial. Whereas, in case of
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net metering, concerns of the DISCOM is that they have to purchase the electricity
generated by RTS power plants at that time when there is less demand and have to
supply electricity when there is peak demand. To safeguard the interest of DISCOMs
as well as RTS installer, it is necessary that the tariff under gross metering regula-
tion should also be reasonable so that RTS installer gets a reasonable return on the
investment made on installation of RTS power plants. MNRE has been requesting
the State Governments, State/Joint Electricity Regulators and DISCOMs to take care
of this aspect while fixing the tariff under gross metering regulation.

Grid Connected RTS power plants can be installed in two modes; viz. (i)
CAPEX/Ownership mode where investment is made by Rooftop owner and bids
are generally invited on total project cost and (ii) RESCO/PPA mode where Project
investment is made by 3rd party private/public sector developer and bids are invited
on tariff to be charged by developer for recovering the investment. Under this model,
Power Purchase Agreement (PPA) is to be signed by the consumer with the project
developer. RESCO mode is generally preferable with large size of RTS say 50 KWp
and more at one site. However, this may vary depending on bid capacity allowed
in the tenders. The operation and maintenance of the plant installed under RESCO
mode taken care by the developers.

1.3 State Wise Tentative 40 GW RTS Target Allocation

MNRE in June 2015 has made State wise tentative breakup of 40 GW RTS target in
proportion to Statewise power consumption and consequent solar power requirement
to meet the corresponding Renewable Energy Purchase Obligation (RPO) [6].

1.4 RTS Potential in India

There is a significant potential of small and large scale of grid connected RTS in
India. In 2014, National Institute of Solar Energy (NISE) estimated rooftop SPV
potential of 42.8 GW in the country.

1.5 Renewable Energy Institutional Structure in India

In addition to existing institutional structure in India, in the year of 2011, GoI
has constituted Solar Energy Corporation of India (SECI) to be considered as
Implementing Agency for executing the Government aided Solar Energy/Renewable
Energy projects in country. SECI plays an integral role in bridging the demand and
supply of Solar Energy installations.
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Fig. 1 Major stakeholder structures in promoting solar rooftop segment across the country

Indian Renewable Energy Development Agency (IREDA) is an a Mini Ratna
Enterprise under the administrative control of MNRE. IREDA is a Public Limited
Government Company established as a Non-Banking Financial Institution in
1987 engaged in promoting, developing and extending financial assistance for
setting up projects relating to new and renewable sources of energy and energy
efficiency/conservation with the motto: “ENERGY FOR EVER” [7] (Fig. 1).

2 Rooftop Solar Development in India

MNRE has indexed a target to attain 175 GW of renewable energy which would
consist of 100 GW from solar energy, 10 GW from bio-power, 60 GW from
wind power, and 5 GW from small hydropower plants by the year Dec 2022 [8].
Solar rooftop segment is slowly gaining momentum with considerable interest from
various stakeholders like entrepreneurs, developers, financial institutions, develop-
ment banks, Bilateral and Multilateral donor agencies, end users and government
entities. On a very positive note, rooftop solar PV has already attained grid parity
in commercial and industrial sectors and is becoming most attractive for residential
consumers as well.

To achieve our rooftop solar targets, it is important to develop an ecosystem that
ensures information symmetry, access to financing and clear market signals. MNRE
in associationwith stakeholders has developed the State Rooftop SolarAttractiveness
Index–SARAL with attempt to evaluate Indian States based on their attractiveness
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for rooftop solar development. SARAL is the first of its kind index to provide a
comprehensive overview of state-level measures adopted to facilitate rooftop solar
deployment [9].

2.1 Solar Energy Policies in India

In 1981, Government of India has constituted Commission of Alternate Source of
Energy (CASE) under the aegis of Department of Science and Technology with
the ambition to reform the Renewable Energy (RE) policies in the States for better
development and deployment segment. In 1982, CASE had renamed as Department
of Non-Conventional Energy Sources (DNES) and declared full fledged Ministry
of Non-Conventional Energy Sources (MNES) in 1992 which was renamed as
Ministry of New and Renewable Energy (MNRE) in 2006 [10]. MNRE’s guide-
lines on purchase of power generated through RE sources at the rate of 2.25 per unit
with 5% escalation triggered the initial stage development of RE sector. MNRE has
issued several policies and guidelines to promote RE sector. Direct and Indirect tax
benefit and custom duty exemption was also granted in promotion. Project Devel-
opers were also executed from all the income taxes on all the earning made through
deployment of RE sources.

The Electricity Act 2003 provides a favorable environment for an overall develop-
ment and growth of electricity sector in India. The Act has a provision on preferential
tariffs and DISCOMs are mandated to procure RE power to fulfill their Renewable
Energy Purchase Obligation (RPO) target. National Electricity Policy 2005 provides
preferential tariffs on the power generated throughRE sources. TheTariff Policy 2006
has kept special provisions to procure minimum amount of power generated through
RE sources at a special tariff rate. NationalAction Plan forClimateChange (NAPCC)
2008 was set up to mitigate the Climate Change issues, with special intensification
of Solar Energy [11]. Jawaharlal Nehru National Solar Mission (JNNSM) 2010 has
put significance importance on Solar Energy segment. Further in this connection, a
National Clean Energy Fund (NCEF) was also setup to provide the financial assis-
tance for deployment of RE sectors with provision to aid fund up to 40% of total
project cost.

In 2014, MNRE has formulated guidelines for the Central Financial Assistance
up to 30% of MNRE benchmark cost or tender cost whichever was lower for general
category states and up to 70% of MNRE benchmark cost or tender cost whichever
was lower for special category States (i.e. North Eastern States including Sikkim,
Uttarakhand, Himachal Pradesh, Jammu and Kashmir, Andaman & Nicobar and
Lakshadweep island). While in 2019, MNRE has launched Phase-II Rooftop Solar
Scheme, in which Central Financial Assistance (CFA) amount was again revised to
40% of project cost (for 1 kW to 3 kW) and 20% per kW (for system above 3 kW
and up to 10 kW) which can be availed by the Residential Projects only in different
tranches according to the capacity of power plant.
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Under the umbrella of National Institute of Solar Energy (NISE), the Surya Mitra
program has provisions of trainings for graduates/diploma candidates in the installa-
tion, commissioning, operations and management of solar power plants. The Inter-
national Solar Alliance (ISA) headquarters in India (Gurgaon) will likely be a new
commencement for solar energy improvement in India [12].

2.2 Major Achievements

In parallel with Government of India’s initiative, almost all the States has come
up with their own dedicated Solar Energy/Solar Rooftop Policies and Metering
Regulations to promote the RTS segment.

E.g. Gujarat facilitates the RTS power plants under net metering for all Govern-
ment, Commercial and Industrial installations up to 50% of their connected load,
whereas in case of Residential Consumers, RTS System capacity is irrespective of
their sanctioned load and also have provisions for Electricity Duty and 100% CDM
benefits. Karnataka facilitates the RTS systems up to 100% of consumer sanctioned
load under Gross Metering and Net Metering mechanism. The RTS systems can be
installed up to 100% of Distribution Transformer (DT) capacity with yearly settle-
ment of net energy units with the Grid. Installed RTS capacities are also exempted
from mandatory inspection of Chief Electrical Inspectors (CEIs) [13]. Rajasthan
Government has kept a provision of 25 GW installation in their policy by 2022. RTS
systems can install up to 80% value of load with 30% DT capacity [14]. Rajasthan is
one of the preferred State within the country having more than 722 numbers of regis-
tered companies for investment [15] for setting up of solar power plants amounting
to a total capacity of 16,900 MW in Rajasthan. This preference is often attributed to
geographical and climatic advantage of Rajasthan [16].

Further, few States has also initiated various business models (e.g. on-bill
financingmodel of Andhra Pradesh Eastern Power Distribution Company, Utility led
non-subsidized model of Kerala State Electricity Board, Group/Virtual NetMetering
by BSESRajdhani Delhi, RESCOmodel for residential sector project by Chandigarh
Electricity Dept., DemandAggregationmodel ofMadhya Pradesh Urja Vikas Nigam
Ltd. for Govt. sector buildings, online demand aggregation of residential sector in
Gujarat etc.). In addition, a few States/UTs have started mandating rooftop system
for certain category of buildings above certain plot area/connected load e.g. Haryana,
Chandigarh, Chhattisgarh and Uttar Pradesh.

Further, few States were also providing State Subsidy (e.g. Gujarat, Tamil Nadu,
Uttarakhand, Andhra Pradesh, Madhya Pradesh and Generation Based Incentives by
Delhi in initial stages of the programme) besides the Central Government Subsidy.
Further, almost all States has exempted CEIG inspection for smaller residential
rooftop solar systems for less than 10 kW capacity.
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3 Current Challenges and Outlook

MNRE’s ambitious target of 175 GWp installation by Dec 2022 has been a driving
force for RE sector and is in no small part responsible for introduction of supportive
polices and regulations, market mechanism, investor confidence in RE sector in India
[17]. Although India has set up 40GWp target for Rooftop Solar segment for installa-
tion by Dec 2022, only 1.92 GWp (Table 3) has been reported as on 17.03.2020 over
MNREonlineSPINportal. Further,MNREunder Phase-IIRooftopSolar Programme
has already sanctioned 516MWp capacity among 54 Power Distributing Companies
(DISCOM)/electricity Departments of 27 States/UTs for further installation over
Residential Sector [18]. Over the last few years, MNRE, GoI has launched a series
of supportive of Policies and Guidelines for effective implementation and support
RE development and deployment across the country. Dramatic fall of price of Solar
Cell (over 35% from 2015–2017), supportive policies and its implementation by
States/UTs, low cost financing from Banks/FIs/NBFCs, training of stakeholders and
awareness of beneficiary and many more have boosted and catalysed the Renewable
Energy sector, while Central Financial Assistance (CFA) and incentives has attracted
developers andbeneficiaries for rapid adoption.However, there is a need todiscuss the
major challenges, possible solutions and recommendations to tackle these challenges
to attain the steady development growth of renewable sector [19, 20] (Table 4).

TheOperation&Maintenance (O&M) ofRooftop solar PV is highly sophisticated
in ensuring the adequate efficient output from power plants. Solar developers also
offer Annual Maintenance Contract (AMC) during their work contract, in which
around 64% of developers agrees that AMC is profitable with 89% or respondent
indicating that they are generating additional business opportunities. The Majority
of respondent (~62%) are getting less than Two (2) plant service requests in starting
years, while another ~24% have indicated to receive Two (2) to Four (4) plant service
requests. In plantO&M,main challenge comes into the Inverter failure andgeneration
related issues [21]. There is also an expressed shortage and challenge of skilled and
trained manpower, mostly associated with designing SPV systems and integration
(Figs. 2 and 3).

Metering Mechanism, Central Financial Assistance and incentives to the State
Distribution Companies (DISCOMs)/State Nodal Agencies (SNAs) are the funda-
mental necessity in development of Rooftop Solar segment due to initial upfront
cost. Means of covering investors risk along with greater consumer awareness can
be basic building Blocks. Skill Development along with dedicated regulators &
utilities, maximizing suitable rooftop space and mandates to drive adoption once
viability and ecosystem in place can be considered second building blocks. Nonethe-
less the major barriers faced during large scale deployment of RTS includes lack of
consumer awareness about the benefits of the technologies along with the procedure
involved for installation of RTS, involvement of multiple stakeholders (e.g. Bene-
ficiary/Installer/State Nodal Agency/DISCOM/CEIG etc.) expected revenue loss of
DISCOMs due to adoption of RTS by high tariff paying consumers, un-availability of
solar power during evening peak, lack of standard operating procedure with timelines
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Table 3 MNRE state-wise RTS tentative target allocation

S. no. Name of states/UTs Tentative target capacity (in MW) by
2022

Installed capacity as o 17.03.2020 (in
MW)

1. Andhra Pradesh 2000 88.03

2. Bihar 1000 6.95

3. Chhattisgarh 700 10.39

4. Delhi 1100 119.40

5. Gujarat 3200 297.38

6. Haryana 1600 121.35

7. Himanchal Pradesh 320 16.73

8. Jammu & Kashmir 450 10.81

9. Jharkhand 800 17.12

10. Karnataka 2300 134.60

11. Kerala 800 44.96

12. Madhya Pradesh 2200 50.23

13. Maharashtra 4700 222.11

14. Orissa 1000 14.37

15. Punjab 2000 67.94

16. Rajasthan 2300 123.77

17. Tamil Nadu 3500 155.99

18. Telangana 2000 77.58

19. Uttarakhand 350 77.12

20. Uttar Pradesh 4300 142.59

21. West Bengal 2100 44.46

22. Arunachal Pradesh 50 0.22

23. Assam 250 30.56

24. Manipur 50 5.50

25. Meghalaya 50 0.12

26. Mizoram 50 1.43

27. Nagaland 50 0.08

28. Sikkim 50 0.07

29. Tripura 50 2.96

30. Chandigarh 100 30.15

31. Goa 150 0.83

32. Dadra & Nagar Haveli 200 0.48

33. Daman & Diu 100 0.39

34. Puducherry 100 1.92

35. Andaman & Nicobar 20 4.59

36. Lakshadweep 10 0.00

Total 40,000 1923.17
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Table 4 Summary of mandatory solar notifications

S. no. Name of
Issuing
Authority

Date of
Issue

Mandatory Solar provisions for

1. MoHUA (as
building bye
law*)

Year 2016 Residential—(plotted/group housing having 50 Sqm and
above shadow free rooftop area)
Education/Institute/C&I/Recreational/Mercentile—having
plot size of 500 sqm and above)

2. Government
of Haryana

03.09.2014 Residential—plot size of 500 sq.yard and above, Private
institute/Govt. Building: Connected load 30 kW and
above, Private Hospital/C&I: Connected load of 50 kW
and above, New Housing complexes: plot size of 0.5 acre
and above, Water lifting stations: Connected load of
100 kW and above

3. Government
of
Chandigarh

12.04.2016 Govt./Semi Govt. buildings, autonomous institutions,
private builder/developers
(educational/institutional/business/C&I,
conference/storage) having connected load of 50 kW and
above

4. Govt. of
Chandigarh

18.05.2016 Residential: plot size of 500 sq. yard and above Private
institute/Govt. building: connected load 30 kW and above,
Private hospital/C&I: Connected load of 50 kW and above,
New housing complexes: plot size of 0.5 acre and above

5. Govt. of
Uttar
Pradesh

09.10.2015 Govt./Semi Govt. buildings, autonomous body, housing
and commercial complex having area of 5000 sqm and
above

*Advisory in nature, State may follow

Fig. 2 Challenge on operation and maintenance requirement
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Fig. 3 Basic building block for growth of RTS segment in India (Source [17])

by DISCOMs along with single window clearance portal, lack of sufficient manufac-
turing facilities, lack of skilled workforce, high initial investment, lack of innovative
business models and challenges for its implementation, Regulation and Policy chal-
lenges {e.g. State Electricity Regulatory Commissions (SERCs) as in Table 5, quoted
Different values of Distribution Transformer (DT) Capacity and Connected Load}.
Grid likely to become locally less resilient with massive PV deployment hence the
sizing of the power transformers and connected load ought to be considered for future
deployment of medium sized solar photovoltaics in buildings), multiple tenders,
delay in tendering process for rate discovery/vendor empanelment, delay in signing
of Power Purchase Agreement for RESCO mode etc.

Table 5 Sample comparative analysis of grid interactive metering regulations of different states

Source State electricity regulatory commission/joint electricity regulatory commission
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However, the Government is taking a number of steps to promote rooftop solar
in the country, these include: (i) Under phase II of the programme Electricity Distri-
bution Companies (DISCOMs) have been made as implementing agencies and CFA
is available for residential sector only. Incentives for the DISCOMs for achieve-
ment of additional capacity above baseline has also been provided for. (ii) MNRE is
requesting States to notifymodel operating procedure for RTS/exemption fromCEIG
inspection for smaller plants/issue of mandatory notification/provision in building
bye laws, (iii) Assisting States in development of online portal/demand aggregation,
(iv) PreparedmodelMoU,CAPEX/RESCOModels, PPAAgreement for expeditious
implementation of RTS projects in Govt. Sector, (v) Allocated Ministry-wise expert
PSUs for handholding and support in implementation of RTS projects in various
Ministries/Departments, (vi) Creation of SPIN-an online platform for expediting
project approval, report submission and monitoring progress of implementation of
RTSprojects, (vii) Facilitated availability of concessional loans fromWorldBank and
Asian Development Bank (ADB) through SBI and PNB respectively, for disbursal
of loans to industrial and commercial sectors, where CFA/Incentive is not being
provided by the Ministry. In addition, initiatives have also been taken for providing
financing of residential sector projects through funding of World Bank and Asian
Development Bank and (viii) Initiated various IEC activities.

4 Conclusion

A support of Central Government Ministries/Departments/Autonomos Bodies/PSUs
along with State Government will be highly solicited in reference to formation of
dedicated Solar Rooftop Polices and Regulations, which will create a favorable envi-
ronment for better development of RTS segment on ground. States have kept limit
on DT loading for Solar Rooftop Power Plants, which is limiting the RTS instal-
lation in distribution network area. Development of standard operating procedure
guidelines and digital clearance and monitoring platform is also necessary for fast
track deployment process. Both the CAPEX/RESCO mode are prevalent in India.
To safeguard the interest of DISCOMs as well as developers, it is necessary that the
tariff under gross metering regulation should also be reasonable so that developers
can get a reasonable return on the investment made on installation of power plants.
State wise ranking index for rooftop deployment will assist to low ranking States
to gain best experience of high performing States to perform better in addition to
creating a competitive environment among States.

A Review of State experience in RTPV installation (Table 3) indicates direct
dominance of DT capacity and sanctioned load over the size of power plant instal-
lation. Post 2015, Central Financial Assistance (CFA) and Low Rates of Modules
have played a very vital role in attractiveness in sector development.

Multilateral Soft Loans, Central Financial Assistance (CFA), Role of State
Government and market-based approach and different business models also played
effective role in encouragement of consumer behaviors towards RTS adoption.
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Residential and Commercial sectors have highest number of installations due to
their adoptability. Comparative analysis of State Policies and Metering Regulation
(Table 3) is important in promotion of RTS in States. There is a need to address major
challenges e.g. lack of consumer awareness about the benefits of the technologies
and administrative procedures, involvement of multiple stakeholders (e.g. benefi-
ciary/installer/State Nodal Agency/DISCOM/CEIG etc.) expected revenue loss of
DISCOMs, lack of demand side management, lack of standard operating Guidelines
and digital clearance portal, lack of sufficient manufacturing facilities and skilled
workforce, high initial upfront investment, lack of innovative business models and
implementation challenges, Regulatory and Policy level challenges (e.g. variable
values of DT and Connected load), multiple tenders in vendor empanelment, delay
in PPA signing etc. Higher deployment of RTSwill likely to boost the manufacturing
capability of not even SolarModules, but also solar cell, inverter, batteries, innovative
structures, wires, connectors, meters and other necessary equipments in Country.

While in other aspect, capacity building of Systems Integrators, Manufacturers,
Engineers, Operation & Maintenance (O&M), Testing facilitators are another key
challenge in front of Central as well as State Government departments.

An outlook, linking for State Solar Policies andMeteringRegulationswith current
existing allocated targets, it is recommended to sensitize the existing State Solar Poli-
cies and Regulation in compliance with the Central Scheme and Guidelines and also
ensure the skill development and capacity buildings of System Integrators, Manu-
facturer, DISCOM Engineers to create the favorable environment for developers for
their healthy participation and execution of installations to accomplish 40 GWp RTS
target by Dec 2022.
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Design of a Microring Resonator Having
High Sensitivity for Biosensing
Applications

Piyali Mukherjee and N. R. Das

Abstract Sensors used for biological and chemical sensing have been active
research topics because of several potential applications like medical diagnostics,
environment monitoring, etc. Among the existing sensors, integrated optical waveg-
uides based sensorsmaking use of photonicmicroring resonators possess a promising
performance. When light propagates through the microring, it generates an evanes-
cent field that extends beyond the structure which is sensitive to the refractive index
of the analytes adsorbed on its surface, and it modulates the resonant wavelength of
light within the cavity. This sensing capability has been utilized for the detection of
biological targets and facilitates label-free detection. This paper presents the design
of a laterally coupled microring resonator having high sensitivity for biosensing
applications. Silicon-on-Insulator (SOI) based resonator is preferred because of its
small size, low cost and high sensitivity. Simulation results are done to validate with
the existing design structures and propose smaller dimension structure that can still
achieve high sensing efficiency of the order of 10–8 RIU.

Keywords Microring resonator · Biosensing · Silicon-on-insulator · Laterally
coupled · High sensitivity

1 Introduction

Optical ring resonators have emerged almost a decade ago and have found their way
into many applications. They can be custom-designed for diverse applications, such
as lasers, amplifiers, sensors, optical filters, switches, digital logic gates, etc. [1, 2].
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Medical Science outshines other areas of research. Needless to say the direct
impact of medical science on our health and to the society at large. The existing
system believes in treatment only after the appearance of symptoms. This leads to
delayed diagnosis and prolonged duration of care. Themajor hindrance of the existing
system is the limited number of staff which may lead to neglect of patients.

With the advancement in technology, molecular diagnosis methods have evolved
that can sense abnormality before symptoms are generated [3, 4]. The commonly
used diagnosis methods are Polymerase Chain Reaction (PCR), Micro-array Assay,
Enzyme-Linked Immunosorbent Assay (ELISA), etc. These methods are expensive,
requires skilled people to operate, and the result generation is time consuming. This
leads to motivation for a simple, inexpensive, automated point-of-care system.

Silicon, a leading material in micro-optoelectronics makes SOI based devices
extremely low cost and compatible with existing technology. Silicon and its oxide
layer provides large refractive index difference, which allows designing of single-
modewaveguide enabling large scale integration, hencemakingSOI a suitable choice
for device design. This paper deals with the designing of laterally coupled, high
refractive index contrast silicon-on-insulator (SOI) microring resonator [5] sensor
for biosensing. It provides analytical derivations and simulation results to validate
with the existing design structures and propose smaller dimension structure that can
still achieve high sensing efficiency.

2 Working of Microring Resonators

Amicro-ring resonator in the simplest formconsists of a ringwaveguide that channels
light and serves as a resonant cavity that supports certain wavelengths of light in
both longitudinal and transverse modes and is responsible for its intensity build-up.
A coupling mechanism exists such that the ring waveguide couples with the straight
bus waveguides that servers as input and output ports (Fig. 1).

The relation between the electric field components existing between the waveg-
uides can be obtained by solving the electric field interactions by transfer matrix

Fig. 1 Fields associated
with add-drop resonator
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given by [13]:

[
E4(ω)

E2(ω)

]
=

[
r1r2 it1
it1 r1

][
E3(ω)

E1(ω)

]
(1)

[
E5(ω)

E4(ω)

]
=

[
r2 it2
it2 r1r2

][
E6(ω)

E3(ω)

]
(2)

where, r1, r2, are the self-coupling coefficients, t1, t2, are the cross-coupling
coefficients. Within the ring waveguide, the fields are related as:

E3 = aeiϕE4 (3)

where, a is the transmission amplitude that takes into account the propagation loss
within the waveguide, ϕ = βL is the phase shift with β as the propagation constant
of the circulating mode and L is the round trip length.

The ring resonator acts as an add-drop filter and is coupled to two bus waveguides,
the incident wavelengths which are supported by the cavity gets coupled and is
transmitted through the drop port and the rest through the pass/through port. The
transmission coefficient of the two ports with respect to the input port is obtained as:

Tpass = I2
I1

= r22a
2 − 2r1r2acosϕ + r21

1 − 2r1r2acosϕ + (r1r2a)
2 (4)

Tdrop = I5
I1

= (1 − r21)(1 − r22)a

1 − 2r1r2acosϕ + (r1r2a)
2 (5)

The ring will be in resonance if the wavelength of light is an integer multiple of
the optical ring length. From the transmission spectrum, the resonance condition is
obtained as:

λr
neff L

m
;m = 1, 2, 3, . . . (6)

with neff = β

k , [6] k being the wave number.

3 Design Issues

3.1 Silicon/Silicon Dioxide (SOI) Based Resonator

Silicon, a leading material in micro-optoelectronics makes SOI-based photonic
devices potentially economical and compatible with existing electronic technology.
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Passive silicon waveguide structures have revealed an unprecedented reduction in
footprint of waveguides and especially in wavelength-selective devices [7, 8]. Silicon
and its oxide layer provides large refractive index difference that allows designing
of single-mode waveguide and compact integrated devices that enables large scale
integration, making SOI a suitable choice for device design.

3.2 Laterally Coupled Resonator Sensor

Coupling between the ring and the straight waveguides can be achieved either verti-
cally or laterally. Vertically coupled resonator designs proposed so far have advan-
tages of higher modal overlap, and that waveguides are buried and remain isolated
from the effects of surface treatments.

The laterally coupled ring resonators, offer several other advantages like their
coplanar structure results in easy design and since they employ propagation of TE
mode, these structures lead to modal confinement and lower radiation leakage loss.
Due to the inherent advantages the laterally coupled ring resonators possess, they are
preferred to be used for sensor design (Fig. 2).

4 Performance Parameters Evaluation for Sensor Design

The performance parameters for sensor design can be obtained from the transmission
spectrum of the resonator as well as they can be obtained analytically. All the device
performance parameters are governed by the structural parameter of the resonator.
So, defining the ring dimensions are essential for device design.

Fig. 2 Schematic of lateral
coupling mechanism
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4.1 Free Spectral Range (FSR)

FSR is the distance between two consecutive resonant peaks of the transmission
spectrum at the drop port. This determines selectivity of the sensor. Mathematically,
it is given by:

FSR = λ2
res

ngL
(7)

ng is the group index. The group index takes into account the dispersion in the
waveguide and is given as [9]:

ng = neff − λ0
dneff
dλ

(8)

4.2 Quality Factor

Quality factor of a resonator is a measure of the sharpness of the resonance relative
to its center frequency.

Q − factor = λres

FWHM
= πngL

√
r1r2a

λres(1 − r1r2a)
(9)

4.3 Resonator Sensitivity

The ring resonator is sensitive to a multitude of effects, and hence attractive for the
use in sensing applications. There are two sensing mechanisms that are commonly
used. They are homogeneous sensing and surface sensing [10], a schematic view of
which is shown [4] (Fig. 3).

In homogeneous sensing, thewaveguide core is surrounded by an analyte solution,
which serves as the top cladding of the waveguide. The analyte modifies the bulk
refractive index of the solution and in turn the effective index of the guided mode.
In surface sensing, the device is pretreated to have binding sites on its surfaces,
which selectively binds the specific analyte [11]. Accordingly, this method enables
specificity as well as label-free detection in addition to high sensitivity.

To transduce the amount of analytes to a detectable signal of a microring sensor,
two sensing schemes used are Resonant-wavelength-shift scheme and Intensity-
variation scheme. The resonant-wavelength-shift scheme monitors the shift of a
resonantwavelength caused by analytes. The intensity-variation schememonitors the
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Fig. 3 Sensing mechanisms: homogeneous sensing (left) and surface sensing (right)

Fig. 4 Sensitivity for different combinations of sensing schemes and sensing mechanisms

output intensity variation at the wavelength with the highest slope in the transmission
spectrum [12].

To evaluate device performance, sensitivity is defined as the ratio of the change
in the measured optical parameter to the change in the waveguide parameter affected
by analytes. A table of sensitivity for different combinations of sensing schemes and
sensing mechanisms is stated in Fig. 4.

5 Results and Analysis of the Performance Parameters

Several performance parameters of the ring resonator are directly related to the
transmission spectrum. So, evaluating and obtaining the transmission spectrum is
important. The transmission spectrum of add-drop resonator at both transmission
port and drop port is shown in Fig. 5.
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Fig. 5 Transmission spectrum for an add-drop resonator

The difference inwavelengths between the two peaks at the drop port transmission
gives the free spectral range (FSR) of the sensor.

With the variation in the ring dimension, the obtained spectrum also varies. As
the ring radius increases, the round trip length of the ring resonator increases [13]
(Fig. 6).

The ring dimensions also affect another parameter, namely Quality factor. A plot
of Q-factor for different lengths of the ring is shown in Fig. 7.

For better performance of the sensor, high Q-factor is required, this in turns leads
to the requirement of large ring dimensions. The ring length cannot be increased
indefinitely as it will result in a large sensor dimension. So, loss minimization (prop-
agation loss and bend loss) within the cavity is required. The variation of Q-factor
with different values of propagation loss figures has been obtained in Fig. 8 which

Fig. 6 Variation of FSR with resonator ring radius
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Fig. 7 Variation of Q-factor with wavelength for varying round trip lengths

Fig. 8 Variation of Q-factor with round trip length for varying losses

implies that Q-factor improves for lower propagation loss figures.
Mode is the spatial distribution of optical energy in one or more dimensions of

light propagation. The fundamental modes, i.e., the Transverse Electric (TE) and
Transverse Magnetic (TM) modes have their maxima within the core and drops
sinusoidally towards the edge and finally becomes exponential outside the core. TE
mode leads to greater confinement than TM thus leads to designing of waveguides
that confines transverse electric modes.

For critical coupling, the propagation constants in both the ring and the buswaveg-
uide are matched and the effective index of the mode is found to be 2.3869 for a
dimension of 450 nm width and 220 nm height waveguide (Fig. 9), which has been
proposed so far. These waveguides offer very little modal radiations outside it which
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Fig. 9 TE mode for
waveguide dimension of 450
× 220 nm

leads to lower evanescent coupling and hence reduces sensitivity of the resonator
sensor. This possesses necessity for reduction in waveguide dimension that will
result in greater evanescent fields and will not lead to excess modal radiations.

To comply with the need of reduction in waveguide dimension, the effective index
of the mode is found to be 2.2445 for guide dimension of 420 nm width and 200 nm
height (Fig. 10). This modal field distribution reveals that there is an increase in the
evanescent field that will result in greater coupling.

Sensitivity is a crucial parameter to determine the performance of a sensor. It is
because the resonator is sensitive to refractive index change of the guided mode that
it is being made used as a sensor.

Here, the resonant-wavelength-shift scheme is adopted, where the resonant wave-
length for the detectable analyte shifts in the transmission spectrum. This is observed
in Fig. 11, where a shift in the resonant wavelength occurs when de-ionized water

Fig. 10 TE mode for
waveguide dimension of 420
× 200 nm
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Fig. 11 Shift in resonant wavelength when deionized water is flowed across sensor’s surface

Fig. 12 Variation of change in resonant wavelength to the change in cladding index

(DI water) is made to flow over the sensor’s surface.
When analytes get placed on the resonator’s surface, the refractive index of the

cladding changes which affects the resonant wavelength of the guided mode. The
refractive index change of the resonator cladding to the change in resonant wave-
length is obtained (Fig. 12). This gives the value of sensitivity which is obtained
in the order of 10–8 RIU. Other analytes may also be sensed in a similar fashion
depending on the requirement of the sensor design.

6 Conclusion and Future Scope

This work gives a comprehensive overview of silicon microring resonators. It deals
with the computation of waveguide dimension and propose smaller resonator dimen-
sions for which the performance parameters are computed through simulation as well
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as mathematically. There is a restriction in the resonator height of less than 250 nm
so as to enable single mode operation. From the mathematical expressions, it was
established that FSR and Q-factor varies differently with the resonator length and the
ring radius. So, a tailoring of the structural parameters is required. Again, lowering
the propagation loss improves the value of Q-factor. The computational results state
that ring radius of 10 μm gives an FSR of 16 nm, which is comparatively higher and
a Q of 6000 which is at a setback. Besides, the sensitivity is also computed to be in
the order of 10–8 RIU which is quite high than reported in literature.

References

1. Heebner, J., Grover, R., Ibrahim, T.A.: Optical Microresonators: Theory, Fabrication and
Applications. In: Springer Series in Optical Sciences (2008)

2. Rabus, D.G.: Integrated Ring Resonators, The Compendium. In: Springer Series in Optical
Sciences (2007)

3. Kindt, J.T., Bailey, R.C.: Biomolecular analysis with microring resonators: application in
multiplexed diagnostics and interaction screening. Curr. Opin. Chem. Biol. 17(5), (2013)

4. Chao, C.Y., Guo, L.J.: Design and optimization of microring resonators in biochemical sensing
applications. J. Lightwave Technol. 24(3), 1395–1402 (2006)

5. Niehusmann, J., Vorckel, A., Bolivar, P.H., Wahlbrink, T., Henschel, W., Kurz, H.: Ultrahigh-
quality-factor silicon-on-insulator microring resonator. Opt. Lett. 29, 2861–2863, Optical
Society of America (2004)

6. Hunsperger, R.G.: Optical waveguide modes. In: Integrated Optics, Theory and Technology,
pp. 17–31 (2009)

7. Bogaerts, W., Dumon, P., Thourhout, D.V., Taillaert, D., Jaenen, P., Wouters, J., Beckx,
S., Wiaux, V., Baets, R.G.: Compact wavelength-selective functions in silicon-on-insulator
photonic wires. IEEE J. Sel. Top. Quantum Electron. 12, (2006)

8. Bogaerts, W., Selvaraja, S.K., Dumon, P., Brouckaert, J., Vos, K.D., Thourhout, D.V., Baets,
R.: Silicon-on-insulator spectral filters fabricated with CMOS technology. IEEE J. Sel. Top.
Quantum Electron. 16, (2010)

9. Bogaerts, W., et al.: Silicon microring resonators. Laser Photonics Rev. 1, 47–73 (2012)
10. Chao, C.Y., Fung, W.: High Q-factor polymer microring resonators used in the biochemically

sensing applications. IEEE J. Sel. Topics Quantum Electron 12(1), 134–142 (2006)
11. Vollmer, F., Braun, D., Libchaber, A., Khoshsima,M., Teraoka, I., Arnold, S.: Protein detection

by optical shift of a resonant microcavity. Appl. Phys. Lett. 80(21), 4057–4059 (2002)
12. Chao, C.Y., Guo, L.J.: Biochemical sensors based on polymer microrings with sharp

asymmetrical resonance. Appl. Phys. Lett. 83(8), 1527–1529 (2003)
13. Mukherjee, P., Das, N.R.: Tailoring the parameters to increase the efficiency of a micro-ring

resonator sensor for biosensing. In: Advances in Computer, Communication and Control, vol.
41, pp. 477–485. Springer (2019)



Technical Assessment
for Implementation of Agricultural Solar
Pump in West Bengal to Reduce AT&C
Loss of Discom—A Case Study

Utpal Goswami, Arnab Ganguly, Prabir Kumar Dash,
Suprava Chakraborty, and Arvind Kumar

Abstract Agriculture provides the primary source of income formajority of the rural
population in India. Around 38% of the net-sown area of our country remains un-
irrigated due to lack of irrigation infrastructure. Lack of access to reliable electricity
supply is one of the major barriers for developing effective agricultural pumping
infrastructure in the country. On the other hand,majority of the electricity distribution
companies (DISCOMS) in India are reluctant to help in popularising solar pumps for
agriculture, in fear of loss of their revenue. In addition, the distribution companies
are suffering from very high aggregate technical and commercial losses.West Bengal
State Electricity Distribution Company Limited (WBSEDCL), the largest DISCOM
in West Bengal, plans to reduce the AT&C loss to 22.5% within its operational
area. This paper argues that, the quantum of AT&C losses that can be reduced by
providing solar agricultural pumps which could be channelized as a lucrative Feed
in Tariff (FIT) to the agriculture consumers.
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1 Introduction

In India, nearly fifty percent (50%) of the population depends on agriculture for their
primary source of livelihood. Easy access to dependable and adequate irrigation
facility is important for growth of agricultural production which in turn will increase
the revenue for Indian farmers [1–3]. India’s irrigation mainly relies on high efficacy
groundwater pumping. A recent study reveals that, Indian farmers currently use 19
million electric and 9 million diesel pumps for irrigation purpose. Despite using
such high number of irrigation pumps, more than 53% of the net-sown area of our
country remains un-irrigated. High cost of fuel, unreliable power supply and high
upfront cost of installation of agricultural pumps prevent the farmers from adopting
productive irrigation system [4–7].

Considering this, in March, 2018 the Ministry of New and Renewable Energy,
Government of India formulated a scheme titled “KisanUrja Suraksha EvamUtthaan
Mahabhiyan” (KUSUM) for Indian farmers aimed at providing a boost to the produc-
tion and increase in income from agricultural activity by adopting solar based
irrigation systems. The scheme has four components [8]:

1. Installation of grid-connected solar power plants each of capacity up to 2 MW
in the rural areas;

2. Installation of standalone off-grid solar water pumps to fulfil irrigation needs of
farmers not connected to grid;

3. Solarization of existing grid-connected agriculture pumps to make farmers inde-
pendent of grid supply and also enable them to sale surplus solar power generated
to DISCOM and get extra income; and

4. Solarization of tube-wells and lift irrigation projects of Government sector.

Further, under the scheme, financial assistance of 60% of the project cost (split
equally between state and central governments) 30% to be funded by banks and
financial institutions in the form of loans. That leaves only 10% to be invested directly
by farmers, in the form of equity.

Among others, the second and third components of the KUSUM scheme are
especially significant from two counts—first, they would facilitate the process of
solarisation of diesel run pumps; and second, it would discourage over exploitation
of ground water as the farmers could be better off financially by selling electricity to
the grid rather than indulging into flood irrigation. For the DISCOMs this would be
particularly beneficial since it would help them reduce the Aggregate Technical and
Commercial (AT&C) losses emanating from power theft in the agriculture sector and
also help them in adhering to their renewable purchase obligations (RPO) [9–12].

In the year 2014, M/s KPMG Advisory Services, a global consulting firm carried
out a feasibility analysis for solar agricultural water pump sets in India. The feasi-
bility report argues in favour of replacing diesel pump sets with solar pump sets and
extensively talks about the economic benefits that would accrue to the farmers and
DISCOMs from such transition. The study reveals that, the annual diesel cost for a
2.2 kW pump would be around INR 30,000. The cost of a 2.2 kW solar pump would
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cost INR 320,000. The study also highlights that, farmers were found to be willing
to invest the diesel cost for 2–3 years, but they are unable to provide the maximum
upfront cost. The maximum upfront cost that the farmers are able to invest is in the
range of INR 60,000 to INR 90,000 and balance i.e. INR 230,000 to INR 260,000
required from financial organization as loan or government subsidy (roughly 70%).
The study estimated that, by providing solar irrigation pumps the DISCOMs can save
an amount of INR 65,000/- per new connection coupled with an estimated cost of
power delivery amounting to INR 14,000/- per annum per farmer. The study further
underlines that, with reduction in price of solar pumps the internal rate of return
for replacing diesel pumps with solar pumps would be 33% (with yield benefits) as
against 19% in 2014; and the internal rate of return for replacing electrical pumps
with solar pumps would be 30% (with yield benefits) as against 13% in 2014. The
study concludes that, while the process of replacing diesel pumps with solar pumps
can be technically and economically feasible but replacing grid connected pumps
become feasible only when solar pumps become cheaper [13–17].

In the year 2018 CEEW (an India-based but globally engaged research think-
tank) developed an economic model to calculate the annual cash flow for farmers
and the government under different pump deployment scenarios. The model used
background data for the Indian state of Uttar Pradesh and data collected after review
of various secondary literature and farmer interviews. The study analysed cash flow
to farmers and their Net Present Values (NPV) to analyse seven distinct irrigation
models that include the following [18–21]

• Purchasing water from a government pumping station at a flat monthly rate;
• Irrigation by purchasing water or renting a pump from a neighbour;
• Irrigation by using own electric pump;
• Irrigation by using diesel pump;
• Irrigation by using a stand-alone solar pump;
• Irrigation by using a grid connected solar pump and sell surplus energy back to

the distributor at a feed-in-tariff; and
• Irrigation by using solar pump and sell water or electricity to neighbours.

The report argues that while purchasingwater from a government pumping station
at a flat monthly rate (INR 500/- per month) is the cheapest available option, but such
infrastructure is not always available to the farmers. The study also underlines that,
while irrigation by purchasing water or renting a pump from a neighbour is the
costliest option (INR 120/- per hour for a 3HP pump and a water table of six to
eight meters) but small and marginal farmers prefer this arrangement owing to their
lack of paying capacity to afford the upfront cost required to purchase an electric
pump. The report suggests designing policies to make the solar pumps affordable
to this category of farmers since it would be economical for them from a long-term
perspective. The report also points out that, with government subsidy of 30% on solar
pumps will make it economically attractive compared to diesel pumps and there will
be possibilities of such substitution from diesel to solar pumps [22].

While discussing the findings pertaining to grid connected pumps, the report
highlighted that in Uttar Pradesh, a farmer having one hectare of land and willing
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to install a 3HP pump would need a 3 kWp solar array. Depending on irrigation
requirements, the study assumes that out of 365 days in a year, irrigation would
be required for 140 days and for the rest 225 days the solar pump can generate an
excess electricity of almost 2,000 kWh. With a feed-in-tariff of INR 3.50 per kWh
the farmers will have an income of INR 7,000/- per year by selling excess electricity
to the grid. While the farmer can make some income by selling electricity to the grid,
but the system remains underutilised, which challenges the very economics of using
solar pumps. The report further goes on to argue that grid connected systems will
put additional burden on both the government (providing subsidies) and the state
DISCOMs (since they would have to buyback the electricity) [23–26].

The above analysis underlines two distinct facts:

• Replacing diesel pumps by solar pumps are economically feasible; and
• Grid Connected solar irrigation pumps may not be a feasible choice for the

consumers, DICOMs and Governments as there are issues of under utilisation
of the systems and buying back power on top of subsidies provided for grid
extension will put additional financial burden on the consumers.

While the argument cited in the paper was appealing but, it overlooked the compo-
nent of how grid connected solar pumps can help the DISCOMs and the Government
to reduce the AT&C losses in agriculture [27–32].

In this paper an analysis has been presented in the context of West Bengal’s
agriculture sector. Technical assessment also performed in terms of needs of solar
pumps in agricultural sector in West Bengal. Since WBSEDCL caters to majority of
the farmers in the state, the data for analysis has been mostly taken from filed visit
and annual reports of WBSEDCL.

WBSEDCL, the largest DISCOM in West Bengal supplied, 1,433 Million kWh
of electricity to 287,579 agricultural consumers (including Government run River
Lift Irrigation pumps) and the total revenue collected has been INR 5.9487 million
in the financial year FY 2016–17. Therefore the per capita electricity consumption
in agriculture sector has been roughly 4,983 kWh at an average tariff of INR4.51
per kWh. Considering the AT&C loss of 28.96% [32], one can assume that the total
revenue received from sale of electricity to the agriculture sector could have been
higher than the actual figure.

Further, the Government ofWest Bengal plans to reduce the AT&C loss to 22.5%,
and to that end the KUSUM scheme could be a game changer for reducing AT&C
loss in the agriculture sector [32].

The present paper cites data related to the quantum of AT&C losses that can be
reduced by providing solar pumps and argues that the savings on this account may
be channelized to offer a lucrative FIT to the agriculture consumers [32–34].
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2 Brief Agriculture Overview in West Bengal

2.1 Availability of Ground Water

West Bengal is located in eastern part of India beside the river Ganga. The annual
average rain fall in last five years is around 1,200–2,500 mm. West Bengal also have
31 billion cubic meter of ground water resource. In 95% of villages of West Bengal,
ground water available within 5–10m below the ground level. In terms of availability
of ground water per 1,000 ha of net cultivated area, West Bengal is second and in
terms of availability of ground water per 100 km2 of area the state ranks third in the
country. The highest availability of ground water is observed in the Nadia district
which is around 86% and the lowest at Jalpaiguri district at 5% [35–37].

2.2 Cropping Pattern in West Bengal

In West Bengal, production of rice constitutes around 68% of the total food grains
produced in the state. In addition to this mustard, wheat, sugarcane jute, potato,
fruits, pulses, vegetables and flowers are the other category of agricultural products
cultivated in West Bengal. Intensity of cropping in this zone is around 162%. The
crop production pattern in West Bengal has been depicted in Fig. 1 [38–42].

Rice
69%

Wheat
6%

Mustard
2%

Sugarcane 
1% Jute

8%

Potato
4%

others 
13%

Fig. 1 The crop production pattern in West Bengal
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2.3 Condition of Irrigation Activity in West Bengal

In West Bengal, irrigation activity mostly depends on availability of deep irrigation
pumps. Since, only 12.5% of the agricultural pumps are electrified, rest are diesel
operated pumps. The farmers of West Bengal suffer from high tariff of electricity as
well as rising price of diesel. The price for 1 h of water uses of 5 HP diesel pump is
around INR 70 hour. The agricultural pump owner first fulfil his or her demands and
then sell surplus water to other farmers at very high price [40–42].

3 Result and Discussion

3.1 A Brief Overview of the Nature and Use of Electricity
Consumption by the Agriculture Consumers
of WBSEDCL

Table 1A, B, provides data on the year wise units of electricity sold by WBSEDCL
for irrigation, the revenue collected and the total number of consumers of electricity
for irrigation purpose. Analysis of the data shows a decline in per capita electricity

Table 1 A, B. A snapshot of key variables pertaining to electricity supplied by WBSEDCL to its
consumers for irrigation purpose

(A)

Financial
year
(1)

Units of electricity
sold
(2)

Revenue (Lakhs)
(3)

No. of
consumers
(4)

T&D
loss
(5)

AT&C
loss
(6)

2013–14 1,183,096,000.00 3,500,500,000.00 212,745 27.96 32.05

2014–15 1,491,990,000.00 5,783,100,000.00 241,250 27.60 29.96

2015–16 1,524,190,000.00 6,196,200,000.00 266,009 27.74 31.61

2016–17 1,433,540,000.00 5,948,700,000.00 287,579 27.47 28.96

(B)

Financial
year (1)

Per capita
electricity
consumption
(PCCONSM)
(7) = (2)/(4)

Per capita
realisation
(REALPC)
(8) = (3)/(4)

Per unit cost
of electricity
supplied
(9) = (3)/(2)

Average
cost of
electricity
supply
(10)

Actual
tariff
(11)

Difference
between
(12) = (10)

– (11)

2013–14 5561.10 16453.97 2.96 6.0893 3.84 3.13

2014–15 6184.41 23971.40 3.88 6.5604 4.59 2.68

2015–16 5729.84 23293.20 4.07 6.5513 4.59 2.49

2016–17 4984.86 20685.45 4.15 6.8932 4.75 2.74
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consumption coupled with increase in per capita expenditure on electricity for irri-
gation which is shown in Fig. 2. One of the reasons has been an increase in the per
unit actual cost of electricity consumed for irrigation (Column No. 09 in Table 1).
Available data suggest that while WBSEDCL’s actual per unit tariff realised from
the agricultural consumers is less than the tariff approved by the State Regulatory
Commission. The difference in 2016–17 was INR 0.60 per unit lower than 2013–14
which was INR 0.88 per unit, as shown in Fig. 3. It is important to note here that, for
the sake of simplicity, we have considered the tariff charged for irrigation pumping
for agriculture (metered supply from mixed HV feeder).
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Fig. 2 Trends in per capita consumption of electricity for irrigation purpose by consumers of
WBSEDCL from 2013–14 to 2016–17
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Fig. 4 T&D loss and AT&C loss suffered by WBSEDCL between 2013–14 and 2016–17

This difference as presented in Fig. 3 can be partly explained by the following
three important factors:

• Transmission and Distribution Loss (T&D);
• Government Subsidy; and
• Aggregate Commercial and Technical Loss (AT&C).

Figure 4 provides a diagrammatic presentation of the figures on T&D and AT&C
losses presented in Table 1. However, it is important to note here that, the data on
T&D and AT&C losses, specifically for the irrigation sector is not available. Hence
the data presented in Table 1A, B and Fig. 4 are aggregated figures for WBSEDCL’s
entire area of supply covering all category of electricity consumers. WBSEDCL
reviles that, in general, the AT&C loss in the agriculture sector is higher compared to
other sectors in the state, owing to issues like theft, tampering of meters, and limited
reach out of WBSEDCL.

Figure 4 shows that while there has been a reduction in AT&C losses in 2016–
17, but the same was still greater than 26%, the benchmark set by Ministry of
Power, Government of India to be achieved in 2016–17 under the Integrated Power
Development Scheme (IPDS). By 2019–20, the target is to restrict AT&C losses at
21%.
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3.2 Effect of Implementation of Solar Water Pump in AT&C
Loss

Consider a case where a farmer in West Bengal installs a 5HP solar pump. Going by
the assumptions made in the CEEW study, the farmer would need to install a 5 kWp
system. In West Bengal the average generation per kWp solar panel is 1,200 units
per year. Thus, a 5 kWp system would generate 6,000 unit in one year. We further
assume that a farmer irrigates the agricultural land for 145 days which would mean
that the solar panel would generate 3,616.44 units for the rest 225 days. This excess
unit could be sold to the grid provided grid connectivity is available. Considering
an average cost of supply of INR 4.75 per unit, the amount a farmer can earn by
injecting solar to the grid would be roughly INR 17,000/- per year.

Table 2 and Fig. 5 presents data comparing how much WBSEDCL could have

Table 2 Revenue that WBSEDCL could have earned had the AT&C losses be reduced by 1% from
their actual values from 2013–14 to 2016–17

Financial year Net energy
supplied by
WBSEDCL
for running
irrigation
pumps

AT&C loss
reduced by
1%

Units for
which revenue
could have
been collected
after reduction
of AT&C loss
by 1%

Average cost
of supply (Rs
per unit)

Revenue to
WBSEDCL if
AT&C loss
could have
been reduced
by 1%

2013–14 1,183,096,000 31.05 367,351,308 6.0893 72,042,264.73

2014–15 1,491,990,000 28.96 432,080,304 6.5604 97,880,511.96

2015–16 1,524,190,000 30.61 466,554,559 6.5513 99,854,259.47

2016–17 1,433,540,000 27.96 400,817,784 6.8932 98,816,779.28
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Fig. 5 The quantum of energy that could have been realised had the AT&C loss be reduced by 1%
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saved had the AT&C loss be reduced by 1% from their actual values.
The data reveals that in 2016–17, WBSEDCL could have earned INR 68.09

million had the AT&C loss be reduced by 1–27.96% instead of 28.96% in 2016–17.
If the DICOMs succeed in reducing the AT&C losses to 21% the revenue would
be even higher for the DISCOMs and the Government need to think of ways of
channelizing this savings for promoting solar pumps under KUSUM scheme.

4 Conclusion

The case study reveals that, if solar pump based irrigation infrastructure is introduced
and incentivised, then the farmers will be directly benefited by reduction in their cost
of production. Also, they will earn additional income by selling the surplus power to
DISCOM. Simultaneously, the DISCOM will be benefited by reducing their AT&C
loss in a significant manner and voltage profile of the grid will also improve by
injection of power from the consumer at tail end. In addition, solar pump based
irrigation infrastructure will help the DISCOM to reduce cross subsidy charges from
the bulk consumer which in turn could lead to a reduction of tariff to industrial
customers. In the post-COVID scenario with global economies experiencing a major
recession, triggered mainly by a fall in industrial activities, a reduction in industrial
tariff would be of great help to the industries. Increase in the agricultural productivity
of the state will help to improve state’s GDP significantly.
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