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Synchrotron-Radiation-Based
Energy-Domain Mössbauer
Spectroscopy, Nuclear Resonant Inelastic
Scattering, and Quasielastic Scattering
Using Mössbauer Gamma Rays
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Abstract Nuclear resonant scattering spectroscopy using synchrotron radiation
(SR) has been applied to a wide variety of scientific applications. An excellent
feature of this method is that element (isotope)-specific information on the elec-
tronic and phonon states can be obtained using the energy selectivity of SR. The
use of high-brilliance SR as an excitation source for Mössbauer spectroscopy allows
imaging measurement under extreme conditions, such as high pressures, very high
or low temperatures, and strong external magnetic fields. Additionally, diffusion and
fluctuation of atoms can be observed by taking advantage of the ultranarrow width
of the nuclear excited states. We introduced the concepts of the methods with an
emphasis on these excellent features. Furthermore, the unique features involved in
the measurements are highlighted and discussed.
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SR Synchrotron radiation
NRIS Nuclear resonant inelastic scattering
NIS Nuclear inelastic scattering
NRIXS Nuclear resonant inelastic X-ray scattering
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RSMR Rayleigh scattering of Mössbauer radiation
TDI Time-domain interferometry
APD Avalanche photo diode
NFS Nuclear (resonant) forward scattering
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SMS Synchrotron Mössbauer source
RI Radioisotope
FWHM Full width at half maximum
DAC Diamond anvil cell
QEGS Quasielastic γ-ray scattering
RC Radiative coupling

2.1 Introduction

The use of nuclear probes is advantageous for the study of condensed matter because
it enablesmeasurement that would be difficult with electron systems; it gives isotope-
specific information for complex compounds. It is possible to attain atomic position
resolution if nuclear probes are implanted at specific positions with atomic reso-
lution such as a special isotope monolayer in an artificial multilayer film made by
molecular beam epitaxymethod. The hyperfine interactions between nuclei and elec-
trons are useful for information on the electronic states. Mössbauer spectroscopy,
which uses the recoilless nuclear resonant absorption effect known as the “Möss-
bauer effect,” is a famous and effective method for the electronic state measurement
using the hyperfine interactions [1]. Mössbauer spectroscopy is a powerful and well-
established method used in a wide variety of research areas, such as materials, chem-
ical, biological, earth, and fundamental physical sciences. The recoilless fraction
gives lattice dynamics information in addition to electronic state information. Since
nuclear probes are element (isotope)-specific, measurement with very dilute probes
is sometimes possible. Besides, they may even attain atomic layer resolution. More-
over, states of the specific atoms of interest in complex compounds can be elucidated.
Another outstanding feature to be addressed is the narrow width of a nuclear excited
state compared with the resonant excitation energy (e.g., the width of the first nuclear
excited state of 57Fe is 4.66 neV, while the resonant excitation energy is 14.4 keV).
This feature can be used for the slow dynamics study of resonant atoms in macro-
molecules, viscous liquids, etc., by observing the broadening of Mössbauer spectra.
With this feature, we can use ultranarrow-width γ-rays as spectroscopic probes for
the slow dynamics study of the sample containing no resonant atoms. This method
is known as “Rayleigh scattering of Mössbauer radiation (RSMR)” [2].

Radioisotope (RI) sources are used in performing Mössbauer spectroscopy, and
the preparation of anRI source for each nuclide to be studied is required. In particular,
the measurement laboratory should be placed near to a reactor or an accelerator that
generates the RI sources with short lives. Mössbauer effect measurement without
preparing the RI sources was achieved using energy-tunable SR as a nuclear excita-
tion source [3]. This achievementmadeMössbauermeasurement easily accessible for
nuclides other than the limited ones (such as 57Fe, 119Sn, and 151Eu)with long-lifetime
parent RI sources. However, the photon energy range depends on the storage ring
and insertion devices installed (themaximum energywith enough intensity is usually
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limited to below105 eV). The energy selectivity of SR allows themeasurement of 40K
Mössbauer spectra, of which the observation is impossible using ordinary radioac-
tive sources because the first excited state of 40K is not populated by any radioactive
parent nuclides [4]. Additionally, a prominent advantage of Mössbauer spectroscopy
using the energy-tunable SR is themeasurement of element (isotope)-specific phonon
energy spectra, which is difficult with RI sources [5]. Furthermore, the combina-
tion of electronic and phonon-state measurements generates site-specific phonon
energy spectra [6]. Moreover, high-brilliance SR enables imaging measurement,
high-pressure measurement, the measurement of tiny samples, etc. In particular,
this is advantageous for RSMR measurement, which can measure angle-dependent
energy transfer and, therefore, requires small angular divergence of the probe γ-rays.

As shown, the use of nuclear excitation process and SR has realized unique and
effective spectroscopic methods applicable to vast research areas. Note that nuclear
resonant scattering spectroscopy using SR has two aspects. One is that it enables
the element (isotope)-specific measurement of electronic states and dynamics with
advanced features. The other is the ultranarrow width of the emitted γ-rays. In
Sect. 2.2, as an element (isotope)-specific method for electronic state (and slow
dynamics) measurement, we discuss synchrotron-radiation-based Mössbauer spec-
troscopy that yields absorption-type Mössbauer spectra [7]. This method enables
advanced measurement using the excellent features of SR, such as Mössbauer
spectroscopic measurement under high pressures. Furthermore, this method gives
absorption-type spectra similar to those obtained by Mössbauer spectroscopy with
RI sources. Since this method was developed in 2009 and the efficiency was much
improved recently [8], we explain the details of this method precisely based on some
recent results obtained using this method, including the comparison of the other
similar methods. In Sect. 2.3, we discuss the nuclear resonant inelastic scattering
(NRIS) spectroscopy that gives element (isotope)- and site-specific phonon densi-
ties of states. This method is sometimes called “nuclear inelastic scattering (NIS),”
“nuclear resonant inelastic X-ray scattering (NRIXS),” and “nuclear resonant vibra-
tional spectroscopy (NRVS),” depending on the scientific field. This method has
been very actively applied to research areas, such as condensed matter physics, earth
sciences, and biosciences. Recently, the local structure of active sites in enzymes
has been studied, and these results are introduced. Moreover, site-specific phonon
measurement is explained in addition to element (isotope)-specific phonon measure-
ment. In Sect. 2.4, RSMR using SR is introduced, which uses the ultranarrow width
of the emitted γ-rays with high directivity. As discussed, ultranarrow-width γ-rays
are produced with this method. It means this method uses only a small part (approx-
imately 10−9 eV) out of the much wider width (approximately in the electron volt
range) of the SR. Even though the small angular divergence of SR is efficient for
the angle-dependent measurement compared with RI sources that emit γ-rays in
all directions, much improvement in the efficacy is possible. We recently achieved
improvement by developing multiline methods and obtained new results on slow
dynamics. The newly developed method is precisely explained, and recent results
obtained using this method are introduced.
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2.2 Synchrotron Radiation-Based Mössbauer Spectroscopy

SR-based Mössbauer absorption spectroscopy is a method to obtain the Mössbauer
energy absorption spectra of various nuclides. As you can see, for instance, in many
other chapters in this book, Mössbauer spectroscopy is mostly performed with 57Fe
as its isotope probe. However, Mössbauer spectroscopy is also possible with many
isotopes other than 57Fe. Mössbauer experiments with these isotopes have been
performed using RI even before the development of methods using SR. This situation
can be shown in the periodic table of Mössbauer elements, as shown in Fig. 2.1. This
table and further information are also shown in the Mössbauer Effect Data Center
website [9]. Nevertheless, Mössbauer experiments with isotopes other than 57Fe and
119Sn are by far fewer than those with the two isotopes. One major difficulty is
in the preparation of parent nuclides. The γ-ray sources for 57Fe and 119Sn can be
purchased, but not for the other nuclides. Hence, nuclear reactors or particle acceler-
ators are required. Some isotopes, for example 40K, have no appropriate parent RI;
Mössbauer spectroscopy using this isotope has been performed using the “in-beam”
method, where theMössbauer experimental instruments (often including the cryostat
for cooling) have been combined with particle beam irradiation system [10]. This
problem is fairly solved if SR is applied as the source. SR-based Mössbauer spec-
troscopy is one of such methods. In this section, its property, measurement system,
and analysis method are described.

Fig. 2.1 Periodic table of elements in whichMössbauer effect has been observed (reproduced from
Seto (2013) [11]
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2.2.1 Special Features

This method was originally proposed in 1974 [12] and thus is the oldest method of
Mössbauer spectroscopy using SR. However, it was developed in 2009 [7] after the
development of other methods, such as the synchrotron Mössbauer source (SMS)
[13] and nuclear forward scattering (NFS) [14]. The comparison of these methods
is mentioned in a later section. Here, we focus on the properties of SR-based Möss-
bauer spectroscopy. First, as already described, this method is suitable forMössbauer
measurement using various isotopes, especially those with a relatively short half-life
of a few nanoseconds. As shown in Fig. 2.2, many isotopes show their half-life in
this range. Although iron and tin are present in various materials, new diverse fron-
tier materials are also composed of many elements. Hence, Mössbauer spectroscopy
with these isotopes plays a critical role in elucidating the electronic states of their
composition elements. For example, isotope selectivity has yielded unique informa-
tion on samples in monoatomic position resolution in 57Fe Mössbauer spectroscopy
[15]. This property has become more important to understand the mechanism of
the novel function of frontier materials if it is applied to various resonant isotopes.
Until now, SR-based Mössbauer spectroscopy of 40K [17], 61Ni [18], 73Ge [7], 119Sn
[19], 125Te [20], 127I, 149Sm [21], 151Eu [22], 174Yb [8], and 189Os [23] has already
been performed. This multi-isotope property is due to the whiteness of SR in the
energy domain and the measurement mechanism of this method, described in the
following section. Second, this method is suitable for tiny sample amounts, often
seen in the frontier materials, such as nanoparticles and thin films, and materials
under extreme conditions, such as low temperature, high pressure, and gas environ-
ment for an in situ experiment, which is due to the high brilliance of SR. Third,

Fig. 2.2 Energy and half-life of potential Mössbauer isotopes
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this method can be combined with X-ray optical techniques because of the very low
angular divergence of SR and its highly polarized property. For example, the total
reflection technique, which occurs in the condition of typically some milliradians,
can be effectively combined and applied to Mössbauer spectroscopy of thin films.

2.2.2 Instrumentation

In principle, the components other than SR are as follows: monochromator(s), trans-
mitter, scatterer, a velocity-controlling instrument (Mössbauer transducer), and a
timing detector. A schematic diagram is shown in Fig. 2.3. First, SR from a beamline
undulator passes through a pair monochromator Si crystal. The normal beamline
monochromator usually determines the energy of SR with the bandwidth of some
electron volts. This energywidth ismuchwider than the hyperfine structure to analyze
in the transmitter or scatterer in the figure. The energy modulation by the hyperfine
structure is typically below some 10−6 eV. Thus, the energy profile of SR from the
monochromator is virtually white, as shown in Fig. 2.3b. After the monochromator,
the SR penetrates the transmitter in Fig. 2.3a. A sample under study or an energy
reference substance at SR-based Mössbauer spectra is positioned as the transmitter.
In fact, one of these two should be arranged as the transmitter, and the other should
be as the scatterer. The difference between them is described later in this section.

Fig. 2.3 A schematic diagram of the instrumentation andmechanism of SR-basedMössbauer spec-
troscopy. a The arrangement of instruments. b The energy profile of SR from the monochromator;
c The profile of SR behind the transmitter, which has a resonant energy E; d The profile of the
scattering from the scatterer, which has a resonant energy Es controlled by the velocity transducer
in the case of Es = Et in the upper panel and Es �= Et in the lower panel; e The detected intensity
dependence on the scatterer’s velocity. At the velocity vt, Es = Et is satisfied
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After the transmitter, SR has an energy profile reflecting the hyperfine structure of
the transmitter. This situation is shown in Fig. 2.3c. Subsequently, SR is incident
on the scatterer, and the scattering from the scatterer is detected by the detector,
arranged just above (or below) the scatterer to cover a large solid angle from the
scatterer. Here, either the transmitter or the scatterer is connected with a velocity
transducer to control the nuclear resonant energy by the Doppler effect of light.
Figure 2.3a shows the case in which the transducer is connected with the scatterer,
and Fig. 2.3d shows the energy profile of the scattering from the scatterer, in which
the resonant energy is controlled by the velocity transducer. The scatterer is usually
in the shape of a plate or film and inclined to minimize the self-absorption of the
scattering. At the detector, both high time response of the sub-nanosecond order and
high dynamic range are required to distinguish the delayed nuclear resonant scat-
tering from the prompt electronic scattering by setting an appropriate time window.
This is because the incoherent nuclear resonant scattering was emitted with some
delay corresponding to the lifetime of the excited state of the probe nuclide. Thus, we
usually use an avalanche photodiode (APD) detector [24] (See 1.6.2 in this book).

A simple description of the instrumentation was presented in the previous text.
In advanced cases, we have some additional components and some desirable condi-
tions. As for monochromator, we can arrange other sets of monochromator(s) to
obtain higher energy resolution. A resolution of some milli electron volts is possible
by a Si crystal monochromator using higher index. Such a high-resolutionmonochro-
mator drastically improves the efficiency in this method because it yields the deeper
absorption spectra by suppressing non-Mössbauer nuclear resonant absorption, that
is, nuclear resonant absorption with recoil. Furthermore, it also alleviates the damage
to the sample. The high-resolution monochromators are available for X-rays with the
energy below typically 40 keV. However, the reflectivity of such a high-resolution
monochromator becomes low in higher-energy range, especially over 60 keV. Thus,
we cannot always use such a monochromator. As for the transmitter and scatterer,
there are some conditions. One condition is that they should not undesirably vibrate.
In the measurement system, the precise control of the relative velocity between the
transmitter and scatterer corresponds to the energy scan, and such undesirable vibra-
tion spoils the control. Nevertheless, the actual measurement system often includes
the sources of vibration, such as vacuum pumps, refrigerators, and air compressors.
Vibration from them increases the apparent energy width of the spectra and reduces
their absorption depth because the spectra obtained is the convolution of the vibra-
tional profile and the real Mössbauer spectra. When the hyperfine structure to be
measured is sufficiently larger than the effect of vibration, the former effect on width
might not be quite problematic, but the latter on the absorption depth is still very
problematic. Therefore, the vibration should be sufficiently less than the bandwidth
of nuclear levels in the velocity expression: v� = cΓ/Eres. Here, c denotes the speed
of light, Γ denotes the natural width of the nuclear level, and Eres denotes the nuclear
resonant energy of the nuclide. Next, we discuss the arrangement of the sample under
study. It is usually more convenient to arrange the sample at the transmitter because
the limitation of the transmitter in addition to the vibration control is milder than
that of the scatterer. The important limitation of the transmitter is that SR penetrates
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Table 2.1 List of standard
references for some isotopes

Nuclides Energy reference Nuclide Energy reference
40K KCl 125Te Mg3TeO6

61Ni Ni0.86V0.14
149Sm Sm2O3 or SmB6

73Ge Li2GeO3 or GeO2
151Eu EuF3

119Sn CaSnO3
174Yb YbB12

it. This limitation is quite mild because the incident SR is hard X-rays. Conse-
quently, we can arrange any environmental cells, such as a low-temperature cryostat,
high-pressure cell, and gas chamber. Conversely, the limitation of the scatterer is a
little complicated. The scattering from the scatterer should be efficiently detected
by the detector. This limits the shape of the scatterer, as described. Nevertheless,
thin film samples are sometimes good as the scatterer. As for the energy reference
substance, it should be a chemical compound showing no hyperfine splitting in their
resonant nuclear levels. Table 2.1 shows the chemical compounds used as suitable
energy references. Some of them show small hyperfine splitting, which is not as
large as the natural line width of the nuclear resonance and is not a big problem in
actual use. In addition, whenwe perform the SR-basedMössbauer spectroscopywith
isotopes whose resonant energy is high, typically above 40 keV, both the transmitter
and scatterer should be cooled down to obtain a reasonable recoilless fraction. For
example, the recoilless fraction of pure metal is quite different between the 14.4-keV
nuclear resonance of 57Fe and the 67.4-keV nuclear resonance of 61Ni, although they
occupy a similar position in the periodic table of elements. The recoilless fraction
of nickel metal in 61Ni Mössbauer spectroscopy is miserably low at room tempera-
ture, although that of iron metal in 57Fe Mössbauer spectroscopy is still high at that
temperature, as shown in Fig. 2.4. However, it is sometimes difficult to support both
velocity control and low temperature simultaneously.One solution is to use a cryostat,
where helium gas is used as a heat transfer medium. The similar effective thickness
of the transmitter and scatterer is another preferable condition to obtain the spectra

Fig. 2.4 Recoilless fraction of pure metal in 57Fe and 61Ni Mössbauer spectroscopy, calculated
based on the Debye vibrational model. See Eq. (1.5) in Chap. 1
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with reasonable absorption depth. If the scatterer is too thick, the absorption depth
becomes shallow. Another condition concerns the detector. The detector usually
detects scattered γ-rays, whose energy is the same as the nuclear resonant energy,
and fluorescent X-rays following the internal conversion process, whose energy is
lower than that of the γ-rays, as delayed nuclear resonant scattering. The detec-
tion of fluorescent X-rays becomes important in SR-based Mössbauer spectroscopy
using high-resonant-energy isotopes. This is because the detection efficiency of APD
becomes very low when detecting high-energy X-rays. For example, the energy of
γ-rays at 61Ni Mössbauer spectroscopy is 67.4 keV, while that of fluorescent Kα X-
rays of Ni atom is 7.5 keV. The detection efficiency of APD, whose depletion layer is
150μm, is 93% for the 7.5-keVX-rays and 0.9% for the 67.4-keV γ-rays. In the latest
measurement system, the scatterer and detector are packed in a vacuum chamber to
detect internal conversion electrons [8]. The internal conversion coefficients of many
Mössbauer nuclides are higher than 1. Furthermore, the detection efficiency of the
APD detector is usually 100% against electrons with energies below 100 keV. There-
fore, the detection rate of the detector becomes many times higher with the electron
detection in Mössbauer spectroscopy using those nuclides. For example, when a
sample under an extreme condition is studied by SR-based Mössbauer spectroscopy
using high-resonant-energy isotopes, the sample is often arranged in a large envi-
ronmental cell and cannot be moved by a velocity transducer. Additionally, this cell
blocks the internal conversion electrons. Even in that case, arranging the sample as
the transmitter and the energy reference substance as the scatterer should support the
following three conditions: velocity control, low temperature, and vacuum condition
for the electron detection. In those cases, heat transfer by thin copper wires or springs
satisfies the conditions to some extent. However, the efficiency of heat transfer by
this method is usually inferior to that by the helium exchange gas technique.

2.2.3 Analysis of the Spectra

The spectra obtained are the velocity-dependent intensities and are thus very similar
to the conventional Mössbauer spectra using RI. One example is shown in Fig. 2.5. A
clear difference is observed between the spectra, and a simple Lorentzian evaluation
was enough to see the transition in valence. In many simple cases, this kind of
Lorentzian evaluation is sufficient. For this kind of rough evaluation, programs for
analyzing the conventional Mössbauer spectra using RI can be applied.

However, the exact line shape of SR-basedMössbauer spectra is not Lorentzian. A
deviation between the Lorentzian evaluation lines and experimental data is observed
around the shoulders of absorption profiles in Fig. 2.5. Furthermore, you can see a
zigzag shape at the background in the experimental data. They do not correspond to
the minor component in the sample and are characteristics of SR-based Mössbauer
spectra, caused by the measurement method described above. They depend on some
factors, such as the effective thickness of the transmitter and the scatterer, chemical
composition, and time window at the APD detector. Now, we consider the detailed
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Fig. 2.5 151Eu SR-basedMössbauer spectra of Eumetal under high hydrogen pressure. The energy
reference substance was EuF3 as the scatterer. Rectangles represent experimental data, and lines
represent fitting curves by Lorentzian shape. The upper panel shows the Eu2+ valence under 2.3
GPa hydrogen, and the lower panel shows Eu3+ valence under 14.3 GPa hydrogen (reproduced from
Matusoka et al. (2011) [25])

expression on these characteristics [26]. For simplicity, we assume the following
conditions: (1) the transmitter is a sample under study and includes only one chem-
ical compound with one site and (2) the scatterer is an energy reference substance
and connected to the velocity transducer, as shown in Fig. 2.3. Our aim here is to
express the detected intensity as a function of the velocity of the scatterer. First,
the propagating coherent field amplitude of the transmitter Et as a function of the
dimensionless frequency of w, that is, in the unit of natural linewidth, is considered.
It corresponds to the absorption by electrons and nuclei in the transmitter and is
expressed as follows:

Et(w) = E0texp
(
−μetzt

2

)
exp

(
−i

∑
m

αtm
μntzt

2(2(w − wtm) + i)

)
. (2.1)

Here, the amplitude of the radiation field at the entrance of the transmitter is
denoted as E0t. The electronic absorption coefficient of the transmitter is denoted
as μet. The thickness of the transmitter is denoted as zt. The linear absorption coef-
ficient of radiation by the nuclei at resonance in the transmitter is denoted as μnt.
The index for a nuclear transition is denoted as m. The probability and the nuclear
resonant energy of the mth transition at the transmitter are denoted as αtm and wtm ,
respectively. The hyperfine structure of the transmitter, which is described by isomer
shift, quadrupole splitting, and magnetic hyperfine field, is expressed as wtm . The
purpose of Mössbauer spectroscopy is to evaluate them. Here, μntzt corresponds to
Mössbauer effective thickness Tt. Next, the propagating coherent field amplitude of
the scatterer Es as a function w is considered. It also corresponds to the absorption
by electrons and nuclei in the scatterer and is expressed as follows:
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Fig. 2.6 A schematic
diagram of parameters used
for the detailed expression of
SR-based Mössbauer spectra

Transmitter Scatterer

SR

zt z
dz
zs

Scattering 
to Detector

Es(w,ws, z) = E0sexp
(
−μesz

2

)
exp

(
−i

μnsz

2(2(w − ws) + i)

)
. (2.2)

Here, ws denotes the nuclear resonant energy of the scatterer, and z denotes the
depth to which SR penetrates as indicated in Fig. 2.6. The other variables denote
similarly to those of the transmitter, although the suffix “t” should be changed to “s,”
which denotes the scatterer. Equation (2.2) is expressed as a function of w, ws, and
z because ws is controlled by the velocity transducer and w and z are used for the
calculation in the following equations. This field was absorbed by the scatterer at the
depth z, as described in the following step, and thus, z is less than the thickness of
the scatterer zs. Because the energy reference substance is assumed at the scatterer,
hyperfine splitting is absent, and the summation of the nuclear transition index m
is not described. Subsequently, we consider the scattering process at the scatterer.
Here, it is enough to consider the ws-dependent processes, which are as follows: (1)
the emission following the recoilless nuclear resonant absorption of radiation and
(2) the scattering of the radiation due to the photoelectric absorption. Here, we call
the former process as channel A and the latter as channel C according to [26]. In
channel A, SR penetrates the transmitter and scatterer until the depth z and is then
resonantly absorbed. In this channel, the scattering field EA(w,ws, z) satisfies

EA(w,ws, z) ∝ 1

w − ws + i/2
Et(w)Es(w,ws, z).

Now, we can obtain the detected intensity IA(ws) as follows:

IA(ws) = CA

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
exp(−iwτ)EA(w,ws, z)

∣∣∣∣
2

= CA

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π

exp(−iwτ)

w − ws + i/2
Et(w)Es(w,ws, z)

∣∣∣∣
2

, (2.3)

where CA denotes a proportionality factor. This expression includes (1) the Fourier
transformation of EA(w,ws, z) to obtain the time dependence of EA and the square
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of its magnitude to obtain the intensity from the field and (2) the integrations on the
depth z and τ ; the τ integration corresponds to the time window at APD. In channel
C, NFS by the transmitter or scatterer is scattered by electrons at depth z. Thus, the
incident field at the depth satisfies

EC(w,ws, z) ∝ 1 − Et(w)Es(w,ws, z).

Considering cross section of electrons independent of ws, the detected intensity
IC(ws) is obtained as

IC(ws) = CC

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
exp(−iwτ)EC(w,ws, z)

∣∣∣∣
2

= CC

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
exp(−iwτ)(1 − Et(w)Es(w,ws, z))

∣∣∣∣
2

, (2.4)

whereCC denotes another proportionality factor. Now, we have the expression of the
detected intensity I (ws) as

I (ws) = IA(ws) + IC(ws) + IB, (2.5)

where IB denotes for other processes independent of ws, such as the process with
nuclear resonant scattering with recoil at the scatterer (called channel B).

The narrowing of the energy width and the wavy pattern in the background are
now discussed based on Eqs. (2.1)–(2.5). The narrowing effect depends on the time
window, as shown in Fig. 2.7. Here, a narrower energy width was obtained compared
to the ideal linewidth in conventional Mössbauer spectroscopy, which is twice the
natural linewidth. For example, although the ideal linewidth is 2.0 mm/s in conven-
tional 174Yb Mössbauer spectroscopy, a full-width at half maximum (FWHM) of
1.3 mm/s was achieved [8]. This property is advantageous when the nuclear hyper-
fine structure is small and precise analysis is required. In contrast, the wavy pattern
in the background is usually a drawback because it may conceal small components
in the spectra, at least in the initial guess for analysis. Proper analysis using the equa-
tions is required. Note that if the time window is [0, ∞], both the narrowing effects
and the wavy background vanish. In addition to the [0, ∞] time window, in the case
of thin transmitter and scatterer, the spectra show Lorentzian shape with the “ideal
linewidth,” similar to the conventional Mössbauer spectroscopy using RI. Therefore,
the Lorentzian approximation described at the beginning of this section corresponds
to the case. These situations are similar to the delayed coincidence Mössbauer spec-
troscopy using RI [27, 28]. Furthermore, the equations also show better conditions
for the measurement system, described previously. For example, the high-resolution
monochromator enhances the absorption depth of the spectra because it suppresses
the channel B process. Furthermore, the effective thickness of the transmitter and
that of scatterer (i.e., the sample and energy reference) should be similar.
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Fig. 2.7 SR-basedMössbauer absorption spectra of 151Eu with the following timewindows: a 5.7–
17.0 ns, b 8.1–17.0 ns, and c 10.5–17.0 ns. The transmitter and scatterer were EuF3. Lines are the
spectra calculated by Eqs. (2.1)–(2.5) (reproduced from Seto et al. (2010)) [22]. Note that the
lifetime τ151Eu = 14 ns

To calculate the above equations, parameters on the isotopes and elements are
necessary. Fortunately, we have many databases of them. One good source is the
Mössbauer Effect Data Center [9]. For nuclear data, the Table of Isotopes [29] and
the National Nuclear Data Center website [30] are also excellent sources. Electronic
absorption coefficients are shown in theweb database by Sasaki [31] and theNational
Institute of Standards and Technology (NIST) website [32] based on [33, 34].

We should also consider the type of scattering that the APD detects because
the absorption rate of γ-rays, internal conversion electrons, and fluorescent X-rays
following the internal conversion processes are different. Particularly, the stopping
power of electrons is much higher than those of the other two. Even 100-keV elec-
trons cannot penetrate an aluminum plate of 70 μm. The penetration length can be
calculated according to [35] and seen in the web database by NIST [36] based on
[37].

Another subject in the analysis of SR-based Mössbauer spectra of various
isotopes is the interpretation of the hyperfine structure parameters: the sets of isomer
shift, quadrupole splitting, and magnetic hyperfine field. Although many chemical
compounds have been studied using 57Fe and 119Sn Mössbauer spectroscopy, few
compounds have been studied using other isotopes. Even so, the preceding studies,
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including experiments by NFS and conventional Mössbauer spectroscopy will help
the analysis. A substantial description on various isotopes by Greenwood and Gibb
[2], Shenoy and Wagner [38], and Gütlich et al. [39] can be very useful.

2.2.4 Comparison with Other Methods Using SR

Here, the properties of the SR-based Mössbauer spectroscopy are compared with
those of the SMS and NFS, the two major methods to observe the hyperfine structure
of samples using SR. Thesemethods are in a complementary relation. The differences
in these methods described here will help in selecting the best method for a study.

As for the SMS, energy-domain spectra are obtained similarly to SR-basedMöss-
bauer spectroscopy. One large difference between the two is the nuclide availability.
In the SMS, a unique component produces Mössbauer radiation, that is, SR whose
energy width is as narrow as the natural linewidth of a Mössbauer isotope. This
component is a nuclear monochromator at which the nuclear diffraction is allowed,
although theusual diffractionbyelectrons is prohibited [40].Nuclearmonochromator
is successfully developed only for 57Fe, and thus, the SMS is limited to 57Fe Möss-
bauer spectroscopy, which is different from SR-based Mössbauer spectroscopy, in
whichmany isotopes can be used. Furthermore, the nuclearmonochromator produces
Mössbauer radiation without a time window, and thus, the SMS method has no limit
on the time structure on SR in principle. SR-based Mössbauer spectroscopy requires
at least some kind of pulsed time structure of SR with the time period for the time
window by which the delayed nuclear resonant scattering is selected. Although this
difference is only a technical point, it is important to the actual experiment because
various bunch modes exist in SR facilities. Neither width-narrowing effect nor the
wavy background is seen in the SMS, and thus, the analysis of the SMS spectra is
usually more intuitive.

As for the NFS, the hyperfine structure of various isotopes can be observed by
both NFS and SR-based Mössbauer spectroscopy. A large difference is noticeable
in the appearance of the spectra. The time spectra showing beat patterns due to
the interference of nuclear hyperfine splitting at the sample are obtained in NFS.
Therefore, NFS is suitable in tracing a reaction depending on the time in the scale of
nanoseconds, such as pump-probe spectroscopy. For stable samples, this difference
in appearance affects the analyzing model at an initial guess: the energy spectra
of SR-based Mössbauer spectroscopy are intuitive. When there are two or more
components in the sample, this intuition becomes important. In the experimental
viewpoint, NFS requires an appropriate time structure of SR to obtain the time
spectra. This limitation is stricter in NFS than in SR-based Mössbauer spectroscopy.
The requiredperiodbetweenSRpulses inNFSdepends on themagnitudeof hyperfine
splitting to be evaluated. However, the magnitude is not usually obvious. In actual
experiments, the period with more than the lifetime of the nuclear excited state is
usually enough (the longer the period, the better). This limitation sometimes restricts
isotope availability. When we have the suitable timing bunch mode of SR facility,
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the measuring time tends to be shorter in NFS because the interference pattern of
all nuclear levels by hyperfine splitting is measured in the time region without any
energy-scanning mechanism. In contrast, the energy dependence of the scattering
intensity is measured with the mechanical motion of the energy reference substance
in SR-based Mössbauer spectroscopy. The efficiency of the measurement system in
NFS is somewhat small in experiments with high-resonant-energy isotopes owing
to the detection efficiency of the APD. Only high-energy γ-rays from the sample
should be detected in NFS, while low-energy fluorescent X-rays and electrons after
the internal conversion processes from the scatterer could be also detected in SR-
based Mössbauer spectroscopy. Additionally, it is sometimes difficult to obtain the
interference pattern in the time spectra ofNFSwhen the lifetimeof the nuclear excited
level of the probe isotope is short. In those cases, SR-based Mössbauer spectroscopy
is preferable. Thus, SR-basedMössbauer spectroscopy suitsMössbauer spectroscopy
using nuclear levels, whose energy is high and whose lifetime is short.

2.3 Nuclear Resonant Inelastic Scattering

WhileMössbauer spectroscopy uses the recoilless nuclear resonant excitation effect,
the energy tunability of SR enables the measurement of the recoil part. Therefore,
nuclear resonant excitation accompanied by phonon excitation can bemeasured using
SR. Hence, the first experiment was performed in 1994 [5], and phononmeasurement
was conducted [41, 42]. The NRIS method has distinct features favorable for studies
concerning the microscopic dynamics (e.g., phonons and molecular vibration) of
materials because it provides the element (isotope)-specific dynamics due to the
resonant excitation of the specific isotope. In solids, partial phonon densities of states
are measured. Furthermore, measurements under extreme conditions, such as high
pressures, small samples, and thin films, are possible because of the high brilliance
of SR. (For the definition of brilliance, see Chap. 1.) Note that the element (isotope)-
specific nature enables themeasurement of very dilute resonant atoms in complicated
materials. Recently, this method has been actively used to study the local structure of
active sites in enzymes along with first-principles density functional theory (DFT).

2.3.1 Instrumentation and Analysis of the Basic Method
of NRIS

Themeasurement is performed through inelastic processes with photons. The energy
of each photon is equal to the sum of the energy of the nuclear resonant excited state
(based on the ground state) and a phonon (or phonons). Since the typical energy
of phonon is 1–100 meV, spectroscopic resolution required for the measurement is



72 M. Seto et al.

approximately several mill electron volts or less. Usually, SR produced by an undu-
lator installed in a recent hard X-ray storage ring is approximately several electron
volts, and it is possible to generate X-rays with a bandwidth of approximately several
milli electron volts (in special cases, approximately 0.1 meV can be achieved [43])
using Si monochromators. Sapphire (α-Al2O3), a material for the monochromator, in
addition to Si, has been used particularly for high-energy nuclides [44, 45]. The inci-
dent energy can be scanned at approximately the nuclear resonant excitation energy
by changing the Bragg angle of the monochromator. Note that the respective nuclear
resonant energies of the available isotopes are much more than the usual scan range
(100 meV). Therefore, pure element (isotope)-specific measurement is assured.

To observe the phonon energy spectrum,we irradiate a sample containing the reso-
nance isotope as a function of the energy of the generated X-rays with a bandwidth
of approximately several milli electron volts. From the irradiated sample, a strong
scattering is emitted due to photoelectron effects and so on. Therefore, to discern
the relatively weak nuclear scattering from the strong scattering, we observe only
delayed photons (e.g., fluorescence X-rays and γ-rays) and electrons (e.g., conver-
sion electrons) emitted at the de-excitation in the time domain because scattering
due to electronic processes is promptly emitted at the irradiation. The schematics
of the measurement of nuclear resonant excitation accompanied by phonon creation
or annihilation are shown in Fig. 2.8. As shown in the figure, if the energy of the
incident photon is equal to the sum of the energy of the nuclear resonant excited state
and a phonon, one phonon is created. Alternatively, one-phonon annihilation occurs
if the sum of the energy of the incident photon and that of a phonon is equal to the
sum of the energy of the nuclear resonant excited state. The detection system with
a closed-cycle refrigerator cryostat for NRIS measurement using an eight-element
APD detector is shown in Fig. 2.9.

We can obtain the phonon density of states (PDOS) weighted by the projection
of the polarization vectors on the direction of the incident X-ray radiation from the
NRIS measurement. Based on [46], the following expression is relevant:

g(E, κ) = V

(2π)3

∑
j

∫
dq

∣∣κ · e j (q)
∣∣2δ(E − �ω j (q)

)
, (2.6)

where V is the volume of the unit cell, q is the phonon wave vector, ωj (q) is the
phonon dispersion relation for the branch j, κ is the normalized wave vector of the
incident X-ray (κ = k/|k|, k: wave vector of incident X-ray), and ej (q) is the
polarization vector of the vibrations of the resonant atom. For single crystals with a
cubic Bravais lattice and polycrystalline materials composed of resonant atoms only,
g(E, κ) is the exact PDOS. In the general case of a polycrystalline material, that is,
a material composed of not only resonant atoms but also other nonresonant atoms,
averaging over all directions of the incident radiation results in g(E), representing a
PDOS weighted by the square amplitude of the resonant atoms. Therefore, we can
obtain a partial PDOS for a specific element (isotope). The nuclear resonant inelastic
absorption cross section can be expressed using the following weighted PDOS:
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Fig. 2.8 a Schematic diagram for the measurement of nuclear resonant inelastic scattering.
b Nuclear resonant scattering is discerned from prompt electronic scattering in the time domain as
delayed scattering because of the finite lifetimes. c As a function of the incident photon energy E,
the phonon energy spectrum can be obtained by counting the intensity of delayed scattering. In the
phonon energy spectrum, the left-side scattering is due to the excitation accompanied by phonon
annihilation [E = E0 (nuclear resonant excitation energy) - Ephonon (phonon energy)], while the
right-side scattering is due to excitation accompanied by phonon creation [E = E0 + Ephonon]
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Fig. 2.9 Photograph of the detection system for nuclear resonant inelastic scattering measurement
using an eight-element avalanche photodiode (APD) detector. The sample in a cryostat chamber
can be cooled with the closed cycle refrigerator

σa(E) = fLM

∫
dτ

2π
exp(−iEτ)

[
exp(M(k, τ )) − 1

]
, (2.7)

where

M(k, τ ) =
∫

dE exp(iEτ)S(E,k), (2.8)

S(E,k) = ER g(E, κ)
n + 1

E
, (2.9)

fLM = exp(−M(k, 0)), (2.10)

ER = (�k)2

2M
, (2.11)

n̄ = (exp(E/kBT ) − 1)−1. (2.12)

In the above expressions, M is the mass of the resonant nucleus and kB is the
Boltzmann constant. Using Fourier transformation of the cross section corresponding
to the measured spectrum, g(E, κ) can be obtained through M(k,τ) and S(E,k), as
shown in Eqs. (2.7) and (2.8). However, before performing these procedures, the
subtraction of the elastic peak and the deconvolution of the monochromator widths
are required. Since the perfect deconvolution is impossible for the real measured
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spectrum containing statistical and other errors, the obtained g(E, κ) sometimes
contains the apparent broadening due to themonochromatorwidth.Moreover, special
care should be given to this behavior at low-energy region within the monochromator
width due to the subtraction. In Fig. 2.10, the obtained PDOS from measured NRIS
spectrum is shown using these processes. These procedures are precisely described
in [47, 48]. The area ratio of the elastic peak to the total part in the NRIS spectrum as
shown in the upper spectrum of Fig. 2.10may be considered as the recoilless fraction,
which is known as theLamb–Mössbauer factor inMössbauer spectroscopy.However,
it may be incorrect because coherent forward scattering occurs at the exact nuclear
resonant energy, while such coherent scattering does not, besides the resonant energy,
as discussed in Chap. 1. Although the recoilless fractions are sometimes required to
compare the Mössbauer results, PDOS has much better information and gives the
recoilless fraction value [47].

In eq. (2.12), n̄ indicates Bose factor ruling the temperature dependence of the
spectrum. Since phonon is boson, phonon creation is proportional to n̄ + 1, which is
shown in eq. (2.12), while phonon annihilation is proportional to n̄. As n̄ approaches

Fig. 2.10 Phonon density of states shown in the spectrum below is obtained from the measured
nuclear resonant inelastic scattering spectrum shown above [49]
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to zero by lowering the temperature to zero, phonon annihilation is difficult to observe
at low temperature as expected. In contrast, phonon creation is possible even at zero
temperature as seen in eq. (2.9). Therefore, the asymmetry of the phonon energy
spectrum is observed at low temperatures. The NRIS spectra of 57Fe in supercon-
ductor LaFeAsO0.89F0.11 at 298 K and 15K are shown in Fig. 2.11 [50]. Note that this
method does not provide phonon dispersion relations, which can be obtained from
other relevant methods, such as inelastic neutron and X-ray scattering methods, but
does providemeasurements of polycrystalline, disordered, and amorphousmaterials.
Furthermore, an ideal partial PDOS averaged over phonon momenta can be obtained
by observing the emissions due to the nonradiative channel of nuclear de-excitation.

This element-specific phonon information is important because the dynamics
of certain atoms in a compound sometimes influence the characteristics of the
compound. Therefore, the NRIS of SR that provides element (isotope)-specific
phonon energy spectra is advantageous. Moreover, in this method, it is possible to
study the dynamics of highly diluted impurities or doped atoms in metals and semi-
conductors. In Fig. 2.12a, the local PDOS of Fe (0.017 at.%) in Al metal measured
by NRIS of SR is shown [51], and the PDOS of Al metal, obtained from a neutron
inelastic scattering experiment [52], is also shown in Fig. 2.12c for comparison. A
clear difference between the PDOS of 57Fe in Al and that of the Al metal host can

Fig. 2.11 Asymmetry of the phonon energy spectrum is observed at low temperature as shown
in the nuclear resonant inelastic scattering spectra of 57Fe in superconductor LaFeAsO0.89F0.11 at
298 K and 15 K [50]
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Fig. 2.12 a Phonon density
of states (PDOS) of 57Fe in
Al-0.017 at.% Fe [51].
b Response function of the
impurity Fe atom to the
PDOS of Al metal calculated
on the basis of Mannheim’s
impurity theory [53].
c PDOS of Al [52]

be seen by comparing Fig. 2.12a and c. The reliability of the observed spectrum
was confirmed using a Green function method that can reproduce the local PDOS
from that of the host metal and the coupling between the impurity and host atoms
[53]. The phonon spectrum calculated using this method is shown in Fig. 2.12b. It is
shown that the calculation well reproduces the measured PDOS of Fe (Fig. 2.12a).
The characteristic vibrational modes of Fe in Al were found to be modes that vibrate
resonantly with the host Al phonons. Although the measurement of the PDOS of
diluted atoms is quite difficult, this method gives clear and reliable results.
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2.3.2 Examples of Frontier Science, Especially Biological
Application

Element (isotope) selectivity is very advantageous when the function and local struc-
ture of a specific atom in a complex compound are of interest. Resonant Raman spec-
troscopy provides valuable information on the vibrational properties of samples, such
as metalloprotein samples. Furthermore, it has been used effectively. However, the
selection rule sometimes hampers the observation of vibrational modes. In contrast,
NRIS method gives all modes that involve motion of the resonant nuclei. Therefore,
it provides the opportunity to study the ligation and oxidation state of a specific
site. Many studies have been conducted to determine the vibrational amplitudes
and frequencies for specific atoms in a complex biological macromolecule without
selection rules using the isotope selectivity (for example [54–76]). In particular, this
method has been used to study specific sites in large molecules, such as metallopro-
tein samples, involving thousands of other atoms. The investigation of the structure
around the specific site of interest is conducted by comparing the obtained phonon
energy spectrumwith the vibrational spectrumobtained fromDFT calculations under
the assumption of the presumable structural model. This method is effective for
samples that cannot be crystallized, such as the intermediates in the catalytic cycles
of enzymes. Furthermore, the structural characterization of the reactive Fe(IV) = O
intermediate in the catalytic cycles of a mononuclear non-heme iron (NHFe) enzyme
(the halogenase SyrB2 from the bacterium Pseudomonas syringae pv. syringae) was
studied (Fig. 2.13) [72]. The intermediate reacts through an initial hydrogen-atom
abstraction step and performs subsequent halogenation of the native substrate or
hydroxylation of nonnative substrates, Therefore, the revelation of its local structure
and mechanism is quite essential and important. In this study, it was indicated that
the orientation of the Fe(IV) = O intermediate depends on the substrate, presenting
specific frontier molecular orbitals responsible for hydrogen-atom abstraction that
can selectively lead to halogenation or hydroxylation. Moreover, NRVS was used
in studying the catalytic mechanism of hydrogenases, which catalyze the reversible
conversion ofmolecular hydrogen to protons and electrons. Understanding themech-
anism is quite significant because it leads to the development of clean energy sources
in producing hydrogen. NRVSwas applied to [FeFe] hydrogenase variant lacking the
amine proton shuttle, which is stabilizing a putative hydride state [75]. [FeFe] hydro-
genases are metalloenzymes that reversibly reduce protons to molecular hydrogen
with extremely high efficiency. NRVS spectra clearly showed the bending modes of
the terminal Fe–H species that is consistent with the widely accepted models of the
catalytic cycle.

The high brilliance of SR allows the PDOS even for small samples to bemeasured.
For example,measurements under extreme conditions inwhich the accessible sample
space is severely limited are possible. The PDOS under high pressures using a
diamond anvil cell (DAC), where the sample size is typically less than 1 mm2,
is measured to study the core of the earth [77–79]. Additionally, many important
studies using the features of NRIS spectroscopy have been conducted, for example,
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Fig. 2.13 a Phonon densities of states of SyrB2–Cl and SyrB2–Br. b DFT-predicted the phonon
densities of states. c DFT-predicted four normal modes of the five-coordinate Fe(IV) = O structure
[72]

on nanoparticles [80–85], thin films [86–92], quasicrystals [93], clathrates [94, 95],
superconductors [50, 96–98], filled skutterudites [99, 100], and glass [101, 102].
The nuclear resonant scattering method can be applied to not only solids but also
liquids. The element-specific diffusion constant of Fe ions in HCl solution [103] and
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the dynamics of Fe ions in Nafion membranes [104, 105] were measured using the
aforementioned method, which are used as ion-exchange membranes.

This method gives element (isotope)-specific phonons but there are compounds
containing two or more different atomic states of a particular element; for example,
magnetite, which is a mixed-valence Fe compound, is well-known [106]. Although
this method cannot distinguish the “site-specific” vibrational properties, information
on the difference of the sites is sometimes required because the properties of the
individual atomic motion in nonequivalent positions in a compound are not neces-
sarily equivalent; in fact, mixed valence systems, such as iron oxides with a phase
transition accompanied by charge splits [107], and spin crossover materials [108],
are well known. Furthermore, even in an ideal material containing only one atomic
site, there may be atoms with different environments due to imperfections or impu-
rities. Materials with different sites occupied by the same element are not unusual.
A method capable of distinguishing the vibrational properties of a specific site is
valuable and crucial.

2.3.3 Advanced NRIS Method

Thus far, the measurement of electronic and phonon states has been studied inde-
pendently, except for the information on the recoilless fraction of the Mössbauer
effect. The recoilless fraction sometimes gives important insights for the lattice
dynamics study. However, PDOS, which allows us to calculate the recoilless fraction
as discussed above, has quite rich information. The combination of the measurement
methods of phonon energy spectra and incoherent time spectra through the hyperfine
interactions permits the observation of the site-specific PDOS [6]. Since the observed
NRIS consists of scattering from individual excited nuclei, the PDOS obtained from
the scattering spectrum is the sum of the partial PDOS of individual atoms. There-
fore, a partial PDOS of each atom is obtained from the measured NRIS spectrum
by discerning the contribution of each atom. The hyperfine interactions between the
nuclei and the surrounding electronic states, which split the nuclear energy level,
allow this procedure. In that case, quantum beats whose oscillating cycles reflect
the splitting energies are observed in the time-domain measurement of incoherently
emitted γ-rays during the decay of an excited nucleus. The incoherently emitted γ-
rays obey an exponential law with a finite lifetime. In the case of multiple electronic
states of a certain element in a compound, the hyperfine interactions for those states
are different, and the beat patterns in the time spectrum are expected to be different.
The measurement of the quantum beat patterns enables the identification of the
respective electronic states and gives the component ratios of the sites. If the nuclear
resonant excitation accompanied by phonon excitation occurs at a certain incident
radiation energy, the analysis of the quantum beat pattern in the time spectrum reveals
the respective phonon contributions from those sites with different electronic states.
Performing this procedure at different energies allows us to observe the partial PDOS
as distinguished by electronic states.
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Using this method, the site-specific PDOS in magnetite (Fe3O4) was measured.
In magnetite, which is a well-known mixed-valence compound, the iron atoms are
located in two nonequivalent positions in the unit cell. One-third of the Fe ions
(Fe3+) occupy the A sites and are tetrahedrally surrounded by four oxygen ions. The
remaining two-thirds of the Fe ions (Fe3+ and Fe2+) occupy theB sites and are octahe-
drally surrounded by six oxygen ions. Magnetite is ferrimagnetic, and the magnetic
moments of the A sites are aligned antiparallel to the magnetic moments of the B
sites below TN=858 K. Nuclear magnetic resonance spectroscopy and Mössbauer
spectroscopy cannot distinguish the Fe3+ or Fe2+ ions on the B sites, indicating the
delocalized nature of the charge carriers with a formal average valence of Fe2.5+ at
room temperature [106]. The sample measured in this experiment was prepared such
that oxidization is prevented and was doped with 7 mol% Ni to replace Fe because
some B sites are probably oxidized to Fe3+ in air [109]. The enrichment of 57Fe in the
used sample was 95.5%. The energy spectrum of NRIS of 57Fe in Fe3O4 is shown
in Fig. 2.14a. Examples of the incoherent time spectra (measured at 16 meV and
35 meV) are shown in Fig. 2.14b [6]. From these time spectra, the ratio of A site
and B site at each phonon energy was obtained by least-squares fitting each time
spectrum with two exponential functions accompanied by sinusoidal quantum beats
corresponding to A and B sites. These ratios and the PDOS of all Fe atoms give the
partial PDOSs of A site and B site. The obtained spectra of the partial PDOS for all
Fe sites and the site-specific PDOSs of the A and B sites are shown in Fig. 2.15a. The
difference between the partial PDOS s of the A and B sites is clearly observed. In
Fig. 2.15b, the PDOSs of Fe in the ideal Fe3O4 obtained from ab initio band calcu-
lations are shown. The PDOS of all Fe is shown as a black line, and the calculated
PDOSs of states of the A and B sites are shown as dashed green and dashed-and-
dotted dark yellow lines, respectively. The overall character of the calculated PDOS
of all Fe sites in Fe3O4 agrees well with the PDOS of all Fe sites measured by
NRIS spectroscopy. Neutron inelastic scattering, X-ray inelastic scattering, Raman
scattering, and infrared absorption methods are well-known and very useful for the
study of atomic dynamics. It is, however, generally impossible to discern the atomic
motions of the same element in different environments. Therefore, this method is
considered to be unique.

2.3.4 Summary

NRIS spectroscopy is a method used for investigating the vibrational states in
substances. Since NRIS spectroscopy uses the nuclear resonant excitation accompa-
nied by phonon creation and annihilation, unique and very effective measurement
is possible as shown above. The development of spectroscopic methods is ongoing,
and remarkable progress has been achieved in relation to the optics, detectors, and
methodologies used. Because this spectroscopy covers a broad range of scientific
areas, such as physical, chemical, biological, and earth sciences, recent developments
and further improvements of nuclear resonant scattering spectroscopy that will solve
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Fig. 2.14 a Phonon energy spectrum of nuclear resonant inelastic scattering of 57Fe atoms in
Fe3O4. Inset is the same spectrum with the elastic peak. b Time spectra measured at different
incident photon energies referenced from nuclear resonant excitation energy (red circles, 16 meV;
blue diamonds, 35 meV). Lines are least-squares fitted spectra with two exponential functions
accompanied by sinusoidal quantum beats [6]

problems encountered in electron systems will result in spectroscopy becoming a
powerful technique for the study in these areas.
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Fig. 2.15 Phonon densities of states (PDOSs) of 57Fe in Fe3O4. a The PDOSs of Fe are shown by
closed black diamonds, and the partial PDOSs of the A and B sites are shown as downward green
and upward dark yellow triangles, respectively. Lines are inserted to guide the eye. b PDOSs of Fe
in the ideal Fe3O4 obtained by ab initio calculations. The PDOSs of all Fe are shown as a black line.
The calculated partial PDOSs of the A and B sites are shown as dashed green and dashed-and-dotted
dark yellow lines, respectively [6]

2.4 Quasielastic Scattering Using Mössbauer γ-Rays

2.4.1 Introduction

Timescale and spatial scale of microscopic density fluctuations in condensed matters
are decided by the so-called quasielastic scattering measurements. In Fig. 2.16, we
show time and length regions of the fluctuations that can be studied by various
quasielastic scattering techniques. In this chapter, we introduce the quasielastic scat-
tering technique using Mössbauer γ-rays as a probe beam. Most of the techniques
based on theMössbauer effect are used to study samples containing nuclear resonant
species. In contrast, this technique is used to decide timescale and length scale of the
electron density fluctuations in samples that do not contain nuclear resonant species
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Fig. 2.16 Time and length regions of fluctuations covered by various quasielastic scattering tech-
niques. Quasielastic scattering technique using 14.4-keV γ-rays from 57Fe nuclei covers a unique
timescale and length scale

because the Mössbauer effect is used to generate the γ-rays with very high energy
resolution and the γ-rays are used for the probe of nonresonant quasielastic scattering
study. In Fig. 2.16, we show established time and length regions of the fluctuations
that can be studied by quasielastic scattering with 14.4-keV γ-rays from 57Fe nuclei.

This section is composed of the following subsections: In Sect. 2.4.2, basic
concepts of quasielastic scattering by nonresonant samples are introduced. In
Sect. 2.4.3, the conventional time-domain measurement technique of quasielastic
scattering using time-domain interferometry (TDI) with single-line Mössbauer γ-
rays is discussed. In Sect. 2.4.4, a finite energy width of incident SR is considered,
and the effect on the time spectrum of single-line γ-ray quasielastic scattering is
introduced. In Sect. 2.4.5, quasielastic scattering usingTDIwithmultilineMössbauer
γ-rays is described, and its advantage is summarized. In Sect. 2.4.6, results using
γ-ray quasielastic scattering are presented. In Sect. 2.4.7, summary and perspective
of γ-ray quasielastic scattering are discussed.

2.4.2 Basic Concept of Quasielastic Scattering
by Nonresonant Samples

We consider the Rayleigh scattering process of the Mössbauer γ-rays, whose wave
vector is k, by electrons in a sample, such as liquids. Hereafter, we mainly consider
the 14.4-keV Mössbauer γ-rays with 4.66-neV energy width from the first nuclear
excited state of 57Fe. In the scattering geometry shown in Fig. 2.17, the γ-rays transfer
a momentum q = ∣∣k′ − k

∣∣ = 2k sin θ to the sample, where k′ is the wave vector of
the scatted γ-rays and 2θ is the scattering angle. In the elastic Rayleigh scattering
case, it follows that |k| ∼ ∣∣k′∣∣. In a simple mono-atom liquid, an electron density
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Fig. 2.17 Schematic diagram of quasielastic scattering of Mössbauer γ-rays by a sample

field is written as ρ(r, t) =
N∑
i=1

δ(r − r i (t)), where r and t are coordinate and time,

respectively;N is amolecular number in the sample; and r i is a center position of atom
i. In the reciprocal q space, the density field is written as g(q, t) = ∫ ρ(r, t)e−iq·rd r.

We consider scaler component q = |q|, assuming that the sample is isotropic,
such as liquids and amorphous solids.When the q dependence of the elastic scattering
intensity I(q) is measured, it depends on the static structure factor S(q) as I (q) =
N S(q) ≡ 〈g(q, t)g(−q, t)〉, where 〈· · · 〉 denotes an ensemble averaging over a
long time t. S(q) is related to the space correlation function G(r) = 〈ρ(r, t)ρ(0, t)〉,
which shows the spatial correlation of the electron density with a space r, as S(q) =
∫G(r)exp(iqr)dr .

In the presence of atomic/molecular motions in a sample, the energy of the γ-rays
is transferred to the sample and vise visa. We consider the microscopic dynamics
in timescales between nanosecond and microsecond. Here, we consider quasielastic
scattering process, which broadens the width of the energy spectrum, as shown in
Fig. 2.17. The energy transfer is very small (approximately 10−9 eV) compared to the
γ-ray energy (approximately 10 keV). Therefore, we can still assume that |k| ∼ ∣∣k′∣∣.

When we analyze the energy of the scattered γ-rays at q by standard Möss-
bauer absorption spectroscopy, we can observe that I (q, E) = NS(q, E), where
S(q, E) is called the dynamics structure factor. S(q, E) is related to the time and
space correlation function G(r, t): S(q, E) = ∫G(r, t)exp[i(qr − t E/�)]dtdr .
Here, � is the reduced Planck constant. Inelastic/quasi-elastic X-ray and neutron
scattering measures S(q, E). Similarly, in the time domain, the corresponding
S(q, t) = ∫ S(q, E)exp(it E/�)dE is measured by neutron spin echo spectroscopy.
Both S(q, E) and S(q, t) show equivalent information on microscopic time–space
picture G(r, t).

Quasielastic scattering experiments usingMössbauer γ-rays fromRI sources have
been performed soon after the discovery of the Mössbauer effect in1960s [110]. The
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method is called as RSMR [111]. However, because γ-rays from an RI source do
not have enough brilliance as a parallel beam required for quasielastic scattering
experiments, the method requires muchmeasuring time (e.g., weeks). In this section,
we call the quasielastic scattering spectroscopy using the γ-rays as quasielastic γ-ray
scattering (QEGS) spectroscopy. Recently, high-brilliance SR is available andwidely
used forMössbauer spectroscopy [112]. Using SR,QEGSwas demonstrated by some
techniques. First, QEGS using 57Fe-nuclear Bragg monochromator, which measures
S(q, E), was attempted and demonstrated [113, 114]. Then, QEGS using TDI of 57Fe
γ-rays, which observes S(q, t), was demonstrated [115]. These methods allowed
a much quicker measurement of the atomic/molecular dynamics than the RSMR
method owing to high brilliance and directivity of the SR sources and technological
development of the high-resolution monochromator [116] and APD detector [24].

2.4.3 Time-Domain Measurement of Quasielastic Scattering
of Mössbauer Gamma Rays Using Synchrotron
Radiation

In this subsection,we introduce quasielastic scatteringmethod usingTDIwith single-
line Mössbauer γ-rays.

In Sect. 2.4.3.1, we introduce NFS experiment with single-line γ-ray emit-
ters. This experiment corresponds to the QEGS experiment without a sample. In
Sect. 2.4.3.2, the corresponding QEGS using TDI with single-line γ-rays is consid-
ered. In Sect. 2.4.3.3, we introduce an interpretation of the time spectrum from
space-time diagram. In Sect. 2.4.3.4, we discuss the selectivity of nuclear species for
TDI.

2.4.3.1 Introduction of Nuclear Forward Scattering Using
Time-Domain Interferometry Setup of Single-Line Mössbauer
Gamma Rays

Before the discussion of the QEGS experiment, it is valuable to consider corre-
spondingNFSwith two single-line γ-ray emitters because theNFS experiment corre-
sponds to QEGS experiment without a sample and is a basis of QEGS using TDI. The
NFS experimental setup is shown in the upper figure of Fig. 2.18a. The incident SR is
introduced to two identical materials containing 57Fe with single-line nuclear excita-
tion profile. After transmitting them, the time spectrum of the SR and γ-rays from the
materials are detected by a detector, such as an APD detector, with a time resolution
of ~1 ns. Hereafter, we call the upstream and downstream emitters as γ-ray emitters 1
and 2, respectively. Here, we assume that emitter 1 is driven with a constant velocity
v in the direction of the incident SR wave vector k to change the γ-ray energy from
that of downstream emitter 2 by the Doppler effect. The relation between applied
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Fig. 2.18 Experimental setups and spectra of NFS and QEGS using the single-line TDI. a Experi-
mental setups,b theoretical energy spectra, c theoretical time spectra, and d experimentally obtained
time spectra using (I) NFS and QEGS studies on o-terphenyl at (II) 270 K, (III) 280 K, and (IV)
290 K. In panel d, points represent experimentally obtained counts of γ-rays, and vertical bars
represent the statistic errors (standard deviations). The lines are fitting curves using eq. (2.3)

velocity v and the energy shift of γ-rays δE is expressed as δE = Eγ v/c, where c
is the speed of light and Eγ is the energy of the γ-rays. For example, for the case
of v~10 mm/s, which is easily realized by the velocity transducer produced by e.g.
the WissEl GmbH, we obtain δE ∼ 100Γ0, which is much larger than the natural
energy width of γ-rays, Γ0. Simultaneously, this δE value is much smaller than the
energy width of the incident SR typically approximately meV (~106Γ0). Therefore,
the nuclear resonant excitation process occurs in the same condition in two emit-
ters. We can detect the interference of the γ-rays in the directive forward scattering
component. [14]

In such a case, we consider the energy spectrum of γ-rays from two emitters at the
forward detector position. The spectrum shows two peaks sufficiently separated, as
shown in Fig. 2.18b. Here, the horizontal axis is a relative energy to the γ-ray energy
from emitter 2 scaled by the energy unit of Γ0. On the NFS time spectrum, we see
a beating pattern called a quantum beat, which originates from the interference of
γ-rays with different energies from two emitters, as shown in Fig. 2.18c.

First, we describe the property of the incident SR. The amplitude of the incident
SR electric field SR in the angular frequency ω domain is expressed as Ê0(ω).
The incident SR is usually monochromatized around the nuclear excitation energy
to reduce the unused radiation for preventing system damage. In such a case, the

bandwidth E of
∣∣∣Ê0(ω)

∣∣∣
2
is in the order of meV. The phase of each frequency

component is assumed to be the same [117].
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We write the electric field amplitude of the incident SR in the time t domain
as E0(t), which is related to Ê0(ω) by Fourier transformation. The time response
functions of emitters 1 and 2 are defined to be as follows [117, 118]:

R1(t) = δ(t) + G(t)eiδEt/�

and

R2(t) = δ(t) + G(t), (2.13)

where δ(t) represents a transmission part without nuclear excitation process and
the second term including G(t) represents the nuclear excitation and de-excitation
processes with the Mössbauer effect. The energy shift of γ-rays from the upstream
emitter is considered by a term that includes the corresponding angular frequency
δE/�. Here, we ignored a transmittance factor because it does not affect the shape of
the time spectrum.When the energy shift is sufficiently large (δE � Γ0), unfavorable
radiative coupling (RC; photons experience nuclear excitation processes in both
emitters) can be neglected [119]. We consider the δE � Γ0 case in the following
discussion.

The electric field amplitude after emitter 1 is written as R1(t) ⊗ E0(t), where ⊗
denotes the convolution integral [117, 119]. After transmitting emitter 2, the electric

field amplitude is written as R2(t)⊗{R1(t) ⊗ E0(t)}. When
∣∣∣Ê0(ω)

∣∣∣
2
shows a finite

bandwidth E/�, |E0(t)|2 also shows a finite width T ∼ h/E . In the timescale
of T , the incident SR partly shows time coherence. T is much smaller than the
nuclear response as shown below. Therefore, we assume E0(t) ∝ δ(t). Here, the
electric field amplitude Etot (t) at the detector position can be written as

Etot (t) ∝ ∞∫
0
R1

(
t ′
)
R2

(
t − t ′

)
dt ′ ≈ δ(t) + G(t)

(
1 + eiδEt/�

)
. (2.14)

Here, the origin of the time is the detection time of the SR pulse. The electric
field amplitude of γ-rays E(t) is written as E(t) ∝ G(t)

(
1 + eiδEt/�

)
. The intensity

is given by

I (t) = |E(t)|2
= 2|G(t)|2[1 + cos(δEt/�)]. (2.15)

Here, the factor |G(t)|2 represents the NFS time spectrum from one emitter. In a
thin limit of the emitter thickness, it follows that |G(t)|2 ∝ e−t/τ0 , where τ0 is the
lifetime of the nuclear excited state. Otherwise, |G(t)|2 shows more complex time
dependence known as a dynamical beat [120]. In the 57Fe case, τ0 is ~141 ns. A
factor 1 + cos(δEt/�) represents a quantum beat modifying |G(t)|2.

Here, the velocity transducer used to drive emitter 1 brings a constant velocitywith
positive and negative sign, alternatively.Note that the sign of the velocity of the driven
emitter 1 does not affect the obtained time spectrum I (t), because only an absolute
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value of the energy difference between γ-rays from the two emitters is important
for the beating pattern on the time spectrum owing to the factor cos(δEt/�) =
cos(−δEt/�) in eq. (2.15). In actual experiments, we do not detect signals in the
period, where the velocity is not constant owing to the change of sign of the velocity.
We also note that following time distributions have to be treated as an incoherent
broadening of the time spectrum: (1) the time resolution of the detector (in this study
~1 ns) and (2) the distribution of the arrival time of SRowing to the spatial distribution
of the electrons in one bunch (approximately 50 ps (FWHM) in BL09XU of SPring-
8). As an experimental time spectrum, we obtain Īexp(t) = I (t) ⊗ D(t) + B, where
D(t) is the total incoherent distribution function and B is a background constant
noise.

2.4.3.2 Quasielastic Scattering Using Time-Domain Interferometry
of Single-Line Mössbauer Gamma Rays

Next, we consider QEGS experimental setup shown in the lower figure of Fig. 2.18a
and derive the expression of the QEGS time spectrum. Here, we introduce the sample
response function g(q, t). It cannot be immediately assumed that E0(t) ∝ δ(t)
becausewedonot know the timescale of the sample response [121].Only the case that
the sample shows longer time response than T that we can assume E0(t) ∝ δ(t).
In this subsection, we assume this specific case of E0(t) ∝ δ(t) because it makes the
discussion simpler and instructive. The effect of the finite time width of the incident
SR on the QEGS time spectrum is discussed in Sect. 2.4.4 based on the discussion
of this subsection.

The electric field amplitude after emitter 1 is R1(t)⊗ E0(t). We define ts as a time
when the Rayleigh scattering process of the prompt SR pulse occurs in the sample.
The sample response generally depends on both ts and t. Conversely, the nuclear
response is independent of ts [119, 122]. The electric field amplitude after scattering
by the sample is written as g(q, ts + t)EA(t), where we used the time response
function of the sample g(q, ts + t) defined in Sect. 2.4.2 [115]. After transmitting
emitter 2, the total electric field amplitude Etot (q, ts + t) at the angle corresponding
to q is

Etot (q, ts + t) ∝ R2(t) ⊗ {g(q, ts + t)[R1(t) ⊗ E0(t)]}. (2.16)

By assuming E0(t) ∝ δ(t), Etot (q, ts + t) is written as

Etot (q, ts + t) ∝ ∞∫
0
R1

(
t ′
)
g
(
q, ts + t ′

)
R2

(
t − t ′

)
dt ′. (2.17)

Neglecting the RC effect, we obtain the electric field amplitude of γ-rays
E(q, ts + t) as

E(q, ts + t) ∝ g(q, ts + t)G(t)eiδEt/� + g(q, ts)G(t). (2.18)
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Similarly, to the NFS case, the theoretical equation of the γ-ray time spec-
trum is written as I

(
q, ts + t

)∝∣∣G(
t
)∣∣2[∣∣g(q, ts + t

)∣∣2+∣∣g(q, ts
)∣∣2 + g

(
q, ts +

t
)
g∗(q, ts

)
eiδEt/� + g∗(q, ts + t

)
g
(
q, ts

)
e−iδEt/�

]
. The experimentally observed

Ī (q, t) is obtained by averaging I (q, ts + t) by ts over a long measurement time as

Ī (q, t) ∝ |G(t)|2[〈|g(q, ts + t)|2〉 + 〈|g(q, ts)|2
〉

+ 〈
g(q, ts + t)g∗(q, ts)

〉
eiδEt/� + 〈

g∗(q, ts + t)g(q, ts)
〉
e−iδEt/�

]
(2.19)

where 〈· · · 〉 indicates averaging by ts over a long measurement time. It follows that
S(q, 0) = 〈|g(q, ts + t)|2〉 = 〈|g(q, ts)|2

〉
. In classic mechanical cases, it follows that

S(q, t) = 〈g∗(q, ts + t)g(q, ts)〉 = 〈g(q, ts + t)g∗(q, ts)〉 suggesting S(q, t) can be
treated as a real number [115, 119, 122, 123]. We define S′(q, t) as the intermediate
scattering function normalized by S(q, 0) as

S′(q, t) = 〈g(q, ts + t)g(q, ts)〉/
〈|g(q, ts + t)|2〉, (2.20)

we obtain

Ī (q, t) ∝ |G(t)|2S(q)
[
1 + S′(q, t) cos(δEt/�)

]
. (2.21)

When a single exponential relaxation is assumed for S′(q, t), we can write
S′(q, t) ∝ exp{−t/τ }, where τ is a relaxation time. Often, there is an intrinsic
relaxation in S′(q, t) even when standard samples with no detectable dynamics are
measured [115]. To express it, we introduce a relaxation function F int(t). By using
this factor, the time spectrum is given by

Ī (q, t) ∝ |G(t)|2[1 + F int(t)S′(q, t)cos(δEt/�)
]
. (2.22)

Themeasured time spectrum Īexp(q, t) iswritten as Īexp(q, t) = Ī (q, t)⊗D(t)+B
as described in Sect. 2.4.3.1.

We calculated NFS and QEGS time spectra, as shown in Fig. 2.18c, where we
used the following conditions: the effective thickness of each emitter Te = 10, v
= 20 mm/s, and τ = 0.5τ0. The corresponding γ-ray energy spectra are shown
in Fig. 2.18b. The figure shows that the time-spectrum shape changes, reflecting
dynamics as the disappearance of the quantum beat.

In Fig. 2.18d, experimentally obtained time spectra by (I) NFS and QEGS studies
on o-terphenyl at (II) 270 K, (III) 280 K, and (IV) 290 K are shown. It can be
confirmed that the quantum beat disappears by heating the sample. Least squares
fittings using eq. (2.22) were successfully performed considering the time resolution
D(t) and background. The obtained relaxation time was confirmed to be consistent
with previous results [124].
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2.4.3.3 Interpretation of Time Spectrum of Quasielastic Scattering
from Space–Time Diagram

We consider why the interference of γ-rays disappears with a time using the space–
time diagramof photon paths forQEGSusingTDI.We show the diagram in Fig. 2.19.
We took the position of the photons on the beam path as a bottom axis of the figure.
The vertical axis represents the time ts. This figure shows that paths I and II constitute
an interferometer, in which one arm of the interferometer is in the time domain and
the other arm is in the space domain, compared to the usual interferometers with
two arms in the space domain [112]. This is the reason why this method is named
the “time-domain interferometry.” We consider paths I and II of the γ-rays detected
at delayed time compared to the SR pulse in the diagram. In Fig. 2.19, filled/empty
circle symbols on the beam path express nuclear excitation/de-excitation events in
emitters, and the star symbols show the Rayleigh scattering event by the sample. At
the filled circle points, nuclear excitation event occurs as if the γ-rays are trapped
until the excited nuclei decay. We do not consider the radiative coupling path that
γ-rays experience the nuclear excitation event in both emitters because the excitation
energies in the two emitters are sufficiently different from each other.

As we can see in eq. (2.21), the amplitude of the beating pattern of the time spectra
decays following S′(q, t). This suggests that time coherence of γ-ray photons from
the two emitters decreases with time due to diffusion in samples. In other words,
the time spectrum shape changes with time from the time spectrum shape calculated
from the coherent sum of the electric fields from both emitters to the time spectrum
shape calculated from the incoherent sum of the electric fields from each emitter due
to the loss of the coherency of γ-rays. This explanation suggests that themeasurement
efficiency of QEGS using TDI strongly depends on the degree of difference between
the coherent and incoherent time spectra, and the efficiency of QEGS using TDI can
be improved by selecting the emitters.

Fig. 2.19 a Experimental setup, b space–time diagram, and c time spectrum of the conventional
TDI for QEGS
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Table 2.2 Examples of Mössbauer isotopes [112]

Isotopes Gamma ray energy (keV) Gamma ray energy width
(neV)

Nuclear resonant cross
section (barn)

57Fe* 14.4125 4.66 2464.0
67Zn 93.312 0.0498 50.0
119Sn 23.871 25.70 1380.5
149Sm 22.494 64.08 120.1
151Eu* 21.532 47.03 242.6
181Ta 6.238 0.0754 1099.2

*Symbol indicates nuclear species already demonstrated to be available for the QEGS study

2.4.3.4 Selectivity of Isotopes for Quasielastic Scattering Experiment
Using Time-Domain Interferometry

In quasielastic scattering measurements using γ-rays, the time (energy) and space
(momentum) regions of the measurement depend on the characteristics (lifetime
and excitation energy) of the nuclear resonance of isotopes used and other experi-
mental conditions. In QEGS experiments using TDI, the short limit of the accessible
time range depends on, for example, the time resolution of the detector, while the
long limit depends on the lifetime of the nuclear excited state. The γ-ray energy,
energy width, and nuclear resonant cross section for some Mössbauer isotopes are
shown in Table 2.2. So far, QEGS experiments using TDI with 57Fe and 151Eu were
demonstrated [125].

2.4.4 Effect of Energy Width of Incident Synchrotron
Radiation

Here, we consider the general case that the time profile of the incident SR cannot be
treated as a delta function [121].When the high-resolutionmonochromatorwithmeV
energy resolution is used for the monochromatization of incident beam, the corre-
sponding coherent time width is sub-picoseconds, In the timescale, usual condensed
matter shows vibration motions. Therefore, normally, the incident SR cannot be
treated as a delta function; instead, the sample response in the timescale must be
considered by the exact calculation of interaction between the electric field and
the sample.

We define a period δT12 for quantum beats caused by the interference between
γ-rays from emitters 1 and 2. In the general case, the energy spectrum of the γ-rays
from each emitter may showmulti-peaks. Therefore, there are various quantum beats
with various periods. For any quantum beats, we assume τ0 � δT12 � T . In such
a case, the RC effect is negligible. From eq. (2.16), the electric field amplitude of the
γ-rays is written as



2 Synchrotron-Radiation-Based Energy-Domain Mössbauer … 93

E(q, ts + t) =
∞∫

−∞
dt ′

[
g(q, ts + t)G1

(
t − t ′

)
E0

(
t ′
) + G2

(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
)]

.

(2.23)

The first and second terms of eq. (2.23) describe the electric field amplitudes of
the γ-rays passing paths I and II in Fig. 2.19, respectively.

In this subsection, we consider the experimental setup with single-line γ-ray
emitters shown in Fig. 2.18a. Here, we assume G1(t) = G2(t)eiδEt/� and G2(t) =
G(t). The electric field amplitude of the γ-rays is as follows:

E(q, ts + t) = ∞∫
−∞

dt ′g(q, ts + t)G
(
t − t ′

)
eiδE(t−t ′)�E0

(
t ′
)

+ G
(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
)
. (2.24)

The time variation of |G(t)| is much slower than that of |E0(t)|
from the relation τ0 � δT12 � T . Therefore, the first term

in eq. (2.24) follows that g(q, ts + t)
∞∫

−∞
dt ′G

(
t − t ′

)
eiδE(t−t ′)�E0

(
t ′
) ∼=

g(q, ts + t)G(t)eiδEt/�
∞∫

−∞
dt ′E0

(
t ′
)
. Similarly, the second term follows that

∞∫
−∞

dt ′G
(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
) ∼= G(t)

∞∫
−∞

dt ′g
(
q, ts + t ′

)
E0

(
t ′
)
. Here, we

define gc(q, ts) as gc(q, ts) ≡ ∞∫
−∞

dt ′g
(
q, ts + t ′

)
E0

(
t ′
)
/

∞∫
−∞

dt ′E0
(
t ′
)
. In case of

E0(t) = δ(t), it follows that gc(q, ts) = g(q, ts). Using gc, eq. (2.24) can be written
as

E(q, ts + t) ∼= Ê0(0)G(t)
[
g(q, ts + t)eiδEt/� + gc(q, ts)

]
, (2.25)

where we used the general relation
∞∫

−∞
dt ′E0

(
t ′
) = Ê0(0) ≡ Ê0(ω = 0). Here,

Ê0(ω) is the angular frequency-domain representation of E0(t).
Here, we consider the meaning of gc(q, ts), which is an integration of the product

of g
(
q, ts + t ′

)
and E0

(
t ′
)
by t ′. We show examples of paths I and II of the γ-rays

detected at t with an incident time t ′ = 0 (long dashed line) and t ′ �= 0 (short dashed
line) in the time–space diagrams of Figs. 2.20a and b, respectively. Gamma rays
with different incident times t ′ interfere at the detector owing to the finite coherent
width of E0(t) in both γ-ray paths I and II. The integration in gc(q, ts) originates
from a characteristic of path II: γ-rays scattered by the sample at various times ts + t ′
(
∣∣t ′∣∣�T ) interfere with each other at the detector position at t. Alternatively, in path
I, the γ-rays scattered by the sample at unique time ts + t interfere with each other
at the detector position at t. Therefore, the γ-rays passing path I are not affected by
the time width T of the incident radiation. This is the interpretation of eq. (2.25).

From eq. (2.16), we obtain the detected γ-ray intensity:
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Fig. 2.20 Examples of paths a I and b II of the γ-rays detected at t with an incident time t ′ = 0
(long dashed line) and t ′ �= 0 (short dashed line) for the time–space diagrams

I (q, ts + t) ∝ |G(t)|2[|g(q, ts + t)|2 + |gc(q, ts)|2
+ {

g∗(q, ts + t)gc(q, ts) + g(q, ts + t)g∗
c (q, ts)

}
cos(δEt/�).

(2.26)

The experimental spectrum Ī (q, t) is obtained by averaging I (q, ts + t) by
ts over a long measurement time. As we discussed in Sect. 2.4.3.2, it follows
S(q, t) = 〈g∗(q, ts + t)g(q, ts)〉 = 〈g(q, ts + t)g∗(q, ts)〉. We define correlation
functions Scc(q, t) and Sc(q, t) as

〈
gc(q, ts + t)g∗

c (q, ts)
〉
and

〈
g(q, ts + t)g∗

c (q, ts)
〉

averaged by ts , respectively. It can be assumed that Scc(q, t) is also a real number.
Using these values, the observed time-averaging intensity Ī (q, t) can be written as

Ī (q, t) ∝ |G(t)|2{S(q, 0) + Scc(q, 0) + [
Sc(q, t) + S∗

c (q, t)
]
cos(δEt/�)

}
.

(2.27)

Here, Sc(q, t) is written as

Sc(q, t) = 〈
g∗(q, ts + t)gc(q, ts)

〉 = 1

Ê0(0)

∞∫
−∞

dt ′E0
(
t ′
)
S
(
q, t − t ′

)
. (2.28)

The γ-ray time spectra are observed in the timescale much longer than

T . In the timescale, it can be assumed that
∞∫

−∞
dt ′E0

(
t ′
)
S
(
q, t − t ′

) ∼=

S(q, t)
∞∫

−∞
dt ′E0

(
t ′
)
because, in the measurement time window, the variation of

S(q, t) in the timescaleT is usually negligible. Therefore, it follows that Sc(q, t) ∼=
S(q, t)

∞∫
−∞

dt ′E0
(
t ′
)
/Ê0(0) ∼= S(q, t) and Sc(q, t) ∼= S∗

c (q, t). Ī (q, t) is written as

follows:

Ī (q, t) ∝ |G(t)|2[S(q, 0) + Scc(q, 0) + 2S(q, t)cos(δEt/�)](att � T ). (2.29)
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The experimental time spectrum is written as Īexp(q, t) = Ī (q, t) ⊗ D + B
discussed above.

From the definition of Scc(q, t), it follows that

Scc(q, t) = 1∣∣∣Ê0(0)
∣∣∣
2

∞∫

−∞

∞∫

−∞
dt ′dt ′′E0

(
t ′
)
E∗
0

(
t ′′

)〈g(q, ts + t ′
)
g∗(q, ts + t + t ′′

)〉

≡
∞∫

−∞
dtd I0(td)S(q, t + td) (2.30)

where td ≡ t ′′ − t ′. We define I0(td) ≡ ∞∫
−∞

dt ′E∗
0

(
t ′
)
E0

(
td + t ′

)
/

∣∣∣Ê0(0)
∣∣∣
2
. The

typical timescale of the decay of I0(td) is T as defined in Sect. 2.4.3.1. We show
a schematic diagram as example of S

′
cc(q, t) in Fig. 2.21. When t � T , it follows

that Scc(q, t) ∼ S(q, t) by neglecting the time variation of S(q, t) in the timescale
T , as assumed in the above discussion of Sc(q, t). Conversely, when t = 0 � T ,

we obtain Scc(q, 0) = ∞∫
−∞

dtd I0(td)S(q, td), suggesting that Scc(q, 0) ∼ S(q,T ).

We define the Scc(q, 0) value as Scc(q, 0) ≡ fE (q), as shown in Fig. 2.21. When
E is sufficiently large and fE (q) = 1 can be assumed, we obtain Ī (q, t) ∝
|G(t)|2[1 + S′(q, t) cos(δEt/�)

]
, which is equivalent to eq. (2.21).

S′(q, t) generally shows a form with vibrations and multistep relaxations, which
spread over very wide time ranges. See Fig. 2.21 for an example of S′(q, t) and its
relation to S

′
cc(q, t). Here, Ī (q, t) is usually fitted by assuming a relaxation function

F(q, t), which represents relaxations of S′(q, t) in the time window of the measure-
ment approximately the timescale of τ0. In Fig. 2.21, we show an example of F(q, t).
Here, we define fΓ0(q) ≡ lim

t→0
F(q, t). fΓ0(q) is a plateau value of S′(q, t) decided

by the fitting of the time spectrum, as shown in Fig. 2.21. Both fE (q) and fΓ0(q)

give unique information on microscopic dynamics. Hence, special attention must be
given for these definitions.

Fig. 2.21 Example of the intermediate scattering function normalized by the static structure factor
S′(q, t) with its relation to S′

cc(q, t) and assumed F(q, t)
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Here,we show that neither fΓ0(q)nor fE (q) cannot be determinedby the conven-
tional single-line TDI in the case of finite E width of approximately several meV
using a high-resolution monochromator. From eq. (2.29), we obtain

Ī (q, t) ∝ |G(t)|2{1 + 2S′(q, t)/[1 + fE (q)] cos(δEt/�)
}
. (2.31)

In this equation, the cosine term has an additional factor 2/[1 + fE (q)]
compared to eq. (2.21). When this expression is used for the fitting, a function
F ′(q, t) is assumed for 2S′(q, t)/[1 + fE (q)]. Using F(q, t), which represents
the form of S′(q, t) in the time window of the measurement, F ′(q, t) can be
expressed as F ′(q, t) = 2F(q, t)/[1 + fE (q)]. It follows that lim

t→0
F ′(q, t) =

2 lim
t→0

F(q, t)/[1 + fE (q)] = 2 fΓ0(q)/[1 + fE (q)]. This equation suggests that

both free fitting parameters fΓ0(q) and fE (q) relate to lim
t→0

F ′(q, t). Therefore, in

principle, neither fE (q) nor fΓ0(q) can be determined by the single-line TDI when
an identical pair of emitters are used in the incident SR condition with meV energy
width. The conventional TDI suffers this uncertainty of the physical meaning of
lim
t→0

F ′(q, t).

In contrast, for the case of a multiline emitter case with |G1(t)|2 �= |G2(t)|2, both
fE (q) and fΓ0(q) can be determined based on the difference between |G1(t)|2 and
|G2(t)|2 as we discuss in Sect. 2.4.5 [121].

2.4.5 Time-Domain Interferometry Using Multiline
Mössbauer Gamma Rays

In the case where multiline γ-rays with |G1(t)|2 �= |G2(t)|2 are used for TDI, the
intensity of the γ-rays from eq. (2.23) is written as

I (q, ts + t) ∝ |G1(t)|2|g(q, ts + t)|2 + |G2(t)|2|gc(q, ts)|2
+ G∗

1(t)G2(t)g
∗(q, ts + t)gc(q, ts)

+ G1(t)G
∗
2(t)g(q, ts + t)g∗

c (q, ts). (2.32)

Similarly, in Sect. 2.4.4, the observed time-averaging intensity Ī (q, t) can be
written as

Ī (q, t) ∝ S(q, 0)|G1(t)|2 + Scc(q, 0)|G2(t)|2
+ S(q, t)

[
G∗

1(t)G2(t) + G∗
2(t)G1(t)

]
(at t � T ). (2.33)

Using S′(q, t) and fE (q), Ī (q, t) can be rewritten as

Ī (q, t) ∝ [
1 − S′(q, t)

][|G1(t)|2 + |G2(t)|2
] + S′(q, t)|G1(t) + G2(t)|2

− [1 − fE (q)]|G2(t)|2 (at t � T ). (2.34)
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The experimental time spectrum is Īexp(q, t) = Ī (q, t) ⊗ D(t) + B. The γ-rays
from α-iron foils show energy spectra with a multiline structure. In Fig. 2.22a, we
show an example of the experimental setup using α-iron foils as emitters 1 and 2. To
satisfy the condition |G1(t)|2 �= |G2(t)|2, an external magnetic field H is applied to
the foils different from each other to selectively allow the excitation between energy
levels split by the hyperfine interaction: The direction is horizontal to the electric
field of the incident radiation and a direction H⊥k for emitter 1. For emitter 2, the
direction is vertical to the electric field of the incident radiation an H⊥k′ [126].
The energy spectra of γ-rays in Fig. 2.22b are shown for the case without relaxation
and with a relaxation of τ = 100 ns. Here, δE12 = h/δT12 ∼ 20Γ0 � Γ0. When
20Γ0 � Γ , the RC effect is negligible. The corresponding time spectra of γ-rays are
shown in Fig. 2.22c. The shape of the time spectrum changes following the decay of
S′(q, t).

In Fig. 2.22d, the experimentally obtained time spectra by QEGS studies on glyc-
erol are shown.TheQEGSspectrawere obtained (I) at 40Kat 14 nm−1, (II) at 237.5K
at 14 nm−1, and at 237.5 K at 31 nm−1. We note that the experimental condition is
different from the theoretical one. Least squares fitting using eq. (2.34) was success-
fully performed, and the obtained relaxation timewas confirmed to be consistent with
previous results [121]. It was shown that the measurement efficiency of the multiline
TDI system is much higher than the single-line system one [121, 126, 127].

Fig. 2.22 a Experimental setup, b theoretical energy spectra and c theoretical time spectra, and
d experimentally obtained time spectra from QEGS studies on glycerol. The spectra were obtained
(I) at 40 K at 14 nm−1, (II) at 237.5 K at 14 nm−1, and at 237.5 K at 31 nm−1. In panel d, the points
and vertical bars represent experimentally obtained counts of γ-rays and statistic errors (standard
deviations), respectively. The lines represent fitting curves using eq. (2.23)
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2.4.6 Results Obtained by Quasielastic Scattering
Experiment Using Time-Domain Interferometry
of Mössbauer Gamma Rays

So far, QEGS measurements using TDI were performed for alloys, liquid crys-
tals, molecular liquids, ionic liquids, super-ionic conducting glasses, polymers, and
polymer nanocomposites. For supercooled glass formers, van der Waals molecular
liquid o-terphenyl, hydrogen bonding liquid glycerol, ionic liquids, and polymer
polybutadieneweremeasured to study themicroscopic dynamics toward glass transi-
tion. In glycerol and polybutadiene, the so-called de Gennes narrowing was observed
by the q-dependent studies of the structural relaxation process called as the α-process
[128]. In addition to the α-process, a local activation process called as the Johari-
Goldstein (JG) β-process was observed in o-terphenyl and polybutadiene [124, 128].
The branching temperature of the JG β-process from the α-process, which could
not be determined by conventional methods, such as dielectric spectroscopy, was
accurately obtained. The study of ionic liquid 1-butyl-3-methylimidazolium iodide
revealed that the ionic liquids are classified as so-called fragile glass formers [125].
For superionic conducting Na3PS4 glass, it was revealed that angstrom-scale trans-
lational motion of a part of Na ions occurs at picosecond to nanosecond time scale,
while the movement of PS4 ions rarely occur [129].

To understand the microscopic origin of the shear viscosity, a higher alcohol
3,7-dimethyl-1-octanol with nanometric domain structures was studied using the
multiline TDI system [130]. The dynamics of both nanometric- and molecular-
scale structures were found to relate to the slower and faster relaxation modes of
the shear viscosity. The effect of the presence of Si nanoparticles on bulk polymer
(polybutadiene) dynamics was studied for a polymer nanocomposite system [131].
B2 alloy CoGa was studied using the single-line TDI, and the possibility of the
atomic diffusion study using diffuse scattering was shown [132].

For soft materials, QEGS was applied for dynamics study of liquid crystal
molecules 4-cyano-4’-octylbiphenyl and 11-(4’-cyanobiphenyl-4-yloxy) undecyl
pentadecafluorooctanoate under layered structure in the smectic phase [133]. Both
the interlayer and intralayer molecular relaxation times were successfully observed
using the multiline TDI system. The layer order parameter of the smectic phase was
determined, and the anomalous diffusion coefficient could be obtained using the
multiline TDI system [134]. The study of cholesteric blue phase revealed that the
emergence of the mesostructure is irrelevant to the microscopic molecular structure
and dynamics in this system [135]. TDI allows the study of molecular dynamics in
smectic, nematic, and cholesteric phases.
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2.4.7 Summary and Perspective of Quasielastic Scattering
of Mössbauer Gamma Rays

Quasielastic scattering technique using SR-based Mössbauer γ-rays is a promising
technique to directly reveal the microscopic dynamics in unique timescales between
nanosecond and microsecond.

The quasielastic scattering technique using TDIwill be improved by further devel-
opments, such as an increase in detection detector efficiency, an increase in the solid
angle of γ-ray detection by introducing more detectors, and an increase in γ-ray
count rate using more γ-ray lines for measurement. These improvements greatly
help in extracting the intermediate scattering function from the spectrum and directly
visualizing the decay of the intermediate scattering function.

QEGS using 57Fe nuclear Bragg monochromator is expected to measure the
dynamics faster than the timescale covered by current QEGS using TDI, for example,
up to 100 ps. Therefore, the development of the energy-domainQEGS system and the
combination study with the TDI system expand the accessible timescales by QEGS
using the Mössbauer γ-rays. In addition, a further combination study with other
techniques, such as quasielastic neutron scattering, allows us to further understand
microscopic dynamics in complex systems. These improvements and combination
studies are important to understand the macroscopic properties and functions from
a microscopic level for both basic science and industrial applications. Furthermore,
the TDI system can be applied for studies on dynamical correlations in quantum
systems [136].

The fourth-generation SR shows much higher spatial coherency and higher
condensing properties than the third-generation SR used for the studies introduced
here. Microscopic dynamics of each spatial region in complex systems can be
measured selectively by focusing on the γ-rays. Such QEGS system with focused
γ-rays is useful, for example, to understand dynamical heterogeneity of glass formers.
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