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Preface

Mössbauer spectroscopy is one of the most powerful methods providing deep insight
into the atomistic nature of matter. Properties such as valence state, chemical bond,
spin state, internal magnetic field, electric field gradient, lattice vibrations, etc., were
studied for various kinds of materials. Use is made of nuclear probes, meaning
that materials can be studied nondestructively. Therefore, the method has widely
been applied to scientific research since the discovery of the Mössbauer effect in
1958. Moreover, since the first demonstration of nuclear resonance scattering of
synchrotron radiation (SR) in Hamburg in 1985, SR-based Mössbauer spectroscopy
has extensively been developed, allowing us to measure various kinds of Möss-
bauer spectra whose observation is impossible by using ordinary radioactive sources.
Moreover, in addition to Mössbauer spectra, the measurement of element-specific
vibrations has become possible using nuclear resonant inelastic scattering.

These cutting-edge techniques have attracted much attention in many scientific
fields such as materials science, physics, chemistry, biology, earth science, etc.
Today, we witness an interdisciplinary research community of Mössbauer spectro-
scopists all over the world. Extensive exchange of experience exists in this Möss-
bauer community by means of at least one international conference every year. We
mention the International Conference on the Applications of the Mössbauer Effect
(ICAME) organized by the International Board on the Applications of the Möss-
bauer Effect (IBAME) which, e.g., also guards the nomenclature used in Mössbauer
spectroscopy, the International Symposium on Industrial Applications of the Möss-
bauer Effect (ISIAME) and regional conference series such as LACAME in Latin
America and MECAME in the Mediterranean countries, among others. We should
also mention the Mössbauer Effect Data Center (MEDC), Dalian, China, which
is a fairly unique institute which essentially keeps track of publications involving
Mössbauer spectroscopy.

Today, we are facing a generation change with new researchers following in the
footsteps of the early pioneers of Mössbauer spectroscopy. This creates a need to
preserve and clearly present previously acquired knowledge in Mössbauer spec-
troscopy for new generations. We are happy with the success of our first tuto-
rial book on Mössbauer spectroscopy (Mössbauer Spectroscopy—Tutorial Book,
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Springer 2013) meant for final-year bachelor students and available also as e-book,
leading to numerous downloads from all over the world.

One of the main purposes of this new tutorial book is to transfer the central knowl-
edge ofMössbauer spectroscopy not only to the next generations, but also to scientists
working in other researchfields.Accordingly,wepresent an overviewof newmethod-
ologies developed at different synchrotron facilities, we shed light on some advanced
materials such as batteries and other energy materials, we focus on a wide variety of
applications of Mössbauer spectroscopy in physics, chemistry, biology, geoscience,
and we discuss the emergence of imaging techniques in Mössbauer spectroscopy,
which we expect to attract new users in the community.

The book begins in its first three chapters with new efforts in modern Mössbauer
spectroscopy using synchrotron radiation. The authors of these chapters and their
research groups lead nuclear resonant scattering experiments and related technique
development at synchrotron accelerator facilities like the European Synchrotron
Radiation Facility (ESRF), the Super Photon Ring-8 Gev (SPring-8) and the
Deutsches Elektronen-Synchrotron (DESY). In Chaps. 4 and 5, the book demon-
strates the applications of such cutting-edge techniques to chemistry–biology and
geoscience, respectively. In Chaps. 6 and 7, it further describes the applications
of Mössbauer spectroscopy to new functional materials, i.e., metal complexes and
Li- and Na-ion batteries, respectively. The last two chapters, Chaps. 8 and 9, are
devoted to two important measuring techniques: Mössbauer spectroscopy under
external magnetic fields in Chap. 8 and microscopic Mössbauer techniques on diffu-
sion in solids in Chap. 9. Those techniques are expected to play an essential role in
investigating and characterizingmagnetic structures andmicrostructures inmaterials.

This second tutorial book project originated at the occasion of the 9th TOYOTA
RIKEN International Workshop on New Developments and Prospects for the Future
of Mössbauer Spectroscopy (IWMS2018) at Toyota Commemorative Museum of
Industry and Technology in Nagoya city from November 15 to 17, 2018. The work-
shop was organized by Toyota Physical and Chemical Research Institute (TOYOTA
RIKEN) and co-organized by Shizuoka Institute of Science and Technology and
Institute for Integrated Radiation and Nuclear Science, Kyoto University. We would
like to thank Dr. Akiyuki Tokuno, Springer, for his intensive supports.

Editors
Fukuroi, Japan Yutaka Yoshida

Guido Langouche
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Chapter 1
Historical Developments and Future
Perspectives in Nuclear Resonance
Scattering

Rudolf Rüffer and Aleksandr I. Chumakov

Abstract In few decades, Nuclear Resonance Scattering of synchrotron radiation
developed from a dream to an advanced suite of powerful methods, gathering a wide
range of applications from general relativity to nanoscience, combining unprece-
dented properties of nuclear resonance and synchrotron light, and expanding stud-
ies to multiply extreme conditions. This article reviews fundamentals of nuclear
resonance physics and properties of synchrotron radiation, provides a short histori-
cal overview of the fascinating development, major techniques and instrumentation
of the method, and gives a brief snapshot of modern applications and yet coming
opportunities.
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1 Historical Developments and Future Perspectives … 3

1.1 Introduction

“Nuclear resonance fluorescence of γ -radiation” without recoil was discovered and
explained by R. L.Mößbauer in 1958 (“Kernresonanzfluoreszenz von Gammas-
trahlung in Ir191” [1, 2]) and later named “Mössbauer effect” and the related spec-
troscopy consequently Mössbauer spectroscopy. Already shortly after this
earth-breaking discovery thoughts went from absorption to scattering and diffrac-
tion experiments. Scattering experiments were reported by Black and Moon early
as 1960 [3], followed by grazing incidence experiments by Bernstein and Camp-
bell [4], and diffraction experiments by Black et al. [5]. New phenomena such as
interference between electronic and nuclear scattering, enhancement of the radiative
channel (speed-up), and suppression of the incoherent channels were discovered and
clarified. This early period has been reviewed by Smirnov (experiments) [6], and by
vanBürck (theory) [7]. At that time synchrotron radiation has already been known
since 1947, however, mainly as a nuisance for high energy accelerator experiments.

In the remaining part of the chapter, nuclear resonance and synchrotron radiation
will be introduced. The following historical chapter shall in general highlight, on the
example of nuclear resonance scattering, the challenges in scientific developments,
which are not only scientificly but also technically and politically driven.

The main part is devoted to an overview of the richness of nuclear resonance tech-
niques and spectroscopies,which span from investigations ofmagnetic and electronic
properties, static and dynamic, and structural dynamics on various energy and time
scales, to γ -optics and other fundamental research. Eventually, selected examples
of applications will not only showcase the unique fields of research accessible with
nuclear resonance techniques but also look in the bright future with the new light
sources at the horizon.

1.1.1 Nuclear Resonance

Nuclear Resonance Scattering (NRS) with synchrotron radiation (SR) combines the
outstanding properties of the Mössbauer effect with those of synchrotron radiation.
Since its first convincing observation in 1984 [8] a rapid development of the technique
with many facets followed. Thanks to the outstanding properties of 3rd generation
synchrotron radiation sources nuclear resonance techniques are nowadays known
for their extreme energy resolution and timing properties offering a wide range of
applications.

Nuclear resonance techniques including Mössbauer spectroscopy are related to
the recoiless resonant scattering, absorption, and emission of x-rays and γ -rays1 by
atomic nuclei. This effect is the same as in the atomic shell and well known e.g.
from the yellow emission lines of sodium where light is absorbed and re-emitted by
a transition of an electron between the 3p and the 3s atomic levels. Though the basics

1we use the term γ -ray for x-rays coming from a nucleus.
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are the same nuclear resonance scattering was only discovered byMößbauer in 1958
[1]. What are the reasons for this late discovery?

There are some important differences in the scattering of “optical” x-rays and γ -
rays. First of all the transition energies E0 are in the range of 1–10eV and 10–100keV,
respectively. Further, the relative energy width �E/E0 of the involved atomic and
nuclear levels are quite different partly due to the different excitation energies. As
a consequence the recoil connected with the absorption and emission of a photon
is a special problem for γ -rays because their recoil energy is so large that there is
virtually no overlap of the absorption and emission lines in single atoms.

The recoil energy ER is given as

ER = E2
γ

2Mc2
, (1.1)

with Eγ
∼= E0 the photon energy, M the atomic mass, and c the velocity of light.

For a typical Mössbauer isotope, e.g. 57Fe with E0 = 14.4keV and M ≈ 57u,2 the
resulting recoil energy is 1.956meV, which is about six orders of magnitude bigger
than the natural line width Γ0 of its nuclear level (Γ0 = 4.66 · 10−9 eV). On the other
hand for the abovementiond sodium case (E0 ≈ 2eV and M ≈ 22u) the loss in
energy due to recoil is virtually zero (ER ≈ 10−11 eV). Finally, the thermal motion
and the resulting Doppler broadening of the absorption and emission lines is another
important aspect. Consequently, there exists full overlap in case of optical x-rays and
no overlap for γ -rays. The achievement of R. L.Mößbauer was the understanding
that, when an atom is bound in a solid, the entire solid (M → ∞) will take the recoil
and then the energy loss for the γ -ray is negligible. However, also in a solid vibrations
of the atoms exist around their equilibriumposition. R. L.Mößbauer showed thatwith
a certain probability, expressed by the Lamb-Mössbauer factor (fLM), no vibrations
will be involved in the scattering, absorption, and emission process, respectively.

In order to shed some more light on this discovery and the f-factor we have
to discuss some basic features of scattering. Generally for resonant scattering, the
coherent elastic scattering amplitude fres is given by [9]

fres =
(

Γγ

2ik

) ∞∫
0

dt ei(ω−ω0)t e−(Γ/2�)t 〈e−ik f r(t) eik0 r(0)〉, (1.2)

whereΓγ andΓ is the radiative and total resonance linewidth, respectively,�ω0 = E0

the resonance energy, k0 and k f the wave vectors of the incident and reflected wave,
respectively, and r(0) and r(t) are the displacement from the equilibrium position of
the interacting particle at times zero and t, respectively. The 〈〉 represents the time
average over the characteristic interaction times.

2Unified atomic mass unit u =̂ 931.494MeV/c2.
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Zero point and temperature motion of a scatterer (e.g. atom or nucleus) are char-
acterized by vibration times ω−1

m ≈ 10−14–10−13 s. They have to be compared with
the characteristic scattering times.

For resonant x-ray scattering, the characteristic scattering times are about 10−16–
10−15 s and hence fast compared to ω−1

m , i.e., t → 0 and the displacements from the
equilibrium position can effectively be taken at t ≈ 0, hence

〈e−ik f r(t≈0) eik0 r(0)〉 ≈ 〈e−i[(k f −k0) r]〉 = e− 1
2 〈[(k f −k0) r]2〉. (1.3)

This is the well known expression for the Debye-Waller factor fD.
On the contrary, for Mössbauer resonances the scattering is slow, about 10−9–

10−6 s, compared to ω−1
m , i.e., t → ∞ and the displacements from the equilibrium

position can effectively be considered as uncorrelated, hence

〈e−ik f r(t≈∞)eik0 r(0)〉 ≈ 〈e−ik f r〉〈eik0 r〉 = e−〈x2〉 E2
γ /(�c)2 , (1.4)

with 〈x2〉 the expectation value of the squared vibrational amplitude in the direction of
the γ -ray propagation, the so-calledmean-square displacement [10]. This expression
is called the Lamb-Mössbauer factor fLM. Equation 1.4 immediately shows that fLM
gets very small at higher energies, i.e., for practical reasons only nuclei with low lying
nuclear levels (�100 keV) are considered as Mössbauer nuclei.

In order to describe the fLM onewould need a detailed and comprehensive descrip-
tion of the phonon spectrum of the solid lattice. In general that is not available and for
most cases the simpler Einstein or Debye model is sufficient to describe for example
the temperature dependence of the Lamb-Mössbauer factor [10].

fLM(T ) = exp

[ −3E2
λ

kBΘD Mc2

{
1

4
+

(
T

ΘD

)2
ΘD/T∫
0

x

ex − 1
dx

}]
, (1.5)

withΘD theDebye temperature and kB theBoltzmann constant. Inspection of Eq. 1.5
reveals that a large fLM is expected for low transition energies, low temperatures,
and high Debye temperatures.

Due to the sharp width of the nuclear levels and their large separation, com-
pared to atomic levels, the linewidth of the radiation for nuclear resonant scattering,
absorption, and emission is a Lorentzian curve as given by the so-called Breit-Wigner
equation:

I (E) = Γ0/(2π)

(E − E0)2 + (Γ0/2)2
, (1.6)

with the natural linewidthΓ0 = �/τ0 (τ0 the natural lifetime) of the nuclear level. At
resonance the scattering amplitude may peakmuch higher than for atomic scattering,
e.g. for 57Fe as 440 r0 with r0 = 2.810−15 m the classical electron radius [9].
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The discovery by R. L.Mößbauer made available a hard γ -ray source with
unprecedented energy resolution�E/E0 ≈ 10−13 and longitudinal coherence length
l = c τ0 ≈ 40m in case of 57Fe even nowadays only comparable with highest pre-
cision laser systems. Those properties made applications such as wavelength stan-
dard [11], Hanbury Brown-Twiss [12], interferometry [13, 14], and Lamb shift [15]
feasible. Furthermore, they established spectroscopies on an atomistic scale, which
are element and even isotope sensitive and non-destructive. Applications com-
prise two main fields, hyperfine spectroscopy and structural dynamics. In hyperfine
spectroscopy NRS is complementary to other nuclear techniques and yields useful
information on atomic, magnetic, and electric properties. Those fields of applica-
tions benefit most, which exploit the specific properties of synchrotron radiation
and therefore allow for applications to high pressure, to grazing incidence geometry
(surfaces and multilayers), to single crystals, and to very small samples. Structural
dynamics on a ps to μs time scale as free or jump diffusion as well as rotational
motions can directly be measured in the time domain by nuclear quasi-elastic scat-
tering techniques. On the fast time scale the (partial) phonon density of states is
directly accessible by (nuclear) inelastic scattering techniques.

For the application two cases may be distinguished, (i) excitation of the nuclear
levels by ‘white’ SRwith sharp pulses in time (ps) and the successive spectroscopy in
the time domain and (ii) excitation of the nuclear levels by highly monochromatized
radiation (energywidth neV to peV defined by the nuclear level widthΓ0) with ‘long’
pulses in time (ns to μs) and the successive spectroscopy in the energy domain. Both
are, generally speaking, connected by the Heisenberg uncertainty principle.

A comprehensive overview on the technique, experimental and theoretical, as well
as on applications is given in the review book by Gerdau and de Ward [16]. The the-
oretical background was laid by Hannon and Trammell [17, 18] and Afanas’ev and
Kagan [19, 20]. A detailed overview on opticsmay be found by Shvyd’ko [21] and on
Nuclear Condensed Matter Physics by Röhlsberger [22]. An introduction to Möss-
bauer spectroscopy with applications is given by Gütlich, Bill, and Trautwein [10].

1.1.2 Synchrotron Radiation

Synchrotron radiation became a synonym for all electromagnetic radiation generated
by transverse acceleration of relativistic charged particles. The name dates back to
its first observation in the General Electric 70MeV synchrotron. In contemporary
synchrotron radiation facilities the particles are accelerated to their nominal energy
by linear accelerators (linacs) and circular accelerators (synchrotrons). Eventually,
the particles are fed into the storage ring where they travel on a stable, closed orbit
and with fixed energy. This procedure allows for defined and optimum properties of
the generated SR for the various applications.

The transverse acceleration in the storage ring is achieved by static transverse
magnetic fields acting on charged particles such as electrons and positrons (see
Fig. 1.1). For an electron, i.e., a particle of charge −e and of momentum p = m · v,
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Fig. 1.1 Geometry of the synchrotron radiation. The acceleration points to the center of the storage
ring. The radiation peaks in direction of the beamline in the dΩ =dΘ dφ cone. Note: The electron
emits SR at the origin position and will be at the indicated position when that SR arrives at the
beamline

with v its velocity and m its mass, the acceleration v̇ by a transverse magnetic field
B is given by the Lorentz force FL :

FL = dp
dt

= −e · [v × B] . (1.7)

Because the acceleration v̇ fully determines all characteristics of the emitted radi-
ation, the synchrotron radiation can be purpose-engineered by selecting the type
of particle, the particle current, the particle energy, and the spatial configuration of
the magnetic fields. With that the resulting synchrotron radiation can be tailored in
frequency, polarization, time structure, source sizes, and emission angles.

In case that the accelerating particles are at rest in the frame of the observer, like
the electrons in an antenna, the radiated power P in the solid angle dΩ = dΘdφ is
given by classical non-relativistic electrodynamics:

dP

dΩ
= e2

4πc3
· v̇2 · sin2Θ, (1.8)

and the total radiated power is given by

P = 2

3

e2v̇2

c3
(Larmor f ormula). (1.9)

The emission is characterized by:

(i) maximum power is radiated perpendicular to the direction of the acceleration,
(ii) there is zero radiation in the direction of acceleration, and
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(iii) the polarization is along the direction of acceleration.

The for us interesting situation is the casewhere the velocity v, close to the velocity
of light, is perpendicular to the acceleration v̇ of the emitting charge, i.e., relativistic
charged particles in a transverse magnetic field in a circular particle accelerator: here
the relativistic contraction of the emitted radiation is around the direction of maxi-
mum emission of the “antenna”, while in the case where velocity v and acceleration
v̇ are parallel (e.g. in a linear accelerator) the emitted radiation in forward direction
would be zero.

TheLorentz transformation of the non-relativistic emission [23] leads to a contrac-
tion of the emission parallel to the velocity of the charge, which can be approximated
for highly relativistic particles of total energy E by

dP

dΩ
� 2e2v̇2

πc3
γ 6 · 1

(1 + γ 2Θ2)3

[
1 − 4γ 2Θ2cos2φ

(1 + γ 2Θ2)2

]
(1.10)

and to an enhancement by a factor γ 4 (γ = E/mc2 with m the rest-mass of the
charged particle) of the emitted power P compared to the non-relativistic case as in
Eq.1.9:

P = 2

3

e2v̇2

c3
· γ 4. (1.11)

Furthermore, the radiation appears in the laboratory frame highly collimated in a
forward cone with an angle

�Θ = ± 1

γ
. (1.12)

This opening angle �Θ defines for an observer the length L and duration �t of
the synchrotron light pulse, respectively:

L = 4

3

ρ

γ 3
and �t = L/c, (1.13)

with ρ the radius of the curved path of electrons.

1.1.2.1 Emittance and Brilliance

The emittance and the brilliance are the two key parameters, which are nowadays
used, to compare synchrotron radiation sources.
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The emittance of a beam is defined as the area, enclosed by the one σ line,3 of
the particle density distribution. In case of zero emittance, i.e., an ideal beam, all
particles travel on the closed orbit, which is given by the magnetic lattice and the
nominal energy of the particles. The cross-section of this beam is pointlike and its
divergence is zero. In this ideal case the synchrotron radiation from a given point
shows the characteristics of single particle synchrotron light emission. This situation
is called diffraction limited (dl).

Point size σdl and minimum divergence σ ′
dl for light of wavelength λ are given

under Gaussian approximation by

σdl =
√

Lλ

2π
and σ ′

dl =
√

λ

L
, (1.14)

with L the apparent axial extension of the source [24]. This apparent axial exten-
sion could be either the undulator length in the case of an undulator source (see
Sect. 1.1.2.3) or the particle’s path length needed for a deflection of �Θ = 2 / γ

in a bending magnet source (Eq. 1.13). In such a case of a “diffraction limited syn-
chrotron light source” each phase space occupied by the synchrotron light beam
(photon emittance) would be with i = x, y

εdl,i = σdl,i · σ ′
dl,i = λ

4π
. (1.15)

For undulator radiation these values are first approximations and may need mod-
ifications accounting e.g. for non-Gaussian profiles (see e.g. [25]).

The dimensions for the electron beam may be calculated in first approximation—
without considering dispersion and energy spread—by the following expressions,
with εi the emittance and βi the β-function of the lattice (i = x, y):

σi = √
εi · βi and σ ′

i =
√

εi

βi
. (1.16)

Eventually, the effective x-ray beam dimensions are then given by the convolution
of these quantities with the diffraction limited values σdl,i, σ

′
dl,i of the X-ray beam:

σTi =
√

σ 2
i + σ 2

dl,i and σ ′
Ti

=
√

σ ′
i
2 + σ ′

dl,i
2
. (1.17)

The brilliance B is the peak flux density in phase space

B = photons/s

σxσy · σ ′
xσ

′
y · dε/ε

, (1.18)

3All ‘σ ’ values in this paragraph are ‘root mean square’ (rms) values assuming Gaussian distribu-
tions. They have to be multiplied by 2

√
2 ln 2 ≈ 2.355 in order to get the corresponding ‘full width

at half maximum’ values.
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with σi in mm, σ ′
i in mrad, and dε/ε in 0.1% energy bandwidth. In Anglo-American

publications very often the brilliance is named “(spectral) brightness”.

1.1.2.2 Time Properties

The energy loss of the particles due to the radiated power (synchrotron radiation)
(see Eq. 1.11) has to be supplied back to keep the particles on their stable orbit. That
is done by rf-transmitters and so-called cavities in the storage ring. The involved
frequencies are in the UHF regime (352MHz for the ESRF) and define together with
the circumference of the ring the stable positions, called buckets, for the particles.
In case of the ESRF with a circumference of 844m 992 buckets are available to
be filled with electrons separated by 2.8ns. In principle any pattern of buckets, out
of the 992, may be filled to allow for the necessary flexibility to the demand at the
experimental stations. Those filled buckets are called bunches and are about 100ps in
length. Typical filling pattern at the ESRF are currently the multi-bunch mode (7/8
+ 1: meaning that 7/8th of the ring is closely filled with 868 bunches plus a single
bunch just in the center of the remaining gap leaving 176ns empty space for timing
experiments), 16 bunch mode (16 buckets are filled with a separation of 176ns each),
and 4 bunch mode (4 buckets are filled with a separation of 704ns each).
Most of the NRS experiments rely on those two timing modes, 4- and 16-bunch

mode. A special signal (bunch clock) is available for synchronizing this timing with
the experimental needs. An important parameter is the “purity” of the filling. It is
defined as the ratio between the number of photons emitted by electrons in acci-
dentally filled buckets and the number of photons emitted by the electrons of the
nominal bunches. Routinely a purity better than 10−9 up to 10−11 is reached by
special cleaning procedures at the ESRF.

1.1.2.3 Insertion Devices

So far we have only considered the bending magnets, responsible for the transverse
acceleration and for keeping the particles on a closed orbit, as a source for synchrotron
radiation.

Third generation SR sources are however characterized by their additional syn-
chrotron radiation sources, so called “insertion devices”, special magnet structures
inserted in dedicated “straight sections” of the storage ring. Their properties may be
tailored to the needs of the experimental stations. The most simple case is a planar
magnet structure of alternating short dipole magnets, see Fig. 1.2. They are arranged
such that the field varies sinusoidally along the particle trajectory

B(x, y = 0, z = 0) = B0 · cos (
2π

λu
· x), (1.19)
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Fig. 1.2 Schematics of an insertion device. Top panel: side view of the alternating dipole magnets
(red: north pole, blue: south pole) with the electron beam traveling in the center with λu themagnetic
period and gap the magnetic gap of the undulator. Bottom panel: top view of the sinusoidal electron
movement due to the alternating magnetic field. The amplitude is not to scale and is in the order of
microns

with B0 the peak magnetic field and λu the magnetic period. The particle will then
oscillate with the amplitude

y(x) = K

γ 2π/λu
cos (

2π

λu
· x), (1.20)

with K = ecB0λu
2πmc2 the so calleddeflectionor strengthparameter. ForK�1 the insertion

device is called a wiggler and for K�1 an undulator. The (magnetic field) strength
can be varied by changing the magnetic gap height, which in turn will change the K
value and eventually the wavelengths (energies) of the SR spectrum.

Nowadays, mainly undulators will be used, which allows one to optimize the
photon beam quality such as its brilliance, energy spectrum, signal-to-noise ratio or
to provide special chracteristics such as dedicated (elliptical, circular) polarizations.

For the various harmonics k of an undulator the dependence on K and λu can be
expressed in photon wavelengths λ as:

λk = λu

2γ 2k

(
1 + 1

2
K 2 + γ 2Θ2

)
, (1.21)

and in photon energies ε as:

εk = 4π�cγ 2k

λu
(
1 + 1

2 K 2 + γ 2Θ2
) . (1.22)

In this paragraph we could only mention those quantities, which are most impor-
tant with respect to NRS experiments. There exist a waste amount of literature, which
treats all aspects of SR, such as the review work byWiedemann [24] with references
therein.
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1.2 Historical Development

In this chapter wewant—on the example of NRSwith SR—to point out how research
may evolve from first ideas and discussions to the hopefully successful finish. What
are the scientific dreams, at the beginning and at the end of such an endeavour?
What are the technical challenges? Are there other aspects, which were crucial for
the development and the science of such a project? Eventually, we can report on
the successful achievement of this endeavour: Nuclear Resonance Scattering with
Synchrotron Radiation.

Even when there were already some discussions going on, the “kick-off” moment
for nuclear resonance with synchrotron radiation was certainly the Mössbauer con-
ference 1974 in Bendor (France). In his contribution Stan Ruby discussed syn-
chrotron radiation as a new source forMössbauer spectroscopy instead of radioactive
sources [26]. It was at a time when SR was mainly a nuisance for the researchers
doing high-energy physics with the new colliders using highly energetic electrons
and positrons. This unavoidable SR prevented them to increase the particle energy
to higher and higher values. Anyway, first attempts had already started to use that
radiation in a parasitic manner e.g. for atomic and solid state physics. Now, also the
Mössbauer community started with several groups all over the world trying to excite
Mössbauer isotopes with SR.

1.2.1 Scientific Dreams

Of course the idea itself—creating a resonant Mössbauer beam out of the SR—is
highly appealing and warrants to be tackled. That was for sure one of the important
reasons to start the endeavour. On the other hand the discussions at that time show that
the combination of the outstanding features of both, the SR and theMB effect, would
make new experiments feasible either out of reach or deemed extremely difficult.

Diffraction experiments were named very early with emphasis on the “phase
problem” [27]. The temporal coherence of the new source and superradiance has
been mentioned as well [28]. In the course of the preparation for a dedicated SR
source in Europe, a first set of experiments has been proposed [29]:

• Analysis of the magnetic structure of complicated compounds which would
benefit from the defined polarization of the SR.

• Time experiments such as the observation of relaxation processes between hyper-
fine levels, the time dependence of the Debye-Waller factor, and the interference
between the Mössbauer effect and the conversion or other competing processes.
Even laser activation of the environment of the MB nuclei synchronous to the SR
flash, nowadays known as pump-and-probe, has been proposed.

• Nuclear γ -optics which includes dichroism, magnetooptic effects such as double
refraction and Faraday rotation. Further, the interference of the nuclear and the
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electronic scattering, the nuclear Borrmann effect, and the suppression of the
inelastic channel has to be mentioned.

• Phase sensitive optics will allow interference experiments with a large coherence
length.

• Gravitation experiment in tribute of the very difficult and famous red-shift exper-
iment by Pound and Rebka [30].

• Small angle scattering, known as small angle x-ray scattering (SAXS), may be
expanded to the Mössbauer radiation to become sensitive as well to magnetic and
electric domains/distributions.

This is an impressive list of topics,whichwas updated for the final technical design
report of the ESRF [31]. Remarkable from a present-day perspective is the focus on
investigations of “basic science” effects, spectroscopy is nearly absent. Looking back,
the explanation might be simply the background of the involved people. They were
mainly grown up in nuclear physics.

As we will witness in the Sects. 1.7 and 1.8 the development over the years went
after all mainly in a different direction.

1.2.2 Technical Challenges

The main challenge was the unfavorable signal-to-noise-ratio. SR is thought to be a
“white” radiation source, i.e., the energy band width of the radiation coming from
the bending magnets of the synchrotron spans from literally “zero” to several tens
keV. The low energy part could easily be absorbed, however, still a band width of
let’s say 20keV was left. On the other side, in case of the 14.4keV nuclear level in
57Fe, the nuclear level width is 4.66neV. That means a signal-to-noise-ratio of about
10−13. How to find those resonant quanta in this haystack?

In the following we will discuss various ideas and avenues.

1.2.2.1 Time and Polarization Properties

Asdiscussed above, SR is a pulsed radiationwith pulsewidths�t in the 100ps regime
and—in principle—selectable repetition rate. That means that one may accordingly
adopt the time structure to the life time τ0 of the excited nuclear levels. Then it is
possible to excite the nuclear levels instantaneously (�t < τ0) and to record their
de-excitation products such as γ -rays and conversion electrons inbetween the syn-
chrotron radiation pulses. Due to the fact that electronic scattering processes are very
fast one should see after very intense “prompt” scattering processes only the “slow”
scattered γ -radiation from the scattering via the nuclear resonances. That means one
would be able to generate out of the SR a pure beam of γ -radiation through time
discrimination. Unfortunately, even with todays fast detector systems, it is vrtually
impossible for the detectors to sustain the extreme count rates beyond 109 photons/s.
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However, the time discrimination technique has widely been used as an additional
option in the quest of the resonant quanta.

Similary, one might use the different polarization behaviour of electronic and
nuclear resonance scattering.As discussed above, SR is linearly polarized in the plane
of the synchrotron, i.e., the electric wave vector is parallel to the acceleration and
perpendicular to the velocity of the particles. For horizontal (in-plane) 90◦-scattering
the electronic scattering (electric dipole (E1)) would be “zero”, whereas e.g. in case
of 57Fe with its 1/2–3/2 magnetic dipole transition (M1) the nuclear scattering could
stay due to optical activity. In the early days this could not efficiently be accomplished
due to technical challenges. However, meanwhile with state-of-the-art SR sources
and crystal optics this endeavour was successful reaching polarization purities in
the 10−9 to 10−10 regime, see e.g. [32].

1.2.2.2 Thin Films and Total Reflection

Another method to suppress the electronic towards the nuclear scattering lies in
the different strength of their scattering amplitudes. In case of 57Fe the intensity of
nuclear scattering is about 400 times bigger than the electronic one.

Trammell et al. [33] have calculated that in case of a 103 layer thick iron crystal
only about three successive (332)-reflections would be sufficient to filter a pure γ -ray
beam out of the SR. They assumed 90◦-scattering in order to benefit as well from
the different scattering properties, E1 and M1. However, to our knowledge no such
experiment has been successfully conducted.

Staying with thin films, however now in total reflection geometry, one may even
omit the need for single crystals. Then the key parameter is the different index of
refraction for electronic and nuclear scattering. Further, one may coat the surface
with a λ/4 anti-reflection layer, such as in optical applications, for an additional
suppression of the electronic scattering. These are the so-called “Grazing Incidence
Anti-Reflection” (GIAR) films [34]. Theory predicts suppression factors of 103–104.
Various solutions have been discussed and laid down in several publications [35–38].

In practice those suppression values could not be reached at that time due to
the rather big divergence and beam size of the SR and the non perfect big mirrors
needed for total reflection. Nowadays with the improved and dedicated SR sources
those ideas flourish e.g. in γ -optical applications, see Röhlsberger and Evers [39].

1.2.2.3 Pure Nuclear Reflections

The most promising avenue seemed to be nuclear Bragg diffraction (NBD) and the
use of so-called pure nuclear reflections.

In contrast to the well-known Bragg diffraction at the electrons, electric charge
scattering, now the scattering proceeds resonantly via the interaction of the radiation
with the excited nuclear levels (Mössbauer levels). In consequence nuclear Bragg
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diffraction is only possible at distinct energies, the Mössbauer transition energies,
and therefore shows a very pronounced and complex resonance character.

The theoretical treatment of nuclear diffraction has independently been developed
by two groups well before any thoughts went to SR. Trammell [40] mentioned first
the possibility; later Kagan et al. [41], Afanas’ev and Kagan [19, 20], and Hannon
and Trammell [17, 18] laid down the theory in detail.

Pure nuclear reflections are named such reflections, which are forbidden due
to crystal symmetry, i.e., the electronic scattering amplitude is zero, but allowed for
nuclear resonance diffraction due to a different symmetry caused by the properties of
the Mössbauer nuclei. Intuitively this might be understood for a hypothetical crystal,
which has alternative layers of 56Fe- and 57Fe-atoms with lattice constant d. For
electronic scattering the lattice constant is d, because for both isotopes the number of
electrons is the same, whereas for nuclear resonance scattering via the 57Fe nuclear
exited level the “Mössbauer lattice” constant is 2d. Choosing an appropriate Bragg
angle the electronic scattering interferes destructively whereas the nuclear resonance
scattering constructively giving rise to the pure nuclear reflection.

Already shortly after the discovery of the Mössbauer effect first diffraction exper-
iments have been conducted with radioactive sources and pure nuclear reflections
reported. Those may be classified in reflections due to accidential extinction and
magnetic, electric, and combinedmagnetic and electric superstructures, respectively.
Early examplesmaybe found e.g. for an accidental reflection in the [080]-reflectionof
K4Fe(CN)6·3H2O [42], for “magnetic” reflections in α-Fe2O3 [43] and FeBO3 [44],
for “electric” reflections in the (003)-reflection ofNa2Fe(CN)5NO·2H2O [45] and for
tellur [46], and finally for “combined” reflections in KFeF4 [47], yttrium-iron-garnet
(YIG) [48], and Fe3BO6 [49].

1.2.3 Political Facts

It might be surprising to find here as well a paragraph on this issue, politics. However,
we are very sure, looking back with our todays knowledge and the current scientific
situation, that already at that time “politics” played a major role, in one or another
way.

It was at a time were “impact factors” and “high-impact” journals have not yet
played that important role as today. However, the budgetary situation became more
crucial and more and more big scientific facilities competed with each other and
with other projects. In the beginning, the endeavour of NRS with SR was thought
to be on a short timescale. However, when it took longer and longer the funding
was no longer granted on that time scale and most of the “beginners” had to stop
the endeavour. Eventually, it was only the Hamburg group, which could convince
the funding agencies to invest in “no results” for a long period of nine years, and
eventually, it paid off. Would that still be possbile nowadays?

Another long-term issue was the discussion on dedicated SR sources. It became
very early clear that the common use of those accelerators for high-energy physics
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and synchrotron radiation based science, respectively, will never result in optimum
conditions for both communities. Therefore, already shortly after first SR experi-
ments in the 70th, discussions started e.g. in Europe for a dedicated high-energy SR
source. This was as well an endeavour, which should finally last for more than a
decade. The Mössbauer project was one of the very well adapted cases for such a
high-energy source especially due to the high transition energies of nuclear levels.
It really neededd a vision and courage to make the case for those early proposals of
an European SR facility [29] without having seen any “resonant quanta”! However,
it was important and essential and was rewarded with a first dedicated high-energy
SR facility in the world, the ESRF, and a Mössbauer beamline, called later Nuclear
Resonance beamline.

During the discussion of that facility and also later during the start-up and contin-
uous operation a strong community was mandatory for a successful and promising
future. This is nowadays even more important with all the frequent evaluations,
comparisions between projects, and short term goals. Without such a community,
the proper networking, and the endless fights even the best ideas are damned to
fail. So far the nuclear resonance community is small and has to make up in the
synchrotron radiation scene.

1.2.4 First Results—The Needle in the Haystack

In the course to find the needle in the haystack nearly every avenue described above,
and may be more, has been tried over nearly a decade of unsuccessful attempts.
However, only very few of those attempts have been reported and may be traced
back [50].

Eventually, the pure nuclear reflection strategy brought the break-through in a
more than expected and convincing clearness [8].

The measurements were conducted at the Mössbauer test station at HASYLAB
located at the storage ring DORIS (Desy, Hamburg). DORIS was running in 2-
and 4-bunch mode with 480ns and 240ns spacing, respectively, and provided SR
from a bending magnet. The original experimental set-up is shown in Fig. 1.3. 22m
downstream of the source point the high-heat-load monochromator, two Ge (111)
single crystals, monochromatized the SR at 14.4keV with ΔE=13eV. After the
monochromator a beamsize of 2mm×20mm(v×h)was definedby a slit systemand
an intensity of about 109photons/(mAs) measured. Eventually, (3–6)×1010 14.4keV
photons/s were available for the experiment.

The nuclearmonochromator consisted of two 15-μm thick single-crystalline films
ofYIG (88% enriched in 57Fe) epitaxially grown on the [100] surface of a gadolinium
galliumgarnet (GGG) single crystalwith 30mm in diameter. An amount of about 10g
57Fe, purchased over several years, and several years of discussion were necessary
for the conviction and production of those films by the Philips research laboratory in
Hamburg. The two crystals were aligned in non-dispersive, and with respect to the
high-heat-load monochromator, in dispersive geometry. Both YIG crystals were set
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Fig. 1.3 Experimental set-up at the “Mössbauer Test station” F4 at DORIS, Desy (Hamburg)
(from [51]). The entire set-up is about 2m in length. Vormonochromator: high-heat-load monochro-
mator, Spalt: slit system, Kr-Zelle: energy calibration with Kr K-edge, Blende: aperature, Kernbrag-
gmonochromator: nuclear monochromator, MB-Absorber: MB-absorber on MB-driving system,
Detektor: high-purity germanium solid state detector (cooled)

Fig. 1.4 Resonance curve of
the diffracted γ -quanta after
the nuclear monochromator
as function of the energy of
the high-heat-load
monochromator. The solid
line is a fit with a Gaussian
distribution and the energy
scale is centred to its
maximum (from [51]).
(Reprinted figure with
permission from [8],
Copyright (1985) by the
American Physical Society)

to the [002] pure nuclear reflection. A small external magnetic field (30mT) assured
a defined and single domain magnetic state of the crystals.

As detector system a high-purity germanium solid state detector with about 1keV
energy resolution and a conventional fast-slow coincidence system (see Fig. 1.14)
with an overall 18ns time resolution has been used.

The performance of the systemwas verified bymeasuring the so-called resonance
curve of the nuclear monochromator, i.e., the intensity of the resonant quanta, as inte-
grated over a time window between 32 and 137ns after the prompt pulse, versus the
energy of the system. Figure 1.4 displays the reflectivity of the nuclear monochro-
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Fig. 1.5 Time spectra of the diffracted γ -rays after the nuclear monochromator on resonance
(upper curve) and off resonance (lower curve). The solid line is a fit with the dynamical theory of
NBD (from [51]). (Reprinted figure with permission from [8], Copyright (1985) by the American
Physical Society)

mator versus the energy defined by the high-heat-load monochromator. The energy
width of 10.13(5) eV is determined by the widths of the germanium and YIG crystal
reflections and their dispersive geometry.

The time spectra after the nuclear monochromator consist of a “prompt” compo-
nent, certainly due to residual background radiation and Umwegreflections, and, on
resonance, of the delayed nuclear scattering response, see Fig. 1.5. The solid line
through the delayed component has been calculated with CONUSS applying the
dynamical theory of NBD [53] accounting for a two-crystal arrangement.

Finally, a Mössbauer spectrum proved in another way the existence of resonant
quanta (Mössbauer quanta). A stainless steel single-line absorber (1mg 57Fe/cm2)
on a conventional MB-driving system was installed downstream of the nuclear
monochromator, see Fig. 1.3. The resulting spectrum after about 30h of effective
measuring time is shown in Fig. 1.6. The remarkable high effect (∼40%) allowed
even with the low count rate of 0.5Hz for a clear spectrum. The theory (solid line)
resembles nicely the measured spectrum.

With these three proofs, undoubtedly, a 1-Hz beam of nearly pure resonant γ -
quanta was now available for further experiments. And indeed, these results again
triggered a new rush not only to use but also to improve and develop this technique
as it is shown in the following sections.
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Fig. 1.6 Mössbauer absorption spectrum after the nuclear monochromator with a thick stainless
steel absorber. The solid line is a fit with the dynamical theory (from [51]). (Reprinted figure with
permission from [8], Copyright (1985) by the American Physical Society)

1.3 Techniques in NRS

After these first experiments several groups with different expertise inmore technical
fields such as high resolution crystal optics, fast detector systems, synchrotron radi-
ation, nuclear resonance scattering as well as in various fields of applications newly
started with nuclear resonance scattering with synchrotron radiation. A very fruitful
and successful synergy emerged from this combined expertise and effort, which are
summarized, not in historical order, in this chapter.

1.3.1 Synchrotron Mössbauer Source

The Synchrotron Mössbauer Source (SMS), see Fig. 1.7 SMS, provides a 100% res-
onant, polarized, and collimated γ -ray beam for high energy-resolution applications
and energy domain Mössbauer spectroscopy, furtheron called SMS spectroscopy.
The high energy resolution (�E ∼ neV) is achieved by nuclear monochromators
based on nuclear Bragg diffraction from pure nuclear reflections rather than by
radioactive sources. In both cases the resolution is governed by the natural line width
Γ0 of the concerned nuclear level. First attempts towards a SMS were already pub-
lished [8, 54, 55] in the early days of NRS. The breakthrough came with dedicated
SMSs for theMössbauer isotope of 57Fe, utilizing 57FeBO3 single crystals as nuclear
monochromator, at various beamlines [56, 57]. Since that time SMS spectroscopy
flourish with numerous applications.
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Fig. 1.7 Scheme of the set-up for some techniques in NRS: SMS, SRMS, NFS, NIS, and SRPAC.
Furthermore, the corresponding time and energy spectra are schematically shown measured by
the detectors for SMS-NFS-SRMS, SRPAC and NIS. For time resolved measurements and SRMS
the storage ring is operated in few bunch mode with e.g. 176ns spacing between adjacent buckets
at the ESRF (red bullets). For measurements with the SMS timing mode is not an issue and any
filling mode may be used. The x-ray source, nowadays an undulator, produces the well collimated
synchrotron radiation, which is monochromatized at the nuclear resonances by dedicated x-ray and
γ -ray optics with bandwidths ranging from eV to neV. Finally the radiation impinges on to the
sample. Depending on the scattering process and the scattering geometry different techniques are
exploited. Variable sample environments allow for the combination of high/low temperature, high
pressure, and external magnetic field

In contrast to traditionalMössbauer spectroscopy, the energy spectrum of the radi-
ation emitted by the 57FeBO3 single crystal of the SMS is the result of the interference
of two spectral lines (each with a Lorentzian distribution, Eq. 1.6) with almost equal
resonance energies. Therefore, the energy spectrum of the radiation emitted by the
SMS is a squared Lorentzian distribution rather than a single Lorentzian [58]:

I (E) =
[

Γ0/(2π)

(E − E0)2 + (Γ /2)2

]2

, (1.23)

where Γ is the width of each of the interfering lines, E is the energy of radiation,
and E0 is the resonance energy. The knowledge of the exact shape of the energy
distribution, i.e., the instrumental function, is mandatory for proper data evaluation.
Furthermore, the radiation is fully polarizedwith the electric wave field in the vertical
plane.



1 Historical Developments and Future Perspectives … 21

Normally, spectroscopy is carried out in transmission geometry as in conventional
Mössbauer spectroscopy with radioactive sources. In both cases the energy of the
γ -quanta is varied via Doppler shift in the neV toμeV regime by moving the source
and after the sample the energy spectrum is recorded. The excellent collimation of
the γ -ray beam from the SMS allows as well for scattering experiments, which were
very challenging with radioactive sources due to their isotropic emission spectrum
and only exceptionally done.

Sofar the SMS has been developed for the case of 57Fe, which was favoured due
to the availability of highly perfect single crystals enriched in the Mössbauer iso-
tope. However, generally speaking, this may be achieved for any Mössbauer isotope
provided one is able to grow perfect single crystals or structures, which show pure
nuclear reflections and preferably a single line.

1.3.2 Synchrotron Radiation Based Mössbauer Spectroscopy

Another technique in the energy domain was recently presented by Seto et al. [59]:
Synchrotron radiation based Mössbauer spectroscopy (SRMS), see Fig. 1.7. The
idea is as follows: The sample under investigation (in the beam) “modulates” the
synchrotron radiation, which is then analyzed (demodulated)—by time integration
and an efficient resonance detector—in the energy domain utilizing a conventional
Mössbauer driving system. In order to improve the signal-to-noise-ratio timingmode
is still required for the suppression of the prompt radiation by time-gating. That
implies that the time integration can only be carried out over a finite time window,
which in turn influences the energy spectrum. A detailed description will be given
elsewhere in this book by Seto et al. [60].

1.3.3 Nuclear Forward Scattering

Nuclear forward scattering [61, 62] may be considered as the time analog to Möss-
bauer spectroscopy; in fact it is its scattering variant. The ‘white’ synchrotron radi-
ation excites all Mössbauer levels in the sample and creates a coherent collective
nuclear state. In the static case this nuclear state will decay in the forward direc-
tion giving rise to an excess of intensity at delayed times (see Fig. 1.7 NFS). The
time scale is determined by the lifetime τ0 of the involved nuclear level. Multiple
scattering may influence the measured time response giving rise to dynamical beats.
Furthermore, in case of split nuclear levels due to hyperfine interaction (electric,
magnetic) an additional interference pattern from all involved nuclear levels, the
so-called quantum beat structure is superimposed.

An important variant of NFS is reflectometry or grazing incidence nuclear res-
onance scattering (GINRS) for the investigation of thin films, surfaces etc. Even
when the scattering angle in GINRS is very small (mrad) one has to account for it in
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the evaluation of the spectra due to an enhancement of the effective thickness (see
Sect. 1.4.2) by interference effects and the grazing incidence geometry.

Small structures such as magnetic and electric domains may give rise to nuclear
small-angle scattering (NSAS) [63, 64]. Recording both, the prompt (charge) scat-
tered signal and the delayed (nuclear) one, one easily distinguishes between structural
and magnetic/electric structures.

1.3.4 Synchrotron Radiation Based Perturbed Angular
Correlation

For the techniques described above, SMS spectroscopy, SRMS, and NFS, the Lamb-
Mössbauer factor has to be greater than zero in order to apply those spectroscopies.
As discussed in Sect. 1.1 that might not be the case for samples at high temperature,
for liquids and gases, or for nuclei with high energetic transitions.

Then the spatially incoherent channel of nuclear resonant scattering, which is
independent of the Lamb-Mössbauer factor, offers a way out of these difficulties
via Synchrotron Radiation based Perturbed Angular Correlation (SRPAC) [65, 66]
(see Fig. 1.7 SRPAC). It can be considered as a scattering variant of time differ-
ential perturbed angular correlation (TDPAC) [67]. In SRPAC, on the contrary to
NFS, the nuclear levels are excited from the ground state during incoherent, single-
nucleus resonant scattering of SR. The interference of indistinguishable paths via
these intermediate nuclear levels, split by magnetic dipole and/or electric quadrupole
interaction, allows one to investigate hyperfine interactions �Ω and spin dynamics.

The scattering intensity can be written as

ISRPAC(t) = I0 e
−t/τ0{1 − A22G22(t)} (1.24)

with A22 the anisotropy and angular term and G22 the perturbation factor.
SRPAC can be applied to all nuclei with an isomeric state with energies attainable

by synchrotron radiation, so far, for practical reasons, with energies up to 150keV. In
addition, also the contrast of theSRPACsignalsmight bemuch larger than forTDPAC
since unfavourable transitions to the excited states from above can be avoided. Fur-
thermore, the SRPAC technique can be used in a site-selective option [68].

1.3.5 Time Interferometry and Rayleigh Scattering

For samples without Mössbauer isotopes, in addition to fast (phonon) dynamics
accessible with IXSNRA (Sects. 1.3.6.2 and 1.5.2) one may also retrieve slow relax-
ation (ps to ms time scale) dynamics. This is done in the time domain with time
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domain interferometry (TDI) [69] and in the energy domain with Rayleigh scatter-
ing with Mössbauer radiation (RSMR) [70, 71].

The TDI setup includes the sample under investigation and two resonance
absorbers. The first one is placed in the path of the incident radiation upstream of
the sample and the second one downstream of the sample in the path of the scattered
radiation at the defined momentum transfer under investigation.

In the default scheme [69], these are single-line absorbers. One of those is at
rest, the other one is driven by a MB transducer with constant velocity, defining the
difference in the energies of the two nuclear resonance transitions. A partial proba-
bility of nuclear forward scattering of each photon by the upstream and downstream
absorbers gives the probe and the reference wave, respectively.

In absence of slow dynamics, nuclear forward scattering from both samples pro-
ceeds elastically, and an interference of the probe and reference waves displays quan-
tum beats, defined by the difference in the resonance energies of the two absorbers.

Under relaxation conditions, nuclear forward scattering of the probewave acquires
with time a phase shift, which damps the beats. The envelope of the fading contrast
of the quantum beats provides the momentum-transfer dependent auto-correlation
function of the density fluctuations (intermediate scattering function) [69].

For the RSMR set-up a radioactive source or a nuclear monochromator, the SMS,
prepares a high-resolution γ -ray beam and after the sample a resonance detector
analyzes the scattered radiaton at the defined momentum transfer under investiga-
tion. In absence of dynamics the MB spectrum resembles the source characteristics
whereas in case of dynamics the line width will broaden according to the dynamics.

A detailed description of RSMR with SR will be given elsewhere in this book by
Seto et al. [60].

1.3.6 Inelastic Scattering

1.3.6.1 Nuclear Inelastic Scattering

Nuclear inelastic scattering [72] measures the (partial) phonon density of states
(DOS) of the Mössbauer element in the sample [72–74]. The principle set-up is
shown in Fig. 1.7 NIS.

The synchrotron radiation ismonochromatized by a high resolutionmonochroma-
tor (HRM) with (sub-) meV energy resolution. At resonance the x-ray pulse creates a
coherent collective nuclear state as in NFS, which decays either in forward direction
or incoherently, due to internal conversion, spin flop etc., in the entire solid angle of
4π. This feature gives a simple and effective method at hand to measure the instru-
mental function (detector NFS) in parallel with the inelastic spectrum (detector NIS).
While scanning the HRM the nuclear resonance can be excited when at the same time
a phonon is created or annihilated. In NIS this is a purely incoherent process with a
perfect averaging over the momentum q. The successive nuclear decay proceeds as
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a single exponential in the entire solid angle covered by the ‘4π’-detector (detector
NIS). In practice only a solid angle of about π can be achieved.

1.3.6.2 Inelastic X-Ray Scattering with Nuclear Resonance Analysis

NIS needs the Mössbauer isotope in the sample. Phonons in samples not containing
Mössbauer isotopes may be studied with “Nuclear Resonance Energy Analysis of
Inelastic X-Ray Scattering” (IXSNRA) [75]. In this case the set-up resembles the
classical three-axes-spectrometer for inelastic scattering experiments consisting of
the monochromator, sample, and analyzer. Nevertheless, the set-up looks like that
for NIS (see Fig. 1.7 NIS). However, the (energy) analysis is now carried out with
a “resonance detector” containing the Mössbauer isotope as a high-resolution ana-
lyzer.

1.3.7 Other Techniques

There exist some other techniques and extensions related to NRS. They can not
be discussed here in detail, however, for further reading they are cited (the first
publication) in the following.

Everything started with Nuclear Bragg Diffraction [8], however, little has been
done during the past decades [76–78].

Several techniques have been developed in order to overcome the need for high-
resolution x-ray optics and for dedicated timing modes such as the lighthouse
effect [79, 80], stroboscopic detection of nuclear resonance [81], polarimetry [82–
84], μeV-resolved spectroscopy [85].

1.4 Hyperfine Spectroscopy

Hyperfine spectroscopy, i.e., the investigation of electric andmagnetic properties, can
be carried out with the SMS, SRMS,NFS, and SRPAC. The SMS and (partly) SRMS,
like the conventional Mössbauer source, probes with its narrow energy bandwidth
the nuclear hyperfine splitting of the levels one by one in the energy domain whereas
NFS and SRPAC are spectroscopies in the time domain. NFS, as a coherent scattering
process, gives access to the splitting of all nuclear levels, ground and excited, due to
interference in the time spectra. In contrast SRPAC, as an incoherent single nucleus
scattering process, only gives access to the splitting of the intermediate nuclear level,
i.e., the excited one.
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1.4.1 Absorption

The cases of the SMS and SRMS resemble closely the “classical” Mössbauer spec-
troscopy (see e.g. [10] and as well in various chapters of this book). Set-up, experi-
mental details as well as the data evaluation are the same as in classical Mössbauer
spectroscopy. The only difference is the source with its special properties such as
lineshape, 100%linear polarization, and 100%resonant quanta, which is discussed
in Sects. 1.3.1 and 1.6.1.3.

1.4.2 Dynamical Beats

For samples with a large effective thickness, teff = nMB d σ0 fLM, with nMB the
density ofMössbauer nuclei, d the geometrical thickness, σ0 the resonantMössbauer
cross section, and fLM the Lamb-Mössbauer factor, a speed-up effect is observed
and dynamical beats (Bessel beats) show up in the time spectra of NFS.

In Fig. 1.8 the situation is shown for Mössbauer and NFS spectra. For a thin
sample, teff = 1, we have a single Lorentzian line in theMössbauer spectrum, which
corresponds to an exponential decay in the NFS spectrum (Fig. 1.8a, b, dotted lines).
Increasing the effective thickness (teff = 25) the Mössbauer line becomes much
wider and non-Lorentzian (Fig. 1.8a, solid line). In theNFS spectrum (Fig. 1.8b, solid
line) we observe two features: (1) a speed-up, showing up as an acceleration of the
initial decay rate accompanied by an increase in intensity at early times (from 107 to
109 units in the present example) and (2) a dynamical beat structure is superimposed
to the decay. From this beat structure the effective thickness and correspondingly
fLM can very precisely be determined.

1.4.3 Quantum Beats

As it is well known, hyperfine interactions might shift and split the nuclear levels.
This is described by the Hamiltonian H as:

H = H0 + E0 + M1 + E2 + . . . (1.25)

withH0 representing all terms,which do not include hyperfine interactions and cause
no shift or splitting, E0 the Coulombic interactions, i.e., the electric monopole term
(isomer shift), M1 the magnetic dipole and E2 the electric quadrupole interaction. A
detailed discussionmight be found in [10] andwill bementioned inmoredetail aswell
in other chapters of this book. In the energy domain such as Mössbauer spectroscopy
several absorption lines reveal this splitting whereas in the time domain such as NFS
and SRPAC an interference pattern, the quantum beat structure, shows up.
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Fig. 1.8 Simulations of corresponding spectra of Mössbauer spectroscopy (left panel, with
Γ0=�/τ0) and NFS (right panel) for thin (teff =1) and thick (teff =25) samples. For the single lines
(panel a and b) the thin sample leads to an exponential decay whereas the spectrum from the thick
sample is further modulated by the dynamical beats. In panel c the energy spectra of a thick sample
(teff =25) with one (solid line) and two (dotted line) transition lines, respectively, are shown. In
panel d the corresponding time spectra are shown. The sample with the two lines shows in addition
to the dynamical beats the fast, equidistant quantum beat structure superimposed (from [86])

In case of electric quadrupole interaction (E2) the excited nuclear state, I=3/2
in case of 57Fe, splits to the ±3/2 and ±1/2 levels. This gives rise to two absorption
lines in Mössbauer spectroscopy (see dotted line in Fig. 1.8 c). The corresponding
spectrum in NFS shows up as an interference pattern of these two transitions with
a single frequency Ω of the quantum beats (see dotted line in Fig. 1.8d). Due to
the thick sample with an effective thickness teff = 25, the dynamical beat structure
is strongly modulating the quantum beats as an envelope. It is clearly seen that
the quantum beat structure is equidistantly spaced whereas for the dynamical beat
structure the distance of the minima increases with time. This can be described for
NFS in a good approximation by

INFS(t) ∝ teff
t/τ0

cos2
(

Ωt

2

)
· e− t

τ0 · J1
(√

4teff t/τ0
)2

(1.26)

and for SRPAC by

ISRPAC(t) ∝ e− t
τ0 {1 − A22 cos2

(
Ωt

2

)
}. (1.27)
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Fig. 1.9 Left panel: measured time spectra of iron (NFS) in case of magnetic hyperfine interaction
for various alignments of the hyperfine fieldH with respect to the wave vector k and the polarization
E. Solid lines are fits according to the full theory. middle panel: nuclear transition lines with
their polarization state, σ—σ linearly polarized, l and r—left and right hand circular polarized,
respectively. Δm - change of magnetic quantum number. (Reprinted by permission from Nature
Springer: ref. [87], copyright 2003) right panel: Measured energy spectra of iron (SMS) in case
of magnetic hyperfine interaction for various alignments of the hyperfine field H with respect to
the wave vector k and the polarization E (note: E points now up). For the absorption spectra the
two cases for Δm = ±1 are indistinguishable. Solid lines are fits with the transmission integral.
(Reprinted figure with permission from [54], Copyright (1997) by the American Physical Society)

The term cos2( 12Ω · t) describes in both cases the quantumbeats. TheBessel function
J1 describes the dynamical beats and A22 the anisotropy and angular dependence.
For comparison the unsplit case is shown as solid lines in the same figures. Chang-
ing the strength of the hyperfine interaction will result in a different splitting and
correspondingly in a different quantum beat frequency Ω .

In case of magnetic hyperfine interaction full splitting of the nuclear levels occurs
giving rise to six nuclear transitions and correspondingly to six absorption lines in
Mössbauer spectroscopy with 57Fe. In NFS spectroscopy a more detailed interfer-
ence pattern will result. Contrary to conventional Mössbauer spectroscopy where the
γ -rays from the radioactive source are normally unpolarized now the x-rays from
the synchrotron radiation source and the γ -rays from the SMS are highly linearly
polarized. This feature strongly modifies the spectra. Corresponding time and energy
spectra are displayed in Fig. 1.9. The important parameters are the orientation of the
three vectors with respect to each other, the wave vector k, the polarization vector
E, and the hyperfine field vector H.

If all three vectors are perpendicular to each other only the two�m = 0 transitions
contribute to the spectrum, resulting in a two-line spectrum for the SMS (Fig. 1.9
upper right), and consequently in a simple quantum beat pattern with one single
frequency and high contrast (Fig. 1.9 upper left). In case of NFS a similar spectrum
with only one frequency, however, with less contrast appears whenH ‖ k. In this case
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the two�m = + 1 and the two�m = − 1 transitions interfere independently giving
now rise to left and right hand circular polarization (Fig. 1.9c). Finally, for H ‖ E all
�m = ± 1 transitions interfere giving rise to a more complicated spectrum which
is sigma polarized (Fig. 1.9b). The slow overall modulation is caused by dynamical
beats due to the finite effective thickness. In case of the SMS the two cases with
�m = ± 1 transitions are indistinguishable in a simple absorption experiment and
the resulting spectra resemble four-line absorption spectra (Fig. 1.9 lower right).

1.5 Structural Dynamics

Structural dynamics is accessible via quasi-elastic scattering techniques in the energy
domain by RSMR or directly in the time domain by TDI and NFS/SRPACmeasuring
translational and rotational dynamics and via inelastic scattering techniques, NIS and
IXSNRA, in the energy domain giving access to the phonon density of states.

1.5.1 Quasi-elastic Dynamics

Nuclear quasi-elastic scattering measures structural dynamics on a ps to μs time
scale. The coherent and the incoherent channel can be utilized. In the first case, the
coherent channel, the Lamb-Mössbauer factor has to be greater than zero (fLM > 0).
The set-up is the same as in NFS (see Fig. 1.7). The incoming x-ray pulse creates a
coherent collective nuclear state which decays in the static case in forward direction.
Dynamics, e.g. the jump of a Mössbauer nucleus from one atomic site to another
(in space and angle, see e.g. [88]), destroys this state. As a consequence no x-ray
is scattered in forward direction, i.e., the measured intensity in the NFS detector is
decreased at later times. We will get an ‘accelerated decay’ or a ‘damping’ of the
NFS intensity IN F S(t), which might be described in a simplified picture by:

I (t) ∝ INFS(t) e
−2λt t e−λr t . (1.28)

The first exponential is related to the vanHove self-intermediate function [89]with λt

being the translational relaxation rate and the second one to the rotational correlation
function with λr being the rotational relaxation rate.

In the second case, the incoherent channel, the scattering is independent of the
Lamb-Mössbauer factor. The set-up is the same as in SRPAC (see Fig. 1.7). The
incoming x-ray pulse selectively excites a single nucleus, which decays in the static
casewith an angular distribution according to the anisotropy parameter, A22. Dynam-
ics, e.g. rotational motion monitored by the electric hyperfine interaction �Ω ,
changes this distribution and gives rise to a damping of the intensity signal.

The perturbation factor G22 in the scattering intensity ISR P AC (see Eq. 1.24)
reduces in the slow approximation to
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G22(t) ∝ e−λr t cos2
(

Ωt

2

)
(1.29)

and in the fast approximation to

G22(t) ∝ e−(Ω2/λr )t . (1.30)

Combining both techniques the translational and rotational relaxation rates can be
separately extracted.

In both cases described above the sample has to contain the Mössbauer isotope.
For samples withoutMössbauer isotopes a variant—time domain interferometry [69]
or Rayleigh scattering with Mössbauer radiation—may be utilized, see Sect. 1.3.5.

In the default TDI setup [69], with two identical single line resonance absorbers,
the interference of the probe and reference waves is described by

I (q, t) ∝ INFS(t)(1 + fqe(q) · cosΩt · Sn(q, t)), (1.31)

where INFS(t) is the single line response of the two resonance absorbers,Ω is the fre-
quency difference in the response of the two absorbers, feq(q) is the elastic (including
the quasi-elastic part) fraction of scattering, and Sn(q, t) is the normalized intermedi-
ate scattering function, i.e., the normalizedFourier transformof the dynamic structure
factor.

As described by Eq. 1.31 the TDI pattern displays an oscillating dependence,
where an envelope of the fading contrast is given by the intermediate scattering
function.

For more details on the TDI technique see in this book Seto et al. [60].

1.5.2 Phonon Density of States

Nuclear inelastic scattering measures the (partial) phonon density of states of the
Mössbauer element in the sample. As an example the intensity of nuclear inelas-
tic scattering of synchrotron radiation in a polycrystalline α-iron sample at room
temperature is shown as a function of energy of the incident radiation (Fig. 1.10).

The central peak corresponds to elastic scattering. The structure beyond the central
peak shows the energy dependence of inelastic scattering (furtheron called “energy
spectrum”), accompanied either by creation (E > 0) or by annihilation (E < 0)
of phonons. At ambient temperature one may recognize various contributions to the
energy spectrum, which correspond to inelastic scattering accompanied by creation
or annihilation of a different number of phonons.
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Fig. 1.10 Expansion of the energy spectrum of nuclear inelastic scattering of synchrotron radiation
in α-iron in multi-phonon terms. The data were taken at room temperature. Different symbols show
the regions of the spectra, where the corresponding contributions are dominant. The lines are
the calculations according to Eqs. 1.32–1.34 and convoluted with the instrumental function of the
monochromator

The normalized probability of nuclear inelastic scattering W (E) can be decom-
posed in terms of a multiphonon expansion [90]

W (E) = fLM

(
δ(E) +

∞∑
n=1

Sn(E)

)
. (1.32)

TheDirac δ-function δ(E) describes the elastic part of scattering (zero-phonon term),
and the n-th term of the series Sn(E) represents the inelastic scattering accompanied
by creation (annihilation) of n phonons. The one-phonon term is given by

S1(E) = ER · g(|E |)
E(1 − e−βE )

, (1.33)

and the subsequent terms under harmonic approximation may be found through the
recursive relation:

Sn(E) = 1

n

∞∫
−∞

S1(E
′
) · Sn−1(E − E

′
) dE

′
. (1.34)

Here β = (kBT )−1 with kB the Boltzmann constant, T the temperature; ER =
�
2k2/2M the recoil energy of a free nucleus; k the wave vector of the x-ray quan-

tum; M the mass of the atom. The function g(E) is the normalized phonon density
of states



1 Historical Developments and Future Perspectives … 31

g(E) = V0
1

(2π)3

∑
j

∫
dq δ

[
E − �ω j (q)

]
, (1.35)

where V0 is the volume of unit cell, index j numerates the branches of the dispersion
relation �ω j (q), q is the phonon momentum, and the integral is taken within the first
Brillouin zone. The detailed theory of nuclear inelastic scattering has been published
by several authors [90–92].

Using the sum rules [93, 94], from the nuclear inelastic scattering spectra and
from the phonon density of states other (thermo)dynamic quantities can be derived
such as the Lamb-Mössbauer factor, themean square displacement, themean kinetic
energy, the mean force constant, the mean force, and the second order Doppler shift.
In addition, from the density of states the lattice specific heat at constant volume
and pressure, and the vibrational entropy can be determined.

In summary, NIS gives direct access to the partial phonon density of states and
various (thermo)dynamic quantities. It is complementary to methods as inelastic
neutron, x-ray, and light scattering. In those techniques mainly dispersion relations
are measured, which are fitted to a model and in a final step the phonon density of
states can be derived. For more details see Seto et al. [60].

As mentioned above, IXSNRA measures an “x-ray generalized” phonon density
of states. The data evaluation procedure is along the same route as for NIS outlined
above. In the data treatment, the x-ray generalized phonon density of states can be
reduced to the true phonon density of states using a so-called “correction function”,
when it is available from theory or computer simulation [95].

1.6 Experimental Details

NRS relies very much on the outstanding brilliance and timing properties of
3rd generation synchrotron radiation sources such as APS, ESRF, PETRA III,
and SPring-8. Dedicated insertion devices, perfect high-resolution and focusing/
collimating x-ray optics, and fast detector systems assure optimal conditions for
NRS applications.

As an example the layout of the Nuclear Resonance beamline at the ESRF is
shown in Fig. 1.11. The undulators define the maximum available photon flux. One
set of the magnet structures, U20, is optimized for 14.4keV, the resonance energy
of the most utilized MB isotope, 57Fe, and the other magnet structure (U27) for
the transition energies of other MB isotopes starting with 21.5keV (151Eu). The first
optics hutch (OH1) contains the cryogenically cooled high-heat-load mocnochroma-
tor (6–80keV). The second optics hutch (OH2) contains all high-resolution optical
elements. Three experimental hutches are available to the users for their experiments.
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Fig. 1.11 Schematic layout of the nuclear resonance beamline (ID18) at the ESRF. FE—front
end; UNDs—three revolver type undulators with periods λu of 20 and 27mm; OH1, OH2—optics
hutches, EH1, EH2, and EH3—experimental hutches, CRL—focusing and collimating compound
refractive lenses, S1, S2, and S3—slit systems, HHLM—Si (111) high heat-load monochromator,
HRMs—high-resolution monochromators, SMS—synchrotron Mössbauer source, FM—focusing
monochromator, DIFF—DIFFractometer, UHV—set-up for in-situ preparation, characterization
andNRSmeasurements of surfaces, interfaces, and nano-structures, CRYO—CRYOmagnet system,
BSM—backscattering monochromator

1.6.1 X-Ray Optics

Nuclear level widths are in the range of neV toμeV (e.g. 4.66neV for 57Fe), whereas
energy bandwidths of SR from undulators are in the range of 100eV. That immedi-
ately makes clear that dedicated and optimized SR sources and excellent x-ray optics
are needed to achieve not only highest brilliance but also highest flux. Nowadays, x-
ray optics for NRS applications ranges from eV resolution, via meV resolution, and
eventually to neV resolution, i.e., spanning more than eleven orders of magnitude.
The needed resolution is on the one side determined by the spectroscopy (e.g. NIS)
and on the other side by the demand not to overload the detector system (e.g. NFS).

1.6.1.1 High Resolution Monochromator

For sub-meV resolution, mandatory e.g. for phonon spectroscopy, in-line silicon
high-resolution monochromators based on the ‘nested design’ [96] or the flux-
optimized design [97] are common practice. They may be tailored with high effi-
ciency for energies below about 30keV.

Figure 1.12 left panel displays the nested-design consisting of two channel-cut
high-quality Si crystals, which are mounted in a nested geometry. Asymmetric cuts
and a proper choice of reflections assure high throughput and fixed and high energy
resolution.

The adopted scheme of the flux-optimized HRM is shown in Fig. 1.12 right panel.
Actually, at the ESRF, we have implemented, as shown in the figure, two of those
HRMs next to each other on one mechanics, each consisting of four flat Si single
crystals, which offer 0.5 and 2meV resolution just by a horizontal translation of the
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Fig. 1.12 Left panel: nested design of a four-bounce channel-cut HRM. Right panel: double-
resolutionmonochromatorwith high-energy resolution and optimized intensity: the twofirst crystals
in asymmetric reflections provide in two steps extreme angular collimation of the incident radiation.
The two subsequent reflections with the opposite indexes of asymmetry serve as two-step energy
analyzer

mechanics. This solution allows especially in NIS for a trade-off between energy
resolution and flux.

1.6.1.2 Backscattering Monochromator

For higher energies these silicon HRMs are no longer efficient and backscattering
monochromators may be an alternative. The classical approach with a silicon crys-
tal [98] does not work for NRS due to the fixed energies given by the Mössbauer
levels. Other materials have to be exploited such as sapphire [21]. However, the
needed crystal’s quality is still lacking [99].

1.6.1.3 Synchrotron Mössbauer Source

For extreme monochromatization, the SMS provides a fully resonant, polarized, and
collimated γ -ray beam with an energy resolution in the neV regime at 14.4keV [54].
Currently, SMSs are installed at SPring-8 [56] and the ESRF [57] (see Fig. 1.13
as an example at the ESRF). Details of the SMS, theoretical and technical, are laid
down in several articles [52, 54, 57, 58, 100–102].

The key element of the SMS is an iron borate 57FeBO3 single crystal enriched
in the 57Fe isotope up to 95%. Iron borate is a canted antiferromagnet with a Néel
temperature of 348.35K. The crystal is set to electronically forbidden but nuclear
allowed [111]- or [333]-reflections to extract the purely scattered nuclear signal.
At room temperature 57FeBO3 shows in this diffraction geometry with polarized
SR a four line spectrum due to hyperfine splitting of the nuclear levels with a flux
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Fig. 1.13 Optical scheme for a high-pressure experiment at the ESRF with the DAC using the
SMS based on the FeBO3 (111) pure nuclear reflection. HHLM, high-heat-load monochromator;
CRL, compound refractive lens; HRM, Si (1222) high-resolution monochromator; AD, Si (422)—
Si(531) angular deflector; SMS, iron borate crystal inside the furnace with magnets and mounted
on the Mössbauer transducer and two-circle element; KBM, Kirkpatrick-Baez multilayer mirrors
(focusing optics); DAC, diamond anvil cell; D, detector

of about 106 photons/s. However, a special case of combined magnetic dipole and
electric quadrupole interactions can be realised close to its Néel temperature in the
presence of a weak external magnetic field, where a single-line spectrum of the
emitted radiation can be obtained. The energy width of the emitted line is close to
the natural width of theMössbauer resonance (see Eq. 1.23). It is very sensitive to the
temperature andmagnetic field applied across the crystal. Therefore, the temperature
of the borate crystal has to be stabilized with milli-Kelvin accuracy. Depending on
the exact temperature the linewidthmay be chosen according the experimental needs.
However, narrower linewidths correlate with lower flux. For example, for a linewidth
of 3Γ0 the flux is about 2104 photons/s whereas, for a linewidth of 2Γ0 it is about
104 photons/s. The energy variation of the γ -ray beam is achieved as in classical MB
spectroscopy by Doppler shift of the “source”, i.e., in this case the borate crystal.
Due to technical issues it is done by a sinusoidal acceleration.

The heat-load of the incoming x-ray beamon the crystal is reduced by the upstream
HRM. Further, the angular deflector (AD, see Fig. 1.13) together with the borate
crystal keeps the γ -ray beam horizontal.

Furthermore, as discussed in Sect. 1.3.1, the 57FeBO3 crystal rotates the sigma
polarization by 90◦, i.e., the γ -ray beam is π -polarized. Other polarization options
may be achieved with phase plates [103].

1.6.1.4 Focusing

A big asset in nuclear resonance techniques compared to classical MB spectroscopy
are the focusing capabilities of the radiation. Several options may be employed
such as bent monochromators [104], KB-optics [105], compound refractive lenses
(CRL) [106], and Fresnel zone plates (FZP) [107]. A general requirement to
focusing optics for nuclear resonance applications is that it has to keep the high
spectral flux, i.e., to accept the entire SR beam. In case of bulky sample environment
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such as cryo-magnet or UHV systems a rather large focal distance (∼1m) is an asset.
The best trade-off is achieved with graded multilayer optics in Kirkpatrick-Baez
geometry [108]. At the Nuclear Resonance beamline at the ESRF a spot size of
about 5×10μm2 (v×h) at 1m focal distance and with high flux is available.

1.6.2 Detectors

For nuclear resonance scattering experiments detectorswith (sub-) ns time resolution,
high dynamical range, and fast recovery time are mandatory. Beam intensities of
109 photons/s in the prompt pulse (i.e. 200 photons per bunch in 16-bunch mode at
the ESRF) are common conditions. The detector must survive this intense prompt
flash and be able to count few nanoseconds later a single photon event of the delayed
nuclear radiation. State-of-the-art detectors are nowadays avalanche photo diode
(APD) detectors [109, 110].

The performance can be summarized as:

• dynamic range and linearity is assured over nine decades of intensity
• efficiency: 40% at 14.4keV
• background: 0.02photon/s
• time resolution 100ps to about 1ns.

Depending on applications and energy regime stacked (up to 24) and inclined detec-
tors are common practice in order to improve the efficiency.

Fig. 1.14 Timing electronics for NRS experiments: it allows one to count both all events, which
are pratically the overhelming charge scattered events, and the delayed nuclear scattered events.
The time spectra are recorded with a MCA. CFD—constant fraction discriminator, TAC—time-
to-amplitude converter, ADC—analog-to-digital converter, MCA—multichannel analyzer, bunch
clock—reference rf-signals from the SR source
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Time spectra are collected in the traditional ‘start-stop’ technique (see Fig. 1.14).
Normally, the detector signal is the “start” signal whereas the “stop” signal is derived
from the bunch clock, i.e., the reference signal of the rf-frequency of the SR source.

Fast time-to-digital converter and digitizer techniques are under development in
order to improve (i) the response time at early times (<5ns) needed especially for
Mössbauer isotopes with short life times, (ii) the throughput, and (iii) to allow for
“multi-hit” operation. The multi-hit option together with high throughput avoids
time gating of the prompt pulse and is mandatory for experiments at the new XFEL
sources [111]. Furthermore, fast position sensitive detectors [112–114] received
attention for applications such as NSAS, TDI, SRMS.

1.6.2.1 Resonance Detector

For some applications such as IXSNRA, SRMS, and RSMR the energy analysis is
carried out with a so-called resonance detector. In principle it consits of an x-ray
detector like an APDwith its timing electronics and an absorber or a scatterer, which
contains the Mössbauer isotope for the resonance analysis.

In the simplest case like IXSNRA the APD is covered e.g. by an α−57Fe foil.
When the energy of the incident radiationmatches the energy of the nuclear transition,
the scattering leads to nuclear forward scattering in the foil of the resonance isotope.
By time discrimination only the (delayed) NFS signal of the time spectrum is taken
and time integrated. This resulting signal measures only “resonant quanta” and is
used for the energy analysis.

For SRMS the details of the detector system are more sophisticated and will be
described in detail in this book by Seto et al. [60]. In case of RSMR (and the SMS)
normally time discrimination is not necessary due to the “100%” resonant beam.

1.6.3 Sample Environment

Versatile sample environment is a prerequisite for a holistic approach of the investiga-
tion of novel systems. Nuclear resonance techniques by themselvesmay contribute in
the study of electric, magnetic, and structural properties, static and dynamic. Com-
bining those techniques with other on-line and off-line techniques such as XRD,
MOKE, transport measurements, etc., will foster a holistic picture. Especially the
small beam size and divergence of synchrotron radiation favours sophisticated exper-
imental environments not feasible in the home laboratories with radioactive sources.
Standard equipment allows for applying e.g. a combination of low temperature, high
pressure, and highmagnetic field. Other examples are UHV systems for in situ inves-
tigation of surface, interfaces, and nano-structured materials [115]; laser heating sys-
tem combined with high pressure for in situ investigation of the Earth’s interior and
new materials [116]; pulsed high-magnetic field [117]; combined RAMAN and IR
environment for the investigation of cross-over systems and protein dynamics [118].
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1.7 Applications

In this chapter, on the basis of recent applications and developments of NRS at the
Nuclear Resonance beamline at the ESRF, we attempt to foresee future applications
of NRS, focusing onmost challenging scientific cases. Driven by the expected instru-
mental development of Nuclear Resonance Scattering at Extremely Brilliant Source
(EBS) at the ESRF,we analyse possible future applications in two conceptual frames:
Nano-Scale Science and Micro-eV Atomic Dynamics.

1.7.1 Nano-Scale Science

With the EBS Upgrade Programme [119], the Nuclear Resonance beamline at the
ESRF expects to offer users with the beam size of about 200nm. This development
is expected to be most beneficial for studies at ultra-high pressure and in fields such
as magnetism, superconductivity, geoscience, and nano-paleomagnetism.

1.7.1.1 Ultra-High Pressure

High-pressure studies are one of the evident highlights of nuclear resonance scat-
tering experiments with synchroton radiation sources. This is driven by the intrin-
sic small size and collimation of synchrotron radiation and by the straightforward
focusing capabilities using compound refractive lenses and Kirkpatrick-Baez optics,
respectively.

At present, the available beam size at nuclear resonance beamlines is about 10μm.
This is sufficient to use most elaborated single-stage diamond anvil cells (DACs),
allowing to reach pressures as high as a few hundreds GPa. Figure 1.15 outlines
the studies of magnetism in Ni metal, conducted at pressures up to 260GPa [120].
Though the statistical accuracy of the data at highest pressures is relatively moderate,
it nevertheless enables the reliable determination of themagnetic hyperfine field. The
data provide a solid evidence that Ni stays ferromagnetic up to 260GPa, the highest
pressure where magnetism has been observed so far (Fig. 1.15, left panel). They also
reveal the importance of accounting for relativistic effects in the theory of magnetic
interactions in Ni (Fig. 1.15, right panel).

The above example showcases the frontiers of high-pressure research at existing
nuclear resonance beamlines. However, they are still far away from the limits of
available static-pressure equipment, determined by recently developed double-stage
diamond anvil cells [121].

In the double-stage DAC, a sample is pressurized between two micro-anvils
(semi-balls made of nanocrystalline diamonds), which are attached to the culets
of the opposed gem quality diamonds (Fig. 1.16). Due to the small diameter of the
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Fig. 1.15 Left: time evolution of nuclear forward scattering for Ni at various pressures. The (red)
solid lines show the fit. The period of oscillations of the signal is inversely proportional to the
magnetic hyperfine splitting. Right: pressure dependence of the magnetic hyperfine field in Ni from
the experiment (solid black circles) and from fully relativistic ab initio calculations (open black
circles). Positive and negative contributions to the calculated field are shown as scalar relativistic
calculations (red open squares) and 3d orbital contribution (blue open diamonds). (Reprinted figure
with permission from [120], Copyright (2013) by the American Physical Society)

Fig. 1.16 The double-stage diamond anvil cell for ultra-high pressure generation. Semi-balls made
of nanocrystalline diamond (NCD) of extraordinary strength are attached to the culets of the opposed
gem quality diamonds of the DAC. A sample of osmium (Os), shown as a small red dot on the top
of the lower semi-ball, has a size of ca. 3 microns [122] (Image courtesy Elena Bykova, University
of Bayreuth)
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micro-anvils (10–50μm), the static pressure limits of these cells approach the TPa
range [122].

The typical size of samples in the double-stage DAC is about few microns
(Fig. 1.16). In order to study a system under reasonably homogeneous-pressure con-
ditions, the size of the synchrotron radiation beam should be on the (sub-)micron
scale. This is not yet available at present nuclear resonance beamlines, but should be
enabled by coming Extremely Brilliant Sources of synchrotron radiation.

Furthermore, the sub-micron beam size will greatly improve the quality of high-
pressure and high-temperature experiments with laser heating, allowing one to focus
the probe beam on the centre of themost heated spot of the sample.With such a beam,
the available pressure and temperature range will entirely cover the conditions of the
Earth interior, and will open access to studies of matter under conditions of Super-
Earth planets interiors.

1.7.1.2 Magnetism

The intrinsic sensitivity of Nuclear Resonance Scattering to the value and direction
of magnetic hyperfine fields, combined with a small beam size, allows for imaging
of magnetic structures. One of the most impressive example of such studies is the
imaging of the spin structure of a magnetic spring [123].

Utilizing the probe layer technique, i.e., inserting 57Fe in various depths of the thin
iron film (see Fig. 1.17 right panel), NRS directly probes the actual spin structure in
various depths by selectively exciting the 57Fe layer at various lateral positions. The
sample investigated here is a bilayer system consisting of 11nmFe on 30nmFe55Pt45
in the hard-magnetic tetragonal L10 phase. A wedge-shaped 0.7nm thick 57Fe film
with a slope of 0.5nm/mm has been produced. Different depths D in the sample can
thus be probed by adjusting the displacement Δx of the sample transversely to the
incident beam [123]. Evaluation of the spectra reveals the depth dependence of the
rotation of the magnetization in the iron film with atomic resolution (Fig. 1.17 left
panel).

Improving the beam size to the sub-micron scale will enable magnetic imag-
ing of more numerous systems like magnetic domains and domain walls, vor-
texes, skyrmions, etc. In this sense, the abilities of nuclear resonance scattering will
approach the resolution of magnetic imaging with tunnelling microscopy (Fig. 1.18),
with the additional option of imaging the chemical and oxidation states of sys-
tems. Furthermore, this approach will enable imaging under external stimuli such
as extreme temperature and pressure conditions and external electric/magnetic fields
and give access to burried and interface layers, not easily accessible by othermethods.
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Fig. 1.17 Right panel: scattering geometry of the sample (11nm Fe on FePt). The incoming x-ray
beam with wavevector k0 impinges the sample at a lateral position Δx probing the spin structure
via the wedge-shaped 57Fe probe layer (0.7nm) at depth D. Left panel: image of the derived spin
structure (blue arrows) of the iron layer (image courtesy R. Röhlsberger, Desy, 2002)

Fig. 1.18 Differential phase
contrast magnetic imaging of
the planar FeRh thin films.
The direction of
magnetisation is depicted in
the colour wheels (inset).
Reprinted through Creative
Commons CC BY licence:
Ref. [124], copyright 2017

1.7.1.3 Superconductivity

Nuclear resonance scattering provides an elegant and general way to study supercon-
ductivity using the Meissner-Ochsenfeld effect [125]. Similar to other applications,
this allows one to deal with superconductivity at extreme conditions, which is not
easily accessible with standard methods.

A non-magnetic Mössbauer probe is placed inside a sample, which becomes a
superconductor (Fig. 1.19). When the NFS spectrum is measured without external
magnetic field, one gets a simple exponential decay from a non-magnetic sample.
By applying an external magnetic field a splitting of the nuclear levels will appear
and, consequently, will cause a quantum beat structure in the NFS spectrum with
frequencies corresponding to the strength of the external field [126].

If now the sample is cooled below the critical temperature Tc, the sample becomes
superconducting, and themagnetic field is expelled from the sample (Fig. 1.19). Then
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Fig. 1.19 Tin foil, surrounded by compressed H2S, is located in a DAC at a pressure of about
153GPa. Synchrotron radiation excites the nuclei of the Mössbauer isotope 119Sn. a At high
temperature, nuclear forward scattering shows quantum beats due to magnetic splitting of the
nuclear levels.bAt temperatures below the superconducting transition inH2S, the tin foil is screened
from the external magnetic field and, consequently, there is no splitting of the nuclear levels and
no magnetic quantum beats in the time spectrum (From [126]. Reprinted with permission from
AAAS)

the Mössbauer probe does no longer experience the field and one will again get a
simple exponential decay.

In essence, this approach is an alternative to conventional monitoring supercon-
ductivity inmeasurements ofmagnetic susceptibilitywithSQUIDs. Insteadof putting
a sample inside a SQUID, here a small sensor is placed inside a sample. The feasi-
bility of this approach is allowed by the small, micron-scale, size of the synchrotron
radiation beam [126].

A further reduction of the beam size to the sub-micron scale will open wide
perspectives to study spatial details of superconducting transitions and to image the
structures of vortexes and superconducting lamellas. It is well established that the
disappearance of a superconducting state proceeds in a spatially-inhomogeneous
manner, with creation of an elaborated relief of avalanches of conducting domains
penetrating into the residual islands of superconductivity (Fig. 1.20). Studies of the
temperature and external field evolutions of these structures at extreme pressure is
the next challenge for Nuclear Resonance Scattering.
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Fig. 1.20 Magnetic landscape in a Nb foil where an array of micro Hall probes (white dots) detect
avalanches coming down the slope of the largest flux ridge. The intensity along the vertical axis is
proportional to the magnetic field inside the sample (Reprinted figure with permission from [127],
Copyright (2004) by the American Physical Society)

1.7.1.4 Nano-imaging

Besides its sensitivity tomagnetic structures, nuclear resonance scattering is an estab-
lished tool to monitor chemical and oxidation states of solids. This enables imaging
of chemical and valence structures in real space.

In imaging chemical and oxidation profiles, the mission of nuclear resonance
beamlines is to study systems with highly complex micro-size spatial composition.
One of the most challenging scientific cases in this aspect are studies of meteorites.
Meteorites are slowly cooled (2–9Kpermillion years) systems,most often consisting
of olivine crystals in an Fe-Ni matrix originating from the mantle of a 200-km-radius
asteroid [129]. They carry the time-resolved geological, thermal, and magnetic his-
tory of theUniverse. One of themost intriguing items of these systems is the so-called
cloudy zone (CZ), a nanoscale intergrowth of tetrataenite (ordered FeNi) islands of
10–200nm in size embedded in an Fe-rich matrix, which reveals the time-series
record of magnetic activity on an asteroid body. With the current available 10μm
spatial resolution in SMS spectroscopy our understanding of meteoritic metal could
already be improved by allowing the cloudy zone to be measured separately from the
surrounding metal phases [128]. Scanning along the line crossing the cloudy zone
(Fig. 1.21, left panel) is accompanied by drastic changes of the measured Mössbauer
spectra, developing from schreibersite to kamacite and further to plessite contribu-
tions (Fig. 1.21, right panel). The available 10μm spatial resolution reveals that the
plessite region, previously considered to be a pure-chemical state, actually contains
an essential contribution of antitaenite. This finding indicates that the saturation of
magnetization in this regions occurs at much lower temperatures than previously
thought [128].

However, the most intriguing knowledge on the magnetic history of the Universe
is stored in the fine structure of the cloudy zone (Fig. 1.22). The age of the cloudy
zone decreases with the distance from the tetrataenite rim [129]. Thus, perform-
ing nano-scale imaging of the magnetic, chemical, and coordination states of the
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Fig. 1.21 Let panel: scanning electron microscopy image of the Esquel meteorite sample. Green
bars mark areas where spectra were obtained. Yellow ovals mark sites where spectra shown on right
panel were taken. The size of the ovals represents the size of the beam. Right panel: A selection of
representativeMössbauer spectra from the Esquel meteorite: a spectrum containing schreibersite; b
spectrum acquired in the coarse cloudy zone (CZ), closer to the large kamacite lamella; c spectrum
acquired in the fine cloudy zone, closer to plessite; and d spectrum acquired deep into plessite.
Reprinted through Creative Commons CC BY 4.0 licence: [128], copyright 2017

Fig. 1.22 Representative X-ray photoemission electron microscope image of the kamacite,
tetrataenite rim and cloudy one (CZ) in the Esquel pallasites. Blue and red colours correspond
to positive and negative projections of the magnetization along the X-ray beam direction in the
meteorite. The CZ displays a complex interlocking pattern of positive and negative domains. The
age of the CZ decreases with distance from the tetrataenite rim. (Reprinted by permission from
Nature Springer: [129], copyright 2015)
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Fig. 1.23 Left: diamond containing ferropericlase inclusion AZ2. Right: Mössbauer spectrum of
the inclusion. Solid circles: experimental data; red line: full transmission integral fit assuming one
quadrupole doublet and one magnetic sextet. The arrows indicate the positions of four peaks of the
magnetic sextet, which can be seen more clearly in the inset that shows a magnified view near the
baseline (Reprinted from [130]. Copyright (2016), with permission from Elsevier)

cloudy zone will allow one to recover magnetic, temperature, and thermodynamic
conditions of slowly cooled asteroid bodies in their million-years traveling through
the Universe. This is what will be possible in nuclear resonance scattering with the
expected improvement of the spatial resolution to 100–200nm.

Another challenging system for nano-imaging of magnetic, chemical, and oxi-
dation states with nuclear resonance techniques are iron-bearing inclusions in dia-
monds. Syngenetic mineral inclusions in diamonds are pristine witnesses of the
chemical and mineralogical environment during diamond formation and thus repre-
sent a direct window into the Earth interior. They were for a long period the only
source to get information about the interior of the Earth such as the spin and valence
states, and the Fe3+/Fetot ratio of its constituents. Still nowadays they are the only
source to get any material at hand from the interior [130].

Already with the presently available resolution of about 10μm, one can perform
spatially-resolved studies of the biggest inclusions. Figure 1.23 shows an example
of an iron-bearing inclusion with the size of 192×85×105μm3 (left panel) and
the Mössbauer spectrum of one of the parts of the inclusion (right panel), where the
presence of a magnetic state is indicated [130].

The expected improvement of the spatial resolution to 100–200nm will allow
for more detailed mapping of the iron-bearing inclusions. Such investigations of the
neighbour co-existing chemical phases will enable accessing a wealth of thermodi-
namical properties of formation of these systems.

Furthermore, the smaller beam size will enable investigations of much smaller
inclusions, which accounts for about 95% of the available samples. This will for the
first time allow for statistically representative studies.
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Fig. 1.24 Left panel: Energy-momentum (ε-Q) and relevant time-length (t-λ) space of excitations
in condensed matter and how it is accessed by different inelastic scattering probes. The Extremely
Brilliant Source Upgrade Programme suggests to improve the energy resolution to about 50μeV.
In addition, the Synchrotron Mössbauer Source available at the Nuclear Resonance beamline at
ESRF will allow for scattering experiments with an energy transfer from 1 neV up to 50μeV for
either momentum integrated or moderate momentum resolution conditions (right panels). This will
allow one to cover the∼neV to∼meV energy range entirely. (Reprinted left figure with permission
from [131], Copyright (2015) by the American Physical Society)

1.7.2 Micro-eV Atomic Dynamics

With the Extremely Brilliant Source Upgrade Programme, the Nuclear Resonance
beamline at the ESRF expects to offer users with the energy resolution of about
50μeV. This development will be possibly most beneficial for soft atomic dynamics,
geoscience, and glass physics.

1.7.2.1 No-Man’s-Land

Figure 1.24 (left panel) shows how the energy-momentum space (or the relevant time-
length space) of excitations in condensed matter is accessed by different inelastic
scattering probes such as neutrons (INS), x-rays (IXS), ultra-high-resolution IXS
(UHRIXS) [131], and photons (ultraviolet (IUVS) andBrillouin (BLS)). It also shows
the remaining gap, not accessible by any technique. The expected improvement in
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Fig. 1.25 Iron partial
reduced phonon density of
states (DOS) for four
samples of ferropericlase.
The inset shows an enlarged
reduced DOS (Reprinted
from [132] Copyright
(2014), with permission
from Elsevier)

the energy resolution to about 50μeV is supposed to close the gap and thereby to
enhance capabilities of x-ray techniques.

In addition to the proposed closing of the remaining gap in the energy transfer
region from above, we also anticipate to close the gap from below. In particular,
the Synchrotron Mössbauer Source available at the Nuclear Resonance beamline
at ESRF allows for scattering experiments with an energy transfer from 1neV to
10μeV. With an upgraded setup, we plan to reach the energy transfer up to 50μeV.
Thus, both instruments together allow one to cover entirely the ∼neV to ∼meV
energy regime.

Even though the proposed development is related either to momentum-integrated
studies (DOS) (right top panel) or to measurements with only a moderate momentum

resolution ( 0.3Å
−1
) (right bottom panel), this can be clearly qualified as entering

no-man’s-land, which will not only help to solve known scientific questions but also
will inevitably lead to new fascinating discoveries in fields of geoscience and glass
physics.

1.7.2.2 Geoscience

Inelastic x-ray scattering and nuclear inelastic scattering are nearly the only tools
to access sound velocity data at extreme conditions such as high pressure and high
temperature. While these measurements are relatively easy for model samples, they
become progressively complicated for systems with large unit cells and lower mean
sound velocities, because the Debye-like parabolic approximation of the DOS is then
only valid for much lower energies.

For example, for some samples of ferropericlase [132], a proper determination of
sound velocities can be achieved within the energy range below 5meV (Fig. 1.25,
red, orange, and green curves), whereas for other samples this requires precise mea-
surements of the DOS well below 1meV (Fig. 1.25, blue curve).

Other geophysically meaningful systems like perovskites and wustite require
even better energy resolution. Therefore, an achievement of 50μeV resolution will
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Fig. 1.26 The phonon density of states g(E) (a–c), the reduced density of states g(E)/E2 (d–f),
and the heat capacity cP/T 3 (g–i) for various glassy and crystalline polymorphs of SiO2. The
left panels (a, d, g) compare the most common glassy and crystalline polymorphs and reveal a
noticeable difference in the displayed properties. The middle and the right panels compare the
glassy and crystalline polymorphs with matched densities, namely, the low-density (b, e, h) and the
high-density (c, f, i) polymorphs. They demonstrate that the atomic dynamics and thermodynamics
of the glassy and crystalline polymorphs with matched densities do not differ much from each other
(Reprinted figure with permission from [95], Copyright (2014) by the American Physical Society)

greatly improve the accuracy of sound velocitymeasurements, especially for extreme
pressure-temperature conditions.

1.7.2.3 Glass Physics

Measurements of the phonon density of states with the presently available energy
resolutionof about 0.5meVwere alreadydecisive to answer some important scientific
questions in glass physics such as the puzzle of the so-called Boson peak (Fig. 1.26).
Reliable accessing the atomic dynamics in the 2–5meV energy range and an ideal
integration over the entire range of allowed momentum transfer provide the data,
which clearly reveal that the atomic dynamics and thermodynamics of the glassy
and crystalline polymorphs with matched densities, contrary to common believes,
do not differ much from each other [95].

With the energy resolution improved to about 50μeV, nuclear resonance scattering
may proceed further, to tackle one of the most important scientific cases in glass
physics, the nature of the glass transition.
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Fig. 1.27 a A periodic crystalline structure does not flow because preserving the crystalline order
requiresmoving an extensive set of particles.bAmechanically rigid glassy structure exhibits neither
the long-range order of a crystal nor the large-scale density fluctuations observed at an ordinary
critical point. c Large-scale critical density fluctuations near the critical point. (Reprinted figure
with permission from [133], Copyright (2011) by the American Physical Society) Right panel:
spatial distribution of the mean-square displacement (m.s.d.) of a glass-forming liquid. (Reprinted
by permission from Nature Springer: [134], copyright 2010)

Understanding the glass-liquid transition is a challenge, which has resisted the
everlasting research efforts of soft condensed matter physics over centuries. Evi-
dence has mounted in recent years that the viscous slowing down of super-cooled
liquids might be related to the existence of genuine phase transitions, but of very
peculiar nature [133]. One of the most interesting consequences of these ideas is the
existence of dynamic heterogeneities (also known as correlated relaxation or corre-
lated diffusion), which have been discovered to be (in the space-time domain) the
counterpart of critical fluctuations in standard phase transitions [134].

Dynamic heterogeneity refers to the existence of transient spatial fluctuations in
the local dynamical behaviour. The domains of differentmobility have no counterpart
in the density fluctuations and only appear when dynamics is considered (Fig. 1.27).

Although conceptually of crucial importance, only recently a rather direct evi-
dence for this cooperative motion became available with a suggested cooperative
length-scale of about 5–20 molecular diameter at the glass transition [134]. On
momentum- and energy-transfer scales, this corresponds to∼1nm−1 and∼100μeV,
respectively. Thus, the expected energy resolution of about 50μm will undoubtedly
contribute to the understanding of the nature of glass-liquid transitions.

1.8 NRS with X-Ray Free Electron Lasers

Impressive achievements and a bright future of NRS studies with synchrotron radia-
tion sources can yet be augmented by emerging opportunities of Nuclear Resonance
ScatteringwithX-RayFreeElectronLasers (XFELs). In comparison to synchrotrons,
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Fig. 1.28 The time evolution of the decay for one (circles) out of twelve registered 50-photon
excitations. The solid line is theory fit. The error bars show the standard deviations related to the
numbers of counts per channel. (From [111])

these facilities promise to increase the count rate by several orders of magnitude and
to allow for NRS pump-probe experiments on the femto-second time scale.

With XFEL radiation, a time spectrum of Nuclear Resonance Scattering can
be recorded in a single-shot of a laser pulse. In the first NRS experiment at an
XFEL [111], the most probable number of nuclear resonance photons in a single shot
was∼8, themean number of photons 16, and themaximum number of recorded pho-
tons 68. Single-pulse time spectra recorded after a shot with highest photon numbers
provide already sufficient statistical accuracy for single-shot hyperfine spectroscopy.

Figure 1.28 shows the time spectrum measured for a single pulse of XFEL radi-
ation with 50 detected photons. The data were fit with the theory using the nuclear
magnetic hyperfine splitting as adjustable parameter. The obtained value of the split-
ting 513(30)neV is in the excellent agreement with the previously reported value of
512.6neV [135]. The proper determination of the hyperfine parameters is the first
demonstration of hyperfine spectroscopy with a single shot of the XFEL radiation.

This result opens access to nuclear resonance pump-probe experiments with fem-
tosecond time resolution at the presently available XFEL facilities and with APD
detectors. Indeed, coherent nuclear scattering relies on the phasing of scattering over
a nuclear ensemble and occurs only if the phasing/position of atoms are well defined,
relative to each other at the excitation and emission time. This condition is valid for
solids, but not for liquids. This allows one to use nuclear forward scattering to study,
for example, heat transfer or melting (or even magnetic order) on ∼ femto-second
time scales, only limited by the XFEL pulse length.

Consider the scheme shown in Figure 1.13, where a resonant sample is placed
just after the double-crystal monochromator (HHLM). Because the sample is located
before high-resolution optics, it is still illuminated by the short pulses of the XFEL,
with ∼ fs pulse width. Suppose that the sample is melted by a short pulse of a pump
laser.

If the sample remains liquid at the arrival of the probe XFEL radiation, the mea-
sured spectrum will be the one prepared only by nuclear diffraction in the iron borate
crystal. On the contrary, if the sample cools down to a solid state before the arrival of
the probe XFEL radiation, the conditions for nuclear forward scattering are fulfilled,
and the time spectrum measured after the sample and the iron borate crystal will be
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modified. The same approach can be also applied to study dynamics of magnetism
by e.g. heating the sample above the Curie point.

1.9 Summary

The article provided a short summary of ideological, instrumental, and scientific
developments of Nuclear Resonance Scattering of synchrotron radiation. Compari-
son of the first pioneering steps in the development of the technique with the gained
ability to solve most challenging scientific cases evidences the mature status of this
still young field. Moreover, it reveals the permanently increasing rate of the devel-
opment, opening access to new directions of studies, new types of systems, and new
environmental conditions. Thus, there are all reasons to believe in flourishing future
of this fascinating way to discover the most intriguing aspects of nature.
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Chapter 2
Synchrotron-Radiation-Based
Energy-Domain Mössbauer
Spectroscopy, Nuclear Resonant Inelastic
Scattering, and Quasielastic Scattering
Using Mössbauer Gamma Rays

Makoto Seto, Ryo Masuda, and Makina Saito

Abstract Nuclear resonant scattering spectroscopy using synchrotron radiation
(SR) has been applied to a wide variety of scientific applications. An excellent
feature of this method is that element (isotope)-specific information on the elec-
tronic and phonon states can be obtained using the energy selectivity of SR. The
use of high-brilliance SR as an excitation source for Mössbauer spectroscopy allows
imaging measurement under extreme conditions, such as high pressures, very high
or low temperatures, and strong external magnetic fields. Additionally, diffusion and
fluctuation of atoms can be observed by taking advantage of the ultranarrow width
of the nuclear excited states. We introduced the concepts of the methods with an
emphasis on these excellent features. Furthermore, the unique features involved in
the measurements are highlighted and discussed.
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NRIXS Nuclear resonant inelastic X-ray scattering
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SMS Synchrotron Mössbauer source
RI Radioisotope
FWHM Full width at half maximum
DAC Diamond anvil cell
QEGS Quasielastic γ-ray scattering
RC Radiative coupling

2.1 Introduction

The use of nuclear probes is advantageous for the study of condensed matter because
it enablesmeasurement that would be difficult with electron systems; it gives isotope-
specific information for complex compounds. It is possible to attain atomic position
resolution if nuclear probes are implanted at specific positions with atomic reso-
lution such as a special isotope monolayer in an artificial multilayer film made by
molecular beam epitaxymethod. The hyperfine interactions between nuclei and elec-
trons are useful for information on the electronic states. Mössbauer spectroscopy,
which uses the recoilless nuclear resonant absorption effect known as the “Möss-
bauer effect,” is a famous and effective method for the electronic state measurement
using the hyperfine interactions [1]. Mössbauer spectroscopy is a powerful and well-
established method used in a wide variety of research areas, such as materials, chem-
ical, biological, earth, and fundamental physical sciences. The recoilless fraction
gives lattice dynamics information in addition to electronic state information. Since
nuclear probes are element (isotope)-specific, measurement with very dilute probes
is sometimes possible. Besides, they may even attain atomic layer resolution. More-
over, states of the specific atoms of interest in complex compounds can be elucidated.
Another outstanding feature to be addressed is the narrow width of a nuclear excited
state compared with the resonant excitation energy (e.g., the width of the first nuclear
excited state of 57Fe is 4.66 neV, while the resonant excitation energy is 14.4 keV).
This feature can be used for the slow dynamics study of resonant atoms in macro-
molecules, viscous liquids, etc., by observing the broadening of Mössbauer spectra.
With this feature, we can use ultranarrow-width γ-rays as spectroscopic probes for
the slow dynamics study of the sample containing no resonant atoms. This method
is known as “Rayleigh scattering of Mössbauer radiation (RSMR)” [2].

Radioisotope (RI) sources are used in performing Mössbauer spectroscopy, and
the preparation of anRI source for each nuclide to be studied is required. In particular,
the measurement laboratory should be placed near to a reactor or an accelerator that
generates the RI sources with short lives. Mössbauer effect measurement without
preparing the RI sources was achieved using energy-tunable SR as a nuclear excita-
tion source [3]. This achievementmadeMössbauermeasurement easily accessible for
nuclides other than the limited ones (such as 57Fe, 119Sn, and 151Eu)with long-lifetime
parent RI sources. However, the photon energy range depends on the storage ring
and insertion devices installed (themaximum energywith enough intensity is usually
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limited to below105 eV). The energy selectivity of SR allows themeasurement of 40K
Mössbauer spectra, of which the observation is impossible using ordinary radioac-
tive sources because the first excited state of 40K is not populated by any radioactive
parent nuclides [4]. Additionally, a prominent advantage of Mössbauer spectroscopy
using the energy-tunable SR is themeasurement of element (isotope)-specific phonon
energy spectra, which is difficult with RI sources [5]. Furthermore, the combina-
tion of electronic and phonon-state measurements generates site-specific phonon
energy spectra [6]. Moreover, high-brilliance SR enables imaging measurement,
high-pressure measurement, the measurement of tiny samples, etc. In particular,
this is advantageous for RSMR measurement, which can measure angle-dependent
energy transfer and, therefore, requires small angular divergence of the probe γ-rays.

As shown, the use of nuclear excitation process and SR has realized unique and
effective spectroscopic methods applicable to vast research areas. Note that nuclear
resonant scattering spectroscopy using SR has two aspects. One is that it enables
the element (isotope)-specific measurement of electronic states and dynamics with
advanced features. The other is the ultranarrow width of the emitted γ-rays. In
Sect. 2.2, as an element (isotope)-specific method for electronic state (and slow
dynamics) measurement, we discuss synchrotron-radiation-based Mössbauer spec-
troscopy that yields absorption-type Mössbauer spectra [7]. This method enables
advanced measurement using the excellent features of SR, such as Mössbauer
spectroscopic measurement under high pressures. Furthermore, this method gives
absorption-type spectra similar to those obtained by Mössbauer spectroscopy with
RI sources. Since this method was developed in 2009 and the efficiency was much
improved recently [8], we explain the details of this method precisely based on some
recent results obtained using this method, including the comparison of the other
similar methods. In Sect. 2.3, we discuss the nuclear resonant inelastic scattering
(NRIS) spectroscopy that gives element (isotope)- and site-specific phonon densi-
ties of states. This method is sometimes called “nuclear inelastic scattering (NIS),”
“nuclear resonant inelastic X-ray scattering (NRIXS),” and “nuclear resonant vibra-
tional spectroscopy (NRVS),” depending on the scientific field. This method has
been very actively applied to research areas, such as condensed matter physics, earth
sciences, and biosciences. Recently, the local structure of active sites in enzymes
has been studied, and these results are introduced. Moreover, site-specific phonon
measurement is explained in addition to element (isotope)-specific phonon measure-
ment. In Sect. 2.4, RSMR using SR is introduced, which uses the ultranarrow width
of the emitted γ-rays with high directivity. As discussed, ultranarrow-width γ-rays
are produced with this method. It means this method uses only a small part (approx-
imately 10−9 eV) out of the much wider width (approximately in the electron volt
range) of the SR. Even though the small angular divergence of SR is efficient for
the angle-dependent measurement compared with RI sources that emit γ-rays in
all directions, much improvement in the efficacy is possible. We recently achieved
improvement by developing multiline methods and obtained new results on slow
dynamics. The newly developed method is precisely explained, and recent results
obtained using this method are introduced.
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2.2 Synchrotron Radiation-Based Mössbauer Spectroscopy

SR-based Mössbauer absorption spectroscopy is a method to obtain the Mössbauer
energy absorption spectra of various nuclides. As you can see, for instance, in many
other chapters in this book, Mössbauer spectroscopy is mostly performed with 57Fe
as its isotope probe. However, Mössbauer spectroscopy is also possible with many
isotopes other than 57Fe. Mössbauer experiments with these isotopes have been
performed using RI even before the development of methods using SR. This situation
can be shown in the periodic table of Mössbauer elements, as shown in Fig. 2.1. This
table and further information are also shown in the Mössbauer Effect Data Center
website [9]. Nevertheless, Mössbauer experiments with isotopes other than 57Fe and
119Sn are by far fewer than those with the two isotopes. One major difficulty is
in the preparation of parent nuclides. The γ-ray sources for 57Fe and 119Sn can be
purchased, but not for the other nuclides. Hence, nuclear reactors or particle acceler-
ators are required. Some isotopes, for example 40K, have no appropriate parent RI;
Mössbauer spectroscopy using this isotope has been performed using the “in-beam”
method, where theMössbauer experimental instruments (often including the cryostat
for cooling) have been combined with particle beam irradiation system [10]. This
problem is fairly solved if SR is applied as the source. SR-based Mössbauer spec-
troscopy is one of such methods. In this section, its property, measurement system,
and analysis method are described.

Fig. 2.1 Periodic table of elements in whichMössbauer effect has been observed (reproduced from
Seto (2013) [11]
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2.2.1 Special Features

This method was originally proposed in 1974 [12] and thus is the oldest method of
Mössbauer spectroscopy using SR. However, it was developed in 2009 [7] after the
development of other methods, such as the synchrotron Mössbauer source (SMS)
[13] and nuclear forward scattering (NFS) [14]. The comparison of these methods
is mentioned in a later section. Here, we focus on the properties of SR-based Möss-
bauer spectroscopy. First, as already described, this method is suitable forMössbauer
measurement using various isotopes, especially those with a relatively short half-life
of a few nanoseconds. As shown in Fig. 2.2, many isotopes show their half-life in
this range. Although iron and tin are present in various materials, new diverse fron-
tier materials are also composed of many elements. Hence, Mössbauer spectroscopy
with these isotopes plays a critical role in elucidating the electronic states of their
composition elements. For example, isotope selectivity has yielded unique informa-
tion on samples in monoatomic position resolution in 57Fe Mössbauer spectroscopy
[15]. This property has become more important to understand the mechanism of
the novel function of frontier materials if it is applied to various resonant isotopes.
Until now, SR-based Mössbauer spectroscopy of 40K [17], 61Ni [18], 73Ge [7], 119Sn
[19], 125Te [20], 127I, 149Sm [21], 151Eu [22], 174Yb [8], and 189Os [23] has already
been performed. This multi-isotope property is due to the whiteness of SR in the
energy domain and the measurement mechanism of this method, described in the
following section. Second, this method is suitable for tiny sample amounts, often
seen in the frontier materials, such as nanoparticles and thin films, and materials
under extreme conditions, such as low temperature, high pressure, and gas environ-
ment for an in situ experiment, which is due to the high brilliance of SR. Third,

Fig. 2.2 Energy and half-life of potential Mössbauer isotopes
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this method can be combined with X-ray optical techniques because of the very low
angular divergence of SR and its highly polarized property. For example, the total
reflection technique, which occurs in the condition of typically some milliradians,
can be effectively combined and applied to Mössbauer spectroscopy of thin films.

2.2.2 Instrumentation

In principle, the components other than SR are as follows: monochromator(s), trans-
mitter, scatterer, a velocity-controlling instrument (Mössbauer transducer), and a
timing detector. A schematic diagram is shown in Fig. 2.3. First, SR from a beamline
undulator passes through a pair monochromator Si crystal. The normal beamline
monochromator usually determines the energy of SR with the bandwidth of some
electron volts. This energywidth ismuchwider than the hyperfine structure to analyze
in the transmitter or scatterer in the figure. The energy modulation by the hyperfine
structure is typically below some 10−6 eV. Thus, the energy profile of SR from the
monochromator is virtually white, as shown in Fig. 2.3b. After the monochromator,
the SR penetrates the transmitter in Fig. 2.3a. A sample under study or an energy
reference substance at SR-based Mössbauer spectra is positioned as the transmitter.
In fact, one of these two should be arranged as the transmitter, and the other should
be as the scatterer. The difference between them is described later in this section.

Fig. 2.3 A schematic diagram of the instrumentation andmechanism of SR-basedMössbauer spec-
troscopy. a The arrangement of instruments. b The energy profile of SR from the monochromator;
c The profile of SR behind the transmitter, which has a resonant energy E; d The profile of the
scattering from the scatterer, which has a resonant energy Es controlled by the velocity transducer
in the case of Es = Et in the upper panel and Es �= Et in the lower panel; e The detected intensity
dependence on the scatterer’s velocity. At the velocity vt, Es = Et is satisfied
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After the transmitter, SR has an energy profile reflecting the hyperfine structure of
the transmitter. This situation is shown in Fig. 2.3c. Subsequently, SR is incident
on the scatterer, and the scattering from the scatterer is detected by the detector,
arranged just above (or below) the scatterer to cover a large solid angle from the
scatterer. Here, either the transmitter or the scatterer is connected with a velocity
transducer to control the nuclear resonant energy by the Doppler effect of light.
Figure 2.3a shows the case in which the transducer is connected with the scatterer,
and Fig. 2.3d shows the energy profile of the scattering from the scatterer, in which
the resonant energy is controlled by the velocity transducer. The scatterer is usually
in the shape of a plate or film and inclined to minimize the self-absorption of the
scattering. At the detector, both high time response of the sub-nanosecond order and
high dynamic range are required to distinguish the delayed nuclear resonant scat-
tering from the prompt electronic scattering by setting an appropriate time window.
This is because the incoherent nuclear resonant scattering was emitted with some
delay corresponding to the lifetime of the excited state of the probe nuclide. Thus, we
usually use an avalanche photodiode (APD) detector [24] (See 1.6.2 in this book).

A simple description of the instrumentation was presented in the previous text.
In advanced cases, we have some additional components and some desirable condi-
tions. As for monochromator, we can arrange other sets of monochromator(s) to
obtain higher energy resolution. A resolution of some milli electron volts is possible
by a Si crystal monochromator using higher index. Such a high-resolutionmonochro-
mator drastically improves the efficiency in this method because it yields the deeper
absorption spectra by suppressing non-Mössbauer nuclear resonant absorption, that
is, nuclear resonant absorption with recoil. Furthermore, it also alleviates the damage
to the sample. The high-resolution monochromators are available for X-rays with the
energy below typically 40 keV. However, the reflectivity of such a high-resolution
monochromator becomes low in higher-energy range, especially over 60 keV. Thus,
we cannot always use such a monochromator. As for the transmitter and scatterer,
there are some conditions. One condition is that they should not undesirably vibrate.
In the measurement system, the precise control of the relative velocity between the
transmitter and scatterer corresponds to the energy scan, and such undesirable vibra-
tion spoils the control. Nevertheless, the actual measurement system often includes
the sources of vibration, such as vacuum pumps, refrigerators, and air compressors.
Vibration from them increases the apparent energy width of the spectra and reduces
their absorption depth because the spectra obtained is the convolution of the vibra-
tional profile and the real Mössbauer spectra. When the hyperfine structure to be
measured is sufficiently larger than the effect of vibration, the former effect on width
might not be quite problematic, but the latter on the absorption depth is still very
problematic. Therefore, the vibration should be sufficiently less than the bandwidth
of nuclear levels in the velocity expression: v� = cΓ/Eres. Here, c denotes the speed
of light, Γ denotes the natural width of the nuclear level, and Eres denotes the nuclear
resonant energy of the nuclide. Next, we discuss the arrangement of the sample under
study. It is usually more convenient to arrange the sample at the transmitter because
the limitation of the transmitter in addition to the vibration control is milder than
that of the scatterer. The important limitation of the transmitter is that SR penetrates
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Table 2.1 List of standard
references for some isotopes

Nuclides Energy reference Nuclide Energy reference
40K KCl 125Te Mg3TeO6

61Ni Ni0.86V0.14
149Sm Sm2O3 or SmB6

73Ge Li2GeO3 or GeO2
151Eu EuF3

119Sn CaSnO3
174Yb YbB12

it. This limitation is quite mild because the incident SR is hard X-rays. Conse-
quently, we can arrange any environmental cells, such as a low-temperature cryostat,
high-pressure cell, and gas chamber. Conversely, the limitation of the scatterer is a
little complicated. The scattering from the scatterer should be efficiently detected
by the detector. This limits the shape of the scatterer, as described. Nevertheless,
thin film samples are sometimes good as the scatterer. As for the energy reference
substance, it should be a chemical compound showing no hyperfine splitting in their
resonant nuclear levels. Table 2.1 shows the chemical compounds used as suitable
energy references. Some of them show small hyperfine splitting, which is not as
large as the natural line width of the nuclear resonance and is not a big problem in
actual use. In addition, whenwe perform the SR-basedMössbauer spectroscopywith
isotopes whose resonant energy is high, typically above 40 keV, both the transmitter
and scatterer should be cooled down to obtain a reasonable recoilless fraction. For
example, the recoilless fraction of pure metal is quite different between the 14.4-keV
nuclear resonance of 57Fe and the 67.4-keV nuclear resonance of 61Ni, although they
occupy a similar position in the periodic table of elements. The recoilless fraction
of nickel metal in 61Ni Mössbauer spectroscopy is miserably low at room tempera-
ture, although that of iron metal in 57Fe Mössbauer spectroscopy is still high at that
temperature, as shown in Fig. 2.4. However, it is sometimes difficult to support both
velocity control and low temperature simultaneously.One solution is to use a cryostat,
where helium gas is used as a heat transfer medium. The similar effective thickness
of the transmitter and scatterer is another preferable condition to obtain the spectra

Fig. 2.4 Recoilless fraction of pure metal in 57Fe and 61Ni Mössbauer spectroscopy, calculated
based on the Debye vibrational model. See Eq. (1.5) in Chap. 1
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with reasonable absorption depth. If the scatterer is too thick, the absorption depth
becomes shallow. Another condition concerns the detector. The detector usually
detects scattered γ-rays, whose energy is the same as the nuclear resonant energy,
and fluorescent X-rays following the internal conversion process, whose energy is
lower than that of the γ-rays, as delayed nuclear resonant scattering. The detec-
tion of fluorescent X-rays becomes important in SR-based Mössbauer spectroscopy
using high-resonant-energy isotopes. This is because the detection efficiency of APD
becomes very low when detecting high-energy X-rays. For example, the energy of
γ-rays at 61Ni Mössbauer spectroscopy is 67.4 keV, while that of fluorescent Kα X-
rays of Ni atom is 7.5 keV. The detection efficiency of APD, whose depletion layer is
150μm, is 93% for the 7.5-keVX-rays and 0.9% for the 67.4-keV γ-rays. In the latest
measurement system, the scatterer and detector are packed in a vacuum chamber to
detect internal conversion electrons [8]. The internal conversion coefficients of many
Mössbauer nuclides are higher than 1. Furthermore, the detection efficiency of the
APD detector is usually 100% against electrons with energies below 100 keV. There-
fore, the detection rate of the detector becomes many times higher with the electron
detection in Mössbauer spectroscopy using those nuclides. For example, when a
sample under an extreme condition is studied by SR-based Mössbauer spectroscopy
using high-resonant-energy isotopes, the sample is often arranged in a large envi-
ronmental cell and cannot be moved by a velocity transducer. Additionally, this cell
blocks the internal conversion electrons. Even in that case, arranging the sample as
the transmitter and the energy reference substance as the scatterer should support the
following three conditions: velocity control, low temperature, and vacuum condition
for the electron detection. In those cases, heat transfer by thin copper wires or springs
satisfies the conditions to some extent. However, the efficiency of heat transfer by
this method is usually inferior to that by the helium exchange gas technique.

2.2.3 Analysis of the Spectra

The spectra obtained are the velocity-dependent intensities and are thus very similar
to the conventional Mössbauer spectra using RI. One example is shown in Fig. 2.5. A
clear difference is observed between the spectra, and a simple Lorentzian evaluation
was enough to see the transition in valence. In many simple cases, this kind of
Lorentzian evaluation is sufficient. For this kind of rough evaluation, programs for
analyzing the conventional Mössbauer spectra using RI can be applied.

However, the exact line shape of SR-basedMössbauer spectra is not Lorentzian. A
deviation between the Lorentzian evaluation lines and experimental data is observed
around the shoulders of absorption profiles in Fig. 2.5. Furthermore, you can see a
zigzag shape at the background in the experimental data. They do not correspond to
the minor component in the sample and are characteristics of SR-based Mössbauer
spectra, caused by the measurement method described above. They depend on some
factors, such as the effective thickness of the transmitter and the scatterer, chemical
composition, and time window at the APD detector. Now, we consider the detailed
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Fig. 2.5 151Eu SR-basedMössbauer spectra of Eumetal under high hydrogen pressure. The energy
reference substance was EuF3 as the scatterer. Rectangles represent experimental data, and lines
represent fitting curves by Lorentzian shape. The upper panel shows the Eu2+ valence under 2.3
GPa hydrogen, and the lower panel shows Eu3+ valence under 14.3 GPa hydrogen (reproduced from
Matusoka et al. (2011) [25])

expression on these characteristics [26]. For simplicity, we assume the following
conditions: (1) the transmitter is a sample under study and includes only one chem-
ical compound with one site and (2) the scatterer is an energy reference substance
and connected to the velocity transducer, as shown in Fig. 2.3. Our aim here is to
express the detected intensity as a function of the velocity of the scatterer. First,
the propagating coherent field amplitude of the transmitter Et as a function of the
dimensionless frequency of w, that is, in the unit of natural linewidth, is considered.
It corresponds to the absorption by electrons and nuclei in the transmitter and is
expressed as follows:

Et(w) = E0texp
(
−μetzt

2

)
exp

(
−i

∑
m

αtm
μntzt

2(2(w − wtm) + i)

)
. (2.1)

Here, the amplitude of the radiation field at the entrance of the transmitter is
denoted as E0t. The electronic absorption coefficient of the transmitter is denoted
as μet. The thickness of the transmitter is denoted as zt. The linear absorption coef-
ficient of radiation by the nuclei at resonance in the transmitter is denoted as μnt.
The index for a nuclear transition is denoted as m. The probability and the nuclear
resonant energy of the mth transition at the transmitter are denoted as αtm and wtm ,
respectively. The hyperfine structure of the transmitter, which is described by isomer
shift, quadrupole splitting, and magnetic hyperfine field, is expressed as wtm . The
purpose of Mössbauer spectroscopy is to evaluate them. Here, μntzt corresponds to
Mössbauer effective thickness Tt. Next, the propagating coherent field amplitude of
the scatterer Es as a function w is considered. It also corresponds to the absorption
by electrons and nuclei in the scatterer and is expressed as follows:
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Fig. 2.6 A schematic
diagram of parameters used
for the detailed expression of
SR-based Mössbauer spectra

Transmitter Scatterer

SR

zt z
dz
zs

Scattering 
to Detector

Es(w,ws, z) = E0sexp
(
−μesz

2

)
exp

(
−i

μnsz

2(2(w − ws) + i)

)
. (2.2)

Here, ws denotes the nuclear resonant energy of the scatterer, and z denotes the
depth to which SR penetrates as indicated in Fig. 2.6. The other variables denote
similarly to those of the transmitter, although the suffix “t” should be changed to “s,”
which denotes the scatterer. Equation (2.2) is expressed as a function of w, ws, and
z because ws is controlled by the velocity transducer and w and z are used for the
calculation in the following equations. This field was absorbed by the scatterer at the
depth z, as described in the following step, and thus, z is less than the thickness of
the scatterer zs. Because the energy reference substance is assumed at the scatterer,
hyperfine splitting is absent, and the summation of the nuclear transition index m
is not described. Subsequently, we consider the scattering process at the scatterer.
Here, it is enough to consider the ws-dependent processes, which are as follows: (1)
the emission following the recoilless nuclear resonant absorption of radiation and
(2) the scattering of the radiation due to the photoelectric absorption. Here, we call
the former process as channel A and the latter as channel C according to [26]. In
channel A, SR penetrates the transmitter and scatterer until the depth z and is then
resonantly absorbed. In this channel, the scattering field EA(w,ws, z) satisfies

EA(w,ws, z) ∝ 1

w − ws + i/2
Et(w)Es(w,ws, z).

Now, we can obtain the detected intensity IA(ws) as follows:

IA(ws) = CA

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
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∫
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2π

exp(−iwτ)
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Et(w)Es(w,ws, z)

∣∣∣∣
2

, (2.3)

where CA denotes a proportionality factor. This expression includes (1) the Fourier
transformation of EA(w,ws, z) to obtain the time dependence of EA and the square
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of its magnitude to obtain the intensity from the field and (2) the integrations on the
depth z and τ ; the τ integration corresponds to the time window at APD. In channel
C, NFS by the transmitter or scatterer is scattered by electrons at depth z. Thus, the
incident field at the depth satisfies

EC(w,ws, z) ∝ 1 − Et(w)Es(w,ws, z).

Considering cross section of electrons independent of ws, the detected intensity
IC(ws) is obtained as

IC(ws) = CC

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
exp(−iwτ)EC(w,ws, z)

∣∣∣∣
2

= CC

τ2∫
τ1

dτ
zs∫
0
dz

∣∣∣∣
∫

dw

2π
exp(−iwτ)(1 − Et(w)Es(w,ws, z))

∣∣∣∣
2

, (2.4)

whereCC denotes another proportionality factor. Now, we have the expression of the
detected intensity I (ws) as

I (ws) = IA(ws) + IC(ws) + IB, (2.5)

where IB denotes for other processes independent of ws, such as the process with
nuclear resonant scattering with recoil at the scatterer (called channel B).

The narrowing of the energy width and the wavy pattern in the background are
now discussed based on Eqs. (2.1)–(2.5). The narrowing effect depends on the time
window, as shown in Fig. 2.7. Here, a narrower energy width was obtained compared
to the ideal linewidth in conventional Mössbauer spectroscopy, which is twice the
natural linewidth. For example, although the ideal linewidth is 2.0 mm/s in conven-
tional 174Yb Mössbauer spectroscopy, a full-width at half maximum (FWHM) of
1.3 mm/s was achieved [8]. This property is advantageous when the nuclear hyper-
fine structure is small and precise analysis is required. In contrast, the wavy pattern
in the background is usually a drawback because it may conceal small components
in the spectra, at least in the initial guess for analysis. Proper analysis using the equa-
tions is required. Note that if the time window is [0, ∞], both the narrowing effects
and the wavy background vanish. In addition to the [0, ∞] time window, in the case
of thin transmitter and scatterer, the spectra show Lorentzian shape with the “ideal
linewidth,” similar to the conventional Mössbauer spectroscopy using RI. Therefore,
the Lorentzian approximation described at the beginning of this section corresponds
to the case. These situations are similar to the delayed coincidence Mössbauer spec-
troscopy using RI [27, 28]. Furthermore, the equations also show better conditions
for the measurement system, described previously. For example, the high-resolution
monochromator enhances the absorption depth of the spectra because it suppresses
the channel B process. Furthermore, the effective thickness of the transmitter and
that of scatterer (i.e., the sample and energy reference) should be similar.



2 Synchrotron-Radiation-Based Energy-Domain Mössbauer … 69

Fig. 2.7 SR-basedMössbauer absorption spectra of 151Eu with the following timewindows: a 5.7–
17.0 ns, b 8.1–17.0 ns, and c 10.5–17.0 ns. The transmitter and scatterer were EuF3. Lines are the
spectra calculated by Eqs. (2.1)–(2.5) (reproduced from Seto et al. (2010)) [22]. Note that the
lifetime τ151Eu = 14 ns

To calculate the above equations, parameters on the isotopes and elements are
necessary. Fortunately, we have many databases of them. One good source is the
Mössbauer Effect Data Center [9]. For nuclear data, the Table of Isotopes [29] and
the National Nuclear Data Center website [30] are also excellent sources. Electronic
absorption coefficients are shown in theweb database by Sasaki [31] and theNational
Institute of Standards and Technology (NIST) website [32] based on [33, 34].

We should also consider the type of scattering that the APD detects because
the absorption rate of γ-rays, internal conversion electrons, and fluorescent X-rays
following the internal conversion processes are different. Particularly, the stopping
power of electrons is much higher than those of the other two. Even 100-keV elec-
trons cannot penetrate an aluminum plate of 70 μm. The penetration length can be
calculated according to [35] and seen in the web database by NIST [36] based on
[37].

Another subject in the analysis of SR-based Mössbauer spectra of various
isotopes is the interpretation of the hyperfine structure parameters: the sets of isomer
shift, quadrupole splitting, and magnetic hyperfine field. Although many chemical
compounds have been studied using 57Fe and 119Sn Mössbauer spectroscopy, few
compounds have been studied using other isotopes. Even so, the preceding studies,
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including experiments by NFS and conventional Mössbauer spectroscopy will help
the analysis. A substantial description on various isotopes by Greenwood and Gibb
[2], Shenoy and Wagner [38], and Gütlich et al. [39] can be very useful.

2.2.4 Comparison with Other Methods Using SR

Here, the properties of the SR-based Mössbauer spectroscopy are compared with
those of the SMS and NFS, the two major methods to observe the hyperfine structure
of samples using SR. Thesemethods are in a complementary relation. The differences
in these methods described here will help in selecting the best method for a study.

As for the SMS, energy-domain spectra are obtained similarly to SR-basedMöss-
bauer spectroscopy. One large difference between the two is the nuclide availability.
In the SMS, a unique component produces Mössbauer radiation, that is, SR whose
energy width is as narrow as the natural linewidth of a Mössbauer isotope. This
component is a nuclear monochromator at which the nuclear diffraction is allowed,
although theusual diffractionbyelectrons is prohibited [40].Nuclearmonochromator
is successfully developed only for 57Fe, and thus, the SMS is limited to 57Fe Möss-
bauer spectroscopy, which is different from SR-based Mössbauer spectroscopy, in
whichmany isotopes can be used. Furthermore, the nuclearmonochromator produces
Mössbauer radiation without a time window, and thus, the SMS method has no limit
on the time structure on SR in principle. SR-based Mössbauer spectroscopy requires
at least some kind of pulsed time structure of SR with the time period for the time
window by which the delayed nuclear resonant scattering is selected. Although this
difference is only a technical point, it is important to the actual experiment because
various bunch modes exist in SR facilities. Neither width-narrowing effect nor the
wavy background is seen in the SMS, and thus, the analysis of the SMS spectra is
usually more intuitive.

As for the NFS, the hyperfine structure of various isotopes can be observed by
both NFS and SR-based Mössbauer spectroscopy. A large difference is noticeable
in the appearance of the spectra. The time spectra showing beat patterns due to
the interference of nuclear hyperfine splitting at the sample are obtained in NFS.
Therefore, NFS is suitable in tracing a reaction depending on the time in the scale of
nanoseconds, such as pump-probe spectroscopy. For stable samples, this difference
in appearance affects the analyzing model at an initial guess: the energy spectra
of SR-based Mössbauer spectroscopy are intuitive. When there are two or more
components in the sample, this intuition becomes important. In the experimental
viewpoint, NFS requires an appropriate time structure of SR to obtain the time
spectra. This limitation is stricter in NFS than in SR-based Mössbauer spectroscopy.
The requiredperiodbetweenSRpulses inNFSdepends on themagnitudeof hyperfine
splitting to be evaluated. However, the magnitude is not usually obvious. In actual
experiments, the period with more than the lifetime of the nuclear excited state is
usually enough (the longer the period, the better). This limitation sometimes restricts
isotope availability. When we have the suitable timing bunch mode of SR facility,
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the measuring time tends to be shorter in NFS because the interference pattern of
all nuclear levels by hyperfine splitting is measured in the time region without any
energy-scanning mechanism. In contrast, the energy dependence of the scattering
intensity is measured with the mechanical motion of the energy reference substance
in SR-based Mössbauer spectroscopy. The efficiency of the measurement system in
NFS is somewhat small in experiments with high-resonant-energy isotopes owing
to the detection efficiency of the APD. Only high-energy γ-rays from the sample
should be detected in NFS, while low-energy fluorescent X-rays and electrons after
the internal conversion processes from the scatterer could be also detected in SR-
based Mössbauer spectroscopy. Additionally, it is sometimes difficult to obtain the
interference pattern in the time spectra ofNFSwhen the lifetimeof the nuclear excited
level of the probe isotope is short. In those cases, SR-based Mössbauer spectroscopy
is preferable. Thus, SR-basedMössbauer spectroscopy suitsMössbauer spectroscopy
using nuclear levels, whose energy is high and whose lifetime is short.

2.3 Nuclear Resonant Inelastic Scattering

WhileMössbauer spectroscopy uses the recoilless nuclear resonant excitation effect,
the energy tunability of SR enables the measurement of the recoil part. Therefore,
nuclear resonant excitation accompanied by phonon excitation can bemeasured using
SR. Hence, the first experiment was performed in 1994 [5], and phononmeasurement
was conducted [41, 42]. The NRIS method has distinct features favorable for studies
concerning the microscopic dynamics (e.g., phonons and molecular vibration) of
materials because it provides the element (isotope)-specific dynamics due to the
resonant excitation of the specific isotope. In solids, partial phonon densities of states
are measured. Furthermore, measurements under extreme conditions, such as high
pressures, small samples, and thin films, are possible because of the high brilliance
of SR. (For the definition of brilliance, see Chap. 1.) Note that the element (isotope)-
specific nature enables themeasurement of very dilute resonant atoms in complicated
materials. Recently, this method has been actively used to study the local structure of
active sites in enzymes along with first-principles density functional theory (DFT).

2.3.1 Instrumentation and Analysis of the Basic Method
of NRIS

Themeasurement is performed through inelastic processes with photons. The energy
of each photon is equal to the sum of the energy of the nuclear resonant excited state
(based on the ground state) and a phonon (or phonons). Since the typical energy
of phonon is 1–100 meV, spectroscopic resolution required for the measurement is
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approximately several mill electron volts or less. Usually, SR produced by an undu-
lator installed in a recent hard X-ray storage ring is approximately several electron
volts, and it is possible to generate X-rays with a bandwidth of approximately several
milli electron volts (in special cases, approximately 0.1 meV can be achieved [43])
using Si monochromators. Sapphire (α-Al2O3), a material for the monochromator, in
addition to Si, has been used particularly for high-energy nuclides [44, 45]. The inci-
dent energy can be scanned at approximately the nuclear resonant excitation energy
by changing the Bragg angle of the monochromator. Note that the respective nuclear
resonant energies of the available isotopes are much more than the usual scan range
(100 meV). Therefore, pure element (isotope)-specific measurement is assured.

To observe the phonon energy spectrum,we irradiate a sample containing the reso-
nance isotope as a function of the energy of the generated X-rays with a bandwidth
of approximately several milli electron volts. From the irradiated sample, a strong
scattering is emitted due to photoelectron effects and so on. Therefore, to discern
the relatively weak nuclear scattering from the strong scattering, we observe only
delayed photons (e.g., fluorescence X-rays and γ-rays) and electrons (e.g., conver-
sion electrons) emitted at the de-excitation in the time domain because scattering
due to electronic processes is promptly emitted at the irradiation. The schematics
of the measurement of nuclear resonant excitation accompanied by phonon creation
or annihilation are shown in Fig. 2.8. As shown in the figure, if the energy of the
incident photon is equal to the sum of the energy of the nuclear resonant excited state
and a phonon, one phonon is created. Alternatively, one-phonon annihilation occurs
if the sum of the energy of the incident photon and that of a phonon is equal to the
sum of the energy of the nuclear resonant excited state. The detection system with
a closed-cycle refrigerator cryostat for NRIS measurement using an eight-element
APD detector is shown in Fig. 2.9.

We can obtain the phonon density of states (PDOS) weighted by the projection
of the polarization vectors on the direction of the incident X-ray radiation from the
NRIS measurement. Based on [46], the following expression is relevant:

g(E, κ) = V

(2π)3

∑
j

∫
dq

∣∣κ · e j (q)
∣∣2δ(E − �ω j (q)

)
, (2.6)

where V is the volume of the unit cell, q is the phonon wave vector, ωj (q) is the
phonon dispersion relation for the branch j, κ is the normalized wave vector of the
incident X-ray (κ = k/|k|, k: wave vector of incident X-ray), and ej (q) is the
polarization vector of the vibrations of the resonant atom. For single crystals with a
cubic Bravais lattice and polycrystalline materials composed of resonant atoms only,
g(E, κ) is the exact PDOS. In the general case of a polycrystalline material, that is,
a material composed of not only resonant atoms but also other nonresonant atoms,
averaging over all directions of the incident radiation results in g(E), representing a
PDOS weighted by the square amplitude of the resonant atoms. Therefore, we can
obtain a partial PDOS for a specific element (isotope). The nuclear resonant inelastic
absorption cross section can be expressed using the following weighted PDOS:
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Fig. 2.8 a Schematic diagram for the measurement of nuclear resonant inelastic scattering.
b Nuclear resonant scattering is discerned from prompt electronic scattering in the time domain as
delayed scattering because of the finite lifetimes. c As a function of the incident photon energy E,
the phonon energy spectrum can be obtained by counting the intensity of delayed scattering. In the
phonon energy spectrum, the left-side scattering is due to the excitation accompanied by phonon
annihilation [E = E0 (nuclear resonant excitation energy) - Ephonon (phonon energy)], while the
right-side scattering is due to excitation accompanied by phonon creation [E = E0 + Ephonon]
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Fig. 2.9 Photograph of the detection system for nuclear resonant inelastic scattering measurement
using an eight-element avalanche photodiode (APD) detector. The sample in a cryostat chamber
can be cooled with the closed cycle refrigerator

σa(E) = fLM

∫
dτ

2π
exp(−iEτ)

[
exp(M(k, τ )) − 1

]
, (2.7)

where
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dE exp(iEτ)S(E,k), (2.8)

S(E,k) = ER g(E, κ)
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E
, (2.9)

fLM = exp(−M(k, 0)), (2.10)

ER = (�k)2

2M
, (2.11)

n̄ = (exp(E/kBT ) − 1)−1. (2.12)

In the above expressions, M is the mass of the resonant nucleus and kB is the
Boltzmann constant. Using Fourier transformation of the cross section corresponding
to the measured spectrum, g(E, κ) can be obtained through M(k,τ) and S(E,k), as
shown in Eqs. (2.7) and (2.8). However, before performing these procedures, the
subtraction of the elastic peak and the deconvolution of the monochromator widths
are required. Since the perfect deconvolution is impossible for the real measured
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spectrum containing statistical and other errors, the obtained g(E, κ) sometimes
contains the apparent broadening due to themonochromatorwidth.Moreover, special
care should be given to this behavior at low-energy region within the monochromator
width due to the subtraction. In Fig. 2.10, the obtained PDOS from measured NRIS
spectrum is shown using these processes. These procedures are precisely described
in [47, 48]. The area ratio of the elastic peak to the total part in the NRIS spectrum as
shown in the upper spectrum of Fig. 2.10may be considered as the recoilless fraction,
which is known as theLamb–Mössbauer factor inMössbauer spectroscopy.However,
it may be incorrect because coherent forward scattering occurs at the exact nuclear
resonant energy, while such coherent scattering does not, besides the resonant energy,
as discussed in Chap. 1. Although the recoilless fractions are sometimes required to
compare the Mössbauer results, PDOS has much better information and gives the
recoilless fraction value [47].

In eq. (2.12), n̄ indicates Bose factor ruling the temperature dependence of the
spectrum. Since phonon is boson, phonon creation is proportional to n̄ + 1, which is
shown in eq. (2.12), while phonon annihilation is proportional to n̄. As n̄ approaches

Fig. 2.10 Phonon density of states shown in the spectrum below is obtained from the measured
nuclear resonant inelastic scattering spectrum shown above [49]
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to zero by lowering the temperature to zero, phonon annihilation is difficult to observe
at low temperature as expected. In contrast, phonon creation is possible even at zero
temperature as seen in eq. (2.9). Therefore, the asymmetry of the phonon energy
spectrum is observed at low temperatures. The NRIS spectra of 57Fe in supercon-
ductor LaFeAsO0.89F0.11 at 298 K and 15K are shown in Fig. 2.11 [50]. Note that this
method does not provide phonon dispersion relations, which can be obtained from
other relevant methods, such as inelastic neutron and X-ray scattering methods, but
does providemeasurements of polycrystalline, disordered, and amorphousmaterials.
Furthermore, an ideal partial PDOS averaged over phonon momenta can be obtained
by observing the emissions due to the nonradiative channel of nuclear de-excitation.

This element-specific phonon information is important because the dynamics
of certain atoms in a compound sometimes influence the characteristics of the
compound. Therefore, the NRIS of SR that provides element (isotope)-specific
phonon energy spectra is advantageous. Moreover, in this method, it is possible to
study the dynamics of highly diluted impurities or doped atoms in metals and semi-
conductors. In Fig. 2.12a, the local PDOS of Fe (0.017 at.%) in Al metal measured
by NRIS of SR is shown [51], and the PDOS of Al metal, obtained from a neutron
inelastic scattering experiment [52], is also shown in Fig. 2.12c for comparison. A
clear difference between the PDOS of 57Fe in Al and that of the Al metal host can

Fig. 2.11 Asymmetry of the phonon energy spectrum is observed at low temperature as shown
in the nuclear resonant inelastic scattering spectra of 57Fe in superconductor LaFeAsO0.89F0.11 at
298 K and 15 K [50]
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Fig. 2.12 a Phonon density
of states (PDOS) of 57Fe in
Al-0.017 at.% Fe [51].
b Response function of the
impurity Fe atom to the
PDOS of Al metal calculated
on the basis of Mannheim’s
impurity theory [53].
c PDOS of Al [52]

be seen by comparing Fig. 2.12a and c. The reliability of the observed spectrum
was confirmed using a Green function method that can reproduce the local PDOS
from that of the host metal and the coupling between the impurity and host atoms
[53]. The phonon spectrum calculated using this method is shown in Fig. 2.12b. It is
shown that the calculation well reproduces the measured PDOS of Fe (Fig. 2.12a).
The characteristic vibrational modes of Fe in Al were found to be modes that vibrate
resonantly with the host Al phonons. Although the measurement of the PDOS of
diluted atoms is quite difficult, this method gives clear and reliable results.
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2.3.2 Examples of Frontier Science, Especially Biological
Application

Element (isotope) selectivity is very advantageous when the function and local struc-
ture of a specific atom in a complex compound are of interest. Resonant Raman spec-
troscopy provides valuable information on the vibrational properties of samples, such
as metalloprotein samples. Furthermore, it has been used effectively. However, the
selection rule sometimes hampers the observation of vibrational modes. In contrast,
NRIS method gives all modes that involve motion of the resonant nuclei. Therefore,
it provides the opportunity to study the ligation and oxidation state of a specific
site. Many studies have been conducted to determine the vibrational amplitudes
and frequencies for specific atoms in a complex biological macromolecule without
selection rules using the isotope selectivity (for example [54–76]). In particular, this
method has been used to study specific sites in large molecules, such as metallopro-
tein samples, involving thousands of other atoms. The investigation of the structure
around the specific site of interest is conducted by comparing the obtained phonon
energy spectrumwith the vibrational spectrumobtained fromDFT calculations under
the assumption of the presumable structural model. This method is effective for
samples that cannot be crystallized, such as the intermediates in the catalytic cycles
of enzymes. Furthermore, the structural characterization of the reactive Fe(IV) = O
intermediate in the catalytic cycles of a mononuclear non-heme iron (NHFe) enzyme
(the halogenase SyrB2 from the bacterium Pseudomonas syringae pv. syringae) was
studied (Fig. 2.13) [72]. The intermediate reacts through an initial hydrogen-atom
abstraction step and performs subsequent halogenation of the native substrate or
hydroxylation of nonnative substrates, Therefore, the revelation of its local structure
and mechanism is quite essential and important. In this study, it was indicated that
the orientation of the Fe(IV) = O intermediate depends on the substrate, presenting
specific frontier molecular orbitals responsible for hydrogen-atom abstraction that
can selectively lead to halogenation or hydroxylation. Moreover, NRVS was used
in studying the catalytic mechanism of hydrogenases, which catalyze the reversible
conversion ofmolecular hydrogen to protons and electrons. Understanding themech-
anism is quite significant because it leads to the development of clean energy sources
in producing hydrogen. NRVSwas applied to [FeFe] hydrogenase variant lacking the
amine proton shuttle, which is stabilizing a putative hydride state [75]. [FeFe] hydro-
genases are metalloenzymes that reversibly reduce protons to molecular hydrogen
with extremely high efficiency. NRVS spectra clearly showed the bending modes of
the terminal Fe–H species that is consistent with the widely accepted models of the
catalytic cycle.

The high brilliance of SR allows the PDOS even for small samples to bemeasured.
For example,measurements under extreme conditions inwhich the accessible sample
space is severely limited are possible. The PDOS under high pressures using a
diamond anvil cell (DAC), where the sample size is typically less than 1 mm2,
is measured to study the core of the earth [77–79]. Additionally, many important
studies using the features of NRIS spectroscopy have been conducted, for example,
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Fig. 2.13 a Phonon densities of states of SyrB2–Cl and SyrB2–Br. b DFT-predicted the phonon
densities of states. c DFT-predicted four normal modes of the five-coordinate Fe(IV) = O structure
[72]

on nanoparticles [80–85], thin films [86–92], quasicrystals [93], clathrates [94, 95],
superconductors [50, 96–98], filled skutterudites [99, 100], and glass [101, 102].
The nuclear resonant scattering method can be applied to not only solids but also
liquids. The element-specific diffusion constant of Fe ions in HCl solution [103] and
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the dynamics of Fe ions in Nafion membranes [104, 105] were measured using the
aforementioned method, which are used as ion-exchange membranes.

This method gives element (isotope)-specific phonons but there are compounds
containing two or more different atomic states of a particular element; for example,
magnetite, which is a mixed-valence Fe compound, is well-known [106]. Although
this method cannot distinguish the “site-specific” vibrational properties, information
on the difference of the sites is sometimes required because the properties of the
individual atomic motion in nonequivalent positions in a compound are not neces-
sarily equivalent; in fact, mixed valence systems, such as iron oxides with a phase
transition accompanied by charge splits [107], and spin crossover materials [108],
are well known. Furthermore, even in an ideal material containing only one atomic
site, there may be atoms with different environments due to imperfections or impu-
rities. Materials with different sites occupied by the same element are not unusual.
A method capable of distinguishing the vibrational properties of a specific site is
valuable and crucial.

2.3.3 Advanced NRIS Method

Thus far, the measurement of electronic and phonon states has been studied inde-
pendently, except for the information on the recoilless fraction of the Mössbauer
effect. The recoilless fraction sometimes gives important insights for the lattice
dynamics study. However, PDOS, which allows us to calculate the recoilless fraction
as discussed above, has quite rich information. The combination of the measurement
methods of phonon energy spectra and incoherent time spectra through the hyperfine
interactions permits the observation of the site-specific PDOS [6]. Since the observed
NRIS consists of scattering from individual excited nuclei, the PDOS obtained from
the scattering spectrum is the sum of the partial PDOS of individual atoms. There-
fore, a partial PDOS of each atom is obtained from the measured NRIS spectrum
by discerning the contribution of each atom. The hyperfine interactions between the
nuclei and the surrounding electronic states, which split the nuclear energy level,
allow this procedure. In that case, quantum beats whose oscillating cycles reflect
the splitting energies are observed in the time-domain measurement of incoherently
emitted γ-rays during the decay of an excited nucleus. The incoherently emitted γ-
rays obey an exponential law with a finite lifetime. In the case of multiple electronic
states of a certain element in a compound, the hyperfine interactions for those states
are different, and the beat patterns in the time spectrum are expected to be different.
The measurement of the quantum beat patterns enables the identification of the
respective electronic states and gives the component ratios of the sites. If the nuclear
resonant excitation accompanied by phonon excitation occurs at a certain incident
radiation energy, the analysis of the quantum beat pattern in the time spectrum reveals
the respective phonon contributions from those sites with different electronic states.
Performing this procedure at different energies allows us to observe the partial PDOS
as distinguished by electronic states.
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Using this method, the site-specific PDOS in magnetite (Fe3O4) was measured.
In magnetite, which is a well-known mixed-valence compound, the iron atoms are
located in two nonequivalent positions in the unit cell. One-third of the Fe ions
(Fe3+) occupy the A sites and are tetrahedrally surrounded by four oxygen ions. The
remaining two-thirds of the Fe ions (Fe3+ and Fe2+) occupy theB sites and are octahe-
drally surrounded by six oxygen ions. Magnetite is ferrimagnetic, and the magnetic
moments of the A sites are aligned antiparallel to the magnetic moments of the B
sites below TN=858 K. Nuclear magnetic resonance spectroscopy and Mössbauer
spectroscopy cannot distinguish the Fe3+ or Fe2+ ions on the B sites, indicating the
delocalized nature of the charge carriers with a formal average valence of Fe2.5+ at
room temperature [106]. The sample measured in this experiment was prepared such
that oxidization is prevented and was doped with 7 mol% Ni to replace Fe because
some B sites are probably oxidized to Fe3+ in air [109]. The enrichment of 57Fe in the
used sample was 95.5%. The energy spectrum of NRIS of 57Fe in Fe3O4 is shown
in Fig. 2.14a. Examples of the incoherent time spectra (measured at 16 meV and
35 meV) are shown in Fig. 2.14b [6]. From these time spectra, the ratio of A site
and B site at each phonon energy was obtained by least-squares fitting each time
spectrum with two exponential functions accompanied by sinusoidal quantum beats
corresponding to A and B sites. These ratios and the PDOS of all Fe atoms give the
partial PDOSs of A site and B site. The obtained spectra of the partial PDOS for all
Fe sites and the site-specific PDOSs of the A and B sites are shown in Fig. 2.15a. The
difference between the partial PDOS s of the A and B sites is clearly observed. In
Fig. 2.15b, the PDOSs of Fe in the ideal Fe3O4 obtained from ab initio band calcu-
lations are shown. The PDOS of all Fe is shown as a black line, and the calculated
PDOSs of states of the A and B sites are shown as dashed green and dashed-and-
dotted dark yellow lines, respectively. The overall character of the calculated PDOS
of all Fe sites in Fe3O4 agrees well with the PDOS of all Fe sites measured by
NRIS spectroscopy. Neutron inelastic scattering, X-ray inelastic scattering, Raman
scattering, and infrared absorption methods are well-known and very useful for the
study of atomic dynamics. It is, however, generally impossible to discern the atomic
motions of the same element in different environments. Therefore, this method is
considered to be unique.

2.3.4 Summary

NRIS spectroscopy is a method used for investigating the vibrational states in
substances. Since NRIS spectroscopy uses the nuclear resonant excitation accompa-
nied by phonon creation and annihilation, unique and very effective measurement
is possible as shown above. The development of spectroscopic methods is ongoing,
and remarkable progress has been achieved in relation to the optics, detectors, and
methodologies used. Because this spectroscopy covers a broad range of scientific
areas, such as physical, chemical, biological, and earth sciences, recent developments
and further improvements of nuclear resonant scattering spectroscopy that will solve
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Fig. 2.14 a Phonon energy spectrum of nuclear resonant inelastic scattering of 57Fe atoms in
Fe3O4. Inset is the same spectrum with the elastic peak. b Time spectra measured at different
incident photon energies referenced from nuclear resonant excitation energy (red circles, 16 meV;
blue diamonds, 35 meV). Lines are least-squares fitted spectra with two exponential functions
accompanied by sinusoidal quantum beats [6]

problems encountered in electron systems will result in spectroscopy becoming a
powerful technique for the study in these areas.
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Fig. 2.15 Phonon densities of states (PDOSs) of 57Fe in Fe3O4. a The PDOSs of Fe are shown by
closed black diamonds, and the partial PDOSs of the A and B sites are shown as downward green
and upward dark yellow triangles, respectively. Lines are inserted to guide the eye. b PDOSs of Fe
in the ideal Fe3O4 obtained by ab initio calculations. The PDOSs of all Fe are shown as a black line.
The calculated partial PDOSs of the A and B sites are shown as dashed green and dashed-and-dotted
dark yellow lines, respectively [6]

2.4 Quasielastic Scattering Using Mössbauer γ-Rays

2.4.1 Introduction

Timescale and spatial scale of microscopic density fluctuations in condensed matters
are decided by the so-called quasielastic scattering measurements. In Fig. 2.16, we
show time and length regions of the fluctuations that can be studied by various
quasielastic scattering techniques. In this chapter, we introduce the quasielastic scat-
tering technique using Mössbauer γ-rays as a probe beam. Most of the techniques
based on theMössbauer effect are used to study samples containing nuclear resonant
species. In contrast, this technique is used to decide timescale and length scale of the
electron density fluctuations in samples that do not contain nuclear resonant species
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Fig. 2.16 Time and length regions of fluctuations covered by various quasielastic scattering tech-
niques. Quasielastic scattering technique using 14.4-keV γ-rays from 57Fe nuclei covers a unique
timescale and length scale

because the Mössbauer effect is used to generate the γ-rays with very high energy
resolution and the γ-rays are used for the probe of nonresonant quasielastic scattering
study. In Fig. 2.16, we show established time and length regions of the fluctuations
that can be studied by quasielastic scattering with 14.4-keV γ-rays from 57Fe nuclei.

This section is composed of the following subsections: In Sect. 2.4.2, basic
concepts of quasielastic scattering by nonresonant samples are introduced. In
Sect. 2.4.3, the conventional time-domain measurement technique of quasielastic
scattering using time-domain interferometry (TDI) with single-line Mössbauer γ-
rays is discussed. In Sect. 2.4.4, a finite energy width of incident SR is considered,
and the effect on the time spectrum of single-line γ-ray quasielastic scattering is
introduced. In Sect. 2.4.5, quasielastic scattering usingTDIwithmultilineMössbauer
γ-rays is described, and its advantage is summarized. In Sect. 2.4.6, results using
γ-ray quasielastic scattering are presented. In Sect. 2.4.7, summary and perspective
of γ-ray quasielastic scattering are discussed.

2.4.2 Basic Concept of Quasielastic Scattering
by Nonresonant Samples

We consider the Rayleigh scattering process of the Mössbauer γ-rays, whose wave
vector is k, by electrons in a sample, such as liquids. Hereafter, we mainly consider
the 14.4-keV Mössbauer γ-rays with 4.66-neV energy width from the first nuclear
excited state of 57Fe. In the scattering geometry shown in Fig. 2.17, the γ-rays transfer
a momentum q = ∣∣k′ − k

∣∣ = 2k sin θ to the sample, where k′ is the wave vector of
the scatted γ-rays and 2θ is the scattering angle. In the elastic Rayleigh scattering
case, it follows that |k| ∼ ∣∣k′∣∣. In a simple mono-atom liquid, an electron density
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Fig. 2.17 Schematic diagram of quasielastic scattering of Mössbauer γ-rays by a sample

field is written as ρ(r, t) =
N∑
i=1

δ(r − r i (t)), where r and t are coordinate and time,

respectively;N is amolecular number in the sample; and r i is a center position of atom
i. In the reciprocal q space, the density field is written as g(q, t) = ∫ ρ(r, t)e−iq·rd r.

We consider scaler component q = |q|, assuming that the sample is isotropic,
such as liquids and amorphous solids.When the q dependence of the elastic scattering
intensity I(q) is measured, it depends on the static structure factor S(q) as I (q) =
N S(q) ≡ 〈g(q, t)g(−q, t)〉, where 〈· · · 〉 denotes an ensemble averaging over a
long time t. S(q) is related to the space correlation function G(r) = 〈ρ(r, t)ρ(0, t)〉,
which shows the spatial correlation of the electron density with a space r, as S(q) =
∫G(r)exp(iqr)dr .

In the presence of atomic/molecular motions in a sample, the energy of the γ-rays
is transferred to the sample and vise visa. We consider the microscopic dynamics
in timescales between nanosecond and microsecond. Here, we consider quasielastic
scattering process, which broadens the width of the energy spectrum, as shown in
Fig. 2.17. The energy transfer is very small (approximately 10−9 eV) compared to the
γ-ray energy (approximately 10 keV). Therefore, we can still assume that |k| ∼ ∣∣k′∣∣.

When we analyze the energy of the scattered γ-rays at q by standard Möss-
bauer absorption spectroscopy, we can observe that I (q, E) = NS(q, E), where
S(q, E) is called the dynamics structure factor. S(q, E) is related to the time and
space correlation function G(r, t): S(q, E) = ∫G(r, t)exp[i(qr − t E/�)]dtdr .
Here, � is the reduced Planck constant. Inelastic/quasi-elastic X-ray and neutron
scattering measures S(q, E). Similarly, in the time domain, the corresponding
S(q, t) = ∫ S(q, E)exp(it E/�)dE is measured by neutron spin echo spectroscopy.
Both S(q, E) and S(q, t) show equivalent information on microscopic time–space
picture G(r, t).

Quasielastic scattering experiments usingMössbauer γ-rays fromRI sources have
been performed soon after the discovery of the Mössbauer effect in1960s [110]. The
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method is called as RSMR [111]. However, because γ-rays from an RI source do
not have enough brilliance as a parallel beam required for quasielastic scattering
experiments, the method requires muchmeasuring time (e.g., weeks). In this section,
we call the quasielastic scattering spectroscopy using the γ-rays as quasielastic γ-ray
scattering (QEGS) spectroscopy. Recently, high-brilliance SR is available andwidely
used forMössbauer spectroscopy [112]. Using SR,QEGSwas demonstrated by some
techniques. First, QEGS using 57Fe-nuclear Bragg monochromator, which measures
S(q, E), was attempted and demonstrated [113, 114]. Then, QEGS using TDI of 57Fe
γ-rays, which observes S(q, t), was demonstrated [115]. These methods allowed
a much quicker measurement of the atomic/molecular dynamics than the RSMR
method owing to high brilliance and directivity of the SR sources and technological
development of the high-resolution monochromator [116] and APD detector [24].

2.4.3 Time-Domain Measurement of Quasielastic Scattering
of Mössbauer Gamma Rays Using Synchrotron
Radiation

In this subsection,we introduce quasielastic scatteringmethod usingTDIwith single-
line Mössbauer γ-rays.

In Sect. 2.4.3.1, we introduce NFS experiment with single-line γ-ray emit-
ters. This experiment corresponds to the QEGS experiment without a sample. In
Sect. 2.4.3.2, the corresponding QEGS using TDI with single-line γ-rays is consid-
ered. In Sect. 2.4.3.3, we introduce an interpretation of the time spectrum from
space-time diagram. In Sect. 2.4.3.4, we discuss the selectivity of nuclear species for
TDI.

2.4.3.1 Introduction of Nuclear Forward Scattering Using
Time-Domain Interferometry Setup of Single-Line Mössbauer
Gamma Rays

Before the discussion of the QEGS experiment, it is valuable to consider corre-
spondingNFSwith two single-line γ-ray emitters because theNFS experiment corre-
sponds to QEGS experiment without a sample and is a basis of QEGS using TDI. The
NFS experimental setup is shown in the upper figure of Fig. 2.18a. The incident SR is
introduced to two identical materials containing 57Fe with single-line nuclear excita-
tion profile. After transmitting them, the time spectrum of the SR and γ-rays from the
materials are detected by a detector, such as an APD detector, with a time resolution
of ~1 ns. Hereafter, we call the upstream and downstream emitters as γ-ray emitters 1
and 2, respectively. Here, we assume that emitter 1 is driven with a constant velocity
v in the direction of the incident SR wave vector k to change the γ-ray energy from
that of downstream emitter 2 by the Doppler effect. The relation between applied
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Fig. 2.18 Experimental setups and spectra of NFS and QEGS using the single-line TDI. a Experi-
mental setups,b theoretical energy spectra, c theoretical time spectra, and d experimentally obtained
time spectra using (I) NFS and QEGS studies on o-terphenyl at (II) 270 K, (III) 280 K, and (IV)
290 K. In panel d, points represent experimentally obtained counts of γ-rays, and vertical bars
represent the statistic errors (standard deviations). The lines are fitting curves using eq. (2.3)

velocity v and the energy shift of γ-rays δE is expressed as δE = Eγ v/c, where c
is the speed of light and Eγ is the energy of the γ-rays. For example, for the case
of v~10 mm/s, which is easily realized by the velocity transducer produced by e.g.
the WissEl GmbH, we obtain δE ∼ 100Γ0, which is much larger than the natural
energy width of γ-rays, Γ0. Simultaneously, this δE value is much smaller than the
energy width of the incident SR typically approximately meV (~106Γ0). Therefore,
the nuclear resonant excitation process occurs in the same condition in two emit-
ters. We can detect the interference of the γ-rays in the directive forward scattering
component. [14]

In such a case, we consider the energy spectrum of γ-rays from two emitters at the
forward detector position. The spectrum shows two peaks sufficiently separated, as
shown in Fig. 2.18b. Here, the horizontal axis is a relative energy to the γ-ray energy
from emitter 2 scaled by the energy unit of Γ0. On the NFS time spectrum, we see
a beating pattern called a quantum beat, which originates from the interference of
γ-rays with different energies from two emitters, as shown in Fig. 2.18c.

First, we describe the property of the incident SR. The amplitude of the incident
SR electric field SR in the angular frequency ω domain is expressed as Ê0(ω).
The incident SR is usually monochromatized around the nuclear excitation energy
to reduce the unused radiation for preventing system damage. In such a case, the

bandwidth E of
∣∣∣Ê0(ω)

∣∣∣
2
is in the order of meV. The phase of each frequency

component is assumed to be the same [117].
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We write the electric field amplitude of the incident SR in the time t domain
as E0(t), which is related to Ê0(ω) by Fourier transformation. The time response
functions of emitters 1 and 2 are defined to be as follows [117, 118]:

R1(t) = δ(t) + G(t)eiδEt/�

and

R2(t) = δ(t) + G(t), (2.13)

where δ(t) represents a transmission part without nuclear excitation process and
the second term including G(t) represents the nuclear excitation and de-excitation
processes with the Mössbauer effect. The energy shift of γ-rays from the upstream
emitter is considered by a term that includes the corresponding angular frequency
δE/�. Here, we ignored a transmittance factor because it does not affect the shape of
the time spectrum.When the energy shift is sufficiently large (δE � Γ0), unfavorable
radiative coupling (RC; photons experience nuclear excitation processes in both
emitters) can be neglected [119]. We consider the δE � Γ0 case in the following
discussion.

The electric field amplitude after emitter 1 is written as R1(t) ⊗ E0(t), where ⊗
denotes the convolution integral [117, 119]. After transmitting emitter 2, the electric

field amplitude is written as R2(t)⊗{R1(t) ⊗ E0(t)}. When
∣∣∣Ê0(ω)

∣∣∣
2
shows a finite

bandwidth E/�, |E0(t)|2 also shows a finite width T ∼ h/E . In the timescale
of T , the incident SR partly shows time coherence. T is much smaller than the
nuclear response as shown below. Therefore, we assume E0(t) ∝ δ(t). Here, the
electric field amplitude Etot (t) at the detector position can be written as

Etot (t) ∝ ∞∫
0
R1

(
t ′
)
R2

(
t − t ′

)
dt ′ ≈ δ(t) + G(t)

(
1 + eiδEt/�

)
. (2.14)

Here, the origin of the time is the detection time of the SR pulse. The electric
field amplitude of γ-rays E(t) is written as E(t) ∝ G(t)

(
1 + eiδEt/�

)
. The intensity

is given by

I (t) = |E(t)|2
= 2|G(t)|2[1 + cos(δEt/�)]. (2.15)

Here, the factor |G(t)|2 represents the NFS time spectrum from one emitter. In a
thin limit of the emitter thickness, it follows that |G(t)|2 ∝ e−t/τ0 , where τ0 is the
lifetime of the nuclear excited state. Otherwise, |G(t)|2 shows more complex time
dependence known as a dynamical beat [120]. In the 57Fe case, τ0 is ~141 ns. A
factor 1 + cos(δEt/�) represents a quantum beat modifying |G(t)|2.

Here, the velocity transducer used to drive emitter 1 brings a constant velocitywith
positive and negative sign, alternatively.Note that the sign of the velocity of the driven
emitter 1 does not affect the obtained time spectrum I (t), because only an absolute
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value of the energy difference between γ-rays from the two emitters is important
for the beating pattern on the time spectrum owing to the factor cos(δEt/�) =
cos(−δEt/�) in eq. (2.15). In actual experiments, we do not detect signals in the
period, where the velocity is not constant owing to the change of sign of the velocity.
We also note that following time distributions have to be treated as an incoherent
broadening of the time spectrum: (1) the time resolution of the detector (in this study
~1 ns) and (2) the distribution of the arrival time of SRowing to the spatial distribution
of the electrons in one bunch (approximately 50 ps (FWHM) in BL09XU of SPring-
8). As an experimental time spectrum, we obtain Īexp(t) = I (t) ⊗ D(t) + B, where
D(t) is the total incoherent distribution function and B is a background constant
noise.

2.4.3.2 Quasielastic Scattering Using Time-Domain Interferometry
of Single-Line Mössbauer Gamma Rays

Next, we consider QEGS experimental setup shown in the lower figure of Fig. 2.18a
and derive the expression of the QEGS time spectrum. Here, we introduce the sample
response function g(q, t). It cannot be immediately assumed that E0(t) ∝ δ(t)
becausewedonot know the timescale of the sample response [121].Only the case that
the sample shows longer time response than T that we can assume E0(t) ∝ δ(t).
In this subsection, we assume this specific case of E0(t) ∝ δ(t) because it makes the
discussion simpler and instructive. The effect of the finite time width of the incident
SR on the QEGS time spectrum is discussed in Sect. 2.4.4 based on the discussion
of this subsection.

The electric field amplitude after emitter 1 is R1(t)⊗ E0(t). We define ts as a time
when the Rayleigh scattering process of the prompt SR pulse occurs in the sample.
The sample response generally depends on both ts and t. Conversely, the nuclear
response is independent of ts [119, 122]. The electric field amplitude after scattering
by the sample is written as g(q, ts + t)EA(t), where we used the time response
function of the sample g(q, ts + t) defined in Sect. 2.4.2 [115]. After transmitting
emitter 2, the total electric field amplitude Etot (q, ts + t) at the angle corresponding
to q is

Etot (q, ts + t) ∝ R2(t) ⊗ {g(q, ts + t)[R1(t) ⊗ E0(t)]}. (2.16)

By assuming E0(t) ∝ δ(t), Etot (q, ts + t) is written as

Etot (q, ts + t) ∝ ∞∫
0
R1

(
t ′
)
g
(
q, ts + t ′

)
R2

(
t − t ′

)
dt ′. (2.17)

Neglecting the RC effect, we obtain the electric field amplitude of γ-rays
E(q, ts + t) as

E(q, ts + t) ∝ g(q, ts + t)G(t)eiδEt/� + g(q, ts)G(t). (2.18)
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Similarly, to the NFS case, the theoretical equation of the γ-ray time spec-
trum is written as I

(
q, ts + t

)∝∣∣G(
t
)∣∣2[∣∣g(q, ts + t

)∣∣2+∣∣g(q, ts
)∣∣2 + g

(
q, ts +

t
)
g∗(q, ts

)
eiδEt/� + g∗(q, ts + t

)
g
(
q, ts

)
e−iδEt/�

]
. The experimentally observed

Ī (q, t) is obtained by averaging I (q, ts + t) by ts over a long measurement time as

Ī (q, t) ∝ |G(t)|2[〈|g(q, ts + t)|2〉 + 〈|g(q, ts)|2
〉

+ 〈
g(q, ts + t)g∗(q, ts)

〉
eiδEt/� + 〈

g∗(q, ts + t)g(q, ts)
〉
e−iδEt/�

]
(2.19)

where 〈· · · 〉 indicates averaging by ts over a long measurement time. It follows that
S(q, 0) = 〈|g(q, ts + t)|2〉 = 〈|g(q, ts)|2

〉
. In classic mechanical cases, it follows that

S(q, t) = 〈g∗(q, ts + t)g(q, ts)〉 = 〈g(q, ts + t)g∗(q, ts)〉 suggesting S(q, t) can be
treated as a real number [115, 119, 122, 123]. We define S′(q, t) as the intermediate
scattering function normalized by S(q, 0) as

S′(q, t) = 〈g(q, ts + t)g(q, ts)〉/
〈|g(q, ts + t)|2〉, (2.20)

we obtain

Ī (q, t) ∝ |G(t)|2S(q)
[
1 + S′(q, t) cos(δEt/�)

]
. (2.21)

When a single exponential relaxation is assumed for S′(q, t), we can write
S′(q, t) ∝ exp{−t/τ }, where τ is a relaxation time. Often, there is an intrinsic
relaxation in S′(q, t) even when standard samples with no detectable dynamics are
measured [115]. To express it, we introduce a relaxation function F int(t). By using
this factor, the time spectrum is given by

Ī (q, t) ∝ |G(t)|2[1 + F int(t)S′(q, t)cos(δEt/�)
]
. (2.22)

Themeasured time spectrum Īexp(q, t) iswritten as Īexp(q, t) = Ī (q, t)⊗D(t)+B
as described in Sect. 2.4.3.1.

We calculated NFS and QEGS time spectra, as shown in Fig. 2.18c, where we
used the following conditions: the effective thickness of each emitter Te = 10, v
= 20 mm/s, and τ = 0.5τ0. The corresponding γ-ray energy spectra are shown
in Fig. 2.18b. The figure shows that the time-spectrum shape changes, reflecting
dynamics as the disappearance of the quantum beat.

In Fig. 2.18d, experimentally obtained time spectra by (I) NFS and QEGS studies
on o-terphenyl at (II) 270 K, (III) 280 K, and (IV) 290 K are shown. It can be
confirmed that the quantum beat disappears by heating the sample. Least squares
fittings using eq. (2.22) were successfully performed considering the time resolution
D(t) and background. The obtained relaxation time was confirmed to be consistent
with previous results [124].
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2.4.3.3 Interpretation of Time Spectrum of Quasielastic Scattering
from Space–Time Diagram

We consider why the interference of γ-rays disappears with a time using the space–
time diagramof photon paths forQEGSusingTDI.We show the diagram in Fig. 2.19.
We took the position of the photons on the beam path as a bottom axis of the figure.
The vertical axis represents the time ts. This figure shows that paths I and II constitute
an interferometer, in which one arm of the interferometer is in the time domain and
the other arm is in the space domain, compared to the usual interferometers with
two arms in the space domain [112]. This is the reason why this method is named
the “time-domain interferometry.” We consider paths I and II of the γ-rays detected
at delayed time compared to the SR pulse in the diagram. In Fig. 2.19, filled/empty
circle symbols on the beam path express nuclear excitation/de-excitation events in
emitters, and the star symbols show the Rayleigh scattering event by the sample. At
the filled circle points, nuclear excitation event occurs as if the γ-rays are trapped
until the excited nuclei decay. We do not consider the radiative coupling path that
γ-rays experience the nuclear excitation event in both emitters because the excitation
energies in the two emitters are sufficiently different from each other.

As we can see in eq. (2.21), the amplitude of the beating pattern of the time spectra
decays following S′(q, t). This suggests that time coherence of γ-ray photons from
the two emitters decreases with time due to diffusion in samples. In other words,
the time spectrum shape changes with time from the time spectrum shape calculated
from the coherent sum of the electric fields from both emitters to the time spectrum
shape calculated from the incoherent sum of the electric fields from each emitter due
to the loss of the coherency of γ-rays. This explanation suggests that themeasurement
efficiency of QEGS using TDI strongly depends on the degree of difference between
the coherent and incoherent time spectra, and the efficiency of QEGS using TDI can
be improved by selecting the emitters.

Fig. 2.19 a Experimental setup, b space–time diagram, and c time spectrum of the conventional
TDI for QEGS
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Table 2.2 Examples of Mössbauer isotopes [112]

Isotopes Gamma ray energy (keV) Gamma ray energy width
(neV)

Nuclear resonant cross
section (barn)

57Fe* 14.4125 4.66 2464.0
67Zn 93.312 0.0498 50.0
119Sn 23.871 25.70 1380.5
149Sm 22.494 64.08 120.1
151Eu* 21.532 47.03 242.6
181Ta 6.238 0.0754 1099.2

*Symbol indicates nuclear species already demonstrated to be available for the QEGS study

2.4.3.4 Selectivity of Isotopes for Quasielastic Scattering Experiment
Using Time-Domain Interferometry

In quasielastic scattering measurements using γ-rays, the time (energy) and space
(momentum) regions of the measurement depend on the characteristics (lifetime
and excitation energy) of the nuclear resonance of isotopes used and other experi-
mental conditions. In QEGS experiments using TDI, the short limit of the accessible
time range depends on, for example, the time resolution of the detector, while the
long limit depends on the lifetime of the nuclear excited state. The γ-ray energy,
energy width, and nuclear resonant cross section for some Mössbauer isotopes are
shown in Table 2.2. So far, QEGS experiments using TDI with 57Fe and 151Eu were
demonstrated [125].

2.4.4 Effect of Energy Width of Incident Synchrotron
Radiation

Here, we consider the general case that the time profile of the incident SR cannot be
treated as a delta function [121].When the high-resolutionmonochromatorwithmeV
energy resolution is used for the monochromatization of incident beam, the corre-
sponding coherent time width is sub-picoseconds, In the timescale, usual condensed
matter shows vibration motions. Therefore, normally, the incident SR cannot be
treated as a delta function; instead, the sample response in the timescale must be
considered by the exact calculation of interaction between the electric field and
the sample.

We define a period δT12 for quantum beats caused by the interference between
γ-rays from emitters 1 and 2. In the general case, the energy spectrum of the γ-rays
from each emitter may showmulti-peaks. Therefore, there are various quantum beats
with various periods. For any quantum beats, we assume τ0 � δT12 � T . In such
a case, the RC effect is negligible. From eq. (2.16), the electric field amplitude of the
γ-rays is written as
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E(q, ts + t) =
∞∫

−∞
dt ′

[
g(q, ts + t)G1

(
t − t ′

)
E0

(
t ′
) + G2

(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
)]

.

(2.23)

The first and second terms of eq. (2.23) describe the electric field amplitudes of
the γ-rays passing paths I and II in Fig. 2.19, respectively.

In this subsection, we consider the experimental setup with single-line γ-ray
emitters shown in Fig. 2.18a. Here, we assume G1(t) = G2(t)eiδEt/� and G2(t) =
G(t). The electric field amplitude of the γ-rays is as follows:

E(q, ts + t) = ∞∫
−∞

dt ′g(q, ts + t)G
(
t − t ′

)
eiδE(t−t ′)�E0

(
t ′
)

+ G
(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
)
. (2.24)

The time variation of |G(t)| is much slower than that of |E0(t)|
from the relation τ0 � δT12 � T . Therefore, the first term

in eq. (2.24) follows that g(q, ts + t)
∞∫

−∞
dt ′G

(
t − t ′

)
eiδE(t−t ′)�E0

(
t ′
) ∼=

g(q, ts + t)G(t)eiδEt/�
∞∫

−∞
dt ′E0

(
t ′
)
. Similarly, the second term follows that

∞∫
−∞

dt ′G
(
t − t ′

)
g
(
q, ts + t ′

)
E0

(
t ′
) ∼= G(t)

∞∫
−∞

dt ′g
(
q, ts + t ′

)
E0

(
t ′
)
. Here, we

define gc(q, ts) as gc(q, ts) ≡ ∞∫
−∞

dt ′g
(
q, ts + t ′

)
E0

(
t ′
)
/

∞∫
−∞

dt ′E0
(
t ′
)
. In case of

E0(t) = δ(t), it follows that gc(q, ts) = g(q, ts). Using gc, eq. (2.24) can be written
as

E(q, ts + t) ∼= Ê0(0)G(t)
[
g(q, ts + t)eiδEt/� + gc(q, ts)

]
, (2.25)

where we used the general relation
∞∫

−∞
dt ′E0

(
t ′
) = Ê0(0) ≡ Ê0(ω = 0). Here,

Ê0(ω) is the angular frequency-domain representation of E0(t).
Here, we consider the meaning of gc(q, ts), which is an integration of the product

of g
(
q, ts + t ′

)
and E0

(
t ′
)
by t ′. We show examples of paths I and II of the γ-rays

detected at t with an incident time t ′ = 0 (long dashed line) and t ′ �= 0 (short dashed
line) in the time–space diagrams of Figs. 2.20a and b, respectively. Gamma rays
with different incident times t ′ interfere at the detector owing to the finite coherent
width of E0(t) in both γ-ray paths I and II. The integration in gc(q, ts) originates
from a characteristic of path II: γ-rays scattered by the sample at various times ts + t ′
(
∣∣t ′∣∣�T ) interfere with each other at the detector position at t. Alternatively, in path
I, the γ-rays scattered by the sample at unique time ts + t interfere with each other
at the detector position at t. Therefore, the γ-rays passing path I are not affected by
the time width T of the incident radiation. This is the interpretation of eq. (2.25).

From eq. (2.16), we obtain the detected γ-ray intensity:
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Fig. 2.20 Examples of paths a I and b II of the γ-rays detected at t with an incident time t ′ = 0
(long dashed line) and t ′ �= 0 (short dashed line) for the time–space diagrams

I (q, ts + t) ∝ |G(t)|2[|g(q, ts + t)|2 + |gc(q, ts)|2
+ {

g∗(q, ts + t)gc(q, ts) + g(q, ts + t)g∗
c (q, ts)

}
cos(δEt/�).

(2.26)

The experimental spectrum Ī (q, t) is obtained by averaging I (q, ts + t) by
ts over a long measurement time. As we discussed in Sect. 2.4.3.2, it follows
S(q, t) = 〈g∗(q, ts + t)g(q, ts)〉 = 〈g(q, ts + t)g∗(q, ts)〉. We define correlation
functions Scc(q, t) and Sc(q, t) as

〈
gc(q, ts + t)g∗

c (q, ts)
〉
and

〈
g(q, ts + t)g∗

c (q, ts)
〉

averaged by ts , respectively. It can be assumed that Scc(q, t) is also a real number.
Using these values, the observed time-averaging intensity Ī (q, t) can be written as

Ī (q, t) ∝ |G(t)|2{S(q, 0) + Scc(q, 0) + [
Sc(q, t) + S∗

c (q, t)
]
cos(δEt/�)

}
.

(2.27)

Here, Sc(q, t) is written as

Sc(q, t) = 〈
g∗(q, ts + t)gc(q, ts)

〉 = 1

Ê0(0)

∞∫
−∞

dt ′E0
(
t ′
)
S
(
q, t − t ′

)
. (2.28)

The γ-ray time spectra are observed in the timescale much longer than

T . In the timescale, it can be assumed that
∞∫

−∞
dt ′E0

(
t ′
)
S
(
q, t − t ′

) ∼=

S(q, t)
∞∫

−∞
dt ′E0

(
t ′
)
because, in the measurement time window, the variation of

S(q, t) in the timescaleT is usually negligible. Therefore, it follows that Sc(q, t) ∼=
S(q, t)

∞∫
−∞

dt ′E0
(
t ′
)
/Ê0(0) ∼= S(q, t) and Sc(q, t) ∼= S∗

c (q, t). Ī (q, t) is written as

follows:

Ī (q, t) ∝ |G(t)|2[S(q, 0) + Scc(q, 0) + 2S(q, t)cos(δEt/�)](att � T ). (2.29)
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The experimental time spectrum is written as Īexp(q, t) = Ī (q, t) ⊗ D + B
discussed above.

From the definition of Scc(q, t), it follows that

Scc(q, t) = 1∣∣∣Ê0(0)
∣∣∣
2

∞∫

−∞

∞∫

−∞
dt ′dt ′′E0

(
t ′
)
E∗
0

(
t ′′

)〈g(q, ts + t ′
)
g∗(q, ts + t + t ′′

)〉

≡
∞∫

−∞
dtd I0(td)S(q, t + td) (2.30)

where td ≡ t ′′ − t ′. We define I0(td) ≡ ∞∫
−∞

dt ′E∗
0

(
t ′
)
E0

(
td + t ′

)
/

∣∣∣Ê0(0)
∣∣∣
2
. The

typical timescale of the decay of I0(td) is T as defined in Sect. 2.4.3.1. We show
a schematic diagram as example of S

′
cc(q, t) in Fig. 2.21. When t � T , it follows

that Scc(q, t) ∼ S(q, t) by neglecting the time variation of S(q, t) in the timescale
T , as assumed in the above discussion of Sc(q, t). Conversely, when t = 0 � T ,

we obtain Scc(q, 0) = ∞∫
−∞

dtd I0(td)S(q, td), suggesting that Scc(q, 0) ∼ S(q,T ).

We define the Scc(q, 0) value as Scc(q, 0) ≡ fE (q), as shown in Fig. 2.21. When
E is sufficiently large and fE (q) = 1 can be assumed, we obtain Ī (q, t) ∝
|G(t)|2[1 + S′(q, t) cos(δEt/�)

]
, which is equivalent to eq. (2.21).

S′(q, t) generally shows a form with vibrations and multistep relaxations, which
spread over very wide time ranges. See Fig. 2.21 for an example of S′(q, t) and its
relation to S

′
cc(q, t). Here, Ī (q, t) is usually fitted by assuming a relaxation function

F(q, t), which represents relaxations of S′(q, t) in the time window of the measure-
ment approximately the timescale of τ0. In Fig. 2.21, we show an example of F(q, t).
Here, we define fΓ0(q) ≡ lim

t→0
F(q, t). fΓ0(q) is a plateau value of S′(q, t) decided

by the fitting of the time spectrum, as shown in Fig. 2.21. Both fE (q) and fΓ0(q)

give unique information on microscopic dynamics. Hence, special attention must be
given for these definitions.

Fig. 2.21 Example of the intermediate scattering function normalized by the static structure factor
S′(q, t) with its relation to S′

cc(q, t) and assumed F(q, t)
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Here,we show that neither fΓ0(q)nor fE (q) cannot be determinedby the conven-
tional single-line TDI in the case of finite E width of approximately several meV
using a high-resolution monochromator. From eq. (2.29), we obtain

Ī (q, t) ∝ |G(t)|2{1 + 2S′(q, t)/[1 + fE (q)] cos(δEt/�)
}
. (2.31)

In this equation, the cosine term has an additional factor 2/[1 + fE (q)]
compared to eq. (2.21). When this expression is used for the fitting, a function
F ′(q, t) is assumed for 2S′(q, t)/[1 + fE (q)]. Using F(q, t), which represents
the form of S′(q, t) in the time window of the measurement, F ′(q, t) can be
expressed as F ′(q, t) = 2F(q, t)/[1 + fE (q)]. It follows that lim

t→0
F ′(q, t) =

2 lim
t→0

F(q, t)/[1 + fE (q)] = 2 fΓ0(q)/[1 + fE (q)]. This equation suggests that

both free fitting parameters fΓ0(q) and fE (q) relate to lim
t→0

F ′(q, t). Therefore, in

principle, neither fE (q) nor fΓ0(q) can be determined by the single-line TDI when
an identical pair of emitters are used in the incident SR condition with meV energy
width. The conventional TDI suffers this uncertainty of the physical meaning of
lim
t→0

F ′(q, t).

In contrast, for the case of a multiline emitter case with |G1(t)|2 �= |G2(t)|2, both
fE (q) and fΓ0(q) can be determined based on the difference between |G1(t)|2 and
|G2(t)|2 as we discuss in Sect. 2.4.5 [121].

2.4.5 Time-Domain Interferometry Using Multiline
Mössbauer Gamma Rays

In the case where multiline γ-rays with |G1(t)|2 �= |G2(t)|2 are used for TDI, the
intensity of the γ-rays from eq. (2.23) is written as

I (q, ts + t) ∝ |G1(t)|2|g(q, ts + t)|2 + |G2(t)|2|gc(q, ts)|2
+ G∗

1(t)G2(t)g
∗(q, ts + t)gc(q, ts)

+ G1(t)G
∗
2(t)g(q, ts + t)g∗

c (q, ts). (2.32)

Similarly, in Sect. 2.4.4, the observed time-averaging intensity Ī (q, t) can be
written as

Ī (q, t) ∝ S(q, 0)|G1(t)|2 + Scc(q, 0)|G2(t)|2
+ S(q, t)

[
G∗

1(t)G2(t) + G∗
2(t)G1(t)

]
(at t � T ). (2.33)

Using S′(q, t) and fE (q), Ī (q, t) can be rewritten as

Ī (q, t) ∝ [
1 − S′(q, t)

][|G1(t)|2 + |G2(t)|2
] + S′(q, t)|G1(t) + G2(t)|2

− [1 − fE (q)]|G2(t)|2 (at t � T ). (2.34)
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The experimental time spectrum is Īexp(q, t) = Ī (q, t) ⊗ D(t) + B. The γ-rays
from α-iron foils show energy spectra with a multiline structure. In Fig. 2.22a, we
show an example of the experimental setup using α-iron foils as emitters 1 and 2. To
satisfy the condition |G1(t)|2 �= |G2(t)|2, an external magnetic field H is applied to
the foils different from each other to selectively allow the excitation between energy
levels split by the hyperfine interaction: The direction is horizontal to the electric
field of the incident radiation and a direction H⊥k for emitter 1. For emitter 2, the
direction is vertical to the electric field of the incident radiation an H⊥k′ [126].
The energy spectra of γ-rays in Fig. 2.22b are shown for the case without relaxation
and with a relaxation of τ = 100 ns. Here, δE12 = h/δT12 ∼ 20Γ0 � Γ0. When
20Γ0 � Γ , the RC effect is negligible. The corresponding time spectra of γ-rays are
shown in Fig. 2.22c. The shape of the time spectrum changes following the decay of
S′(q, t).

In Fig. 2.22d, the experimentally obtained time spectra by QEGS studies on glyc-
erol are shown.TheQEGSspectrawere obtained (I) at 40Kat 14 nm−1, (II) at 237.5K
at 14 nm−1, and at 237.5 K at 31 nm−1. We note that the experimental condition is
different from the theoretical one. Least squares fitting using eq. (2.34) was success-
fully performed, and the obtained relaxation timewas confirmed to be consistent with
previous results [121]. It was shown that the measurement efficiency of the multiline
TDI system is much higher than the single-line system one [121, 126, 127].

Fig. 2.22 a Experimental setup, b theoretical energy spectra and c theoretical time spectra, and
d experimentally obtained time spectra from QEGS studies on glycerol. The spectra were obtained
(I) at 40 K at 14 nm−1, (II) at 237.5 K at 14 nm−1, and at 237.5 K at 31 nm−1. In panel d, the points
and vertical bars represent experimentally obtained counts of γ-rays and statistic errors (standard
deviations), respectively. The lines represent fitting curves using eq. (2.23)
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2.4.6 Results Obtained by Quasielastic Scattering
Experiment Using Time-Domain Interferometry
of Mössbauer Gamma Rays

So far, QEGS measurements using TDI were performed for alloys, liquid crys-
tals, molecular liquids, ionic liquids, super-ionic conducting glasses, polymers, and
polymer nanocomposites. For supercooled glass formers, van der Waals molecular
liquid o-terphenyl, hydrogen bonding liquid glycerol, ionic liquids, and polymer
polybutadieneweremeasured to study themicroscopic dynamics toward glass transi-
tion. In glycerol and polybutadiene, the so-called de Gennes narrowing was observed
by the q-dependent studies of the structural relaxation process called as the α-process
[128]. In addition to the α-process, a local activation process called as the Johari-
Goldstein (JG) β-process was observed in o-terphenyl and polybutadiene [124, 128].
The branching temperature of the JG β-process from the α-process, which could
not be determined by conventional methods, such as dielectric spectroscopy, was
accurately obtained. The study of ionic liquid 1-butyl-3-methylimidazolium iodide
revealed that the ionic liquids are classified as so-called fragile glass formers [125].
For superionic conducting Na3PS4 glass, it was revealed that angstrom-scale trans-
lational motion of a part of Na ions occurs at picosecond to nanosecond time scale,
while the movement of PS4 ions rarely occur [129].

To understand the microscopic origin of the shear viscosity, a higher alcohol
3,7-dimethyl-1-octanol with nanometric domain structures was studied using the
multiline TDI system [130]. The dynamics of both nanometric- and molecular-
scale structures were found to relate to the slower and faster relaxation modes of
the shear viscosity. The effect of the presence of Si nanoparticles on bulk polymer
(polybutadiene) dynamics was studied for a polymer nanocomposite system [131].
B2 alloy CoGa was studied using the single-line TDI, and the possibility of the
atomic diffusion study using diffuse scattering was shown [132].

For soft materials, QEGS was applied for dynamics study of liquid crystal
molecules 4-cyano-4’-octylbiphenyl and 11-(4’-cyanobiphenyl-4-yloxy) undecyl
pentadecafluorooctanoate under layered structure in the smectic phase [133]. Both
the interlayer and intralayer molecular relaxation times were successfully observed
using the multiline TDI system. The layer order parameter of the smectic phase was
determined, and the anomalous diffusion coefficient could be obtained using the
multiline TDI system [134]. The study of cholesteric blue phase revealed that the
emergence of the mesostructure is irrelevant to the microscopic molecular structure
and dynamics in this system [135]. TDI allows the study of molecular dynamics in
smectic, nematic, and cholesteric phases.
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2.4.7 Summary and Perspective of Quasielastic Scattering
of Mössbauer Gamma Rays

Quasielastic scattering technique using SR-based Mössbauer γ-rays is a promising
technique to directly reveal the microscopic dynamics in unique timescales between
nanosecond and microsecond.

The quasielastic scattering technique using TDIwill be improved by further devel-
opments, such as an increase in detection detector efficiency, an increase in the solid
angle of γ-ray detection by introducing more detectors, and an increase in γ-ray
count rate using more γ-ray lines for measurement. These improvements greatly
help in extracting the intermediate scattering function from the spectrum and directly
visualizing the decay of the intermediate scattering function.

QEGS using 57Fe nuclear Bragg monochromator is expected to measure the
dynamics faster than the timescale covered by current QEGS using TDI, for example,
up to 100 ps. Therefore, the development of the energy-domainQEGS system and the
combination study with the TDI system expand the accessible timescales by QEGS
using the Mössbauer γ-rays. In addition, a further combination study with other
techniques, such as quasielastic neutron scattering, allows us to further understand
microscopic dynamics in complex systems. These improvements and combination
studies are important to understand the macroscopic properties and functions from
a microscopic level for both basic science and industrial applications. Furthermore,
the TDI system can be applied for studies on dynamical correlations in quantum
systems [136].

The fourth-generation SR shows much higher spatial coherency and higher
condensing properties than the third-generation SR used for the studies introduced
here. Microscopic dynamics of each spatial region in complex systems can be
measured selectively by focusing on the γ-rays. Such QEGS system with focused
γ-rays is useful, for example, to understand dynamical heterogeneity of glass formers.
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Chapter 3
Quantum Optical Phenomena in Nuclear
Resonant Scattering

Ralf Röhlsberger and Jörg Evers

Abstract With the advent of high-brilliance, accelerator-driven light sources such
as modern synchrotron radiation sources or x-ray lasers, it has become possible
to extend quantum optical concepts into the x-ray regime. Owing to the availabil-
ity of single photon x-ray detectors with quantum efficiencies close to unity and
photon-number resolving capabilities, fundamental phenomena of quantum optics
can now also be studied at Angstrom wavelengths. A key role in the emerging field
of x-ray quantum optics is taken by the nuclear resonances of Mössbauer isotopes.
Their narrow resonance bandwidth facilitates high-precision studies of fundamental
aspects of the light-matter interaction. A very accurate tuning of this interaction is
possible via a controlled placement of Mössbauer nuclei in planar thin-film waveg-
uides that act as cavities for x-rays. A decisive aspect in contrast to conventional
forward scattering is that the cavity geometry facilitates the excitation of cooperative
radiative eigenstates of the embedded nuclei. The multiple interaction of real and
virtual photons with a nuclear ensemble in a cavity leads to a strong superradiant
enhancement of the resonant emission and a strong radiative level shift, known as col-
lective Lamb shift. Meanwhile, thin-film x-ray cavities and multilayers have evolved
into an enabling technology for nuclear quantum optics. The radiative coupling of
such ensembles in the cavity field can be employed to generate atomic coherences
between different nuclear levels, resulting in phenomena including electromagnet-
ically induced transparency, spontaneously generated coherences, Fano resonances
and others. Enhancing the interaction strength between nuclei in photonic structures
like superlattices and coupled cavities facilitates to reach the regime of collective
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strong coupling of light and matter where phenomena like normal mode splitting
and Rabi oscillations appear. These developments establish Mössbauer nuclei as a
promising platform to study quantum optical effects at x-ray energies. In turn, these
effects bear potential to advance the instrumentation and applications of Mössbauer
science as a whole.

3.1 Introduction

The study and applications of light-matter interactions in the optical regime have
undergone a revolutionary development over the last decades, to the point where
now quantum technologies become a reality. Quantum mechanical phenomena in
this interaction are the domain of quantum optics, which encompasses semiclassical
setups exploiting the quantum-mechanical nature of the matter, as well as cases in
which the quantum character of the light has to be taken into account [1–4]. A key
driver for the advancement continues to be the progress in laser source technology,
also beyond the visible light regime.

3.1.1 Light Sources for X-Ray Quantum Optics

X-ray quantumoptics has not been very prominent in the early phase of x-ray science,
not least because of source limitations. For instance, unlike a laser source, typical
x-ray sources emit photons into a large number of electromagnetic-field modes, sev-
erly restricting the control possibilities offered by the light. This is no longer the case
for experimental conditions that can be realized with modern synchrotron radiation
sources and x-ray free-electron lasers, together with increasing source brilliance and
advances in x-ray optical elements and detection techniques (for a view on the evolu-
tion of the brilliance of x-ray sources, see Fig. 3.1). As a result, the study of quantum
optical effects in the interaction of light and matter moves within reach at hard x-ray
energies, and is becoming increasingly relevant for new enabling experimental possi-
bilities and for the interpretation of data obtained at these radiation sources. Broadly
speaking, the long-term goals of this approach are to fully exploit the capabilities
offered by the new x-ray sources, and to continue the success story of quantum optics
at hard x-ray energies.

3.1.2 X-Ray Quantum Optics with Atomic Resonances

Two key concepts of quantum optics are coherence and interference. Sharp reso-
nances are favorable in this regard, since the narrow linewidth translates into com-
parably long lifetimes of coherent superpositions of the involved atomic states. At
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Fig. 3.1 Evolution of brilliance (a.k.a brightness) of x-ray sources since the discovery of x-rays.
The advent of synchrotron radiation sources enabled the first accelerator-based nuclear resonant
scattering experiments following the proposal by Ruby [5]. The further increase in brilliance result-
ing from the improvement of storage-ring technology facilitated a multitude of unique applications
throughout the natural sciences [6]. The ultimate limit in storage ring technology is reached when
the diffraction limit of electron and photon beams is encountered (USR = ultimate storage ring).
A further increase in brilliance is possible with x-ray free electron lasers (XFEL) based on the
SASE process (SASE = self-amplified spontaneous emission). At these levels, the x-ray pulses may
contain several photons within the resonance bandwidth of the nuclear transition, which enables the
realization of coherent multiphoton excitations for experiments in quantum and nonlinear optics.
Ultimate brilliance values are expected when the SASE process is amplified in a cavity as proposed
in the XFEL-oscillator (XFELO) concept [7, 8]

hard x-ray energies, however, it becomes increasingly difficult to find sharp elec-
tronic resonances in atoms because they are intrinsically lifetime-broadened due to
strong competing interactions within the inner electron shell, see Fig. 3.2. A fortunate
exception from this rule are nuclear resonances. If they are of sufficiently low energy
(< 100 keV) and if the nucleus is bound in a solid, we observe the Mössbauer effect
of recoilless absorption and emission of photons. This leads to the immediate conse-
quence of coherence in the scattering of radiation from nuclear resonances because
the interaction is completely elastic (the final state and the initial state are identical).
As a result, nuclear resonances of Mössbauer isotopes are particularly promising
in terms of coherence and interference effects. On the other hand, the Mössbauer
resonances are much more narrow than the spectra of the pulses delivered by mod-
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Fig. 3.2 Bound states of electrons or nucleons in atoms are the origin of electromagnetic resonances
in matter. While the keV excited states of inner-shell electrons are affected by several competing
decay channels and thus are strongly lifetime broadened, the isolated keV nuclear resonances can
be observed with their ultranarrow natural linewidth if the nuclei are bound in a solid. This is due
to the Mössbauer effect, in which the whole solid with its large mass acts as a recoil partner so
that the recoil energy exchanged with the solid during absorption or emission is negligibly small.
The right graph shows the real and imaginary parts of the atomic scattering amplitudes f ′ and
f ′′, respectively, in the vicinities of the Fe K-edge at 7.1 keV and the 14.4 keV nuclear resonance
of 57Fe. Please note the relative amplitudes of the electronic and nuclear scattering amplitudes as
well as their largely different energy scales and spectral shapes. While the Fe K-edge absorption
proceeds from a bound state into the continuum, the 14.4 keV transition can be considered as an
almost ideal two-level system connecting two discrete nuclear levels

ern x-ray sources, such that it is challenging to strongly drive nuclear resonances
as compared to corresponding electronic resonances. Already these general obser-
vations separate electronic and nuclear resonances into complementary platforms
to establish quantum optical concepts at x-ray energies. This review will focus on
how quantum optical phenomena can be realized in the regime of hard x-rays via the
nuclear resonances of Mössbauer isotopes.

3.1.3 Collective and Virtual Effects in Quantum Optics

Next to coherence and interference, the structure and control of field modes, photon
correlations, entanglement, vacuum fluctuations and virtual processes, spontaneous
and stimulated emission, and nonlinear optical interactions are important elements
of quantum optics. They are fundamentally affected if many identical atoms are
interacting with the same radiation field. This has led to the development of the
research area of cooperative emission in quantum optics, which has been mostly
developed on theoretical grounds during many decades because the preparation of
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ensembles of identical emitters was by far not trivial for a long time. This situation
has changed significantly in recent years, e.g., due to the development of storing
and manipulating of atoms in electromagnetic traps, but also by the possibility to
prepare resonant atoms in solid state environments in a very controlled fashion. It
turns out that such a controlled preparation of identical atoms is naturally realized for
certain experimental settings involvingMössbauer isotopes, and that the engineering
of cooperative effects in turn is indispensable for implementing advanced quantum
optical schemes with nuclei.

Collective and virtual effects in the interaction of identical atoms with single
photons are the source of intriguing phenomena in atomic physics and quantumoptics
[9–22] extending into the regime of hard x-rays [23–29]. The cooperative character
of the interaction modifies the decay rate [30] (see Fig. 3.3) and shifts the resonance
energy of the atomic ensemble as compared to a single atom [31], also known as the
collective Lamb shift. Nowadays, these effects are becoming increasingly attractive
to create entangled atomic ensembles [32] for applications ranging from quantum
memories [33], quantum information processing [14] to radiative transport of energy
in light-harvesting systems [34]. In particular, as discussed in this review, they also
allow for the design of cooperative nuclear level schemes [28, 29, 35–40].

The collective decay rate of an ensemble of identical resonant atoms was intro-
duced by Dicke in his pioneering work on superradiance [30]. In contrast to the
atomic Lamb shift, the collective Lamb shift emerges when a virtual photon emitted
from one atom is not absorbed by the same atom but by another atom within the
ensemble [31, 41]. The investigation of the collective Lamb shift induced by virtual
processes has received stimulated theoretical interest [15, 18, 19, 31, 41–44] that
has been accompanied by recent experimental studies [27, 45–48]. Virtual transi-
tions not only lead to a shift of the transition energy, but have an interesting effect
on the collective decay rate as well [19–21]: They partially transfer population from
the initially superradiant state into slowly decaying states, resulting in a trapping of
the atomic excitation. On the other hand, virtual transitions open additional decay
channels for otherwise trapped states. It lies at the heart of superradiance that the
presence of many identical atoms opens a large number of potential decay channels
for collective excitations. From that perspective such systems are appealing examples
for open and marginally stable quantum many-body systems [49].

3.1.4 X-Ray Cavities as Enabling Tool for Nuclear Quantum
Optics

Today it is possible to experimentally access collections of identical resonators in a
controlled fashion, ranging from atomic Bose-Einstein condensates to quantum dots
in solid state systems.Moreover, laser technology has reached a level of advancement
that allows to control the light-matter interaction down to timescales of attoseconds.
Currently this field of research progresses to shorter and shorter wavelengths into
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the regime of hard x-rays. However, it is not only the sharpness of the nuclear reso-
nances and their favorable coherence properties which render Mössbauer nuclei an
ideal candidate to experimentally explore cooperative phenomena at x-ray energies.
Also, the possibility to engineer the interaction of x-rays with nuclei and the coupling
between nuclei via their geometric arrangement or by embedding them into photonic
nanostructures opens many fascinating routes to realize quantum optical concepts
with nuclei. In this respect, thin-film x-ray cavities and multilayers have become an
enabling technology for nuclear quantum optics. These cavities transform the prop-
agating x-ray field delivered by the source into a standing wave field structure, and
the precise placement of the nuclei within this standing wave allows for an accu-
rate tuning of the interaction of the nuclei with the x-rays. Another decisive aspect
is that the cavity geometry facilitates the excitation of single cooperative radiative
eigenstates of the embedded nuclei, and to tailor the superradiant enhancement of the
resonant emission as well as the collective Lamb shift. The possibilities are further
enriched if the magnetic substructure of the nuclei is exploited, or if different nuclear
ensembles are embedded within a single thin film structure. Then, the cavity fields
can be employed to generate atomic coherences between different nuclear states,
and to induce couplings between nuclear states up to the regime of strong collective
coupling, opening additional new possibilities. This enabled the implementation of
archetype quantum optical phenomena such as electromagnetically induced trans-
parency, spontaneously generated coherences, Fano resonances and others. While
much progress has already been achieved on the level of single excitations, we antic-
ipate further enrichment of this fascinating field of physics facilitated by the ongoing
development of modern x-ray sources like high-brilliance synchrotrons and x-ray
lasers, see Fig. 3.1. These sources are capable of delivering many resonant photons
in each single radiation pulse, providing a direct route towards multiphoton x-ray
optics, and opening perspectives for associated effects like stimulated emission, x-ray
lasing, nonlinear optics and more.

3.1.5 Outline of this Review

This review is organized as follows. In Sect. 3.2 of this chapter we review the proper-
ties of nuclear resonances as almost ideal two-level systems that can be prepared as
identical emitters in various structural arrangements. This leads us then in Sect. 3.3 to
discuss general properties of ensembles ofMössbauer isotopes forming a cooperative
atomic environment concerning their radiative properties. Specifically, in Sect. 3.4
we will discuss the properties of the nuclear exciton, i.e., the state that is formed after
impulsive excitation of a nuclear ensemble by a radiation pulse, the duration of which
is much shorter than the collective nuclear lifetime. Section 3.5 describes the most
fundamental effect of cooperative emission, the collectiveLamb shift, the observation
of which was enabled via the application of planar x-ray cavities. While this section
contains a semiclassical description of the underlying physics to illustrate the basic
concepts of x-ray cavities as ‘enabling technology’ for this field, the following Sect.
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Fig. 3.3 Illustration of single-photon superradiance according to Dicke [30]. If a sample consisting
of N identical resonant atoms is excited by a single photon, each of the atoms can be excited (red
dots), but we do not know which one. Therefore, each Fock state of the system with one atom exited
(red arrow up) contributes with the same probability to the state vector |ψ〉 of the whole sample.
Since all the singly excited states decay to the same ground state, the sample can radiate its energy
via N different pathways, so the decay proceeds N times faster than the decay of a single atom. This
applies for the case that the linear dimensions of the sample are smaller than the wavelength. In the
opposite case, the relative spatial phases of the atoms have to be taken into account which leads to a
complex non-exponential temporal evolution of the collective decay that is strongly directional [26,
50]. In experiments with x-rays, samples are typically much larger than the radiation wavelength,
so this is the most frequently encountered case. For the description of collective nuclear resonant
scattering the states |ψ〉k0 have been coined ‘nuclear excitons’ [26], in a more general perspective
they are referred to as ‘timed Dicke states’ [9]

3.6 provides a fully quantum optical description of the Mössbauer nuclei in x-ray
cavities, setting the stage for inclusion of multiphoton excitation conditions. Section
3.7 is then devoted to quantum optical effects in x-ray cavities that result from the
formation of coherences in this particular environment, like Fano resonance control,
electromagnetically induced transparency, spontaneously generated coherences, and
slow light. Further engineering of the atomic environment to form superlattices or
coupled cavities allows one to reach the regime of collective strong coupling. This
is discussed in Sect. 3.8, illustrated by the observation of normal-mode splitting and
Rabi oscillations between nuclear ensembles. Finally, Sect. 3.9 provides an outlook
on the ongoing development of modern high-brilliance x-ray sources and how they
will contribute to further development of this exciting research field.

3.2 Nuclear Resonances of Mössbauer Isotopes as
Two-Level Systems

In the x-ray regime, the nuclear resonances of Mössbauer isotopes provide almost
ideal two-level systems to study the effects of cooperative emission. After being pro-
posed by Ruby in [5], the use of synchrotron radiation for nuclear resonant scattering
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was demonstrated first by Gerdau et al. in 1985 for nuclear Bragg diffraction [51]
and by Hastings et al. in [52] for nuclear resonant forward scattering. Since then
the technique became an established method at many synchrotron radiation sources
around the world with a multitude of applications in various fields of the natural sci-
ences [6, 53, 54]. The most widely used isotope in this field is 57Fe with a transition
energy of E0 = 14.4125 keV, a natural linewidth of �0 = 4.7 neV, corresponding
to a lifetime of τ0 = 141 ns. Beamlines at present-day 3rd generation synchrotron
radiation sources like ESRF, APS, SPring8 and PETRA III deliver a spectral flux of
about 105 photons/s/�0. The radiation comes typically in pulses with a duration of a
few 10 ps, so that excitation and subsequent emission can be treated as independent
processes.

Before discussing cooperative effects in the resonant interaction of many identical
nuclei with a common radiation field, it is instructive to discuss first the scattering
behavior of a single atom. The scattered field of an atom in momentum-frequency
space is given by [55]:

A(k, ω) = −c
δ+(k, ω)

(2π)4

∫
〈� f |M(k, ω,k′, ω′)|�i 〉A0(k′, ω′)d3k ′ dω′ (3.1)

The scattering process described by this equation can be read from right to left:
The incoming field is represented by A0(k′, ω′), which may be understood as the
wave function of a photon. In fact, |A0(k, ω)|2d3k dω is the probability of finding
the incoming photon in the mode characterized by the wave vector k and energy
ω. M is the scattering operator of the atom for scattering an incident photon with
k′, ω′ into an outgoing photon with k, ω and δ+(k, ω) = −4πc/(ω2 − k2c2 + iε) is
the propagator of the outgoing photon. The scattering operator M depends on the
electromagnetic current b, on the Hamiltonian H and on the propagator G0 of the
atom:

M(k, ω,k′, ω′) (3.2)

= i

c

∫
e−i(kx−ωt)eiHt b(x)G0(t − t ′)b(x ′) e−iHt ′

ei(k′x′−ω′t ′)d3x d3x ′ dt dt ′

The propagator G0 itself can be expressed in terms of the Hamiltonian H and the
level-shift operator 
 :

G0(t − t ′) = i

2π

∫
e−iω(t−t ′)

ω − H − 
(ω)
dω (3.3)

The level-shift operator is in general non-Hermitian. 
 consists of a radiative con-
tribution 
γ resulting from the perturbation of the atom by its own photon field
(the self energy) and of a non-radiative contribution 
α that originates from inter-
nal conversion. The real part of 
 gives the single-atom Lamb shift [56] while the
imaginary part is the decay width of the transition. The smaller this imaginary con-
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tribution becomes, the more pronounced is the resonance behavior of the propagator.
This leads to a strong enhancement of the scattering in the vicinity of sharp nuclear
resonances.

Since we are interested here in coherent elastic scattering (ω = ω′) we consider
only the diagonal elements of the operatorM. The currents b of the atom are split into
the nuclear and the electronic part. This gives three contributions to the scattering
operator: the pure electronic part E, the pure nuclear part N, and an interference
term between the nuclear and electronic currents that can be neglected in most cases.
The nuclear contribution to the atomic scattering operator for an unsplit (single-line)
nuclear resonance is given by:

N(k, ω,k′, ω) = ei(k−k′)·R f0 (�0/2)

ω − ω0 − i

with f0 = fL M

2k0

2Ie + 1

2Ig + 1

1

1 + α
(3.4)

where fL M is the Lamb-Mössbauer factor, Ig and Ie are the spins of the ground and
excited nuclear states, respectively, and α is the coefficient of internal conversion.
Effectively, the situation of an unsplit ground and excited state justifies a scalar
approach to the scattering problem. As we will see in the next section, 
 is not a
property of the single atom only, but can be greatly affected by cooperative effects,
i.e., by the radiative coupling of many identical atoms.

3.3 The Nuclear Level Width in a Cooperative Atomic
Environment

In an ensemble of many identical atoms a radiated photon may interact not only with
the same atom but also with identical atoms within the same ensemble. To describe
this interaction a diagrammatical approach was introduced by Friedberg et al. in [31]
that is illustrated in Fig. 3.4.

This leads to the complex-valued self-energy correction 
C = LC + i �C of the
collective resonance energy of the atomic ensemble. To sum all these repeated dia-

Fig. 3.4 Photon scattering from a resonant atom (vertical double line: excited state) involving the
exchange of virtual photons (horizontal wavy lines) with other atoms in the ensemble. The total
amplitude is given by the sum over all possible diagrams
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grams in Fig. 3.4 we note that the Fourier transform G̃(ω) of the excited-state prop-
agator G(t − t ′) satisfies the Dyson equation

G̃(ω) = G̃0(ω) − iG̃0(ω) 
̃C(ω) G̃(ω) (3.5)

where G̃0(ω) = 1/(ω − H − 
(ω)) is the uncorrected propagator of the single atom.
Solving Eq. (3.5) for the corrected propagator yields:

G̃(ω) = 1

ω − H − 
(ω) − 
C(ω)
. (3.6)

It should be noted that the Dyson equation above only provides the proper summing
of the repeated diagrams in Fig. 3.4. The amplitudes of the individual diagrams
have to be calculated before. The diagrammatical technique has been applied in
a pioneering paper [31] to calculate the collective Lambshift. Since then the CLS
has been calculated for various geometries (sphere, cylinder, slab) and models for
the electromagnetic field (scalar/vector) [11, 31, 41, 57, 58]. The result of these
calculations in the large-sample limit, i.e., for k0 R � 1 with R being the size of the
sample can be summarized as follows :


C ≈ i�C

(
1 − i S

k0R

)
with �C = 3

2

N

(k0R)2
�0 = ρλ2R

2π
�0 , (3.7)

where ρ is the number density of resonant atoms in the sample. S is a factor that
depends on the shape of the sample and on the scalar/vector model of the field.
Thus, for the CLS to be observable, the quantity ρ λ3 has to be sufficiently high. In
gaseous samples, however, an increase of the density goes along with the increase of
interactions between atoms, leading to collisional broadening of the resonance line.
In condensed matter systems significantly higher number densities than in gases can
be reached without these perturbing effects. In this case a detrimental effect that
could quench cooperative emission is the inhomogeneous broadening of atomic and
nuclear resonances due to interactions of the resonatorswith their environment.While
atomic resonances are most susceptible to the interaction with their surrounding,
nuclear resonances are much less affected. In fact, by controling the environment
of the Mössbauer isotopes in solids it is possible to prepare ensembles of identical
resonators with high number density while still keeping the natural linewidth of
the transition. It appears that the narrow nuclear resonances of Mössbauer isotopes
provide an almost ideal two-level system for the study of cooperative effects in the
interaction of x-rays with matter.

In the following we will describe a procedure how to calculate the eigenmodes
of an ensemble of resonant atoms that yields the eigenfrequencies together with
the complex self-energy correction 
C . The derivation follows in great parts the
treatment given in [26], p. 234ff.
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3.4 The Nuclear Exciton, Radiative Eigenstates and
Single-Photon Superradiance

Soon after the discovery of the Mössbauer effect it became clear that ensembles of
nuclei collectively excited by single photons bear a number of fascinating proper-
ties. These states have been called ‘nuclear excitons’ and the physics of them was
explored theoretically byAfanas’ev andKagan [23] as well as Hannon and Trammell
[24, 25]; for an extensive review see [26]. With the advent of high-brilliance syn-
chrotron radiation it became possible to prepare such states and study their properties
systematically. Due to the small number of photons per mode of the radiation field
at these sources, however, there is in most cases only one photon interacting with
the resonant ensemble at a time. In the following we investigate collectively excited
atomic (nuclear) states that have been created by short-pulse excitation containing
one photon at most. Since we do not know which nucleus is excited, all possible
Fock states |b1 b2 . . . a j . . . bN 〉 containing one excited nucleus (a j ) while the others
(bi ) are in the ground state, contribute with equal weight to the state vector of the
whole system. In this sense, the superradiant excitonic states are those of maximum
delocalization of the excitation energy.

For the case that the sample extension R is much smaller than the wavelength of
the radiation, k0R � 1, the exciton state is written as

|�e〉 = 1√
N

|b1 b2 . . . a j . . . bN 〉. (3.8)

This state is fully symmetric with respect to exchange of any two atoms, therefore
it is often called the symmetric Dicke state. In most cases of optical physics up into
the x-ray regime, however, the opposite limit is encountered where k0R � 1, so that
the spatial position of the atoms within the ensemble has to be taken into account:

|�e(k0)〉 = 1√
N

∑
j

ei k0·R j |b1 b2 . . . a j . . . bN 〉, (3.9)

where k0 is the wave vector of the incident photon andR j denotes the position of the
j th atom. This state was introduced to describe coherent nuclear resonant scattering
as ‘nuclear exciton’ [23, 26] or more recently as ‘timed Dicke state’ [41], because
atoms at various locations within the extended sample are excited at different times.

3.4.1 Radiative Normal Modes

The collective spectral response of a given ensemble of emitters and the tempo-
ral evolution of its decay can be obtained by determination of the radiative normal
modes. The scattering of an external wave proceeds via virtual excitation of these
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modes as intermediate states. The decay of a collectively excited state is then a super-
position of exponentially decaying normal modes of the system. In the following we
will summarize how to obtain the Hamiltonian equation of motion of the system
that determines the complex normal mode frequencies ωn , based on the formalism
layed out in Ref. [26]. Due to retardation effects in the ‘timed Dicke state’ of Eq.
(3.9), the Hamiltonian is symmetric rather than Hermitian. For that reason the eigen-
modes |�n〉 are transpose orthogonal rather than Hermitian orthogonal. A general
superposition exciton state |�e〉 = ∑

an |�n〉, prepared by pulsed excitation, will
develop dynamical beats in the time evolution of its decay, resulting from destructive
interference effects between the light emitted from the normal modes. Under certain
conditions, however, a single superradiant eigenmode |�e(k0)〉 can be excited that
exhibits a simple enhanced exponential decay. This is the case for single crystalline
samples if the wavevector k0 of the incident photons satisfies a symmetric Bragg
condition or if k0 excites a single mode in a cavity [59]. If k0 is off-Bragg (i.e. trans-
mission in forward direction) then |�e(k0)〉 is a superposition of normal modes. The
spread of frequencies of these modes and their Hermitian nonorthogonality deter-
mine the superradiant decay at early times and the emergence of dynamical beats
thereafter. Because the energy bandwidth of the synchrotron radiation pulses (meV -
eV, depending on the degree of monochromatization) is much larger than the natural
linewidth of the nuclear transition (4.7 neV for 57Fe), the incident pulse covers the
energies of all radiative eigenmodes of the sample, such that their excitation only
depends on arrangement of the nuclei.

In a classical system of resonators with oscillating dipole moments, the coupled
equations of motion lead to an eigenvalue equation from which the eigenfrequen-
cies and the eigenvectors of the semi-stationary (decaying) normal modes can be
determined:

h̃ X = ωX (3.10)

with X being an N -component vector that contains the amplitudes of all N oscilla-
tors. h̃ is the Hamitonian of the system. In a quantum mechanical description one
obtains the equations of motion by taking the Fourier transform of the decaying
exciton G0(t − t ′) |�e(k0)〉 with G0(t − t ′) given by Eq. (3.3) [26]. The Hamilto-
nian equation of motion has the same shape as Eq. (3.10) where the state vector is
now the nuclear exciton

X = |�e〉 =
∑

j

c j |b1 b2 . . . a j . . . bN 〉 =

⎛
⎜⎜⎜⎝

c1
c2
...

cN

⎞
⎟⎟⎟⎠ (3.11)

where here and in the following for notational simplicity we identify the quan-
tum mechanical states with their vector representation in the basis of Fock states
|b1 b2 . . . a j . . . bN 〉. The Hamiltonian is given by
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hii = ω0 − i�

2
and hi j (i 	= j) = −�γ

2
κi j

eik0 Ri j

k0Ri j
(3.12)

with

κi j ≈
{

3
2

(
3 cos2 � − 1

) [
1

(k0 Ri j )2
− i

k0 Ri j

]
(near zone Ri j � λ)

3
2 sin

2 � (far zone Ri j � λ)
(3.13)

where� is the angle between thewavevector of the outgoing photon and the polariza-
tion direction of the oscillator as determined by the polarization of the incident pho-
ton. The complex frequencies ωm = ω′

m − i�m/2 of the normal modes are obtained
via the determinant equation

Det[h̃ − ω 1̃] = 0 (3.14)

where 1̃ is the N × N unity matrix. The resulting frequencies ω′
m and the decay

widths �m will generally be different from the corresponding values of an isolated
nucleus. After determination of the eigenvectors Xm we obtain the N × N matrix U
that diagonalizes the Hamiltonian h̃ (the rows of U are the transpose eigenvectors
XT

m):
U h̃ U−1 = ω̃ (3.15)

with U−1 = U T and ω̃ being the diagonal eigenvalue matrix [ω̃]mn = ωm δmn . Since
the trace of a matrix is an invariant under a similarity transformation, we have
Tr(h̃) = Tr(ω̃), which is equivalent to:

∑
m

ωm = N

(
ω0 − i�

2

)
(3.16)

From this equation two important sum rules for the real and imaginary part follow:

∑
m

δω =
∑

m

(ω′
m − ω0) = 0 (3.17)

∑
m

�m = N �0 (3.18)

The frequency shift sum rule, Eq. (3.17), means that the frequency shifts of all modes
average to zero. If some modes are selectively excited or unequally populated, one
may nevertheless observe an overall net shift. The decay width sum rule, Eq. (3.18),
states that the decay width averaged over all modes equals that of a single resonator.
With the normal mode state vectors |�m〉 and their complex frequencies ωm now at
hand, we can calculate the time evolution of any single-exciton state |�e〉 via

|�e(t)〉 =
∑

m

am e−iωm t |�m〉 with am = 〈�T
m |�e〉 (3.19)
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In a synchrotron experiment with broadband excitation, we observe the decay of the
excitation probability that is given by

I (t) = 〈�e(t)|�e(t)〉 =
∑
m,n

a∗
n am ei(ω∗

n−ωm )t 〈�n|�m〉 (3.20)

Since the normal modes |�m〉 are transpose orthogonal rather than Hermitian orthog-
onal, we have in general 〈�n|�m〉 	= 0. This gives rise to dynamical beats between
the modes in the temporal evolution I (t) of the decay. In the following subsec-
tions we discuss the most frequently encountered cases, i.e., forward scattering and
Bragg scatteringwith particular emphasis on cooperative effects encountered in these
geometries.

3.4.2 Forward Scattering

The state vector in Eq. (3.8) corresponds to the small sample limit, also called the
simple Dicke limit. The time evolution of the decay of this state to the ground state
is strictly exponential, but due to the lack of spatial phasing there is no directionality
involved. On the other hand, for extended samples (k R � 1) the spatial phasing in
Eq. (3.9) leads to directional emission that is the situation most frequently encoun-
tered in experiments, especially in the regime of hard x-rays.

The exciton |�e(k0)〉 created by the synchrotron pulse can be considered a Bloch
wave given by Eq. (3.9). However, the Bloch waves are generally not the true radia-
tive normal modes in a crystal. In general, the Bloch state |�e(k0)〉 is a superposition
of radiative eigenmodes, which exhibit a distribution of eigenfrequencies and decay
rates. In all cases, the initial decay is always superradiant but the decay at delayed
times is drastically different, depending on whether the exciton |�e(k0)〉 is an eigen-
mode or not.1 In the case of an eigenmode, the scattered signal I (t) exhibits a pure
exponential decay with an enhanced decay rate. On the other hand, if |�e(k0)〉 is a
superposition of eigenmodes, the superradiant components die out quickly, leaving
a superposition of slowly decaying components with a distribution of eigenmode
frequencies. This leads to a slowly decaying beating signal at delayed times, referred
to as dynamical beats or propagation quantum beats, as illustrated in Fig. 3.5. They
have been observed not only for nuclear resonant scattering [50], but also for coher-
ent forward scattering from excitons in the optical domain [60]. Quantitatively, the
response function of the sample, characterizing the amplitude of the scattered light
for an incident field δ(t), is given by

A(t) = δ(t) − e−�0t/2�
�C

�

J1(
√
4�C t/�)√
�C t/�

, (3.21)

1In a great part of the literature about the collective Lamb shift the values given are valid only for
the initial phase of the temporal evolution where the decay can be considered superradiant.



3 Quantum Optical Phenomena in Nuclear Resonant Scattering 119

where �C depends on the thickness of the sample, see Eq. (3.7) with R = L‖. At
early times the decay is essentially superradiant with an enhanced decay width given
by �0 + �C . At delayed times the decay of the exciton proceeds with an envelope
given by 1/

√
t3 and an onset of dynamical beats ∼ cos2(

√
t). The width �C for the

initial radiative decay is given by [26]

�C(k0) = �γ

4π N

∫
d� sin2 � |S(k − k0)|2 (3.22)

with

S(k − k0) =
N∑

j=1

exp[−i(k − k0) · R j ] (3.23)

where k is the wavevector of the outgoing photon, and the sum runs over all N
atoms in the sample. |S(k − k0)|2 = N 2 in those directions k where constructive
interference takes place for the amplitudes emitted from all nuclei, as it applies for
forward scattering. In this case the decay width is given by

�C(k0) = �γ

N

4π

� (3.24)

where 
� is the solid angle around k0 for which (k − k0) · (Ri − R j ) < 1 for all
interatomic distances. Thus, due to the phasing, the emission preferentially proceeds
into the direction of the incident photon wave vector.2

Equation (3.24) implies that 
� strongly depends on the dimensionality and the
shape of the sample. For a 3-dimensional sample we find that
� ≈ (λ/L⊥)2, where
L⊥ is the dimension of the sample transverse to k0. In this case we obtain

�C(k0) = 1

4π
ρ λ2 L‖(k0) �γ , (3.25)

where L‖(k0) is the dimension of the sample along the direction of k0 and ρ =
N/(L2

⊥ L‖) is the number density of resonant atoms in the sample. The product
ρ λ2 L‖ has an interesting interpretation: It is the number of resonant atoms in a
column with cross section λ2 and length L‖, as illustrated in Fig. 3.5.

It is instructive to take another view on forward scattering by dividing the sample
into M thin layers (see Fig. 3.5) and solve for the time dependent response of the
oscillators in each layer as they act under the influence of the radiation fields from
all the other layers after pulsed excitation. The initial phasing of the emitters in each
layer is assumed to be symmetrical, i.e., they radiate equally in both forward and

2The directional emission of single photons has been called counterintuitive [9] since no macro-
scopic dipole moment is involved in the single-excitation timed Dicke state Eq. (3.9) like it is the
case, e.g., for a fully inverted system. Therefore one might expect that a weakly excited system
radiates with an undirected emission pattern as a single atom does. The directionality, however, is
just another consequence of the coherence involved in the scattering process.



120 R. Röhlsberger and J. Evers

Fig. 3.5 a Dynamical beats in nuclear resonant forward scattering through an optically thick foil
of D = 20μm stainless steel, where the 57Fe nuclei act as single-line resonators. For times later
than t ∼�/�C after excitation the temporal evolution is dominated by dynamical beats described
by Eq. (3.21). The dashed line in the graph illustrates the initial superradiant part of the temporal
evolution that proceeds as I (t) = I0 exp[−(1 + χ) t/τ0] with a speedup factor of χ = 60. b χ =
�C/�0 ∼ ρ λ2 L‖ is the number of resonant atoms N in the column of cross section λ2. Reprinted
from [61], Copyright 2012, with permission from Wiley

backward directions. In forward scattering, however, there is no radiative coupling
with another scattering channel (as it is in Bragg geometry), and this leads to an
asymmetry: While the mth layer acts under the influence of the (m − 1) upstream
layers, the downstream (M − m) layers have no effects on the mth layer. As a result,
the emitters in the first layer radiate at their natural resonance energy ω0 and decay
rate �0 while the emitters in the M th layer are driven by the fields from all upstream
layers. This strong driving eventually forces the downstream layers out of phase with
the upstream layers resulting in dynamical beats and a nonexponential decay at late
times. On the other hand, if the incident wave vector satisfies the symmetrical Bragg
condition, then the radiated waves are constructive in both transmitted and reflected
directions. As a result, the driving forces on each oscillator in the sample are equal,
leading to a normal mode oscillation with superradiant decay width �C at the natural
resonance frequency ω0.

It should be noted that the formalism outlined so far is valid only in the local or
Markov approximation, i.e., for slowly evolving systems that do not change much
while the signal propagates through the sample. In case of large samples that violate
the local approximation the dynamics becomes nonlocal in time and one expects
collective oscillations in the atomic population resulting from subsequent emission
and reabsorption of radiation within the sample [15, 62, 63].

3.4.3 Bragg Scattering

In contrast to forward scattering, theBragg exciton is an eigenmode that radiates at the
natural resonance frequency ω0 with an exponential accelerated decay. This can be
understood via the normal mode analysis presented above. For a crystal consisting
of M resonant layers, each layer separately has two-dimensional normal modes
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corresponding to Blochwaves. The layers scatter into the same outgoing fieldmodes,
which at the same time couples the different layers. As a result, the crystal of M layers
with a spacing of d will give rise to M different linear combinations of the single-
layer solutions [26]. Factorizing out the two-dimensional component corresponding
to the single-layer Bloch waves, the part of the excitonic state characterizing the
superposition of the different layers is given by

|�e(k0)〉 = 1√
M

⎛
⎜⎜⎜⎝

1
eig0d

...

eig0d(M−1)

⎞
⎟⎟⎟⎠ , (3.26)

with g0 = k0 sin�B . At the Bragg angle�B we have nλ = 2d sin�B with a natural
number n, so that g0d = nπ if the Bragg condition is fulfilled. Thus, at the exact
Bragg angle for a symmetric Bragg reflection, the phasing is such that only the
superradiant eigenmode state is excited. With increasing deviation from the Bragg
angle, in addition to the superradiant eigenmode, various other normal modes are
virtually excited. As a result, the weighted resonance energy is shifted from ω0, and
the effective decay width is reduced. Quantitatively, the reflectivity of a thin crystal
consisting of M resonant layers in the vicinity of the resonance energy ω0 is given
by [26]:

R(ω, δ) = 1

1 − i Mδ

i�C/2

[ ω0 − ω − i�0/2 − i(�C/2)/(1 − i M/δ)] (3.27)

with δ = k0d cos�B δ�. d is the spacing of the lattice planes, δ� = � − �B is the
deviation of the incidence angle � from the exact Bragg angle �B , and �C is given
by Eq. (3.25). Thus, in Bragg geometry, the effect of the collective resonant scattering
is an enhancement of the decay width to

� = �0 + �C

1 + (Mδ)2
(3.28)

while the resonance frequency ω′
0 is shifted relative to ω0 by the amount


ωc(δ) = ω′
0 − ω0 = Mδ

1 + (Mδ)2

�c

2
(3.29)

Accordingly, inBragggeometry the collectiveLamb shift
ωc changes fromnegative
to positive values if the angle of incidence crosses the Bragg angle from below. Such
a behaviour has been experimentally observed in nuclear Bragg diffraction from
perfect single crystals of FeBO3 [64]. It was also reported in a theoretical study for
a density modulated slab of material [65].
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3.5 Cooperative Emission and the Collective Lamb Shift
in a Cavity

It has been shown in the previous Sect. 3.4.3 that radiative eigenstates of a resonant
collection of identical atoms can be selectively excited by proper phasing of the
resonators. This is the case, for example, if the atoms are arranged in a crystal and
the incident wavevector matches a symmetric Bragg reflection. Here we discuss
another phasing scheme for a superradiant eigenstate that leads to large cooperative
effects and exhibits a high degree of experimental tunability. This is the case if the
resonant atoms are embedded in a planar cavity that is excited in its first-order mode,
as sketched in Fig. 3.6. An ultrathin layer of 57Fe atoms is located in the plane at z = 0
the center of the cavity. The layer system that forms the planar cavity consists of a
material of low electron density (e.g., carbon) as a guiding layer that is sandwiched
between two layers of high electron density (e.g., Pt) acting as total reflectingmirrors.

The two phasing schemes are in fact closely related. In the Bragg case, the phasing
leads to constructive interference if the condition nλ = 2d sin�B is satisfied. Then,
different scattering pathways through the crystal add up in phase. We can relate
this expression to the cavity case by rewriting λ = 2π/kλ with the wave number
kλ, and evaluating the corresponding wave number normal to the cavity surface via
sin�B = k⊥/kλ. Using λ⊥ = 2π/k⊥, the Bragg condition becomes d = nλ⊥/2,
which is the usual resonance condition for the nth mode of a perfect resonator with
length d. One may therefore interpret a cavity as a Bragg setting “folded” into one
layer via the action of the mirrors. This way, also the scattering pathways shown in
Fig. 3.6 can be related to the corresponding pathways in the Bragg case.

To find the complex eigenfrequencies of the system we reverse the solution pre-
cedure outlined above, first obtaining the eigenmodes by symmetry and then solving
for the eigenfrequencies. We find for the electric field in the regions above and below
the resonant layer at z = 0

Fig. 3.6 a Structure of the planar cavity and scattering geometry used for calculation of the CLS for
an ensemble of resonant 57Fe nuclei embedded in the center of its guiding layer. bDepth dependence
of the normalized radiation field intensity in the first-order guided mode of the cavity. Dashed lines
mark the interfaces between layers



3 Quantum Optical Phenomena in Nuclear Resonant Scattering 123

E(z) =
{

A (eikz z + rm e−ikz z), (z > 0)
B (e−ikz z + rm eikz z), (z < 0)

(3.30)

where kz is the wavevector in z direction and rm is the reflection coefficient of the
mirrors. The reflection and transmission coefficients of the ultrathin resonant layer
(thickness d) are given by

rr = i f d

1 − i f d
, tr = 1 + rr , with fn = fn(ω) = 2πρ

k2
0

f0(�0/2)

ω − ω0 − i(�0/2)
(3.31)

where fn is the nuclear scattering amplitudewith f0 defined inEq. (3.4).Matching the
fields in Eq. (3.30) above and below the resonant layer under conditions of resonant
transmission and reflection leads to

(
A

B

)
=

(
rrrm trrm

trrm rrrm

) (
A

B

)
(3.32)

The eigenfrequencies are determined from the coresponding determinant equation:

rm(rr ± tr ) = 1 (3.33)

where the sign distinguishes between the odd and even solutions for the field in
the cavity. Odd modes are those with a minus sign; they have a node at z = 0 and
thus do not interact with the resonant layer. For the even modes Eq. (3.33) turns into
rm(2rr + 1) = 1 from which we derive that f d = i (1 − rm)/(1 + rm) which yields
the complex eigenfrequency

ω = ω0 − i�0

2

[
1 − 2πρ f0d

k2
0

(
1 + rm

1 − rm

)]
. (3.34)

From this expression we obtain the frequency shift

LC = 2πρ f0d

k2
0

�0 Im

(
1 + rm

1 − rm

)
. (3.35)

For highly reflecting mirrors with |rm | ≈ 1 the expression on the right can become
quite large. Effectively, the cavity promotes the exchange of real and virtual photons
between the resonant atoms within the ensemble, leading to large values for the
cooperative decay width and the collective Lamb shift.

For a more rigorous description we treat the propagation of x-rays in stratified
media within a transfer matrix formalism [66]. Owing to the high energies of x-
rays compared with electronic binding energies in atoms, the refractive index n of
any material is slightly below unity. Thus, n is commonly written as n(E) = 1 − δ.
Accordingly, in the X-ray regime, every material is optically thinner than vacuum,
thus total reflection occurs for angles of incidence (measured relative to the surface)
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below the critical angle φc = √
2δ. Since δ = 10−6 . . . 10−5 for hard X-rays with

energies between about 10 and 20 keV, the critical angle ϕC is typically a fewmrad. In
the regime of total reflection, the radiation penetrates only a few nm into the material
via the evanescent wave. In the example shown in Fig. 3.6, the top Pt layer is thin
enough (2.2 nm) so that x-rays impinging under grazing angles can evanescently
couple into the cavity.

Constructive superposition of the partial waves inside the cavity occurs at certain
angles when the thickness of the guiding layer equals an integer multiple of the

standingwave period that is given by (λ/2)/
√

ϕ2 − ϕ2
C , where ϕC is the critical angle

of total reflection of the guiding layer material. This leads to a strong amplification of
the local photonic density of states, limited only by the photoabsorption in the guiding
layer material. In the first-order mode excited at about ϕ = 2.5 mrad, illustrated in
Fig. 3.6, one obtains a 25-fold enhancement of the normalized intensity in the center
of the cavity.

In the following we calculate the spectral response of this system around the
nuclear resonance energy to determine the collective decay width and the collective
Lamb shift of the nuclei in the cavity. This can be accomplished via a perturbation
expansion of the resonant reflectivity R of the cavity in powers of the nuclear scat-
tering amplitude fn at the angular position ϕ = ϕ1 of the first-order mode [27]. Each
order of the perturbation series of R corresponds to one of the outgoing partial waves
Ai that are emitted from the nuclear ensemble at the ‘vertices’ (denoted by the black
dots) in the diagram. In order to sum up all the partial waves Ai , we note that the
scattered amplitude in the nth outgoing wave is related to the (n − 1)th amplitude
via

An = (i d fn) p q An−1 (3.36)

Here d is the thickness of the 57Fe layer and p and q are the amplitudes of the
wavefields (at the position of the resonant nuclei) propagating in the directions of the
incident and the reflected beams, respectively. The depth dependence of the relevant
product p q for the first-order mode of the cavity used here is shown in Fig. 3.6b.
For the first vertex we have A1 = (i d fn) p2 A0 that also includes the coupling of
the radiation into the cavity. Finally, the sum over all orders results in

R = i d fn p2
∞∑

k=0

(i d p q fn)
k = i dp2 fn

1 − i d p q fn
. (3.37)

Inserting fn(ω) as defined in Eq. (3.31) we obtain a spectral response that is again a
Lorentzian resonance line

R(ω) = C d p2 (�0/2)

ω − ω0 + LC + i(�0 + �C)/2
with C = 2πρ cn

k0 k0z
(3.38)

that exhibits a decay width of �C = C d |Re(p q)| �0 =: χ �0 and an energy shift
of LC = −C d Im(p q) �0/2. Combining these results into one expression for the
complex-valued frequency shift 
C , we obtain
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Fig. 3.7 a Measured time response of a 1.2nm thick layer of 57Fe atoms embedded in the center
of the planar cavity (Fig. 3.6), excited in the first-order mode. The decay proceeds exponentially
over two orders of magnitude with a speedup of χ = 65 compared to the natural decay (upper
dashed line). At later times the decay levels off into a curve with a much smaller slope, resulting
from residual hyperfine interactions of the nuclei in the C matrix. b Experimental setup to record
the energy spectrum of the radiation reflected from the cavity. The analyzer is a 6 μm thick foil
of stainless steel 57Fe0.55Cr0.25Ni0.20 where the 57Fe exhibits a single-line nuclear resonance. It
is mounted on a Doppler drive in order to obtain the spectrum by recording resonantly scattered
photons as function of the drive’s velocity. c The measured energy spectrum is strongly broadened
due to the superradiant enhancement. Its center is shifted by about -9�0 which is the collective Lamb
shift for this sample [27]. Reprinted from [67], Copyright 2015, with permission from Springer
Nature


C = i�C

(
1 + i

Im(p q)

|Re(p q)|
)

(3.39)

The collective Lamb shift in single-photon γ -ray superradiance has been experimen-
tally confirmed in an experiment at the European Synchrotron Radiation Facility
(ESRF) [27], see Fig. 3.7.

While for a spherical atomic cloud the collective Lamb shift scales with the
quantity ρλ3 [31, 41], in this setting it scales with ρAλ2, where ρA is the areal
density of the resonant nuclei in the sample. Here the ensemble of resonant nuclei
effectively appears to be two-dimensional because all nuclei within the thin layer
are confined to a dimension that is small compared to the period of the standing
wave in the cavity. As a result, the cooperative emission from the nuclei in the
cavity takes place in the limit k0zd � 1, so that essentially the small-sample limit of
Dicke superradiance is realized here, while the directionality of the emission is kept
because the resonant nuclei interact only with one guided mode of the cavity with a
well defined wavevector. One may speculate that if the resonant atoms are confined
in a 1-dimensional structure like a fiber, the collective Lamb shift might scale as ρLλ,
where ρL is the linear density of the atoms [61, 68]. This could lead to relatively
large values of the CLS. The preparation of corresponding samples is certainly more
demanding, although x-ray waveguides with a 2-dimensional confinement of the
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photonfield have already be demonstrated [69]. Evenmore interesting it is to consider
a 0-dimensional confinement of the atoms, e.g., in a 3D cavity. Thiswill be practically
impossible for x-rays, but has been demonstrated with microcavities in the optical
regime [70].

The cavity is an ideal laboratory to study features of cooperative emission. In the
followingwe exploit this to study the dependence of theCLSon the size of the sample.
For that purpose we increased the thickness of the resonant layer while keeping the
areal density of the resonant atoms constant. Calculations of the cavity reflectivity
for an extended ensemble of atoms distributed over the standing wave within a 3rd
order guided mode are shown in Fig. 3.8a. A close inspection reveals two prominent
features: First, one observes a sharp dip in the reflectivity spectrum at the exact
resonance energy (
 = 0). This structure is very reminiscent of the transparency dips
that appear in the phenomenon of electromagnetically induced transparency (EIT)
in quantum optics [71, 72]. As will be discussed in Sect. 3.7.2, there is indeed a
mechanismwhich leads to EIT in the case of nuclear resonant scattering from a cavity
that contains resonant atoms. Second, the CLS (determined from the center of gravity
of the curve), is a non-monotonous function of the thickness of the atomic ensemble
within the cavity. This behavior can be studied particularly well if higher-order
modes are employed where the resonant atoms can be distributed over a large range
of k R values within the cavity, see Fig. 3.8b. The results are displayed in Fig. 3.8c.
For comparison, we have used the function a + b(sin 2k R)/(2k R) (dashed lines) to
pinpoint the functional dependence of the oscillations in the CLS with increasing
sample size as it was predicted first in [31] and recently experimentally verified [45].
A rigorous theory to describe this behaviour on the basis of the cavity geometry used
here, however, still has to be developed.

3.6 QuantumOptics of Mössbauer Nuclei in X-Ray Cavities

The reflectance and spectral response of an x-ray cavity can be calculated using
different techniques (see Fig. 2 in [40]). One approach is Parratt’s formalism [73],
in which all possible scattering pathways arising from the material boundaries are
summed up. A generalization of this technique which enables one to include reso-
nant multipole scattering with its polarization dependence has been formulated in a
transfer-matrix formalism (for an overview, see [6]). A numerical implementation
of this formalism is provided via the CONUSS software package [74]. An alterna-
tive approach involves the direct numerical integration of Maxwell’s equations, via
a finite-difference time-domain method [75]. The analysis so far, however, focused
to the case of linear light-matter interaction with classical light fields. Moreover,
these methods do not enable one to interpret the obtained spectra in terms of the
underlying nuclear dynamics. In the following, we therefore focus on a recently
developed quantum optical framework for the description of ensembles of nuclei
in x-ray cavities [35, 37]. The key idea of this approach is to relate the entire sys-
tem comprising the x-ray cavity and the large ensemble of multi-level nuclei to that
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Fig. 3.8 The collective Lamb shift (CLS) for an extended layer of resonant atoms within the
cavity. Left column: cavity reflectivity in the third-order guided mode for increasing thickness D
of the resonant layer. The insets show the cavity cross section with the resonant layer (red) and the
standing wave intensity pattern (solid line). Right column: CLS as function of kz D for the 7th and
11th order mode in a Pt/C/Pt cavity with a 100nm thick guiding layer. Similar curves have been
observed recently in an experiment involving thin layers of atomic vapor [45]. Reprinted from [61],
Copyright 2012, with permission from Wiley

of a corresponding “artificial atom”, that is, a quantum optical few-level structure
which for low probing fields gives rise to the same response. This method has the
advantage that it treats the x-ray field as quantized, enables one to explore non-linear
and quantum effects, allows for a full interpretation, and for a quantitative modeling
of experiments. On the other hand, designing the cavity geometry and the nuclear
level structure in a suitable way enables one to design artificial atoms with properties
which reach beyond what is available in natural atoms [29, 68]. We note that the
quantum optical model presented here recently was promoted to an ab-initio theory,
in which themodel parameters and the realized artificial quantum system can directly
be calculated from a given cavity structure [40, 76]. As compared to previous mod-
els, this ab-initio theory further predicts qualitatively new phenomena, e.g., related
to the effect of off-resonant cavity modes on the nuclear dynamics.
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3.6.1 Quantum Optics of the Empty Cavity

To illustrate the photonic environment in a cavity without nuclei, we restrict the
discussion to a single cavity mode and neglect the light polarization for the moment.
The probing x-rays have frequency ω and a wave vector k that defines the incidence
angle θ . The cavity modes are characterized by discrete wave number components
perpendicular to the cavity surface, but continuous wave number components along
the surface. The boundary conditions impose that thewave vectorkC inside the cavity
has a component |kC | cos(θ) along the cavity surface. The component transverse to
the cavity surface, however, is fixed by the guided mode standing wave condition to
|k| sin(θ0), if θ0 is the incidence angle under which this mode is driven resonantly
for incident wave number |k|. Thus, |kC | =

√
|k|2 cos2(θ) + |k|2 sin2(θ0), and a

detuning 
C = ωC − ω ≈ −ωθ0
θ between the cavity resonance frequency and
the frequency of the incident light can be defined, which can be tuned via small
variations in the incidence angle 
θ = θ − θ0 from the resonance condition. With
this detuning, the Heisenberg equation of motion for the cavity mode in the absence
of nuclear resonances characterized by annihilation [creation] operators a [a†] is
given by

d

dt
a = −(κ + i
C)a + √

2κR ain , (3.40)

where κ is the overall damping rate of the cavity mode, κR characterizes the evanes-
cent coupling into and out of the cavity mode, and ain the applied x-ray field. In
practice, κR can be adjusted, e.g., by choosing the thickness of the cavity top layer
through which the x-rays evanescently couple into the cavity mode. From the cavity
field operators, the empty cavity reflectance |Rc|2 can be obtained via the input-output
relations [77] aout = −ain + √

2κR a, using Rc = 〈aout〉/〈ain〉. In the stationary state
(SS) ȧ(SS) = 0, such that

a(SS) =
√
2κR ain

κ + i
C
(3.41)

and

Rc = 2κR

κ + i
C
− 1. (3.42)

At the so-called critical coupling condition 2κR = κ , the reflectance |Rc|2 vanishes
on resonance 
C = 0, which can be interpreted as destructive interference between
light reflected from the outside of the cavity with that coupling out of the cavity
mode. If operated in this regime, the cavity can be employed to suppress a significant
part of the background photons, facilitating the detection.
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3.6.2 Quantum Optics of a Cavity Containing Resonant
Nuclei

Next we consider the effect of the nuclei on the cavity, restricting the discussion to
the single-excitation subspace spanned by the two collective states |G〉 and |E〉. The
nuclei effectively act as a source term for x-ray photons in the empty cavity equation
of motion (3.40), which is modified to

d

dt
a = −(κ + i
C)a + √

2κR ain − ig∗√N |G〉〈E |, (3.43)

where g is the x-ray-nucleus coupling constant. Thus the reflectance Eq. (3.42)
becomes

R = Rc − i

ain

2κR

κ + i
C
g∗√N 〈E |ρ̂|G〉, (3.44)

where ρ̂ is the density operator characterizing the nuclei. If the empty cavity
reflectance Rc vanishes on resonance in critical coupling, then the observable
reflectance originates from the nuclei alone, and therefore ideally forms a signal
without any background.

The result Eq. (3.44) can be generalized in a straightforward way to accomodate
for arbitrary input and output photon polarizations, as well as the magnetic sub-
structure of the nuclear levels, as it may result from nuclear Zeeman splitting in the
presence of a magnetic hyperfine interaction in a ferromagnetic environment. We
denote the input [output] polarization unit vectors as âin [âout], the two cavity mode
polarization unit vectors as â1 and â2, and define 1⊥ = â1â∗

1 + â2â∗
2 . The different

transitions from the ground state manifold to the excited state manifold within each
nucleus are labeled with index μ, and have a dipole moment dμ and a Clebsch-
Gordan coefficient cμ. Since the nuclei initially are distributed over the different
ground states, we further define the number of nuclei in the ground state of transition
μ as Nμ, and generalize the exciton Eq. (3.9) to |Eμ〉 as the exciton created upon
excitation on transition μ. Then,

R = Rc â∗
outâin − i

ain

2κR

κ + i
C
g∗ ∑

μ

(â∗
out · 1⊥ · d̂μ) cμ

√
Nμ〈Eμ|ρ̂|G〉. (3.45)

It can be seen that the empty cavity response Rc can be filtered out using orthog-
onal input and output polarizations, as expected. The nuclei, however, can scatter
between these two orthogonal modes, such that this crossed polarization setting
again is a method to detect the nuclear response without background via a high-
purity polarimetry setup [78]. Further, the different transitions μ can be interpreted
as a collective few-level system, with number of relevant states determined by the
input and output polarization, as well as the nuclear quantization axis defining the
magnetic substates. This setting with magnetic sublevels therefore enables one to
realize quantum optical few-level systems [35, 37]. As evidenced by the coherent
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addition of the scattering channels, the responses of the different transitions within
this few-level system may interfere, providing access to a rich variety of quantum
optical phenomena.

3.6.3 Nuclear Dynamics in the Cavity

It remains to determine the nuclear dynamics, i.e., its evolution under the action of
an x-ray pulse, in order to determine the density matrix ρ entering the reflectance
in Eqs. (3.44) and (3.45). Here we want to illustrate this for the simplest case of
two-level nuclei and a single cavity mode a. The original Hamiltonian is of Jaynes-
Cummings-type [2, 29], and contains interaction terms of the form S(n)

+ a, describing
the annihilation of a cavity photon (a) together with an excitation of nucleus n
(S(n)

+ ), as well as the reverse process. The problem can be simplified considerably be
exploiting that the fastest timescale in the problem typically is given by the cavity
lifetime 1/κ . In this “bad cavity” limit characterized by short photon trapping times,
the cavity modes adiabatically follow the much slower evolution of the nuclei. As
a consequence, the cavity operators can approximately be replaced by their steady-
state values Eq. (3.43), which results in an effective Hamiltonian for the nuclei alone.
In the radiative eigenmode basis it is given by [35, 37]

H = −�
|E〉〈E | + �(�eff |E〉〈G| + H.c.) + �
L S |E〉〈E |. (3.46)

The interpretation of this Hamiltonian is straightforward. It is equivalent to the Rabi
model for a driven two-level system [2]. However, the effective Rabi coupling con-
stant �eff = g

√
N a(SS) in H� is not given by the bare nucleus-cavity coupling g,

but modified by cooperative effects as indicated by the superradiant enhancement
factor

√
N , as well as by the cavity field as indicated by the presence of the steady-

state value of the field operator a(SS). Furthermore, the usual detuning 
 between
x-ray frequency and bare nuclear transition frequency is augmented by an additional
contribution


LS = |g|2N Im[(κ + i
C)−1], (3.47)

which arises due to the radiative coupling between the nuclei and which can be
interpreted as the cooperative Lamb shift. Similar to the Hamiltonian parts, also the
incoherent spontaneous emission of the individual nuclei γ is modified by

� = 2|g|2N Re[(κ + i
C)−1]. (3.48)

In linear response, the desired nuclear polarization 〈E |ρ|G〉 is governed by

〈E |ρ̇|G〉 = −i�eff + i

[
(
 − 
L S) + i

2
(γ + �)

]
〈E |ρ|G〉. (3.49)
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Inserting the steady state solution obtained from 〈E |ρ̇|G〉 = 0 into Eq. (3.44) finally
yields

R = Rc − i

(
κ − i
C

κ + i
C

2κR

κ

)
�/2

(
 − 
L S) + i
2 (γ + �)

, (3.50)

with the empty cavity reflectance Rc defined in Eq. (3.42). The nuclear response
therefore comprises a Lorentzian shifted with respect to the bare nuclear resonance
frequency by the collective Lamb shift 
LS, and with superradiant broadening � of
the natural line width γ , as already found using a different formalism in Eq. (3.38).

3.7 Quantum Optical Effects in Cavities

3.7.1 Interferometric Phase Detection via Fano Resonance
Control

In Sect. 3.5 it was found that a resonantly driven cavity containing resonant two-
level nuclei features a Lorentzian spectral response, broadened by superradiance,
and shifted by the cooperative Lamb shift. Having the expression for the cavity
reflectance Eq. (3.50) at hand, we can start by exploring the cavity response off-
resonance with the cavity mode [79]. Close to the resonance, 
C = δC(θ − θmin),
such that the detuning between x-rays and cavity mode can experimentally be tuned
by varying the x-ray incidence angle θ around the resonance angle θmin.

To simplify the analysis, we specialize to strongly superradiant cavities (γ � �)
in critical coupling (κ = 2κR) and rewrite Eq. (3.50) using Eq. (3.48) to give

|R|2 = |ε + q|2
1 + ε2

σ0 , (3.51)

where we defined the dimensionless energy ε = (
 − 
LS)/(�/2), the prefactor
σ0 = [1 + κ2/
2

C ]−1, and the so-called q-factor q = κ/
C . The cavity response
thus takes the form of a Fano resonance [80], which is an ubiquitous spectroscopic
signature in light-matter interactions [81, 82]. The Fano resonance arises, because
there are two interfering pathways for the light to propagate through the sample.
First, the spectrally broad cavity response, which is of relevance it the light does not
interact with the nuclei. Second, a spectrally narrow bound-state contribution arising
from the scattering on the nuclei. The relative phase between the two contributions
is given by φ = −arg(q − i), and it turns out that this phase determines the line
shape, which may range from Lorentzian absorption features via dispersion-like
asymmetric structures up inverted Lorentzian lines [83]. Conversely, external control
over this relative phase can be used to manipulate the lineshape [83, 84]. Since close
to resonance, q = κ/[δC(θ − θmin)], we find that changing the incidence angle allows
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Fig. 3.9 Fano lineshape control with nuclei embedded in a thin film cavity. The panels show the
reflectance recorded at incidence angles deviating from the resonance angle by 
θ indicated in
the panels. The figure shows raw data without baseline subtraction such that the absolute scaling
cannot directly be compared. Red lines show fits with a generic Fano line shape. The cavity is a
Pd(4 nm)/C(36 nm)/Pd(14 nm) structure with a 1.2nm thick layer of 57Fe nuclei in the middle of
the guiding C-layer. Reprinted from [79], Copyright 2015, with permission from the American
Physical Society

one to tune the Fano parameter and thus the spectral lineshape. Example lineshapes
are shown in Fig. 3.9, clearly demonstrating the control mechanism.

The analytic expression Eq. (3.51) enables one to interpret the cavity spectra on-
and off-resonance as Fano resonances. But more importantly, the phase-sensitivity
of the spectra together with the possibility to control the relative phase of the two
interfering channels open the possibility to exploit the setup as an interferometer.Note
that the cavity setup discussed here enables one to control the phase in a staticmanner
via the x-ray incidence angle, but it has been demonstrated that also a dynamical
control over the phase is possible [83, 84]. This approach enables one tomeasure tiny
phase shifts via the asymmetry of the line shape. On the other hand, manipulating
the phase can be used to control the light-matter interaction. As an example, the
complex nuclear dipole moment induced by the x-rays could be measured using this
interferometric approach [79]. From a broader perspective, the line shape control
discussed here provides a route towards the implementation of a diverse range of
applications relying on Fano interference [81, 82] at x-ray energies. One example,
electromagnetically induced transparency, will be discussed in the next Sect. 3.7.2.
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3.7.2 Electromagnetically Induced Transparency

As shown in Sect. 3.6, an ensemble of nuclei in a cavity can be effectively considered
as an artificial atom with an enhanced decay width and a self-energy correction of
its resonance energy given by the collective Lamb shift. The strong spatial variation
of the photonic density of states inside the cavity opens the possibility to tune these
properties via placement of the atomswithin thewavefield of the cavity. An ensemble
in an antinode of the cavity field displays a strong superradiant enhancement, which
defines a new evolution time scale which is much faster than the usual single-nucleus
single decay. Relative to this accelerated time scale, ensembles in a node will remain
subradiant, since their dynamics is not accelerated. Thus, a cavity with two atomic
ensembles at positions with such markedly different photonic densities of states can
be considered as an artificial atom with three levels: one belonging the common
ground state and two excited state levels that correspond to the superradient and
subradiant ensembles, respectively. Effectively, the subradiant ensemble represents
a metastable level because its radiative lifetime is much longer than that of the
superradiant ensemble. In this three-level system, all levels are radiatively coupled
through thevacuumfieldof the cavity. Such a couplinggives rise to a keyphenomenon
of quantum optics, electromagnetically induced transparency (EIT) [72].

The EIT effect arises from the cancellation of resonant absorption due to quantum
interference between atomic levels with significantly different radiative lifetimes. In
the original version of EIT, the quantum interference is induced by an external laser
field tuned to the transition between a metastable level and a shortlived excited state
in a three-level system. The basic ingredients for EIT are illustrated in Fig. 3.11a,
where a three-level system is shown, represented by the ground state, |1〉, and two
upper states, |2〉 and |3〉with respective energies E2 and E3. A strong laser field with
Rabi frequency �C induces an atomic coherence between states |2〉 and |3〉. Tuning
a (weak) probe laser field across the resonant transition 1 → 3 leads to a Fano-type
quantum interference [80] that renders the medium almost transparent in a narrow
window around the exact resonance frequency. The transparency arises since due
to the coherent superposition of the two states |1〉 and |2〉, the two excitation path-
ways |1〉 → |3〉 and |2〉 → |3〉 interfere destructively, such that no excitation takes
place. The degree of transparency is limited by the dephasing of the atomic coher-
ence resulting from the decay of state |2〉 or external perturbations. Thus, maximum
transparency is observed if |2〉 can be considered metastable, i.e., if it has a decay
width, γ2, that is negligibly small relative to the radiative decay width, γ3, of the
state |3〉.

To investigate the possibility of EIT in the 57Fe containing cavity, we replace the
spatially extended 57Fe layer in Fig. 3.8 by two layers with a separation of half the
period of the standing wave in the cavity, as shown in Fig. 3.10. Energy spectra of the
cavity reflectivity are calculated via the transfer matrix formalism already employed
in Sect. 3.4.2. Quite remarkably, the appearance of the dip in the reflectivity very
sensitively depends on the location of this pair of layers in the cavity. The dip is
most pronounced (Fig. 3.10a) if the first of the resonant layers (seen from the top) is
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Fig. 3.10 Top row: sample geometry of planar cavities for X-rays containing two 2-nm-thick
layers of 57Fe (red) together with the normalized field intensity (solid line) in the 3rd-order guided
mode, excited at an angle of incidence of ϕ = 3.5 mrad. Bottom row: calculated energy spectra of
the cavities reflectivity around the nuclear resonance, together with the difference of the spectra in
(a) and (c), displayed in (d). The fundamental difference between the spectra in (a) and (c) results
from the asymmetry of the boundary conditions for the electromagnetic field in the cavity, see
supplementary material for Ref. [28]. Reprinted from [61], Copyright 2012, with permission from
Wiley

located in a node of the wavefield and the second one is located in an antinode of
the wavefield. The dip gradually vanishes if the two layers are displaced by half a
period of the standing wave (Fig. 3.10b, c). To determine the spectral shape of the
transparency dip we subtract the two spectra in Fig. 3.10a, c. The resulting difference
spectrum (Fig. 3.10d) exhibits an asymmetric shape corresponding to a Fano profile
[80], thus providing clear evidence for the type of quantum interference that is typical
for EIT [85].

In order to analyse the analogy with EIT more closely we expand the cavity
reflectivity around the nuclear resonance (details of the derivation are given in the
supplementary information of Ref. [28]), resulting in:

R(
) = d2 f0 γ0E2−+(i
 + γ0)

(i
 + γ0)(i
 + γ0[1 + d2 f0 E2−−]) + d1 d2 f 20 γ 2
0 E2−+E1+−

(3.52)

The quantities E2−+, E2−−, and E1+− are elements of the transfer matrices that
describe the propagation of the photon field in the unperturbed cavity. Equation (3.52)
is basically identical to the standard expression for the complex susceptibility in case
of EIT [72] if one identifies (see Fig. 3.11)
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γ2 = γ0

γ3 = γ0[1 + d2 f0 E2−−] (3.53)

�2
c = d1 d2 ( f0 γ0)

2E2−+E1+−

This result prompts an obvious interpretation, supported by the illustration in
Fig. 3.11b, c: The two ensembles of nuclei in the node and the antinode of the standing
wave field experience two significantly different photonic densities of states, leading
to two different collective decay rates γ2 and γ3. This effectively converts the nuclei
in the cavity into three-level systems with two degenerate upper levels represented
by the states |2〉 and |3〉, as illustrated in the level scheme of Fig. 3.11c. The expres-
sion for �2

C is proportional to the two transfer matrix elements E2−+ and E1+− that
describe the transition amplitudes between the two counterpropagating fields in the
cavity at the position of the two resonant layers. This indicates that the coupling field
arises from the radiative coupling of the two resonant layers via the cavity field: An
excited atom in the antinode |3〉 decays back to the ground state |1〉 and releases
a photon into the cavity. This photon can promote an atom in the node from the
ground state into state |2〉 that eventually decays and again releases a photon into the
cavity, and so on. As a result, the two excited states |2〉 and |3〉 are coupled through
their common ground state |1〉 via the vacuum field of the cavity, which effectively
establishes a control field between the two upper states, represented by the horizon-
tal arrow in Fig. 3.11c. The resulting arrangement of levels in Fig. 3.11c and their
coupling resembles closely a�-type level scheme as in Fig. 3.11a. It should be noted
that the control field Rabi frequency of Eq. (3.53) enters Eq. (3.52) as a complex-
valued quantity �2

C rather than a real number |�C |2 in the usual expression for an
EIT susceptibility. A closer inspection reveals that the imaginary part of �2

C is small
compared to its real part for the cavity configurations employed here. It remains to
be investigated in which way the imaginary part of �2

C affects EIT in these systems.
We want to emphasize that cooperative emission is critical to EIT in this sys-

tem. While one of the atomic ensembles undergoes single-photon superradiant
enhancement leading to a decay width of �C = 2γ3 = d2 f0 Re[E2−−] �0 and a
collective Lamb shift of LC = −d2 f0 Im[E2−−] �0/2, the decay width 2γ2 of
the other’subradiant’ ensemble is given by just the natural line width �0, so that
γ3 ≈ 50 γ2 in the example shown in Fig. 3.10. Thus, in the presence of a strong
superradiant enhancement of state |3〉, the state |2〉 is relatively long-lived and thus
can be considered asmetastable. This is an important condition for a pronounced EIT
effect. The superradiantly broadened transition of the nuclei in the antinode provides
the continuum of states relative to which the Fano interference in this system takes
place. The collective Lamb shift of this level introduces an asymmetry that leads to
the characteristic Fano profile of the transparency window. For vanishing CLS, the
profile would simply be a Lorentzian line [79, 82, 83].

For an experimental verification of EIT in the x-ray regime, we have prepared
an x-ray cavity, shown in Fig. 3.11b, that consists of a Pt(3 nm)/C(38 nm)/Pt(10nm)
sandwich structure containing two 3 nm 57Fe layers that occupy a node and an
antinode of the cavity field. These two layers represent the subradiant state |2〉 and
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the superradiant state |3〉 that are radiatively coupled via the vacuum field of the
cavity, and thereby realize the EIT scheme. Drawing these states and their coupling
in a level diagram with the decay width as vertical axis, one obtains a � type level
system as shown in Fig. 3.11c. Using a spectroscopic detection scheme similar to
that employed for measurement of the collective Lamb shift [27], we could record
the energy spectrum of one of the hyperfine-split resonances of the Fe in this system,
shown in Fig. 3.11d, clearly displaying a pronounced EIT transparency dip at the
exact resonance where the system would be completely opaque otherwise [28].

Themodulation of the photonic density of states in the cavity facilitates the prepa-
ration of ensembles of resonant atoms with greatly different radiative lifetimes. In
other words, it lifts the radiative degeneracy of the atoms in the cavity, effectively

Fig. 3.11 a Typical,�-shaped level scheme of EIT in quantum optics: a strong laser field with Rabi
frequency �C induces an atomic coherence between the metastable level |2〉 and the upper state
|3〉. The decoherence rate γ2 can be neglected compared to the decay rate γ3. The system appears
to be transparent for the probe field at resonance (
 = 0) with the transition |1〉 → |3〉. b Cavity
geometry with two layers of 57Fe that can be translated into a �-shaped level scheme, if plotted
with the decay width as vertical axis, shown in (c). While level |3〉 in the antinode is superradiant,
level |2〉 in the node is subradiant so that γ2 � γ3. d Measured reflectivity spectrum of the cavity
shown in (b) that clearly shows the EIT transparency dip at the exact resonance energy where the
system would be completely opaque without the 57Fe layer in the node [28]. Reprinted from [67],
Copyright 2015, with permission from Springer Nature



3 Quantum Optical Phenomena in Nuclear Resonant Scattering 137

Fig. 3.12 Elementary processes in the interaction of the nuclei with the electromagnetic vacuum.
Green straight arrows indicate the nuclear dynamics. Red curved arrows depict the corresponding
emission and re-absorbtion of a virtual photon. a Emission and absorption of the virtual photon
within a single nucleus on a single transition leads to a complex energy correction, contributing
to Lamb shift and spontaneous emission. b The photon exchange between two nuclei induces
dipole-dipole couplings. c If the virtual photon couples different transitions within a single nucleus,
spontaneously generated coherences arise. Reprinted from [67], Copyright 2015, with permission
from Springer Nature

creating extra excited levels that are radiatively coupled amongst each other via the
cavity field. Note that this approach is general, as illustrated by the fact that the
EIT mechanism discussed here has been adapted to qubits operating at microwave
frequencies [86]. The degeneracy of the excited-state levels can also be lifted energy-
wise by a magnetic hyperfine interaction (nuclear Zeeman effect). In this case the
vacuum field of the cavity then leads to coherences between the excited states that
are subject of the following section.

3.7.3 Spontaneously Generated Coherences

So far, we have focused on nuclei without magnetic substructure. In an environ-
ment with magnetic fields, e.g., 57Fe exhibits two ground (I = 1/2) and four excited
(I = 3/2) states, which result in a splitting of the Mössbauer spectra into six lines.
Superradiant broadening can overcome this splitting, such that the different spectral
lines overlap.Naively, onemight expect an incoherent addition of the individual spec-
tral contributions of the different transitions. However, deep minima can arise in the
spectrum, which suggest the presence of destructive interference. These will turn out
to be a consequence of so-called spontaneously generated coherences (SGC) [87–89].
While SGC are linked to numerous potential applications including the suppression
of spontaneous decay, stringent conditions on their presence so far have limited the
experimental exploration.

The origin of SGC can be understood as follows. In second order perturbation the-
ory, the interaction of the nuclei with the surrounding electromagnetic vacuum field
leads to processes as visualized in Fig. 3.12. In (a), an initially excited nucleus deex-
cites and emits a virtual photon (red line), which subsequently is reabsorbed on the
same transition. This process results in a complex correction of the transition energy,



138 R. Röhlsberger and J. Evers

Fig. 3.13 Spontaneous emission dynamics for nuclei initially in state |a〉 of Fig. 3.12c. a Regular
spontanous decay without the presence SGC, as it could be observed, e.g., in two-level nuclei. b
As in (a), but with SGC in the three-level system shown in Fig. 3.12c. Part of the nuclei evolve into
state |b〉, and half of the nuclei remain trapped in the excited states. c Similar to (b), but with energy
splitting γ /2 between |a〉 and |b〉, which limits the time over which population can be trapped in
the excited states. Reprinted from [67], Copyright 2015, with permission from Springer Nature

the real and imaginary part of which can be interpreted as single-particle Lamb
shift and spontaneous decay rate. Similarly, the virtual photon can be reabsorbed by
another particle (b), giving rise to dipole-dipole energy exchange between nuclei.
This corresponds to the exchange of virtual photons already discussed in Sect. 3.3.
To be added is the process shown in (c), where the virtual photon is re-absorbed
within the same particle, but on another transition. This state transfer establishes SGC
between the two excited states, arising from the interaction with the vacuum only. As
a consequence of this coherence, the spontaneous emission from a superposition of
the excited states |−〉 = (|a〉 − |b〉)/√2 is suppressed, since the two decay channels
|a〉 → |g〉 and |b〉 → |g〉 destructively interfere. In contrast, |+〉 = (|a〉 + |b〉)/√2
decays with double decay rate due to constructive interference. Figure 3.13 shows
the corresponding temporal evolution. Initially, the nuclei are in state |a〉. Without
SGC, the excited state exponentially decays, and the ground state population grows
accordingly (a).With SGC in (b), population is transfered from |a〉 to |b〉, establishing
a coherence. As a result, half of the nuclei remain trapped in |−〉, which corresponds
to the contribution to the initial state |〈−|a〉|2 = 1/2. In the optical spectra, such
trapping states translate into dark lines.

However, the generation of SGC is limited by stringent conditions, which usu-
ally are not met for atoms in free space. First, the dipole moments of emitting and
absorbing transitionsmust be non-orthogonal. Second, the energy difference between
the upper states should be small compared to the natural line width, since for non-
degenerate upper states the free time evolution converts the trapping state |−〉 into
the decaying state |+〉. Thus, with increasing energy difference the time over which
population can be trapped in the excitated states becomes smaller (see Fig. 3.13c),
until it eventually can be neglected compared to the natural lifetime. A final condition
is that the two involved transitions should share a common ground state |g〉 to enable
the re-absorption, even though there are also effects in the spectrum of the emitted
light associated to SGC on transitions with different ground states [90].

With large ensembles of nuclei in x-ray cavities, these limitations canbeovercome.
One reason is that the coupling between the different transitions is mediated via the
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cavity rather than free space. Then the condition of non-orthogonal dipole moments
d∗

μ · dν 	= 0 is relaxed to (d̂∗
μ · 1⊥ · d̂ν) 	= 0, where 1⊥ is a projector onto the cavity

polarization space [see Eq. (3.45)]. To illustrate the consequence of this, we introduce
a coordinate systemwith cavity surface normal unit vector π̂ = x̂ , wave vectork = ẑ,
and σ̂ = k̂ × π̂ = ŷ. In this case, 1⊥ = x̂ x̂∗ + ŷ ŷ∗, where the vectors are multiplied
with the outer product to form amatrix. If the nuclearmagnetizationBhf ∝ π̂ , the two
circularly polarized transitions have dipole moments d̂1 = (k̂ + i σ̂ )/

√
2 and d̂2 =

(k̂ − i σ̂ )/
√
2. Then, (d̂∗

μ · 1⊥ · d̂ν) = 1/2 for μ, ν ∈ {1, 2}. Since the cross terms
μ 	= ν have the same weight as the diagonal terms μ = ν, maximum SGC arises.
This is possible since the contribution due to x̂ x̂∗ vanishes in this particular cavity
geometry. In contrast, in free space, contributions of different polarizations would
cancel each other and d̂∗

1 · d̂2 = 0. Thus, the spatial anisotropy of the cavity vacuum
leads to the formation of SGC [91, 92].A secondmechanism for SGC inx-ray cavities
involves the coupling between different nuclei. In our approach, the combined system
of the large ensemble of nuclei and the cavity is described as a single effective nucleus.
Within this model, the probing x-ray beam does not resolve themicroscopic structure
of the system. As a consequence, the dipole-dipole coupling between different nuclei
appears as a radiative coupling between different states of the single effective nucleus.
Therefore, the nuclear many-body system enables one to engineer an effective single
nucleus with properties going beyond those naturally found in nuclei. Finally, in both
cases, the superradiant enhancement of spontaneous emission enables one to reduce
the perturbing effect of the energy splitting between the different states.

We implemented SGC in a Pd(5 nm)/C(20 nm)/57Fe(2.5 nm)/C(20 nm)/Pd(20
nm) layer system, in which the magnetization of the ferromagnetically ordered Fe
layer can be controlled via a weak external magnetic field. An example is shown in
Fig. 3.14 for the half-Faraday geometry, in which the magnetization Bhf ‖ (k̂ + σ̂ ).
The input and detection polarization were chosen along σ̂ and π̂ , respectively. It can
be seen that the quantum optical model predicts deep interference minima at around

 = ±30γ , which disappear if the mechanism leading to SGC is artificially omitted

Fig. 3.14 Experimental realization of SGC. aTheoretical predictions of the quantumopticalmodel,
as well as corresponding results obtained by artificially omitting the SGC contributions. b Experi-
mental data from [29], togetherwith a theoretical fit usingCONUSS including details of the detecion
procedure. The deep minima indicating the presence of SGC can clearly be seen. Reprinted from
[67], Copyright 2015, with permission from Springer Nature
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in the analysis. The corresponding experimental results clearly verify the presence
of these minima, and thus of SGC [29]. The experimental data is overlayed by a
theoretical calculation obtained using CONUSS [55, 74] which in addition takes
into account the details of the detection method. Interestingly, the intensity drops
down to the background baseline, which indicates full interference visibility. This
indicates a nuclear quantum system essentially free of perturbations.

Fromabroader perspecitive, the large ensembles of nucleiwithmagnetic sublevels
in x-ray cavities thus enable one to engineer a variety of tunable quantum optical
level schemes, including the possibility to implement SGC.

3.7.4 Tunable Subluminal Propagation of Resonant X-Rays

As discussed in Sect. 3.7.2, the key signature of electromagnetically induced trans-
parency is the vanishing of the linear absorption of a probe beam within a narrow
spectral transparency window. However, next to the transparency, EIT is also accom-
panied by characteristic modifications to the medium’s dispersion [72]. In particular,
within the transparency window, a steep linear dispersion appears, which can be
facilitated to control the group velocity of a light pulse passing through the medium.
To see this, we consider the propagation of an electromagnetic wave packet through
a medium, given in one dimension by

E(x, t) = 1

2π

∞∫

−∞
dωE(ω) ei(ωt−kx). (3.54)

Weassume that the spectralwidth of thewave packet is narrowas compared to theEIT
window, and expand thewave number k = kR + ikI in leading order of aTaylor series
around the center of theEITwindowatω0 to give kR(ω) ≈ kR(ω0) + ∂kR

∂ω
|ω0 (ω − ω0)

and kI (ω) ≈ kI (ω0). Note that the linear order of kI is zero since the absorption has
a minimum at ω0. Inserting this into Eq. (3.54) gives

E(x, t) ≈ 1√
2π

e−kI (ω0)x × ekR(ω0) (x−vph t) ×
∞∫

−∞
dωE(ω)ei ω−ω0

vgr
(x−vgr t)

. (3.55)

The three parts separated by “×” have a clear interpretation. The first part is the
linear attenuation because of the imaginary part of the resonant refractive index
nI (ω0) ∝ kI (ω0), following the Lambert-Beer law. The second part describes the
propagation of the carrier frequency plane wave through the medium. It moves with
the phase velocity vph = ω0/kR(ω0) = c/nR(ω0), that is, with the vacuum speed of
light c divided by the real part of the index of refraction. The third part shows that
the wave packet propagates with the group velocity
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Fig. 3.15 Schematic setup of the experiment. The lower panel shows the temporal and the spec-
tral structure of the x-ray pulse at different points throughout the propagation through the setup.
Reprinted from [36], Copyright 2015, with permission from the American Physical Society

vgr =
(

∂kR

∂ω

∣∣∣∣
ω0

)−1

= c

nR(ω0) + ω0
∂nR
∂ω

|ω0

. (3.56)

This expression illustrates that without dispersion ∂nR/∂ω, the group velocity of the
wave packet is equal to the phase velocity. Otherwise, depending on the sign and the
magnitude of the dispersion, the group velocity can be much lower than the vacuum
speed of light c (“slow light”, sub-luminal propagation), larger than c (“fast light”,
super-luminal propagation), or even negative. All cases have been experimentally
implemented with atomic gases, and the control of the group velocity has found
numerous applications [72].

Recently, group velocity control and slow light has also been achieved at x-ray
energies using Mössbauer nuclei [36]. The concept of the experiment is shown in
Fig. 3.15. The setup is motivated by two main experimental challenges. First, a
resonant medium with steep positive linear dispersion has to be implemented in
order to achieve vgr � c. For this, a suitably prepared cavity containing 57Fe nuclei
was used. Second, a spectrally narrowx-ray pulsemust be generated,whose spectrum
lies entirely within the linear dispersion part of the medium, i.e., within a bandwidth
of about 10–100 neV. This is impossible with conventional monochromators, but
can be realized, e.g., using pure nuclear Bragg reflections [93–95] or mechanical
choppers [96]. For the experiment, instead another method was developed, based on
a single line absorber together with a high-purity polarimetry setup [78].

To explain the generation of the spectrally narrowpulse,we follow the propagation
of the x-rays through the setup in Fig. 3.15. In the time domain, the incident spectrally
broad synchrotron pulse is well approximated as a Dirac delta function at time t = 0,
see the lower left panel. Upon passing through the single line absorber, the x-ray pulse
is split into two parts. The part which did not interact remains a delta function. The
other part which did interact with the nuclei in the single line analyzer leads to a
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temporally long response of the nuclei, and correspondingly to a narrow spectral
absorption resonance which will become the desired spectrally narrow x-ray pulse.
Note that because of the thickness of the single line absorber, dynamical beats appear
in the time domain,whichwill turn out to be crucial for the analysis of the experiment.
Afterwards, the x-rays pulse is polarized, which does not lead to notable changes
because of the natural polarization of the synchrotron radiation, but improves the
purity of the polarimetry setup. Next, the x-rays interact with the cavity. As explained
below, the nuclei in the cavity are operated in such a way that they slow down and
delay the narrow pulse component by a time τ , and at the same time rotate the
polarization of part of the scattered light. The analyzer is operated in crossed setting,
such that only light with rotated polarization may pass. As a consequence, only light
which interacted with the nuclei in the cavity can pass the analyzer. The light seen
by the detector thus contains two parts. The first part interacted with the cavity, but
not with the single line analyzer. The second part interacted with the cavity and the
single line analyzer. At late times, the latter signal dominates, because it is delayed
by both the single line analyzer and the cavity, and it comprises the desired signal of
a spectrally narrow x-ray pulse which interacted with the cavity. As the lower right
panel of Fig. 3.15 shows, this signal in the time domain approximately is a copy of
the input pulse, but delayed by τ . This delay is easily visualized independent of the
total count rate by the position of the dynamical beat minima.

In order to implement the steep dispersion, we used a variety of the cavity fea-
turing spontaneously generated coherences (see Sect. 3.7.3) optimized for the linear
dispersion. Both EIT (see Sect. 3.7.2) and SGC may feature transparency windows
and steep linear dispersion, and in fact are related [35, 37]. The advantage of the
SGC cavities is the simpler design, and that previous experiments [29] had already
demonstrated the possibility to reach almost perfect transparency, see Fig. 3.14.
Furthermore, the SGC cavities rely on the magnetic substructure of the nuclei in a
way which allows to rotate the polarization of the scattered light as required for the
polarimetry method to generate spectrally narrow x-ray pulses.

To analyze light propagation in the cavity setting, in analogy to the procedure lead-
ing to Eq. (3.55), we expand the cavity response R(ω) around the transparency reso-
nance ω0 in linear order. We find R(ω) ≈ R(ω0)ei(ω−ω0)τ , where τ = ∂

∂ω
arg[R(ω0)].

The action of the cavity on an input pulse Ein(t) with spectrum Ein(ω) is therefore
given by

Eout (t) ∝
∫

Ein(ω)R(ω)e−iωt dω

≈ R(ω0)e
−iω0τ

∫
Ein(ω)e−iω(t−τ)dω

∝ Ein(t − τ) . (3.57)

We thus find that the input pulse preserves its shape, but is delayed by the time τ ,
as desired for slow light. The expression of τ can be understood by noting that in a
cavity setting, the real and imaginary parts of the medium susceptibility are in fact
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related to the phase arg(R) and the logarithm of the modulus log(|R|) of the cavity
reflectance R [36].

In the experiment, a cavity consisting of a Pd(2 nm)/C(20 nm)/57Fe(3 nm)/C(21
nm)/Pd(10 nm)/Si layer systemwas probed in grazing incidence, coupling the x-rays
into the fundamental mode. Amagnetic field was applied along the beam direction in
order to align the magnetization of the nuclei in the so-called Faraday configuration.
In this setting, spontaneously generated coherences occur, which lead to a steep
linear dispersion [29]. Since full transparency of the medium corresponds to zero
intensity of the scattered x-ray, the cavity was designed to avoid full transparency in
order to measure the delay of the x-rays also on resonance. The single line analyzer
comprised a 10μm thick stainless steel foil (57Fe55Cr25Ni20) mounted on a Doppler
drive, which generates a spectrally narrow pulse of about 10 ns duration with tunable
central frequency. The results of the experiment are shown in Fig. 3.16. (a) presents

Fig. 3.16 Results of the experiment. a Shows the recorded intensity as function of time and the
detuning of the single line absorber, as well as the corresponding theory result. Dashed lines in the
theory plot indicate the position of the undelayed dynamical beat minima. White lines indicate the
actual positions of the minima predicted from theory. b Shows two cuts through (a) at detunings

D = 0.56γ and 
D = 46.1γ , respectively. The two curves coincide at late times except for a
delay τ , indicated by the black arrow. c Shows the observed delay as function of the single line
analyzer detuning, i.e., the center frequency of the spectrally narrow x-ray pulse. The corresponding
theoretical result is shown in blue. Delays exceeding 35 ns are observed, corresponding to group
velocities below 10−4 c. Reprinted from [36], Copyright 2015, with permission from the American
Physical Society
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the experimentally recorded intensity as function of the time after excitation and
the detuning of the single line absorber. (b) shows the corresponding theoretical fit,
which agrees very well. Thewhite dashed lines indicate the position of the dynamical
beats expected without pulse delay. It can be seen that close to resonance 
D = 0,
the dynamical beat minima observed in the experiment are systematically shifted
to later times, as expected for slow light. To illustrate this further, (c) shows cuts
through (a) and (b) for 
D = 0.56γ and 
D = 46.1γ , respectively. For the lower
detuning, the spectrally narrow x-ray pulse experiences the steep linear dispersion,
and thus is slowed down. The higher detuning is outside the steep linear dispersion
region and does not lead to slow light. As a result, at late times, the two data sets
are essentially identical, except for a temporal delay indicated by the black arrow.
Note that at early times the two curves differ, because of the residual contribution of
light which did not interact with the single line absorber. Finally, panel (d) shows the
experimentally observed delay τ as function of detuning 
D . The solid line shows
the corresponding theoretical prediction. We find that our cavity allows to induce
delays exceeding 35 ns, which corresponds to group velocities below 10−4 c [36].

These results constitute another proof of the possibility of manipulating the x-ray
optical response of nuclei embedded in cavities to one’s desire. Further theoretical
calculations predict that with a suitable time-dependent manipulation of the applied
magnetic fields, also a complete stopping of the x-ray pulse could be achieved [97].
Possible applications of such techniques include the delay and synchronization of
x-ray photons, and the coherence-based enhanced of nonlinear interactions between
x-rays and nuclei [72].

3.8 Collective Strong Coupling of Nuclei in Coupled
Cavities and Superlattices

Acentral subject of quantumoptics is tomanipulate the interaction of light andmatter.
To achieve this, two important parameters must be controlled. One is the strength
of the light-matter interaction. It has to be strong enough that emitted photons have
a chance to act back on their emitters. This is the so-called strong-coupling limit
in quantum optics [98]. It can be achieved in special environments into which the
emitters are embedded. Strong coupling is used in the optical and infrared regimes,
for instance, to produce non-classical states of light, enhance optical nonlinearities
even at relatively low intensities [99] and control quantum states [100]. The other
parameter is the number of modes of the electromagnetic field that the resonant
system interacts within this environment. If the number of these modes is too large,
the emitted photons might get irreversibly lost when they are distributed over these
modes. Strong coupling has been achieved for a variety of systems and energy ranges,
but until now not with X-rays. Here we report about the first observation of collective
strong coupling of hard X-rays at the nuclear resonance of 57Fe.
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3.8.1 Strong Coupling of X-Rays and Nuclei in Photonic
Lattices: Normal-Mode Splitting

The usual route to strong coupling between light and resonant atoms is to insert the
atoms into a cavity, the Q-factor of which is on the order or larger than that of the
atomic resonance [98]. A good cavity restricts the interaction with the light to the one
mode allowed by the cavity; furthermore, the intensity of the light within the cavity is
large, leading to an enhanced interaction. The strong interaction leads to the coupling
of two degrees of freedom; two normal modes form, which are superpositions of the
otherwise uncoupled components of the system. If the cavity is probed, for instance
by monitoring its reflectivity or transmissivity, its spectral signature shows two dips,
which are detuned from the sample resonance and the cavity mode. Upon varying the
detuning between cavitymode and resonance, it turns out that the dips undergo a very
well-known anti-crossing dispersion; the minimal distance between the branches of
the dispersion relation is given by the interaction strength.

While X-ray cavities have been successfully applied to realize quantum optical
concepts in the linear regime, fabricating a cavity of sufficient quality to reach the
strong coupling regime is not possible yet in the X-ray range. Even in the angular
range of grazing incidence, the reflectivity of the cladding mirrors is ∼95% only.
Compared to the reflectivity achieved for microwave and visible light cavities of
99.999% this is not sufficient. The problem is rooted in the fact that the spectral
width of the cavity is much larger than the coupling strength. Essentially, the two
dispersive dips mentioned above cannot be resolved [27, 79].

This points the way to another method of coherent control. Since our nuclear
exciton interacts with only one mode anyway, we can focus on enlarging the inter-
action without making use of a cavity, but by enlarging the number of nuclei that
contribute to the nuclear exciton, as the collective interaction strength depends on
that number. In the following, we will focus our attention on periodic multilayers
or periodic resonant systems. These, often referred to as resonant photonic crystals
or resonant optical lattices, also restrict the number of modes the resonant matter
interacts with.

The propagation of light through periodic arrays of resonant media such as optical
lattices or multiple quantum wells has opened intriguing possibilities to control the
interaction of light andmatter [102–105].One of themost interesting features of these
systems is the appearance and dispersion of bandgaps [106–109], see Fig. 3.17.

Here we describe an optical lattice-like structure with bandgaps in the regime
of hard X-rays, consisting of a multilayer with alternating layers of non-resonant
56Fe and nuclear-resonant 57Fe. The electronic part of the index of refraction is
identical for both isotopes. The system can thus be modelled as having a uniform
background refractive index, with a periodic resonant refractive index superimposed.
The resulting bandgap can be observed by measuring the spectrally resolved X-
ray reflectivity of the sample close to the Bragg angle of the multilayer. Although
similar isotopic multilayer structures have been discussed before [110–113], mainly
the angular dependence of the reflectivity has been studied instead of its spectral
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Fig. 3.17 a Dispersion relation (plotted as frequency ω against wavevector k0z) for photons in
different media: in a medium with uniform refractive index (blue dashed line) and in a photonic
crystal with an interlayer spacing d (black solid curves). b Brillouin diagram for a material with
a modulated refractive index, showing the allowed and forbidden regions for the real wavevector,
implying propagation and reflection, respectively. Pink bands indicate photonic bandgap formation.
A periodic nuclear resonance structure can result in the formation of an excitonic Bragg reflection
feature. cA stack of 30 [(1.64nm 56Fe)/(1.12nm 57Fe)] bilayers was used to modulate the refractive
index of the material for light at the nuclear resonance. Figures a, b reprinted from [101], Copyright
2016, with permission from Springer Nature

properties. Here we report about high-resolution spectroscopic studies, and reveal
the strong collective interaction between resonant X-rays and nuclei, which leads
to the formation of photonic bandgaps. In the following we discuss the connection
between the photonic dispersion relation and the reflectivity of the multilayer, the
latter being the observable that allows us to experimentally assess the signatures of
strong coupling.

Figure 3.18 shows the real and imaginary parts of the dispersion relation around
the nuclear resonance and the Bragg peak. There are three distinct contributions to
the imaginary part: (1) the uniform electronic absorption, (2) the nuclear absorp-
tion, which exhibits a Lorentzian energy dependence around the resonance and (3)
the extinction, which determines how deeply the radiation penetrates into the multi-
layer. The higher the extinction, the fewer periods contribute to the reflection.Nuclear
absorption dominates around the resonance, absorbing most incoming radiation. Off
resonance, the extinction becomes stronger relative to the absorption, indicating
enhanced reflection. Far off resonance and off-Bragg, the electronic absorption sup-
presses the reflection. The shape of the real part results from a polaritonic effect:
X-rays of suitable energy impinging on resonant matter undergo nuclear-resonant
forward scattering, which leads to an energy-dependent phase shift of the scattered
photons. In periodic media, polaritons excited at certain angles and with certain
energies radiate in phase, such that the outgoing radiation has a different direction
from the incoming one because the electromagnetic waves interfere destructively
in all other directions. In other words, the Bragg condition k0z = π/d is fulfilled.
Tuning the angle across the Bragg peak, one can observe an angularly resolved
polaritonic dispersion relation and the corresponding anticrossing behaviour, as well
as a narrow, almost dispersionless contribution around resonance that is visible in
Fig. 3.18a, b. This interpretation is supported by a simple quantum-optical model
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Fig. 3.18 Angular-dependent dispersion relation of a 56Fe/57Fe multilayer. The dispersion of
the out-of-plane component kz of an infinite stack of 1.64 nm 56Fe/1.12 nm 57Fe bilayers around
the Bragg position is shown. a The real part of kz is encoded in the colour bar in units of π/d.
b Magnification of the small, dispersionless gap in (a). c Imaginary part of kz , logarithmically
encoded in the colour bar. d The extinction coefficient contribution to the imaginary part, encoded
logarithmically. It characterizes how well a sample reflects light and is due to dispersion, not
absorption of the materials. An anticrossing is visible at the Bragg position. In comparison with
(c), it is obvious that the extinction coefficient is a weak contribution to the imaginary part both
at the energetic resonance and very far from it, but is dominant in the intermediate range. Figures
reprinted from [38]

[38] to explain the dispersion relation in microscopic terms [114, 115]. To account
for the finite thickness of the resonant layers, we model our system as a so-called
bichromatic optical lattice (containing two atoms per unit cell) and simplify the
Hamiltonian until it can be numerically diagonalized for a range of k-vectors at a
particular angle. Figure3.19 compares the resulting quantum mechanical dispersion
relation to the reflectivities of two multilayers with a finite number of periods. In
Fig. 3.19a (30 periods) a splitting is readily observable, but in Fig. 3.19b (100 peri-
ods) the almost fully formed bands seem to diverge at the Bragg angle, because the
collective coupling-enhanced splitting is too large for the displayed energy range.
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Fig. 3.19 Calculated reflectivity of the 56Fe/57Femultilayer. aCalculated reflectivity of a 30-period
multilayer and b of a 100-periodmultilayer. cQuantummechanically calculated dispersion relation.
The reflectivity of a many-period multilayer is well-described by the model of the multilayer with
an infinite number of layers. For 30 periods, the bandgaps are not fully formed and the splitting is
smaller. This is due to the collectivity of the light-matter interaction. More layers result in a stronger
interaction and a larger splitting. In (b) and (c), the interaction and splitting are so large that the
bandgaps are not observed together in an experimentally accessible energy range. Figures reprinted
from [38]

We also see that the reflectivity of the 30-period structure exhibits peaks rather than
fully formed bandgaps. The peaks correspond to the lower edges of the bandgaps;
here the extinction coefficient is largest and even for a few-period structure there is a
sizable reflection. Alternatively, the peaks can be described as superradiant modes,
which, on adding more periods to the structure, turn into bandgaps [116]. Note that
the descriptions by the transfer matrix formalism and the quantum optical model are
qualitatively identical for infinite systems, thus supporting our interpretation of the
observed phenomena. The low-dispersion bandgap that appears close to resonance is
probably caused by nuclei weakly coupling to the electromagnetic field, for example
at the layer interfaces. Although the bandgaps we observe are photonic bandgaps,
their dispersion is due to the (strong) collective interaction of light and the nuclei.

In the case where the wavevector of the incoming light approximately fulfills the
Bragg condition, the quantum-optical model yields an analytic dispersion relation
given by

ω j,±(q) = ωk0z + ω

2
±

√
(
ωk0z − ω

2
)2 + 2Ng2

[
1 − (−1) j cos(qρ)

]
(3.58)

where index j = 1,2, g is the coupling constant, N is the number of unit cells, ρ is the
distance between atoms of the same unit cell and q is the reciprocal lattice vector. The
similarity to a standard strong coupling dispersion relation [98, 117] with the corre-
sponding Rabi splitting is obvious. In our case, multiple bands undergo this splitting,
leading to two bandgaps. The splitting between them is the signature of collective
strong coupling. This microscopic model does not include dissipation. However, it
has the advantage of giving our results an intuitive and qualitative explanation. The
dispersion relation derived from the transfer matrix model is quantitatively more
reliable because it includes dissipation and absorption.
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Fig. 3.20 Left: measured energy spectra of themultilayer reflectivity for different angular positions
around the Bragg angle θB . Displayed is the energy region around the outer resonance line of 57Fe
in ferromagnetic Fe. The spectra reveal a splitting of the line, the angular dependence of which
displays the characteristic anticrossing behavior (see blue lines as guide to the eye) that is indicative
of strong coupling. On the the right hand side the measured intensity is plotted as a colour map;
the background baseline is normalized to one. The upper right panel shows simulations, the lower
shows the data. The white bar in the upper panel indicates the dip distance which gives the collective
coupling strength. The white lines in the lower bar indicate the edges of the photonic band gaps.
Right figure reprinted from [38]

To experimentally verify the particular shape of the dispersion relation for a
nuclear optical lattice, we prepared a multilayer sample consisting of 30 periods
of (1.64nm56Fe)/(1.12nm57Fe) (average thicknesses) sandwiched between two 4
nm Ta layers, altogether deposited on a Si substrate. This facilitated to measure
the splitting in a suitable energy range, but did not permit an accurate quantitative
comparison to the model. However, the reflectivity can be simulated by the transfer
matrix model. Measurements were performed at the Nuclear Resonance Beamline
ID18 of the European Synchrotron Radiation Facility (ESRF). Reflectivity spectra of
the sample are shown in Fig. 3.20 together with simulations using the program pack-
age CONUSS [55, 74]. Owing to the magnetic hyperfine interaction in the sample,
the nuclear resonance of 57Fe is split into four well-separated lines, each of which can
be treated as a single-line nuclear resonance (displayed in Fig. 3.18). The outer lines
in the measured spectra exhibit the strongest collective coupling, manifesting in a
clearly resolved Rabi splitting at the Bragg position. The bands at zero detuning, i.e.,
at the Bragg angle, have the frequencies ±√

2Ng2(1 − (−1) j cos(qρ)) around the
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nuclear resonance. The splitting is then 4g
√

N f j (qρ), where f1(qρ) = cos(qρ/2)
and f2(qρ) = sin(qρ/2). Depending onwhether ρ is smaller or larger than 0.25a, the
bands marked by j = 1 or j = 2 form the inner bands. We assume that ρ is smaller,
giving a splitting of 4g

√
N cos(qρ/2) ≈ 8�0 ≈ 57.3 MHz. Again, this is the result

for 30 layers and should not uncritically be equated with the formula resulting from
the infinite model. Nevertheless, the agreement between transfer matrix model simu-
lations and measurements is excellent. An exception is the almost dispersionless gap
visible in Fig. 3.18a which could not be resolved experimentally since the energetic
width of the analyzer foil smears out sharp spectral features.

To summarize, we have simulated andmeasured the energy-resolved reflectivities
of an isotopic 1.64 nm 56Fe/1.14 nm 57Fe multilayer around the nuclear resonant
Bragg peak. The results were explained in terms of the polaritonic propagation of
light and excitations of nuclear resonant matter. Within a quantum optical model, we
could connect the dispersion to the coupling of x-rays with nuclear excitons and have
given a lower bound to the collective coupling strength. Dissipation and the interface
roughness that grow with the number of layers thwart any attempt to observe fully-
formed band-gaps, and therefore precise values cannot be determined. However,
the distinctly observable dispersion and splitting of bands is the first unambiguous
evidence of collective strong coupling in the hard x-ray energy range.

Nuclear optical lattices display several unique features absent in other systems,
such as extremely high number densities (on the order of 1028m−3) and stability over
a wide temperature range. This work could be extended to other isotopes with higher
energies and less electronic interaction, such as 119Sn (23.9keV) or 61Ni (67.4 keV).
We therefore anticipate that nuclear resonant periodic multilayers will stimulate x-
ray quantum optics research and bring it closer to coherent control of the x-ray-matter
interaction. Even further, the concept of polaritons in bichromatic optical lattices or
other periodic systems itself is a subject that holds great interest far beyond the x-ray
range.

To put our results into perspective we briefly summarize previous work in similar
systems, as given in [118]. To the best of our knowledge, two physical systems have
yielded phenomena and observations similar to those described here: genuine optical
lattices [104, 106, 107] and gratings of excitonic quantum wells. In excitonic quan-
tumwells, a semiconductor is doped periodically; that way, the background refractive
index is identical throughout, but there are periodically spaced regions where quan-
tum well excitations are possible [119]. This medium is particular interesting, since
it suffers from a similar drawback as ours: too few layers result in an unclear or
incomplete formation of band gaps. Since the early 1990s, the results obtained from
excitonic quantum wells have been described in a different framework. Instead of
assuming an infinite structure, researchers calculated the eigenmodes of these sys-
tems for a small number (∼10) of layers [120, 121]. In that case, the eigenmodes
are one superradiant Bragg mode, which reflects the radiation in a band much wider
than the exciton resonance, and a number of dark modes. In a sense, this is the
incipient Bragg band gap. However, experiments [108, 122] showed that with an
increasing number of layers, dips in the superradiant mode and a saturation of its
width appeared; researchers explained this later in terms of band gaps and standing
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waves within the band gaps [116, 123], much as the quantum optical model of this
chapter. A system resembling a bichromatic array of quantumwells was examined in
[102]; although that paper has a different focus, the observed phenomena resemble
those presented here.

3.8.2 Rabi Oscillations via Strong Coupling of Two Nuclear
Cavities

In the regime of strong coupling, the reversible exchange of photons between a cav-
ity mode and an electromagnetic resonance leads to an oscillatory energy transfer
between the two systems, the so-called Rabi oscillations. Collective strong coupling
of X-rays and nuclei has recently been demonstrated in a periodic multilayer [39], as
described in the previous section. Themode splitting and anticrossing dispersion typ-
ical of strong coupling was observed in energy-resolved reflectivity measurements.
However, the Zeeman splitting of the Mössbauer resonance into several resonance
lines together with dissipation and structural imperfections of the layer system pre-
vented a clear detection of Rabi oscillations. Moreover, a conclusive proof of strong
coupling requires that the splitting of the resonance is solely due to the interaction
between the ensembles and is not affected by Lamb shift contributions. This requires
a particular arrangement of the resonant ensembles, as explained in the following.

The central requirement for the strong coupling regime is that the coupling of the
mode and the resonant layer be larger than their decay rates given by the the spectral
width of the cavity (that is, the inverse of the time a photon is stored in the cavity)
and the decay width of the nuclear ensemble. For a single thin-film cavity system, the
coupling strength, although larger than the nuclear decay width, is still much smaller
than the cavity linewidth.We circumvent this difficulty by introducing a novel double
cavity setup (Fig. 3.21), which is described by an effective Hamiltonian fulfilling
the desired strong coupling conditions. This ansatz follows the general approach
of simulating a complex physical system that mimics a simple Hamiltonian that
cannot be implemented straightforwardly. Similar approaches are used extensively
in contemporary research, for example to observe the Dicke phase transition [124,
125] or in the use of ultracold quantum gases to simulate magnetism [126] and
correlated materials [127, 128].

In the following we discuss a quantum optical description of the double cavity
setup in order to show that it indeed fulfills the conditions to observe Rabi oscillations
between the two nuclear layers. The interaction between the X-ray field and the two
nuclear layers embedded in the double cavity can be described bymeans of a recently
developedquantum-opticalmodel [29, 79] adapted to the particular sample geometry.
The Hamiltonian of this interaction is given by
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Fig. 3.21 Sketch of the coupled cavity system and experimental geometry to observe Rabi oscilla-
tions between two ensembles of 57Fe nuclei. Each cavity consists of a Pd/C/57SS/C/Pd layer stack,
where 57SS denotes stainless steel (Fe0.55Cr0.25Ni0.2) with its iron content enriched to 95% with
57Fe. Stainless steel does not exhibit ferromagnetic order, so in this alloy the 57Fe isotope presents
a single-line resonance at 14.413 keV with no Zeeman splitting. This layer structure realizes two
almost identical cavities coupled via a thin Pd interlayer, which also constitutes the top cladding
of the lower cavity and bottom cladding of the upper cavity. The layer system was positioned on a
goniometer that permitted to control the cavity detunings via adjustment of the angle of incidence
θ and to perform (θ − 2θ) reflectivity measurements

H = 
1a
+
1 a1 + 
2a+

2 a2 + J (a+
1 a2 + a+

2 a1)

− 
(|E1〉〈E1| + |E2〉〈E2|) (3.59)

+ g1
√

N1
(
a1|E1〉〈G| + a+

1 |G〉〈E1|
)

+ g2
√

N2
(
a2|E2〉〈G| + a+

2 |G〉〈E2|
)
,

where |G〉 = |g1g20102〉 denotes the nuclear ground state and |E1〉 = |e1g20102〉,
|E2〉 = |g1e20102〉 denote the states with a single excitation in either of the nuclear
layers, respectively. The first line in Eq. (3.59) gives the energies of the cavity modes
and their interaction term; the second one likewise the energies of the nuclear ensem-
bles. The third line describes the interaction between the first mode and its nuclear
ensemble, while the fourth one depicts the interaction between the second mode and
its ensemble. The creation (annihilation) operators of the cavity mode in the first
cavity are a†

1(a1). A second cavity is coupled to this first one by a strength J . The
second cavity mode’s creation (annihilation) operators are a†

2(a2). The detunings of
these two cavities are denoted by 
1 and 
2, respectively.

In each cavity, there is a nuclear ensemble coupled to it. In our experiments with
synchrotron radiation there is at most one photon in the system, i.e., we work in
the one-excitation limit. This allows us to truncate the Hamiltonian and to take into
account only the first symmetric timed Dicke state [29] of these ensembles that
is coupled to these modes [79]. The Dicke states are denoted as |E1〉 and |E2〉, and
their excitation and deexcitation operators are |E1(2)〉〈G| and |G〉〈E1(2)|, respectively.
They are coupled to their respective cavity modes with a collective coupling strength
g1

√
N1, g2

√
N2, where the N1(2) is the number of nuclei per ensemble, and g1(2)

the coupling strength of an individual nucleus to the respective cavity mode. An
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additional term 
 describes the energy of the nuclei and their detuning from the
incoming beam.

We then continue by prediagonalizing the interaction between the cavity modes,
resulting in two cavity supermodes a±, both coupling to the two nuclear ensembles
(seeMethods in [39]).We then heuristically add driving terms for both of these cavity
modes, which are i

√
2κR±(aina†

± + a∗
ina±). The energy bandwidth of the empty cav-

ities is very large, on the order of 100 eV, which renders them highly dissipative, i.e.,
their interactions and the temporal evolution of their modes take place on extremely
fast timescales, orders of magnitude faster than the evolution of the nuclear decay.
Therefore, the common practice is to adiabatically eliminate the cavity modes and
solely follow the temporal evolution of the three states |g1g20102〉, |g1g20102〉 and
|g1e20102〉, corresponding to states with no nuclear excitation or one delocalised,
collective excitation in layer 1 or 2, respectively, as depicted in Fig. 3.22d. Thus
we reduce the problem to that of two interacting low-excitation nuclear ensembles
similar to Ref. [79]. The effective Hamiltonian then reads (see Methods in [39]):

H =
⎛
⎝ 0 �1 �2

�∗
1 
 − δ1 + iγ1 g12 − iγ12

�∗
2 g12 − iγ12 
 − δ2 + iγ2

⎞
⎠ , (3.60)

where the Hamiltonian is made up of a series of effective parameters given by:
(i) the effective driving strengths of both layers:

�1 = g1
√

N

( √
2κR+

κ+ + i
+
+

√
2κR−

κ− + i
−

)
ain, (3.61)

�2 = g2
√

N

( √
2κR+

κ+ + i
+
−

√
2κR−

κ− + i
−

)
ain, (3.62)

(ii) The effective decay widths, consisting of real and imaginary part, δ and γ ,
respectively:

δi = −g2
i N

2

(

+

κ2+ + 
2+
+ 
−

κ2− + 
2−

)
, (3.63)

γi = g2
i N

2

(
κ+

κ2+ + 
2+
+ κ−

κ2− + 
2−

)
, (3.64)

(iii) the effective cavity-mediated coupling strength (real and imaginary part):

g12 = −g1g2N

2

(

+

κ2+ + 
2+
− 
−

κ2− + 
2−

)
, (3.65)

γ12 = g1g2N

2

(
κ+

κ2+ + 
2+
− κ−

κ2− + 
2−

)
. (3.66)
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Fig. 3.22 Illustration of the quantum optical models for description of the two coupled cavities.
a Each cavity contains a thin 57Fe layer located in the antinode of the first mode of each cavity
so that the coupling constants g1 and g2 are roughly equal. The first cavity is illuminated by a
classical driving field. Both cavities are at the same time divided and coupled via a thin cladding
layer, the thickness of which must be carefully adjusted to ensure a large coupling constant J . b
Level scheme of the setup in (a). There are four states that are labeled by g or e, describing the
states of the nuclear ensemble in layer 1 and layer 2, and by 0 or 1, which denote the number
of photons in the first guided modes of cavity 1 and cavity 2. gi describes the situation when all
atoms in layer i are in the ground state, and ei stands for the first symmetric Dicke state after the
delocalized excitation of one nucleus in layer i . c, d Sketches of the effective set-up achieved after
adiabatic elimination of the cavity modes. The original energies of the layers are replaced by those
of the Dicke states in individual layers and undergo collective Lamb shifts, denoted δ1 and δ2. Their
decay is superradiantly enhanced, with decay widths γ1 and γ2, and there is an effective interaction
�R between the layers. The latter is stronger than the respective superradiant decay rates, leading
to strong coupling between the upper two levels. The decay of these dressed states shows Rabi
oscillations. Figures b, d reprinted from [39]

Originally, the cavity modes were driven by an outside X-ray beam. Because we
have adiabatically eliminated the cavity modes, in our new picture that driving term
is now applied to both nuclear ensembles. In this picture the beam effectively drives
both ensembles directly, but with an extra dispersion inherited from the cavity mode.

 is the X-ray detuning to the nuclear resonance energy, considered to be the same in
both layers. 
± is the detuning of the supermodes from the incoming beam energy.

The new effective Hamiltonian in Eq. (3.60) can be interpreted as follows: The
new energies of the states representing collective excitations in layer i are given by

 − δi + iγi . γi is the cavity-enhanced superradiant decay rate of the Dicke state,
and δi is the cavity-induced collective Lamb shift [27]. The two states are connected
by an effective interaction given by the real part g12 and an imaginary part γ12. All
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parameters in the effective Hamiltonian can be derived from g1(2)
√

N1(2), κ± and

±, and κR±. While the latter three can be extracted from an off-resonant reflectivity
curve, the quantity gi

√
Ni must be fitted from the experimental data. Note that

these new, effective parameters can be tuned via the angle of incidence θ through a
wide range of values, as they all depend on the detuning, which is given by 
± =
(sin(θ±)/ sin(θ) − 1) ω0. Here, θ± is the angle for which one cavity supermode is
exactly at resonance at the nuclear transition energy ω0.

We can essentially regard the new, effective Hamiltonian as a three-level system
(Fig. 3.22d). The first level, corresponding to the ground state (no excited ensemble)
serves only to probe the properties of the other two through the (very weak) driving
terms. The energies of these two states, in turn, can be tuned via the collective Lamb
shifts, as can their superradiant decay terms and their mutual interaction. These
upper two levels form a two-level system with tunable energies, decay constants and
a tunable mutual interaction. Just as for a regular two-level system interacting with
a cavity mode, strong coupling and Rabi oscillations between the two levels can be
achieved if the interaction term is larger than the two respective decay terms, in this
case g12 > γ1, γ2. If this can be reached by appropriate tuning, the two upper states
will exchange a photon multiple times before the whole system decays, giving rise to
Rabi oscillations [129]. This is an equivalent of the standard strong-coupling set-up,
where the coupling strength between an atom and a cavity must exceed the latter’s
decay constants [130–133]. This effective three-level system may also be regarded
as the implementation of an artificial Autler-Townes set-up, which also consists of
two upper levels whose interaction is probed from a lower ground state. A crucial
difference is that the interaction here is cavity-induced, whereas in theAutler-Townes
case, a laser beam tuned to the energy difference between the two levels couples them.

The equivalent of the classical Rabi frequency in our case is given by

�R =
√

g2
12 + γ 2

12 + (δ1 − δ2)2, (3.67)

which includes the cavity-mediated coupling strength g12 between the two ensem-
bles/states, as well as their relative energy detuning δ1 − δ2. The behaviour of �R

in comparison with the superradiant decay rates, and the collective Lamb shifts as a
function of the incident angle, are shown in Figs. 3.23b,c. Any change in the incident
angle θ leads to modifications of all parameters δi , γi and g12, which makes it dif-
ficult to reach the desired behaviour of the coupling and the decay properties of the
system. This raises the question of whether we can find an angle θ at which the strong
coupling conditions (g12 > γi ) are fulfilled. This is indeed the case: In between both
supermodes, at large detunings from them, the superradiant decay widths γ1, γ2 are
insignificant compared to the interaction strength between the two layers. This can
be explained because the real part g12 of the interaction strength is suppressed by
1/
−1

± at angles sufficiently far away from the cavity angle of zero detuning, while
the imaginary part γ12 describing the superradiant decay is suppressed by 1/
−2

± .
However, the collective Lamb shifts do not go to zero as quickly, and, according to
Eq. (3.67), they are also involved in determining the oscillation rate �R . To observe
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Fig. 3.23 a Reflectivity and b, c effective parameters (given by Eqs. (3.61)–(3.66)) of the Hamilto-
nian that describes the coupled cavities. ϕM is the optimum coupling angle at which the conditions
for the observation of pure Rabi oscillations between the two resonant layers are fulfilled. ϕm lies in
the middle between the two cavity modes that show up as dips in the reflectivity displayed in (a). At
ϕm , the collective Lamb shifts (b) in the two layers cancel, and the superradiant enhancements (c)
are minimal, meaning that according to Eq. (3.67) the splitting is exclusively due to the interaction
�R . Figures reprinted from [39]

pure Rabi oscillation - that is, the case when the oscillations are solely induced by
the coupling constant, i.e. �R = g12, it is necessary to have zero Lamb shift detun-
ing between the layers. This, in turn, requires that both layers either have the same
collective Lamb shift, or none at all.

A brief inspection of the Hamiltonian reveals that this is possible if the Lamb
shifts caused by the two cavity modes cancel exactly for both layers. This can be
accomplished if the two cavity modes both couple to the nuclear layers with identical
strength. The double cavity is precisely the set-up thatmatches all these requirements:
the field modes couple equally strong to both layers, so the Lamb shifts of both layers
will always be equal. There are, however, always imperfections in real samples that
may lead to slightly different coupling strengths. An easy way to ameliorate this,
relies on the fact that the Lamb shift is highly dependent on the sign of the relative
detuning. Between two modes, the corresponding contributions will cancel and the
Lamb shifts of both layers will be exactly zero. At that particular angular position,
illustrated in Fig. 3.23a, we perform our experiment.

The experiment was performed at the nuclear resonance beamline ID18 of the
European Synchrotron Radiation Facility (ESRF). The beam was pre-monochro-
matized to a bandwidth of 1 meV around the nuclear resonance energy by the suc-
cessive use of high-heat load and high-resolution monochromators.

The sample system for the experiment consists of two thin-film cavities stacked
on top of each other, coupled through a thin interlayer as sketched in Fig. 3.21. A res-
onant 57Fe nuclear ensemble is embedded into each cavity. Specifically, the sample
was a (15nmPd)/(19nmC)/2nm57SS)/(19nmC)/(2nmPd)/(16nmC)/(2nm57SS)/
(19nm C)/(2nmPd) multilayer (Fig. 3.21) fabricated by sputter deposition on a
superpolished Si wafer. Here, 57SS indicates stainless steel (Fe0.55Cr0.25Ni0.2) with its
iron content enriched to 95% with the resonant 57Fe isotope. Stainless steel does not
display ferromagnetic order, so the 57Fe isotope presents a single-line resonance at
14.4125 keV with no Zeeman splitting. A weak hyperfine magnetic field distribution
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Fig. 3.24 Left: measured energy-resolved reflectivity at the optimum coupling angle ϕm . The two
peaks indicated by the arrows are due to the normal mode splitting that translates to the frequency
of the Rabi oscillations in (b). The modulation of the background (yellow dashed line is a guide
to the eye) is due to the detection method involving time gating and has been taken into account
in the numerical simulation. Right: temporal response of the double cavity, showing pronounced
Rabi oscillations. The theoretical curves are a Fourier transform of the energy-resolved reflectivity,
derived from the quantum optical model, and an exponentially damped cosine with a period that
corresponds to the Rabi frequency, respectively. Note that these temporal oscillations are evenly
spaced, in contrast to dynamical beats [50, 134], the period of which increases with increasing time
after excitation. Figures reprinted from [39]

in the sample, however, effectively broadens the 57Fe-resonance linewidth to ∼2–3
�0 [135]. This design effectively implements two almost identical cavities coupled
via a thin Pd interlayer, which also constitutes the top cladding of the lower cavity
and bottom cladding of the upper cavity.

For an energy analysis of the reflected radiation, a 1-μm-thick 57Fe-enriched stain-
less steel foil was inserted into the beampath. In this foil the 57Fe nuclei exhibited
a single-line resonance with a FWHM width of 1.5 �0. This stainless-steel foil was
mounted on a Mössbauer drive, which was then moved at velocities of ±10 mm/s.
The ensuing Doppler shifts of ±100 �0 covered the spectral range of interest. To
obtain the energy spectrum of the reflectivity at the optimum angle of incidence
ϕ = ϕm (Fig.3.24a) the delayed, resonantly reflected photons at that angular setting
were detected together with the actual velocity of the Mössbauer drive. The non-
resonantly scattered radiation was rejected from being recorded by a temporal gating
from 0 to 7 ns after excitation. The temporal gating ensured that the huge background
of nonresonantly scattered radiation was rejected from the detection, but the asso-
ciated time-window effect introduced an unphysical background modulation that is
visible in the spectrum. Moreover, because the non-resonant background is already
subtracted in the detection process, dips in the reflectivity appear as peaks in the
spectrum measured at the APD detector. For the time-resolved measurement, the
Mössbauer drive with the analyzer foil was removed. The measured temporal beat
pattern in Fig. 3.24b shows a clear, exponentially damped cosine patternwith a period
that corresponds the energy splitting of the line in (a), the typical fingerprint of Rabi
oscillations.



158 R. Röhlsberger and J. Evers

To summarize, we have succeeded in observing Rabi oscillations in the X-ray
regime by using a double cavity set-up, and confirmed the collective strong coupling
regime via a quantum optical model. The temporal evolution of the system is marked
by the coherent exchange of a photon between two different collective excited nuclear
states. The result also points the way to coherent control of X-rays over matter.
Already minor changes in the layer structure, such as the positioning of the layers,
can create new effective multilevel systems with completely different dynamics,
and facilitate artificial quantum optical systems in the X-ray range, with tunable
dispersions and interactions.

3.9 Nuclear Quantum Optics with Advanced Sources
of X-Rays

A further boost for the field of nuclear quantum optics will be enabled not only by an
increase of the spectral flux provided by the x-ray source, but also by qualitatively new
properties of the radiation source. One of those is the so-called photon degeneracy
η, which is a parameter that gives the number of resonant photons per mode of the
radiation field. In the case of a pulsed radiation source where the pulse length is
much shorter than the nuclear lifetime, η is simply given by the number of photons
per pulse within the nuclear resonance bandwidth. If η is significantly larger than
1, one obviously enters the regime of multiphoton excitation of nuclear ensembles
which could open new avenues for nuclear quantum optics, ranging from stimulated
emission to nonlinear optics. At most present-day sources, however, values for η are
typically much lower than 1, implying that in the majority of the pulses that interact
with the sample there is no resonant photon. This means that there is typically only
one nuclear resonant photon at a time in the setup. Under favorable conditions,
e.g., when large bunch charges like in few-bunch filling mode of the storage ring
are realized, there can be a sufficiently large fraction of bunches containing two
or more resonant photons. The situation changes drastically with the advent of x-
ray laser sources operating in the regime of hard x-rays like the LCLS in Stanford
(USA) [136], SACLA in Himeji (Japan) [137], and the European XFEL in Hamburg
(Germany) [138–141]. At these sources, values for η larger than 102 at 14.4 keV
can be expected. In fact, a first experiment devoted to NRS has been recently been
performed at SACLA, demonstrating superradiant emission from nuclear excited
states with close to 102 photons per pulse [142]. In this section we are going to
discuss two new types of future sources of x-rays that have great potential to further
stimulate the field of nuclear quantum optics. These are the ultimate realizations
of synchrotron radiation sources, i.e., diffraction limited storage rings (DLSR) and
x-ray free electron laser oscillators (XFELO).
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3.9.1 Diffraction-Limited Storage Rings

A new generation of accelerator-based x-ray sources is presently emerging that relies
on a novel type of electron optics for the storage-ring, the so-called multi-bend
achromat (MBA) [143–145]. The new concept allows for a significant reduction
of the horizontal emittance εx compared to existing facilities. The emittance is a
property of a radiation source and is given by the product of beam diameter and beam
divergence. The smaller the emittance, the higher is the degree of spatial coherence
of the source, which is the most desirable property of a radiation source for focusing
or imaging applications. The emittance cannot be arbitrarily decreased, but is limited
by the fundamental effect of diffraction of the beam by the shape of its own beam
cross section. For that reason there are worldwide great efforts undertaken to reduce
the emittance of synchrotron radiation sources as much as possible to reach the
diffraction limit. The synchrotron radiation source MAX IV in Lund, Sweden, is the
first light source that was successfully commissionedwith this new lattice type [146],
and SIRIUS in Campinas, Brazil, is currently under construction. Amongst the high-
energy synchrotron radiation sources (electron energy equal or larger than 6GeV), the
European Synchrotron Radiation Source (ESRF) in Grenoble, France, will undergo
an upgrade starting in winter 2018 to the fourth generation light source ESRF-EBS
with an emittance as low as εx ≈ 130 picometer-radian (pmrad) at an electron beam
energy of 6 GeV [147]. Many other sources worldwide have upgrade plans along
these lines, among which are also the high-energy storage-ring sources Advanced
Photon Source (APS) at Argonne National Laboratory (USA) [148], SPring-8 in
Harima (Japan), and PETRA IV at DESY in Hamburg (Germany) [149]. The latter
facility will be the first source reaching the diffraction limit for hard x-rays at 10 keV
photon energy. The implementation of the new electron optics in the storage ring
allows for an increase of the spectral brightness by one to two orders of magnitude.
This will dramatically change the landscape of synchrotron radiation facilities in the
next decade, see Fig. 3.25.

The benefit of diffraction-limited storage rings for the field of nuclear quantum
optics will not be an increase in the photon degeneracy parameter η, but primarily the
concentration of more resonant photons in a given scattering volume as compared to
present-day sources. This is enabled by the high degree of lateral coherence which
facilitates a very efficient collimation and focusing of x-rays, leading to an enhanced
coupling of x-rays to nuclear ensembles, e.g., in cavities and photonic nanostructures.

3.9.2 X-Ray Free-Electron Lasers: SASE-XFEL and XFELO

A tremendous increase of the photon degeneracy η will be reached by x-ray sources
that rely on a fundamentally different mechanism of radiation generation. This is the
principle of self-amplified spontaneous emission (SASE) which forms the basis for
free-electron lasers (FEL). The SASE principle leads to a increase in the brilliance
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Fig. 3.25 Diffraction limit for selected synchrotron radiation sources and their future upgrades.
Reprinted from [149], the authors licensed under CC-BY 4.0

of the radiation by several orders of magnitude compared to synchrotron radiation
sources, going along with a corresponding increase in η. The ultimate performance
for nuclear resonant scattering experiments, however, will be achieved if the SASE
process takes place in a specially designed cavity where the relativistic electrons
interact with the x-rays that are circulating in the cavity. Such a device has been
termed x-ray free-electron laser oscillator (XFELO), conceptually introduced about
ten years ago [7, 150, 151].

AnXFELO is a low-gain device, in which anX-ray pulse that circulates in a cavity
formed by diamond crystal Bragg mirrors is amplified every time it overlaps with an
electron bunch in the undulator, illustrated in Fig. 3.26 . Due to its high reflectivity
and excellent thermo-mechanical properties, diamond is the preferred material for
the Bragg crystals employed to form the X-ray cavity [152]. An XFELO will work
at any photon energy for which the Bragg reflectivity of diamond is sufficiently high
and the bandwidth is sufficiently broad so that the initial exponential gain of the
intra-cavity pulse energy can be sustained for a reasonable set of electron beam and
undulator parameters. This range is expected to extend from 5 to 25 keV [151]. The
photon energy can be continuously tuned for a given setting within a range of about
5% by changing the Bragg angle and adjusting the crystal positions so that the cavity
roundtrip time remains fixed.

An XFELO will open up completely new possibilities in the field of nuclear
resonance scattering (NRS) for isotopes with resonance energies between 5 and 25
keV. Due to the narrow resonance linewidths of Mössbauer transitions, NRS will
benefit from the extremely intense, narrow-bandwidth radiation from the XFELO
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Fig. 3.26 A schematic illustration of an XFELO. Four crystals form a closed X-ray cavity via
Bragg reflection. Figure adopted from [8]

in several ways: The anticipated hard X-ray spectral flux of 3×109 ph/sec/neV is
more than 4 orders of magnitude larger than at existing 3rd generation synchrotron
radiation sources [8].

As an example, at 14.4 keV (the transition energy of the 57Fe Mössbauer reso-
nance) the number of photons per pulse is expected to be 1×1010 within a pulse length
of 680 fs (FWHM) and a spectral bandwidth of 3 meV (FWHM). This amounts to an
average spectral flux of about 3×1015 photons/sec/meV or 1.5×1010 photons/sec/�0,
which corresponds to η = 1.5×104 photons/pulse/�0 where �0 = 4.7 neV is the nat-
ural linewidth of the 57Fe Mössbauer resonance. These numbers are four orders of
magnitude larger than those observed at the best third-generation synchrotron radia-
tion sources to date. This allows one to pushMössbauer science far beyond the single
photon regime, opening new perspectives for X-ray quantum optics and nonlinear
science with nuclear resonances. The full transverse coherence of the radiation will
allow for efficient focusing to extremely small spot sizes in the range of 10 nm,
enabling one to combine NRS with high-resolution imaging techniques. Moreover, a
frequency stabilized XFELOwould enable a hard X-ray frequency comb with pulse-
to-pulse coherence for unique applications in X-ray coherent control and extreme
metrology.

The longitudinal coherence of optical fields is the core requisite to induce and
control interference between different quantum pathways in atoms. In nuclei, similar
developments so far were restricted to single photons interfering with themselves,
due to the lack of sufficiently coherent photon sources.With an XFELO this situation
will fundamentally change. Its full coherence and spectral brightness provides new
avenues for studying the interaction between X-rays and nuclei under multiphoton
excitation conditions, thus offering unique possibilities for nonlinear spectroscopy of
the nucleus, aswell as for novel approaches to nuclear state preparation and detection.

For example, at low orders of nonlinearity quantum aspects involving X-ray pho-
tons could naturally be explored with two or more correlated photons. Potential
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approaches encompass both the generation of X-ray photon entanglement and its
applications, and the exploration of quantum states in the nuclei by subsequent spec-
troscopic detection of scattered X-ray photons [153]. The availability of multiple
coherent photons per pulse in turn enables detection of multiple correlated X-ray
photons, providing access to higher-order correlation functions characterizing, e.g.,
density fluctuations, phonons or similar excitations. This will fuel the development
of a broad class of new detection and analysis techniques. With multiple potentially
phase-locked driving fields, multi-dimensional spectroscopy techniques comewithin
reach, providing further insight into the dynamics. 2D nuclear spectroscopy might
reveal couplings among nuclear transitions that could provide fundamental insight
into intra-nuclear interactions, analogous to what is revealed in two-dimensional
spectroscopy throughout radio frequency to optical spectral ranges [154, 155]. This
and the other 2D measurements mentioned above will require at least phase-related
X-ray pulse pairs, which could be generated by splitting one XFELO output pulse by
an X-ray split-and-delay line or by applying temporal control of resonantly scattered
photons via ultrafast piezo modulation [84].

Further progress is anticipated in the engineering of advanced nuclear level
schemes. First steps have recently been demonstrated at 3rd generation light sources,
by designing suitable target structures utilizingMössbauer nuclei embedded in super-
lattices [38] and planar X-ray cavities [27, 29, 39]. The XFELO will enhance these
capabilities by its unique source properties, which, aside from the spectral bright-
ness also includes coherent multi-pulse or multi-color excitation. The XFELO could
also facilitate novel nuclear resonance excitation processes, such as non-linear two-
photon excitation [156] or four-wave mixing.

The pulse-to-pulse coherence of an energy stabilized XFELO enables one to
realize a hard X-ray frequency comb (see Sect. 3.6), facilitating ultrahigh-resolution
X-ray spectroscopy of nuclear transitions. Examples includemulti-level nuclear tran-
sition measurements, probing ultra-narrow X-ray Mössbauer resonances, dynamics
of X-ray driven nuclear—electronic transitions, and X-ray+ laser double resonance
experiments. Facilitated by X-ray comb spectroscopy, fascinating possibilities come
into reach: X-ray frequency and wavelength metrology would be enabled by extend-
ing the optical frequency comb technologies and techniques to X-ray wavelengths.
In addition to probing nuclear physics with unprecedented precision, linking nuclear
transitions to the Cs standard can be used to search for the variation of fundamental
constants with improved sensitivity [158, 159]. Nonlinear phase-coherent driving
and probing at X-ray wavelengths will be possible over long times >10 s. High-
quality-factor nuclear transitions like the 12.4 keV level of 45Sc with a lifetime of
∼300 ms and �0/E0 ∼10−19 (see Fig. 3.27) can be established as new and improved
frequency standards. Importantly, the pulse-to-pulse coherence allows to excite these
narrow resonances using a sequence of pulses, offering the possibility of orders of
magnitude higher excitation fraction than expected from SASE [153].

With sufficient temporal coherence and high intensity, coherent processes includ-
ing nuclear coherent population transfer in the stimulated Raman adiabatic passage
(STIRAP) technique [160, 161] or nuclear Rabi oscillations [162] are rendered pos-
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Fig. 3.27 Diagram of Mössbauer isotopes and nuclear isomers together with atomic and nuclear
clock transitions in the parameter space of transition energy and half-life. The shaded regions
covers the energy range of the XFELO (light blue) and the XFELO with a high-gain high-harmonic
(HGHG) extension to reach photon energies above 25 keV (light brown). Modified from [157],
Copyright 2016, with permission from Springer Nature

sible. Coherent population transfer would enable controlled pumping, storage and
release of energy stored in long-lived nuclear excited states. In addition, also nuclear
reactions starting from excited nuclear states driven by the XFELO can be envisaged.

3.10 Concluding Remarks

We have shown in this review that planar cavities and photonic nanostructures like
multilayers and superlattices containingMössbauer nuclei constitute interesting sys-
tems to explore quantum optical effects in the x-ray regime. Since the period of the
x-ray standing waves in these structures is typically much larger than the thickness
of ultrathin layers of Mössbauer atoms embedded in them, one is able to realize the
small-sample limit of Dicke superradiance. This is instrumental for the preparation of
single radiative eigenmodes of these nuclear ensembles. Accurately controlling their
placement within the standing wave field facilitates to tailor their radiative decay
width. In the vacuum field of the cavity this leads to several possibilities to prepare
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coherences between nuclear levels. One of those coupling schemes leads to electro-
magnetically induced transparency (EIT), another one to spontaneously generated
coherences (SGC), and many others are still to be explored, opening exciting per-
spectives for future research in the field of cooperative emission and quantum optics
with hard x-rays. Further engineering of photonic structures in one, two, or even
three dimensions with modern thin-film deposition methods and lateral structuring
techniques enables one to reach the regime of collective strong coupling between
x-rays and nuclear resonances. We have demonstrated the basic effects encountered
in this regime, namely normal mode splitting of the resonances and Rabi oscilla-
tions between nuclear ensembles. While all these effects could be explored in the
limit of single-photon excitation, new avenues could open up under conditions of
multiphoton excitation. This includes stimulated emission, nonlinear x-ray optics,
multiphoton cooperative emission, novel hybrid light-matter states in cavities, to
name a few. Especially intriguing in this area would be the simultaneous coupling of
different types of photonic structures like cavities and multilayers to further enhance
the multiphoton light-matter coupling with nuclear resonances. Moreover, the con-
cepts presented in this review even open the possibility to transfer them into other
wavelength regimes of the electromagnetic spectrum.One could explore these effects
also with narrow resonance of inner-shell resonances, where first measurements on
the collective Lamb shift have been performed [163]. Further applications could be
to realize concepts of quantum memory with nuclear resonances which could even
form a bridge into the area of quantum computing implementations.

Acknowledgements The results presented in this review would not have been possible without
the eminent contributions of numerous coworkers and colleagues over the past ten years, We are
gratefully indebted for their various contributions. Amongst those, there are few who we would
like to mention in particular. First and foremost, this is Marlan O. Scully who, during the PQE
conference in Snowbird in 2009, inspired our work on the collective Lamb shift, which was the
initial spark that ignited the field of cavity-based nuclear quantum optics. It was then during the
following years where the lively discussions with Bernhard Adams, Olga Kocharovskaya, Anatoly
Svidzinsky and others, constituted a constant source of inspiration for the development of this field.
In the following we would like to list—in alphabetical order—those colleagues who contributed in
manyways to the development of the field, ranging from stimulating discussions to hands-onwork in
the laboratories and during the experiments at the synchrotron radiation sources ESRF and PETRA
III: Hendrik Bernhardt, Lars Bocklage, Alexander I. Chumakov, Sebastien Couet, Frank-Uwe Dill,
Jakob Gollwitzer, Tatyana Gurieva, Johann Haber, Kilian Heeg, Andreas Kaldun, Christoph H.
Keitel, Dominik Lentrodt, Robert Loetzsch, Olaf Leupold, Berit Marx, Xiangjin Kong, Christian
Ott, Adriana Palffy, Gerhard Paulus, Thomas Pfeifer, Sasha Poddubbny, André Rothkirch, Rudolf
Rüffer, Balaram Sahoo, Kai Schlage, Kai-Sven Schulze, Daniel Schumacher, Cornelius Strohm,
Ingo Uschmann, Hans-Christian Wille, and Svenja Willing.

References

1. R. Loudon, The Quantum Theory of Light (Oxford University Press, 1983)
2. M.O. Scully, M.S. Zubairy, Quantum Optics (Cambridge University Press, 1997)
3. M. Fox, Quantum Optics (Oxford University Press, 2006)



3 Quantum Optical Phenomena in Nuclear Resonant Scattering 165

4. G.S. Agarwal, Quantum Optics (Cambridge University Press, 2013)
5. S.L. Ruby, Mössbauer experiments without conventional sources. J. Phys. (Paris) Colloq. 35,

C6–209 (1974)
6. R. Röhlsberger, Nuclear Condensed Matter Physics with Synchrotron Radiation. Basic Prin-

ciples, Methodology and Applications. Number 208 in Springer Tracts in Modern Physics
(Springer, Berlin, Heidelberg, 2004)

7. Kwang-Je Kim, Yuri Shvyd’ko, Sven Reiche, A proposal for an x-ray free-electron laser
oscillator with an energy-recovery linac. Phys. Rev. Lett. 100, 244802 (2008)

8. B.W. Adams et al., Scientific opportunities with an x-ray free-electron laser oscillator.
arXiv:1903.09317 [physics.ins-det] (2019)

9. M.O. Scully, E.S. Fry, C.H. Raymond Ooi, K. Wódkiewicz, Directed spontaneous emission
from an extended ensemble of N atoms: timing is everything. Phys. Rev. Lett. 96, 010501
(2006)

10. J.H. Eberly, Emission of one photon in an electric dipole transition of one among N atoms.
J. Phys. B Atom. Molec. Opt. Phys. 39, S599 (2006)

11. A. Svidzinsky, J.-T. Chang, Cooperative spontaneous emission as a many-body eigenvalue
problem. Phys. Rev. A 77, 043833 (2008)

12. R. Friedberg, J.T. Manassah, Effects of including the counterrotating term and virtual photons
on the eigenfunctions and eigenvalues of a scalar photon collective emission theory. Phys.
Lett. A 372, 2514–2521 (2008)

13. R. Friedberg, J.T. Manassah, Electromagnetic decay modes in a spherical sample of two-level
atoms. Phys. Lett. A 372, 6833–6842 (2008)

14. D. Porras, J.I. Cirac, Collective generation of quantum states of light by entangled atoms.
Phys. Rev. A 78, 053816 (2008)

15. M.O. Scully, A.A. Svidzinsky, The super of superradiance. Science 325, 1510–1511 (2009)
16. M.O. Scully, A.A. Svidzinsky, The effects of the N atom collective Lamb shift on single

photon superradiance. Phys. Lett. A 373, 1283–1286 (2009)
17. L.H. Pedersen, K. Mølmer, Few qubit atom-light interfaces with collective encoding. Phys.

Rev. A 79, 012320 (2009)
18. A.A. Svidzinsky, M.O. Scully, Evolution of collective N atom states in single photon super-

radiance: effect of virtual Lamb shift processes. Opt. Commun. 282, 2894–2897 (2009)
19. A.A. Svidzinsky, M.O. Scully, On the evolution of N -atom state prepared by absorption of a

single photon. Opt. Commun. 283, 753–757 (2010)
20. R. Friedberg, Refinement of a formula for decay after weak coherent excitation of a sphere.

Annals Phys. 325, 345–358 (2010)
21. A.A. Svidzinsky, J.-T. Chang, M.O. Scully, Cooperative spontaneous emission of n atoms:

many-body eigenstates, the effect of virtual Lamb shift processes, and analogy with radiation
of n classical oscillators. Phys. Rev. A 81, 053821 (2010)

22. P.R. Berman, J.-L. Le Gouët, Phase-matched emission from an optically thin medium follow-
ing one-photon pulse excitation: Energy considerations. Phys. Rev. A 83, 035804 (2011)

23. A.M. Afanas’ev, Yu. Kagan, Theory of hyperfine structure of the Mössbauer line in param-
agnetic substances. Sov. Phys. JETP 18, 1139–1149 (1964)

24. J.P. Hannon, G.T. Trammell, Mössbauer diffraction. I. Quantum theory of gamma-ray and
x-ray optics. Phys. Rev. 169, 315–329 (1968)

25. J.P.Hannon,G.T.Trammell,Mössbauer diffraction. II.Dynamical theory ofMössbauer optics.
Phys. Rev. 186, 306–325 (1969)

26. J.P. Hannon, G.T. Trammell, Coherent γ -ray optics. Hyperfine Interactions 123, 127–274
(1999)

27. R. Röhlsberger, K. Schlage, B. Sahoo, S. Couet, R. Rüffer, Collective Lamb shift in single
photon superradiance. Science 328, 1248 (2010)

28. R. Röhlsberger, H.C. Wille, K. Schlage, B. Sahoo, Electromagnetically induced transparency
with resonant nuclei in a cavity. Nature 482, 199–203 (2012)

29. K.P. Heeg, H.-C. Wille, K. Schlage, T. Guryeva, D. Schumacher, I. Uschmann, K.S. Schulze,
B. Marx, T. Kämpfer, G.G. Paulus, R. Röhlsberger, J. Evers, Vacuum-assisted generation and
control of atomic coherences at x-ray energies. Phys. Rev. Lett. 111, 073601 (2013)

http://arxiv.org/abs/1903.09317


166 R. Röhlsberger and J. Evers

30. R.H. Dicke, Coherence in spontaneous radiation processes. Phys. Rev. 93, 99–110 (1954)
31. R. Friedberg, S.R. Hartmann, J.T. Manassah, Frequency shifts in emission and absorption by

resonant systems ot two-level atoms. Phys. Reports 7, 101–179 (1973)
32. R. Wiegner, J. von Zanthier, G.S. Agarwal, Quantum-interference-initiated superradiant and

subradiant emission from entangled atoms. Phys. Rev. A 84, 023805 (2011)
33. A.I. Lvovsky, B.C. Sanders,W. Tittel, Optical quantummemory. Nature Photon. 3, 706 (2009)
34. M.Sarovar,A. Ishizaki,G.R. Fleming,K.B.Whaley,Quantumentanglement in photosynthetic

light-harvesting complexes. Nature Phys. 6, 462 (2010)
35. K.P. Heeg, J. Evers, X-ray quantum optics with Mössbauer nuclei embedded in thin-film

cavities. Phys. Rev. A 88, 043828 (2013)
36. K.P. Heeg, J. Haber, D. Schumacher, L. Bocklage, H.-C. Wille, K.S. Schulze, R. Loetzsch, I.

Uschmann, G.G. Paulus, R. Rüffer, R. Röhlsberger, J. Evers, Tunable subluminal propagation
of narrow-band x-ray pulses. Phys. Rev. Lett. 114, 203601 (2015)

37. K.P. Heeg, J. Evers, Collective effects between multiple nuclear ensembles in an x-ray cavity-
QED setup. Phys. Rev. A 91, 063803 (2015)

38. J. Haber, K.S. Schulze, K. Schlage, R. Loetzsch, L. Bocklage, T. Gurieva, H. Bernhardt, H.C.
Wille, R. Rüffer, I. Uschmann, G.G. Paulus, R. Röhlsberger, Collective strong coupling of
x-rays and nuclei in a nuclear optical lattice. Nature Photon. 10, 445 (2016)

39. J. Haber, X. Kong, C. Strohm, S. Willing, J. Gollwitzer, L. Bocklage, R. Rüffer, A. Pálffy,
R. Röhlsberger, Rabi oscillations of x-ray radiation between two nuclear ensembles. Nature
Photon. 11, 720–725 (2017)

40. D. Lentrodt, K.P. Heeg, C.H. Keitel, Jörg Evers, Ab initio quantummodels for thin-film x-ray
cavity QED. Phys. Rev. Res. 2, 023396 (2020)

41. M.O. Scully, Collective Lamb shift in single photon Dicke superradiance. Phys. Rev. Lett.
102, 143601 (2009)

42. R. Friedberg, J.T. Manassah, Cooperative Lamb shift and the cooperative decay rate for an
initially detuned phased state. Phys. Rev. A 81, 043845 (2010)

43. J.T. Manassah, Cooperative radiation from atoms in different geometries: decay rate and
frequency shift. Adv. Opt. Photon. 4, 108–156 (2012)

44. J. Ruostekoski, J. Javanainen, Emergence of correlated optics in one-dimensional waveguides
for classical and quantum atomic gases. Phys. Rev. Lett. 117, 143602 (2016)

45. J. Keaveney, A. Sargsyan, U. Krohn, I.G. Hughes, D. Sarkisyan, C.S. Adams, Cooperative
Lamb shift in an atomic vapor layer of nanometer thickness. Phys. Rev. Lett. 108, 173601
(2012)

46. Z. Meir, O. Schwartz, E. Shahmoon, D. Oron, R. Ozeri, Cooperative Lamb shift in a meso-
scopic atomic array. Phys. Rev. Lett. 113, 193002 (2014)

47. S.J. Roof, K.J. Kemp,M.D. Havey, I.M. Sokolov, Observation of single-photon superradiance
and the cooperative Lamb shift in an extended sample of cold atoms. Phys. Rev. Lett. 117,
073003 (2016)

48. T. Peyrot, Y.R.P. Sortais, A. Browaeys, A. Sargsyan, D. Sarkisyan, J. Keaveney, I.G. Hughes,
C.S. Adams, Collective Lamb shift of a nanoscale atomic vapor layer within a sapphire cavity.
Phys. Rev. Lett. 120, 243401 (2018)

49. N. Auerbach, V. Zelevinsky, Super-radiant dynamics, doorways and resonances in nuclei and
other open mesoscopic systems. Reports Progr. Phys. 74, 106301 (2011)

50. U. van Bürck, Coherent pulse propagation through resonant media. Hyperfine Interactions
123(124), 483–509 (1999)

51. E. Gerdau, R. Rüffer, H. Winkler, W. Tolksdorf, C.P. Klages, J.P. Hannon, Nuclear Bragg
diffraction of synchrotron radiation in yttrium iron garnet. Phys. Rev. Lett. 54, 835–838
(1985)

52. J.B. Hastings, D.P. Siddons, U. van Bürck, R. Hollatz, U. Bergmann,Mössbauer spectroscopy
using synchrotron radiation. Phys. Rev. Lett. 66, 770–773 (1991)

53. E. Gerdau, H. de Waard (eds.), Nuclear resonant scattering of synchrotron radiation, part A,
in Hyperfine Interactions, vol. 123/124 (Springer, 1999)



3 Quantum Optical Phenomena in Nuclear Resonant Scattering 167

54. E. Gerdau, H. de Waard (eds.), Nuclear resonant scattering of synchrotron radiation, part B,
in Hyperfine Interactions, vol. 125 (Springer, 2000)

55. W. Sturhahn, E. Gerdau, Evaluation of time-differential measurements of nuclear-resonance
scattering of x rays. Phys. Rev. B 49, 9285–9294 (1994)

56. W.E. Lamb, Robert C. Retherford, Fine structure of the hydrogen atom by a microwave
method. Phys. Rev. 72, 241–243 (1947)

57. R. Friedberg, J.T. Manassah, The dynamical cooperative Lamb shift in a system of two-level
atoms in a slab-geometry. Phys. Lett. A 373, 3423–3429 (2009)

58. J.T. Manassah, The dynamical cooperative Lamb shift in a system of two-level atoms in a
sphere in the scalar photon theory. Laser Phys. 20, 259–269 (2010)

59. C. Greiner, B. Boggs, T.W. Mossberg, Superradiant emission dynamics of an optically thin
material sample in a short-decay-time optical cavity. Phys. Rev. Lett. 85, 3793–3796 (2000)

60. D. Fröhlich, A. Kulik, B. Uebbing, A. Mysyrowicz, V. Langer, H. Stolz, W. von der Osten,
Coherent propagation and quantum beats of quadrupole polaritons in Cu2O. Phys. Rev. Lett.
67, 2343–2346 (1991)

61. R. Röhlsberger, Cooperative emission from nuclei: the collective Lamb shift and electromag-
netically induced transparency. Fortschritte der Physik 61, 360–376 (2013)

62. A.A. Svidzinsky, J.-T. Chang, Marlan O. Scully, Dynamical evolution of correlated sponta-
neous emission of a single photon from a uniformly excited cloud of n atoms. Phys. Rev. Lett.
100, 160504 (2008)

63. A.A. Svidzinsky, Nonlocal effects in single-photon superradiance. Phys. Rev. A 85, 013821
(2012)

64. Yu.V. Shvyd’ko, G.V. Smirnov, Experimental study of time and frequency properties of col-
lective nuclear excitations in a single crystal (gamma-ray resonance). J. Phys. Condensed
Matter 1, 10563 (1989)

65. J.T. Manassah, Giant cooperative Lamb shift in a density-modulated slab of two-level atoms.
Phys. Lett. A 374, 1985–1988 (2010)

66. R. Röhlsberger, Theory of x-ray grazing incidence reflection in the presence of nuclear reso-
nance excitation. Hyperfine Interactions 123(124), 301–325 (1999)

67. R. Röhlsberger, J. Evers, S. Shwartz. Quantum and Nonlinear Optics with Hard X-Rays, ed.
by E. Jaeschke, S. Khan, J.R. Schneider, J.B. Hastings (Springer International Publishing,
Cham, 2014), pp. 1–28

68. P. Longo, C.H. Keitel, J. Evers, Tailoring superradiance to design artificial quantum systems.
Sci. Rep. 6, 23628 (2016)

69. F. Pfeiffer, C. David, M. Burghammer, C. Riekel, T. Salditt, Two-dimensional x-ray waveg-
uides and point sources. Science 297, 230–234 (2002)

70. K.J. Vahala, Optical microcavities. Nature 424, 839–846 (2003)
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Chapter 4
From Small Molecules to Complex
Systems: A Survey of Chemical
and Biological Applications
of the Mössbauer Effect

Volker Schünemann

Abstract Mössbauer spectroscopy and synchrotron based nuclear resonance scat-
tering are ideal tools to investigate electronic and dynamic properties of iron centers
in chemical and biological systems. These methods have reached a level of sophisti-
cation during the last decades so that it is nowpossible to hunt for particular functional
active iron sites even in very complex systems like iron based heterogeneous cata-
lysts or even in some cases in biological cells. This book chapter will try to give a
comprehensive overview of what can be achieved by using experimental techniques
using the Mössbauer effect when combining different evaluation strategies like e.g.
relatively straight forward analysis using lorentzian lines or hyperfine field distribu-
tions and more sophisticated investigations of paramagnetic iron sites by means of
the spin Hamiltonian formalism. In addition the possibilities of synchrotron tech-
niques based on the Mössbauer effect like nuclear forward and nuclear inelastic
scattering will be shown. Special emphasis lies also on the sample requirements
and on theoretical methods like quantum chemical density functional theory which
nowadays is also available coupled with molecular mechanic shells which enables
the treatment of very large systems like iron proteins. In addition to laboratory-based
Mössbauer spectroscopy recent progress using synchrotron based nuclear inelastic
scattering (NIS) to detect iron based vibrational modes in iron proteins and chemical
systems will be described. In combination with quantum mechanical calculations
for example, the iron ligand modes of NO transporter proteins have been explored.
Via NIS it has been possible to detect iron ligand modes in powders and single crys-
tals, but also in thin solid films of iron(II) based spin crossover (SCO) compounds.
In addition, nuclear forward scattering (NFS) has been applied to monitor the spin
switch between the S = 0 and S = 2 state of SCO microstructures. Furthermore,
recent work on polynuclear iron(II) SCO compounds, iron based catalysts as well as
biological cells will be discussed.
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4.1 Iron Centers in Chemical Complexes
and Biomolecules: Structural Overview, Biological
Relevance and Physical Properties

The trace element iron is indispensable for almost all life forms on earth. The best
known example is the function of iron as an oxygen carrier in the red blood pigment
hemoglobin. However, by exploiting its redox properties, iron also plays an important
role in biological electron transport chains, e.g. in mitochondria or in photosynthetic
reaction centers of thylakoid membranes of green plants [1]. Many enzymes, in turn,
use the catalytic activity of iron, such as the enzyme cytochrome P450, which is
also vital for humans and occurs in liver cells of mammals [2]. Iron is present in
mononuclear form either in heme centers [3, 4] or as non-heme iron [5], which is
directly bound to amino acid chains of the protein. Iron ions can also be linked by
oxygen or carboxyl bridges to dimeric centers such as methane monooxygenase [6]
or ribonucleotide reductase [7].

Iron centers bridged by sulfur can be found in iron-sulfur proteins. The function
of these centers ranges from electron transfer to catalysis [8]. Unbound iron can
produce free radicals in the presence of water, which are a danger to any cell. For
this reason, iron metabolism in any organism is strictly regulated. Ferritins, proteins
containing amorphous iron hydroxide clusters with diameters up to 8 nm [9], are
used for iron storage. Biological complexing agents, transferrins, which contain iron
in monomeric form and bind so strongly that its catalytic activity cannot lead to the
formation of free radicals even in the presence of water, are used for iron transport
[10].

The most common coordination environment of iron ions in biomolecules and
chemical complexes are the sixfold octahedral and the fourfold tetrahedral coordi-
nation (Fig. 4.1) [11]. Sixfold coordination is found in heme proteins involved in
electron transfer reactions like the cytochrome c family and also in the iron center of
hemo and myoglobins when O2 is bound. Iron sulfur proteins which are involved in
electron transfer, but can also have catalytic (enzymatic) functions have tetrahedral
sulfur coordinated iron centers in most cases.

The type of coordination defines the order of the 3d-orbitals of the iron center
due to the electronic interaction with the surrounding ligands. These are in ligand
field theory regarded as negatively charged point charges (Fig. 4.2). This is quite a
simplification of the “real” electronic situation, but describes the electronic properties
of iron centers often quite astonishing well. However, this simple picture fails when
strongly covalent bonds are formed like metalorganic bonds.

Iron in biomolecules occurs in different spin and oxidation states. Divalent iron
with 4 unpaired electrons in the 3d shell often occurs in the S = 2 state, where one
3d orbital is double and the others are single occupied according to Hund’s rule
(Fig. 4.3). Such a state is also often called a ferrous high spin state. If the ligands
exert a strong ligand field, this leads to the diamagnetic S = 0 form of the divalent
iron [12]. The latter state is also often called a ferrous low spin state.
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Fig. 4.1 Structures of octahedral and tetrahedral chemical complexes with iron as the central atom.
a Schematic drawing of an octahedral complex. Six ligands lie at the same distance from the central
ion on the coordinate axes. b Schematic drawing of a tetrahedral complex. Four ligands coordinate
with the central ion so that the connection between the ligands results in a tetrahedron. The ligands
are located between the coordinate axes. Note that this is a very simplified picture of the real
chemical situation. The iron ligands are simplified in a way that they present negative point charges
instead e.g. N and/or O atoms in (a) or S in (b). Adapted by permission of Shaker-Verlag GmbH,
Düren, Germany [11]

Trivalent iron with 5 unpaired electrons is present in the S = 5/2 spin state. This
also called ferric high spin state occurs when the ligand field splitting generated by
the negative electronic charge of the surrounding ligands is smaller than the spin
pairing energy. This is e.g. the case for fivefold coordinated iron centers in heme
proteins. If a sixth ligand is added, the crystal field energy is higher than the spin
pairing energy and a ferric low spin state (S = 1/2) is present [13–15]. Sometimes,
however, the ligand field strength is just so high that S = 3/2 [16] or even electron
configurations resulting from linear combinations of S = 5/2 and S = 3/2 spin states
[17] form the ground state.

High-valent catalytic intermediates such as formally tetravalent iron have also
been characterized spectroscopically and detected in enzymatic reactions. The first
tetravalent iron with four 3d electrons detected in reaction intermediates of the
peroxidase of horseradish has a spin state S = 1 [18, 19].

Iron centers,with the exception of diamagnetic divalent ironwith S=0, aremolec-
ular paramagnets whose structures are precisely defined. Biomolecules are produced
in an absolutely reproducible way based on their genetic code. For this reason, each
iron center in a protein or enzyme is in a well-defined state essential to its function.
These iron centers, in turn, are ideal for biophysical studies of their structural, elec-
tronic and dynamic properties. The goal of Mössbauer spectroscopic studies of these
biomolecules, is not only academic-biophysical, but understanding the function of
biological processes at the molecular level using spectroscopic methods.
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Fig. 4.2 Visualization and energetic splitting of d-orbitals. a Shape of the d-orbitals. b Energetic
splitting of the d-orbitals in an octahedral complex. The dx2−y2 and dz2 orbitals are energetically
elevated and are called eg orbitals. The other three orbitals (dxy, dxz and dyz) are energetically lower
and are called t2g orbitals. c Energetic splitting in a tetrahedral complex. The energetic splitting of
the orbitals takes place inversely to that in an octahedral complex. The higher orbitals are called t2
orbitals and the lower orbitals are called e orbitals. Adapted by permission of Shaker-Verlag GmbH,
Düren, Germany [11]

In the last decades many studies have jointly being carried out by chemically,
biochemically and biophysically oriented research groups with the aim of eluci-
dating the role of metal centers in proteins [20, 21]. Thus, the field of bioinorganic
chemistry was established which deals not only with the metal proteins themselves,
but also structural and functional chemical models of metal centers are investigated.
In many cases, this has made it possible to understand the function of metal and in
particular also iron containing proteins. For the spectroscopist, who deals with iron
proteins, the study of chemical models offers two tasks: (i) The characterization of
the structural and electronic properties of model complexes and the comparison with
corresponding metal proteins. (ii) The possibility to test new spectroscopic methods
on chemical models, since model complexes in general can be produced easily in
high concentrations (of some mM) often necessary for spectroscopic investigations.
The aim of bioinorganic research, however, is not only to understand the structure
and function ofmetal proteins and their models, but also tomake use of the properties
of these proteins.
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Fig. 4.3 Electronic occupation of the d-orbitals of Fe2+ and Fe3+ in a symmetrical octahedral
complex. On the left is always the configuration of a low-spin complex and on the right the config-
uration of a high-spin complex. In between there are configurations of intermediate spin states,
which rarely occur. Low spin complexes are formed in a strong, high spin complexes in a weak
ligand field. Reproduced by permission of Shaker-Verlag GmbH, Düren, Germany [11]

In addition to examples dealing with Mössbauer spectroscopic techniques on
biological systems this chapter will also discuss some recent work on artificial chem-
ical iron(II) complexes the spin state of which can be switched by external parameters
like change of temperature, pressure and/or light. For more general information on
those spin crossover systems we refer to Chap. 6 of this book.

4.2 Spectroscopic Techniques to Investigate Iron Centers
in Chemistry and Biology Based on the Mössbauer
Effect: Strategy and Requirements

In this chapter we will discuss how much sample or better how many 57Fe nuclei are
necessary to acquire Mössbauer spectra in a reasonable amount of time. In the labo-
ratory measuring a Mössbauer spectrum at one experimental condition may even
last about a month, if highly diluted samples have to be investigated. In case of
synchrotron experiments beam time is available only for some days and the question
of sample amount and 57Fe concentration may be even more important than for an
in-house experiment. There will be also a short discussion about data evaluation
procedures for conventional Mössbauer spectroscopy. As far as paramagnetic iron
centers in proteins are concerned the analysis of field and temperature dependent
Mössbauer spectra by means of the spin Hamiltonian formalism [22, 23] needs to
be applied. When performing synchrotron based nuclear inelastic scattering (NIS)
experiments on iron complexes and/or iron proteins quantum chemical density func-
tional calculations can nowadays be run already by talented users which have no in
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deep knowledge of quantum chemistry and numerical methods. More sophisticated
calculations have to be performedwhen also the protein environment should be taken
into account.

4.2.1 Sample Requirements for Conventional Mössbauer
Spectroscopy and Synchrotron Based Techniques

TheMössbauer isotope 57Fe has a natural relative abundance of only 2.2%.Neverthe-
less, this is enough to obtain Mössbauer spectra in transmission mode with samples
having a total iron content down to 1% by weight. Powder samples of inorganic
iron compounds can be investigated with samples that have a sample thickness of
~0.5 mm and an area of ~1 cm. There are research groups which prefer to measure
pressed pellets, but if the samples are sensitive to pressure, it is better to use small
samples holders made of e.g. Delrin®. If one measures iron containing metal foils
at room temperature, these can also be taped on the detector. This is a habit in some
laboratories in order to perform calibration of the Mössbauer spectrometer with α-
Fe foils. For any sample preparation it is important taking special care that there are
no holes in the sample. In case there are holes in the sample the γ-rays go through
the sample holder, but do not penetrate sample material. This can lead to a drastic
decrease in absorption of the γ-quanta by the 57Fe nuclei in the sample specimen
and thus to a decrease in the intensity of the Mössbauer lines. Such a situation can
easily occur with powder samples. A good test is checking whether light is shining
through the sample holder. In case when only a tiny amount of sample is present,
one can put one or several thin sheets of paper in between the sample holder and the
sample. But also in case the sample holder is prepared correctly and there is sufficient
57Fe in the sample, it is possible that only a very weak noisy Mössbauer spectrum
is obtained at room temperature. In this case, the Lamb-Mößbauer factor f is small
and therefore one should measure at cryogenic temperatures ≤120 K. One should
also be aware of the fact that heavy atoms like e.g. Pt and Au have a high electronic
absorption coefficient for 14.4 keV radiation which results in low count rates during
the measurement.

Compared to optical spectroscopies taking a Mössbauer spectrum requires long
acquisition times. The measurement can take in between several hours (e.g. for a
calibration spectrum with an unenriched α-Fe foil of 25 μm thickness) up to weeks
for samples very dilute in 57Fe like brain substancia nigra tissue [24]. To give an
example from our laboratory: Collecting a Mössbauer spectrum of a powder sample
of an iron compound with an atomic mass of around 500–1000 amu at 77 K in a
sample cup made of Delrin®, like those displayed in Fig. 4.4 normally takes 24 h.

There are only a few biological molecules which can be studied with their natural
57Fe content. For example, the oxygen transporter protein hemoglobin in the blood
can bemeasuredwithin the red blood cells byMössbauer spectroscopy after the blood
has been thickened by centrifugation. A way to enhance the 57Fe concentration in
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Fig. 4.4 Sample cups for
Mössbauer spectroscopy of
powder samples (left) and
frozen solution samples
(right) used in the laboratory
of the author

hemoglobin of rats has been done by injecting 57Fe citrate into their blood stream.
In such a way one of the early Mössbauer spectroscopic studies of hemoglobin has
been performed [25]. Nowadays, if iron proteins are to be investigated, an enrichment
with 57Fe is unavoidable. This can be done via 57Fe reconstitution of e.g. iron sulfur
clusters by adding iron salts to the apo protein. This method is often used but has the
disadvantage that unspecific iron can be formed. Therefore, it is advisable to grow
a bacterial expression system (e.g. E. coli cells) in nutrient medium enriched with
57Fe and purify the protein one wants to study from the cell extracts. One has to keep
in mind that for liquid solutions containing iron compounds or proteins, the Lamb-
Mößbauer factor goes to zero, and therefore 57Fe Mössbauer spectroscopy is only
possible on frozen solutions. For such experiments sample volumes of 0.25–0.5 ml
are needed. In some cases, frozen solution studies can be performed down to an 57Fe
concentration of ~0.1 mM (1M= 1Mol/l), but taking aMössbauer spectrum of such
a sample can take weeks depending on the shape of the spectrum. Therefore, it is
strongly recommended that the concentration of 57Fe to be at least 1mM. Sometimes,
it is possible to have even protein samples with 57Fe concentrations of for example,
5–10 mM. Such samples can very conveniently be measured in a couple of hours.

For synchrotron experiments the sample volume can be less than for conventional
Mössbauer spectroscopy in transmission mode. Both, for nuclear forward scattering
(NFS) and for nuclear inelastic scattering (NIS) experiments sample holders which
have sample volumes of 50–70 μl are used. The sample volume can be decreased
evenmore if a focused beam (e.g. 10μm× 15μm) is used. Figure 4.5 shows a sample
holder designed for liquid samples. After the sample solution is filled the holes can
be closed with vacuum grease. In this way the sample can be frozen and stored e.g. at
liquid nitrogen temperatures, if the sample is sensitive to air. It should be mentioned
that for the sample holders discussed above top loading cryostats are advisable which
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Fig. 4.5 NIS sample holder for liquid samples (e.g. 57Fe enriched protein solution). The liquid can
be filled via the holes seen on the upper part of the holder. A thin self adhesive Kapton® film is
glued on the sample holder prior to filling and acts as window material for the NIS signal. Since in
case of 57Fe 6.4 keV radiation contributes to ~90% of the NIS signal the film has to be as thin as
possible

allow fast sample change at cryogenic temperatures. In order to achieve reasonable
acquisition times iron containing chemical complexes should be prepared with 50–
100% enrichment in 57Fe even when working with solid chemical compounds. In
rare cases when 57Fe enrichment is not possible and the scientific case is very strong
one might also get beam time at a synchrotron to work with unenriched samples.
However, for synchrotron experiments with iron protein solutions enrichment with
57Fe is still amust to date. Also the concentration of 57Fe should be as high as possible
in order to minimize acquisition time. It is desirable to have 57Fe concentration of
5–10 mM but even in that case a NIS experiment at one experimental condition may
take several hours with nowadays synchrotron sources.

4.2.2 Spectral Analysis: Thin Absorber Approximation
and Transmission Integral

Conventional Mössbauer spectra of biological systems and model complexes which
are not enriched in 57Fe can be conveniently analyzed by means of the thin absorber
approximation using lorentzian line shape for the absorption lines observed. The
same holds at least to the experience of the author for 57Fe enriched iron proteins
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with concentrations up to the range of somemM.There is no need to create novel soft-
ware for data analysis since both commercial software packages like e.g. NORMOS
[26], MOSWINN [27], WMOSS [28] and public domain software like VINDA [29]
are available. By means of computational fitting one obtains quite conveniently the
isomer shift δ, the quadrupole splitting ΔEQ, and the line width Γ with all parame-
ters given in velocity units, mostly mms−1. In the case of magnetically split spectra
a further parameter, the magnetic hyperfine field at the nucleus Bhf , can be obtained.
However, when it comes to samples which have higher concentration of 57Fe, e.g.
57Fe labelled chemical complexes in powder form, the thin absorber approximation
is not valid anymore and self-absorption of resonantly absorbed γ-quanta lead to
significant line broadening. In this case the transmission integral formalism should
be used. In order to account for self-absorption this analysis requires the knowledge
of the so called effective thickness which can be calculated from the density of 57Fe
nuclei and the volume of the sample [30]. Furthermore, the effective thickness is
proportional to the Lamb-Mößbauer-factor f of the compound under study which
is often not known and thus is treated as a fit parameter in addition to δ, ΔEQ and
Bhf . Note that the line width which goes into the transmission integral analysis is
not a free parameter anymore like in the lorentzian line shape analysis. Based on
the natural line width of a 57Fe Mössbauer experiment which is 0.19 mms−1 the
transmission integral formalism calculates the observed line width. It is obvious, but
might be overseen by new users of Mössbauer spectroscopy, that it is not possible to
have a line width which is lower or even equal to 0.19 mms−1. This value is actually
twice the natural line width of the 14.4 keV first excited nuclear state of 57Fe since
in a Mössbauer spectrometer one has to regard the natural line width of the source
and of the absorber material. Typical experimental values of Γ are 0.24–0.36 mm−1.
If one observes higher linewidths some structural inhomogeneity may be present in
the sample which leads to distributions of the Mössbauer parameters. Common are
distributions of Bhf in small particles with a high surface to volume ratio, but also in
amorphous metallic compounds [31]. Sometimes, also distributions of isomer shifts
and quadrupole splittings are reported. However, it should be noted that also vibra-
tions of the experimental set-up due to vacuum pumps or cryogenic coolers in the
vicinity of the experiment can lead to significant line broadening effects. Therefore
special care has to be taken, if one wants to investigate phenomena which might be
related to line width broadening.

4.2.3 Mössbauer Spectroscopy of Iron in Molecules: The
Spin Hamiltonian Concept

Iron centers in proteins—with the exception of diamagnetic iron ions ormagnetically
coupled diamagnetic clusters—are paramagnetic having a spin quantum number S.
An ideal isolated spin system S has a spin multiplicity of 2S + 1 and can be described
by its spin functions |S;ms >withms being the magnetic spin quantum number which
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runs from −S; −S + 1;…S − 1; S. The spin-orbit interaction of the paramagnetic
iron ion manifests itself in the spin Hamiltonian concept in two parameters, the zero
field splittingD and the rhombicity parameter E/D since the orbital momentum in 3d
transition metals is nearly quenched. In ions which exert a ligand field, caused by the
negative charge of the surrounding ligands like in chemical complexes (s. Figure 4.1)
the orbital momentum is not totally quenched and can be treated as a second order
effect. This leads to an energy splitting of the |S; ms > states even in zero magnetic
fields. These energy splittings due to zero field splitting are quite small, normally in
the order of some Kelvin.

The coupling of the total orbital momentum
−→
L to the total spin momentum

−→
S

can be treated via perturbation theory. This concept was first introduced in order to
describe electron paramagnetic resonance (EPR) signals of paramagnetic ions [32]
and was later applied to paramagnetic Mössbauer spectroscopy by Wickmann et al.
[33]. A paramagnetic iron with spin quantum number S in a ligand field is than
usually described by the electronic spin Hamiltonian:

ĤS = D
[
Ŝ2z − S(S + 1)/3

]
+ E

D

[
Ŝ2x − Ŝ2y

]
+ μB �S · ↔

g · �B (4.1)

Hereby denotes
↔
g the electronic g-tensor and μB the Bohr magneton. In order

to calculate the energy eigenvalues ES of the spin Hamiltonian above one needs
to choose a quantum mechanical basis. Since we are dealing with spin states we
choose as a quantummechanical basis the pure spin functions |S;ms>. If one rewrites
Eq. 4.1 in terms of spin up and spin down operators it is possible to write down
Eq. 4.1 in matrix representation. The exact procedure can be found e.g. in [34]. The
diagonalization of the spin Hamiltonian matrix than leads to the energy eigenvalues
Esi (Fig. 4.6) and once these are known also the corresponding eigenfunctions can
be calculated. For e.g., S = 2 we have 2S + 1 energy levels and thus i = 1, 2, ...,5.
The spin orientation of every energy level Esi can be calculated via the determination
of the spin expectation value.

〈−→
S

〉
= (〈Sx 〉,

〈
Sy

〉
, 〈Sz〉

)
(4.2)

It is important to note that every sublevel ESi might have a different spin expecta-
tion value 〈−→S 〉i . The electronic spin of the iron ion is interactingwith the 57Fe nucleus

by producing the magnetic hyperfine field
−→
B hf . Here, we introduce the hyperfine

coupling tensor
↔
A which describes the interaction between the electron spins and the

nuclear spin:

−→
B h f =

〈−→
S

〉←→
A

gnμn
(4.3)
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Fig. 4.6 Example of energy splittings of a spin system S caused by non totally quenched spin–orbit
coupling and interaction with an external magnetic field B for (a) S = 2 and b S = 5/2 [34, 35]. In a
ligand field the±ms states initially remain partially degenerate. For a system with half-integer spin
(b) they always remain degenerate because of the Kramers theorem. The application of an external
field B lifts the degeneracy by the Zeeman effect. Adapted by permission of Shaker-Verlag GmbH,
Düren, Germany [11]

Very often
↔
A is given in units of the nuclear g factor gn times the nuclear magneton

μn which results in units of Tesla or Gauss. A high spin ferric ion with S = 5/2 for
example in a sixfold oxygen coordination has a quite isotropic hyperfine coupling
tensor of A/gn μn ~ −22 T [22].

With Eq. 4.3 the nuclear Hamiltonian can be written in the form

ĤN = eQVzz

4I (2I − 1)

[
3 Î 2z − I (I + 1) + η( Î 2x − Î 2y

]

− gnμn �I · �B+ < �S > · ↔
A · �I (4.4)

Here I denotes the spin quantum number of the nuclear states, Q the nuclear
quadrupole moment, Vzz the z-component of the electric-field gradient (efg) tensor,
and η = (Vxx − Vyy)/Vzz the asymmetry parameter of the efg.

Figure 4.7 shows a simplified scheme for simulating field dependent Mössbauer
spectra of paramagnetic iron centers [4, 23, 34, 35]. As pointed out above, first
the electronic problem is solved by calculating the energy eigenvalues and eigen-
functions. The spin functions are selected as the basis. These wave functions are
determined by the quantum numbers of the total spin S of the iron ion. The eigen-
functions are used to calculate the spin expectation values, which in turn determine
the hyperfine field (see Eq. 4.3). If the hyperfine field is known, the nuclear Hamilton
operator can be solved whose energy eigenvalues represent the energy of the nuclear
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Fig. 4.7 Simplified scheme for the analysis of paramagnetic Mössbauer spectra with the help of
the spin Hamiltonian formalism. The upper, blue area visualizes the calculation of the electronic
problem. In the lower part, highlighted in red, the energy eigenvalues of the nuclear Hamiltonian
operator are calculated which are used to obtain nuclear transition energies and probabilities. Note
that for a powder sample this has to be done for every orientation of the molecule with respect to
the external field direction which serves as the quantization axis
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levels. Using the dipole selection rules possible transitions can then be determined.
However, not only oneMössbauer spectrum is calculated, but one for eachof the states
split by zero field splitting [35]. The occupancy of these 2S + 1 states depends on the
temperature T, so that the spectra are still weighted with a temperature-dependent
factor. Here the borderline cases of fast or slow relaxation of the electronic spin are
usually taken into account. The limit of slow relaxation holds if the nuclear Larmor

frequency

〈�S
〉 ↔
A

�
is considerably slower than the relaxation rates of the electronic spin

system S. In this case the calculated Mössbauer spectra for each eigenfunction
∣∣ϕ j

〉
need to be weighted with the Boltzmann factor pj and finally summed up:

p j =
exp

(
− E j

kBT

)

∑
K
exp

(
− EK

kBT

) (4.5)

If, on the contrary, the spin transition rates are considerably larger than the nuclear
larmor frequency the fast relaxation limit applies. In this case the spin expectation
value in Eq. 4.4 is replaced by the thermal average of the 2S + 1 spin expectation
values:

〈�S
〉
f ast

=
∑
j

〈�S
〉
j
exp

(
− E j

kBT

)

∑
K
exp

(
− EK

kBT

) (4.6)

Now only a single Mössbauer spectrum is being calculated with a hyperfine field
which is the average of the hyperfine fields caused by population of the 2S + 1
electronic sublevels. If the electronic relaxation rate is comparable to the Larmor
frequency complicated Mössbauer spectra with relatively broad lines arise. For the
spectroscopist who is not interested in the determination of electronic relaxation
rates via Mössbauer spectroscopy it is advisable to push the system under study to
the slow relaxation limit by performing Mössbauer experiments around liquid He
temperatures. But it should also be mentioned here that there are suitable theoretical
models to treat the case of intermediate relaxation. Examples on myoglobin have
been treated by Winkler et al. [36]. Also for the case of iron containing magnetic
nanoparticles it might be interesting to determine iron dependent spin relaxation rates
which can be performed by the model of Blume and Tjon [37].

It should be noted that the procedure discussed above is sufficient for the calcu-
lation of non-interacting paramagnetic iron sites in a single crystal of a chemical
complex (or a protein) when the unit cell has only one molecule. Only in this
case there exists exactly one orientation of the molecular frames with respect to
the external magnetic field B. However, since the large majority of Mössbauer spec-
troscopic studies are performed on powder samples or in the case of iron proteins
on frozen solution samples it is necessary to calculate one Mössbauer spectrum for
every molecular orientation. This so called powder averaging is done numerically by
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varying the Euler angles of the molecular axes with respect to the laboratory frame
given by the direction of the external field and the direction of the γ-ray. Details of
this procedure can be found in the classic work of Münck et al. [38].

4.2.4 Calculation of Mössbauer Parameters with Quantum
Chemical Methods

Nowadays Mössbauer parameters for iron molecules can be calculated using theo-
retical models based on density functional theory (DFT). These calculations do not
necessarily need to be performed by quantum chemists. Using the software pack-
ages ORCA [39], Gaussian [40] and/or Turbomole [41] it is possible also for the
spectroscopist to achieve reasonable results. After the installation of these software
packages the user can choose suitable models to perform calculations without further
major programming skills.

DFT represents a possibility to solve the many-particle Schrödinger equation
of complex molecules numerically. It is important to note that the central quantum
mechanical observable ofDFT is the ground state electron density ρ0 . The theoretical
basis of DFT is given by two theorems formulated by Hohenberg and Kohn [42].
The first states that every system of interacting electrons in an external potential is
determinedby its electrondensityρ0. Thus, the ground state energy is also determined
by the density ρ0, in other words, the electronic ground state energy E is a function
of ρ0 and a functional exists of the form:

E[ρ] = Vne[ρ] + Vee[ρ] + T [ρ] (4.7)

The first term Vne[ρ] represents the potential energy between the nuclei n and the
electrons e, the second one Vee[ρ] describes the electron–electron interaction and the
last term is the kinetic energy of the electrons T [ρ].

The second theorem states that the ground state electron density ρ0 among all
possible electron densities for the molecule is the one at which the energy becomes
minimal:

E[ρ] ≥ E[ρ0] (4.8)

Kohn and Shammade the theorems usable for the calculation of concrete quantum
mechanical problems with the approach that approximations must be made for the
kinetic energy T and the potential energy Vee. They divided the two approximated
energies into explicitly calculable parts (J and TS) and a residual contribution. The
sum of these residual contributions was combined to the exchange correlation energy
EXC . The energy functional is represented by the following expression:

E[ρ] = Vne[ρ] + J [ρ] + TS[ρ] + EXC [ρ] (4.9)
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And the electron density writes as

ρ(�r) =
N∑
i=1

|ψi (�r)|2 (4.10)

The electron density is calculated from one-electron wave functions ψ i and after
the insertion in Eq. 4.9 provides an expression for the energy depending on one-
electron wave functions ψ i. After applying the second theorem of Hohenberg and
Kohn, i.e. variation of ψ i in order to minimize E[ρ] one obtains a set of Schrödinger
equations on the basis of one-particle wave functions. First, one-particle wave func-
tions are advised and the energy is determined from them. Then, the Schrödinger
equations are again solved and the corresponding energy is determined again on the
basis of the Schrödinger equation just determined. This process is continued until
self-consistency is achieved. The functional EXC cannot be determined exactly. For
this reason, various approximations exist which are implemented in DFT programs.

In order to perform a DFT calculation one needs a structure which is in most
cases obtained from X-ray crystallography. Such structures can be obtained from
the corresponding data banks. Protein structures can be found in the RCBS Protein
Data Bank [43] and structures of chemical complexes in the Cambridge Structural
Database (CSD) [44] or structures provided by collaborators. Since the DFT calcu-
lation is a self-consistent process, which involves finding the ground state energy
minimum, the atom coordinates in the structure are varied until an energy minimum
according to Eq. 4.8 is found. This process is called energyminimization and requires
the choice of a functional and a basis set. Different functionals and basis sets exist,
but in our experience the functionals B3LYP and/or TPSSH and the basis set TZVP
lead to a reasonable compromise between computer time required for the calculation
and accuracy. Once the minimizedmolecular structure is found one can go ahead and
calculate experimental observables. If one wants to calculate Mössbauer parameters
like isomer shifts and quadrupole splittings and, if paramagnetic iron centers are

concerned also hyperfine coupling tensors
↔
A, one has to make sure that the electron

density near the 57Fe nucleus is calculated with better accuracy than e.g. with TZVP.
For that purpose one uses e.g. the CP(PPP) basis set for Fe and TZVP for all other
atoms. For more details see e.g. [45].

In proteins very often the ligand sphere of the iron sites is influenced by the protein
matrix via interactions with amino acid residues. It is impossible to perform DFT
calculations for a whole protein, but one can use an approach which combines DFT
calculations of the iron center and its ligands—the quantum mechanics (QM) part—
with classical molecular mechanics (MM) calculations using empirical force fields.
In Gaussian this approach is called ONIOM [46]. Using the force field uff for the
MM part which is also called “low layer” and the above mentioned functionals and
basis set for the iron center and its coordinating ligands (“high layer”) it is possible
to determine minimized structures of proteins. Recently, we have used this approach
in order to calculate isomer shift and quadrupole splittings of iron in the NO carrier
protein nitrophorin as will be discussed in Sect. 4.4.
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4.2.5 Calculation of Iron Ligand Modes in Chemical
Complexes and Proteins

Vibrational properties of molecules can also be calculated using theoretical models
based on DFT. The first step is finding a structure which resembles at least in the
computer the structure resembling the energy minimum of the molecule. In case
the molecule is large like in case of an iron protein the above mentioned QM/MM
approach can be used to find the ground state of the system. Such a calculation
is performed according to the procedure described in the previous chapter. After
that a normal mode analysis of the whole ground state structure is being performed
which gives all normal modes of the molecule. Once the normal modes have been
obtained vibrational spectra like Infrared and/or Raman spectra can be calculated.
These features are nowadays implemented in DFT software packages. In our case
of special interest are those modes which involve non-null movement of the iron
center, because such modes are directly experimental accessible via nuclear inelastic
scattering (NIS) experiments (see Chap. 1 of this book). It should be noted that
this method is often denoted also as Nuclear Resonance Vibrational Spectroscopy
(NRVS). These techniques deliver the partial density of phonon states (pDOS) and
DFT calculations can be used for mode assignment. Examples for calculating spin
marker bands in spin crossover complexes will be presented in Sect. 4.3.

4.3 Exploring Spin States in Iron(II) Containing
Compounds

The spin state of iron(II) spin crossover (SCO) compounds can be switched reversibly
from the low-spin state (S= 0) to a high-spin state (S= 2) by variation of temperature,
pressure or by irradiationwith light [47, 48].More recently the spin dependent charge
transport properties of SCO molecules have also generated interest for their use in
spintronic devices [49, 50]. Since SCO compounds are also discussed in Chap. 6
of this book by N. Kojima and A. Okazawa, we restrict ourselves to some recent
examples which concern the characterization of polynuclear SCO complexes, light
excited spin states and the characterization of spin marker bands via synchrotron
based NIS [51].

4.3.1 Thermal Spin Crossover (SCO) and Mössbauer
Spectroscopy

The spin crossover between the S = 0 and the S = 2 state of ferrous ions can be
ideally followed by Mössbauer spectroscopy. This has been shown in a plethora
of cases by the group of Gütlich who pioneered the research of the SCO effect by
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means of the Mössbauer effect [52, 53]. Iron(II) containing SCO complexes are
mostly in an octahedral ligand field which is caused by six nitrogen ligands. When
the iron is in its ferrous low spin state the three t2g orbitals are fully occupied with 6
electrons (see Fig. 4.3). This situation causes a symmetric charge distribution around
the iron nucleus and thus only a small or sometimes even zero quadrupole splitting
is observed. On the other hand, when the complex is switched to its S = 2 state
the iron ligand distances increase. The partial negatively charged ligands are farer
away from the iron ion and thus the crystal field splitting between the t2g and the eg
orbitals decreases. This is caused by the occupation of the σ–antibonding eg d-orbitals
which leads to a reduced bond strength in comparison to the t2g6 low spin state. As
a consequence the electronic population of the orbitals changes. Now the iron ion
faces a weaker ligand field and the electrons populate the d-orbitals according to
Hund’s rule with a maximum spin multiplicity resulting in a S = 2 state.

In order to understand the increase in quadrupole splitting it is advantageous to
consider first the symmetry of the negative charge density caused by the five spin-
up electrons. This charge density is spherical symmetric around the iron ion and
thus does not significantly contribute to the quadrupole splitting. This is actually the
reason that octahedral coordinated iron(III) ions with S = 5/2 in most cases have a
small quadrupole splitting <0.8mms−1. For ferrous high spin ions themain electronic
contribution comes from the excess spin down electron in the double occupied t2g
orbital. The charge distribution caused by one electron has been estimated to app. 3–
4.5 mms−1 [4, 54] which easily explains the high value of the quadrupole splitting
in ferrous high spin ions.

Fig. 4.8 Mössbauer spectra at indicated temperatures of a trinuclear iron(II) complex undergoing
SCO analyzed with three doublets having lorentzian line shape. The purple doublet represents the S
= 0 fraction of the central iron (Fe2). The blue doublet is due to the S= 2 fraction of the two terminal
irons (Fe1 and Fe3) which stay in their high spin state at all temperatures. Raising the temperature
leads to the green doublet representing the high spin fraction of the central iron (Fe2). Also shown
is the labelled core of the complex with the iron(II) sites (spheres) being colored differently to
distinguish the spin state (S = 2: red, S = 0: purple). Adapted from [55]
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An advantage of using Mössbauer spectroscopy for the characterization of SCO
compounds lies in the fact that this technique is able to discriminate between different
iron sites and/or conformers of the corresponding complex under study. This is
particular important for the investigation of polynuclear SCO complexes. Recently,
we have shown that only the middle iron site of a trinuclear iron linear N1, N2-
triazole bridged trinuclear Fe(II) complex undergoes a spin transition [55]. The fact
that the two outer iron of the complex are in a 3N3O environment and the inner iron
is in a 6 N coordination lead to slightly different isomer shifts of δ = 1.16 mms−1

for the outer high spin iron(II) in comparison to the inner iron(II) which undergoes
SCO around 100 K and displays δ = 1.21 mms−1 in its high spin state (Fig. 4.8).
More examples of this kind can be found in Chap. 6 of this book.

4.3.2 Light Induced Excited Spin State Trapping (LIESST)

For the possible application of SCO molecules in novel storage devices chemists
have started to combine photoactive metal ions with iron ions with suitable ligand
fields which allow SCO. Such a trinuclear complex containing two PtII ions and one
FeII ion has been prepared by the group of M. Ruben [56].

We have studied this complex by conventionalMössbauer spectroscopy the results
of which will be described in the following. Fig. 4.9 shows the structure of two
conformers of thePt2Fe complexwhichhavebeen investigatedby temperature depen-
dent Mössbauer spectroscopy. The presence of two molecular conformers has been
shown by X-ray crystallography. One conformer (1H) is bent and the other is straight
(1L). A Mössbauer spectrum taken at low temperature of a powder sample of this
compound shows two components. One component with δ = 0.40 mms−1 and 	EQ

= 0.75 mms−1 represents the ferrous low spin iron and the other component with δ

= 1.11 mms−1 and 	EQ = 3.43 mms−1 is characteristic for ferrous high spin iron
(Fig. 4.10a).

When the FePt2-complex is irradiated with light at T = 4.2 K, almost all 1L
iron sites can be transferred to the high spin state. This phenomenon is called Light
Induced Excited Spin State Trapping (LIESST) . It has been extensively investigated
by the group of Gütlich and coworkers [52] and is also discussed in Chap. 6 of this
book. In order to investigate the electronic properties of LIESST states Mössbauer
spectroscopy in large applied fields can be used. In order to realize such experiments
a homebuilt sample rod for a high field cryostat in our laboratory [57] has been
equipped with optical fibers as displayed in Fig. 4.11. In this way, Mössbauer spec-
troscopic measurements can be performed during irradiation of a sample at very low
temperatures (T � 4.2 K) and high applied magnetic fields (in our case up to 5 T).
In principle every cryostat suitable for Mössbauer spectroscopy with top loading
sample capabilities can be equipped with such a modification.

Figure 4.12 showsMössbauer spectra of Fe2Pt2 after 17 h irradiationwith red light
at 635 nmusing aCW laserwith the set-up displayed in Fig. 4.11 [58]. The analysis of
the field dependent data bymeans of the spinHamiltonian formalism (see Sect. 4.2.3)
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Fig. 4.9 Structural view of two conformations of a chemical complex containing two PtII ions and
one FeII. The straight conformation 1L (top) is SCO active and shows LIESST after irradiation with
red light. The bend conformation 1H (bottom) does not undergo SCO and exhibits a high spin state.
Reprinted by permission from Springer-Nature: Hyperfine Interact. Copyright (2017) [58]

shows that the LIESST S = 2 state has a ligand field which leads to a zero-field
splitting ofD ≈ 5.3 cm−1 and a rhombicity of E/D = 0.14. These values are different
from those of the non-SCO active 1H conformation (D = 2.1 cm−1; E/D = 0.23)
which were also determined by field dependent Mössbauer spectroscopy presented
in [56]. The reason for this difference lies in the fact that there are two different
conformers of the molecule and each confirmation leads to a different ligand field
strength and symmetry which results in different values of D and E/D. Interestingly
also the isomer shift of the LIESST state 1H′ is somewhat less than that of the 1H
conformation which might be the result of the difference in conformation, since the
1H′ conformer is linear but the 1H conformer is not. Based on the latter argument
also the possibility of a Ligand-Driven Light-Induced Spin Change (LD-DISC) was
excluded.

It should be noted, that the analysis of the Mössbauer data displayed in Fig. 4.12
could only be done because the Mössbauer parameters of the 1H confirmation have
been determined also by field dependent Mössbauer spectroscopy [56]. This is a
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Fig. 4.10 Mössbauer spectra of the Pt2Fe complex (Fig. 4.9) obtained at T = 4.2 K a before and
b after irradiating with red laser light (λ = 635 nm using the set-up shown in Fig. 4.11. Comparison
of (a) and (b) indicates a significant decrease of the low spin component 1L and the rise of a new
component, 1H′, with a relative percentage share of 43%. Reproduced from [56] with permission
from The Royal Society of Chemistry

Fig. 4.11 Sample holder which shows copper tubing (a) which during the experiment contain
scissor cut optical fibers (b) illuminating the sample. The sample rod (c) is equipped with four
special optic feedthroughs (d). Reprinted by permission from Springer-Nature: Hyperfine Interact.
Copyright (2017) [58]
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�Fig. 4.12 Field dependent Mössbauer spectra of the FePt2 complex displayed in Fig. 4.9 after
irradiation with red light obtained at T = 4.2 K and the indicated external fields. The simulations
(red solid lines) have been obtained by a spin Hamiltonian analysis employing simultaneous fitting
of all displayed data sets. For parameters see [58]; each simulated spectrum consists of three
components (cyan 1 (1L conformer), blue 2 (1H conformer) and yellow 3 (1H′, the LIESST state of
the 1L conformer)). Reprinted by permission from Springer-Nature: Hyperfine Interact. Copyright
(2017) [58]
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general strategy in our laboratory in order to analyze Mössbauer spectra of complex
systems with multiple iron sites or iron phases. In order to reduce the number of
unknown parameters it is advisable to fix those Mössbauer parameters originating
from iron phaseswhich are known or have been investigated in their pure state before.
Pure free unsupervised parameter fitting of Mössbauer spectra from samples with
more than one iron site is at least to our experience in almost all cases not successful,
since the analysis is being very much over parametrized.

4.3.3 Exploration of Iron Ligand Modes by Synchrotron
Based Nuclear Inelastic Scattering (NIS)

Synchrotron based Nuclear Inelastic Scattering (NIS) as well as Nuclear Forward
Scattering (NFS)—the latter of which can be regarded as Mössbauer spectroscopy
in the time domain—are ideal spectroscopic tools to study nanostructures and thin
films of isotopically enriched 57Fe containingmaterials since these techniques have a
sensitivity down to a sub monolayer 57Fe [59]. The two methods play an exceptional
unique role compared to other synchrotron based techniques like X-ray diffraction
and absorption, because not only the structural and dynamic but also the spin depen-
dent magnetic properties of solids, surfaces and nanostructures can be investigated in
one experimental set-up (see Chap. 1 of this book). NIS has been successfully applied
to measure the density of phonon states (pDOS) in iron containing materials. From
the measured DOS elastic and thermodynamic parameters including compressional
and shear velocities, heat capacity, entropy, kinetic energy, zero point energy and
Debye temperature can be obtained. Recently these parameters have been reported
for SCO nanoparticles with diameter of 50 nm [60].

In order to investigate size effects in the SCO behaviour of nanostructures we have
started to investigate 57Fe enriched SCO microstructures via NFS. For this purpose
we have used an iron(II) containing aminotriazole polymer. The microstructures
have been prepared by pre-patterning with photolithography. A solution of the SCO
compound was drop casted onto the pre-patterned substrates and the resist was lifted
off using acetone. Figure 4.13 shows a micrograph of such a structure together with
NFS data which show a clear beating structure characteristic for a species with a
high quadrupole splitting of ΔEQ = 2.73 mms−1 indicative for a ferrous high spin
state at 283 K. Cooling the structure to 243 K leads to an NFS pattern, with no
clear beating structure showing the absence of quadrupole splitting indicating that
the major species is now in the ferrous low-spin state. These results clearly indicate
a change of the spin state due to the SCO effect [61].

Figure 4.14 shows NFS data of a [2 × 2] Fe(II) grid-complex with four iron ions
which undergoes SCO [62]. Complementary susceptibility data show that at 80 K all
4 iron(II) ions are in their low-spin (LS) state. Iron(II) LS ions generally have a low
quadrupole splitting which does not lead to quantum beats as visible in Fig. 4.13c.
The minimum of the NFS-signal displayed in Fig. 4.14a occurring at ~40 ns is what
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Fig. 4.13 a Optical view and b an AFM picture of micro structured [Fe(atz)3](CH3SO3)2 rings
with 10 μm in diameter and with a height of ca. 100 nm. c NFS data for the [Fe(atz)3](CH3SO3)2
microstructures. The change of the beating indicates a spin crossover process from S = 2 at 283 K
to S = 0 at 243 K. Reprinted by permission from Springer-Nature: Hyperfine Interact. Copyright
(2014) [61]

Fig. 4.14 NFS of a [2 × 2] iron(II) complex. Red line in (a) is a simulation with 100% LS
iron(II); orange line in (b) represents 70% LS and 30% HS iron(II) sites. At 400 K (c) the NFS
signal diminishes due to the lowLamb-Mössbauer-factor. d–f Experimental pDOS at corresponding
temperatures and DFT simulated pDOS of an all LS state in (g), 70% LS and 30% HS iron(II) in
(h) and an all HS state in (i). Adapted by permission of John Wiley and Sons [62]

is called a “dynamical beat” which is not due to the quadrupole splitting of 0.66
± 0.01 mms−1 but caused by the large effective thickness of the sample which has
been enriched with 57Fe to almost 100%. However, when raising the temperature to
250 K (Fig. 4.14b) a beat pattern evolves which is indicative for a second iron species
having significant quadrupole splitting characteristic of a high spin (HS) iron(II) ion.
The simulation of the NFS data has been done in this case with the software MOTIF
[63] yielding 	EQ = 0.56 ± 0.03 mms−1 and a relative contribution of 70% for the
LS iron(II) sites and 	EQ = 1.87 ± 0.05 mms−1 and a relative contribution of 30%
for the HS sites. It should be noted, that the time dependent NFS-signal is due to
a coherent scattering process and therefore the shape of the signal is only sensitive
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to the difference of the isomer shifts of the two species present in the sample. The
simulation yields |δHS–δLS| = 0.7 ± 0.15 mms−1 which is in line with the isomer
shifts reported for 6 N coordinated HS iron(II) centers (0.9–1.05 mms−1) and for
6 N coordinated LS iron(II) centers (0.3–0.4 mms−1) reported at ~300 K. In order
to drive the system into the full HS state, the temperature needs to be increased even
more. At 400 K the low Lamb-Mößbauer factor of chemical complexes in general
leads to an almost vanishingNFS-Signal (4.14c). In terms of conventionalMössbauer
spectroscopy that means that the signal disappears in the experimental noise of the
background signal.

However, this is not the case for the NIS signal, which gives direct access to the
iron-ligand modes. During the transition from a t2g6 electron configuration in the low
spin state to a t2g4eg2 electron configuration in the excited high spin state not only
the spin state is changed, but also a significant increase of the metal-ligand bond
length by ~0.2 Å occurs. This is caused by the occupation of the σ-antibonding eg*

d-orbitals which leads to a reduced bond strength in comparison to the t2g6 LS state.
This reduced bond strength can be ideally detected e.g. by vibrational spectroscopy
techniques like NIS.

At T = 80 K the pDOS of the complex exhibits a complex band structure in the
range of 400–550 cm−1 typical for iron(II) LS iron stretching and bending modes.
These so calledLSmarker bands are also visible at 250K, but now in addition features
occur in the pDOS ranging from 180 to 320 cm−1 reflecting HS marker bands. At
an even higher temperature of 400 K, the HS marker bands dominate the pDOS.
This indicates that SCO has occurred to almost but not exact 100%, since residual
LS marker bands are still visible. In order to learn something about the character
of the iron-ligand modes, the experimental pDOS can be simulated by DFT-based
normal mode analysis as mentioned in Sect. 2.5. The simulation of the pDOS of the
molecule in its LS state performed using the software package Gaussian 09 is shown
in Fig. 4.14 g–i. The height of the block bars is proportional to the mean square
displacement of the iron in a particular mode. The position of every bar represents
the energy of a particular normal mode of the molecule expressed in wavenumber
units. In this way the whole vibrational features of the molecule can be addressed. Of
course, this holds only for the assumption of harmonic potentials, when anharmonic
effects have to be taken into account life becomes more difficult.

4.4 Electronic and Vibrational Properties of a Heme
Protein: The NO Transporter Protein Nitrophorin

Proteins containing heme are among themost well-known proteins. The oxygen (O2)
carrier protein hemoglobin occurring in the blood of all higher organisms contains
4 subunits each having one heme unit. The heme unit contains an iron(II) center
which serves to bind O2 and transports this molecule to the cells of the organisms.
In recent decades it has become known that also other small molecules like nitric
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Fig. 4.15 Structural view of the heme protein nitrophorin 2 bound to nitric oxide based on the
structure file 1T68.pdb. For the visualization the software package PyMOL Version 1.3 was used.
The iron ion is located in the middle of the plane of the heme which is zoomed in. The structure
of a free heme would be almost planar, but due to the special arrangement of the heme inside the
protein the heme is strongly ruffled

oxide (NO) are important messenger molecules which serve e.g. to regulate the
blood pressure by vasodilatation capabilities in the blood stream [64]. In mammals
the signal molecule NO, although highly toxic in high concentrations, is not only
involved in vasodilation, but also in inflammatory processes. In cooperation with F.
Ann Walker we have investigated the interaction of NO with several isoforms of the
NO transporter heme protein nitrophorin (NP). NPs occur e.g. in the saliva of the
blood-sucking Amazon river-based kissing bug Rhodnius prolixus. In order to feed,
the saliva containing the nitrophorin is injected into the victim’s tissues, and due to
the dilution and pH change (from ~5.5 in the salivary glands to 7.35 in the tissues)
the iron ligand NO is released. NO then causes dilation of the victim’s capillaries
and inhibition of platelet aggregation so that more blood flows to the insect [65]
(Fig. 4.15).

4.4.1 Probing Small Ligand Binding to Nitrophorin
with Mössbauer Spectroscopy

NO is not the only small molecule which is relevant to the function of nitrophorin.
After the NO has been released into the blood stream, there is a free binding site at
the axial ligand position of the heme which can serve to bind histamine produced by
the organism in response to the bite. Therefore, we have also studied the binding of
histamine to nitrophorin and in addition, also the binding of the very toxic molecule
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Fig. 4.16 Mössbauer spectra ofNP2 coordinatedwithNO a–c, with histamined–f andwith cyanide
g–i. The spectrawere obtained at indicated temperatures in the presence of several differentmagnetic
fields up to 5 T applied perpendicular to the γ-beam. The solid lines are fits performed in the limit of
slow relaxation with parameters given in Table 4.1. Adapted with permission from [66]. Copyright
(2012) American Chemical Society

cyanide (CN−) which served as a further referencemodel [66]. Figure 4.16a–c shows
theMössbauer spectra of the isoform nitrophorin 2 (NP2) bound to NO taken at 4.2 K
and increasing external fields. The spectrum in a low field of 20 mT shows a doublet
with δ = −0.01 mms−1 and ΔEQ = 1.86 mms−1. Such a Mössbauer spectrum can
be conveniently evaluated by an analysis using a doublet with lorentzian line shape.
However, when increasing the external field a magnetic splitting becomes more and
more prominent. Here, a simple lorentzian line shape analysis would not be sufficient
anymore and one has to use the spin Hamiltonian formalism (see Sect. 4.2.3). The
analysis shows that the observedmagnetic splitting is only due to the external applied
field. Therefore, the binding of NO to the heme unit of the nitrophorin creates a
diamagnetic unit with a spin of the iron NO moiety of in total S = 0. This can be
rationalized by taking into account that the spin of theNO is SNO = 1/2 and the spin of
the heme iron is also SFe = 1/2. An antiparallel spin alignment of the iron and the NO
spins thus explains the diamagnetism of theNP2–NO system. The questionmay arise
why it is necessary to use the rather complex spin Hamiltonian formalism in order to
simulate the experimental data shown in Fig. 4.16. Obviously, when setting S = 0 in
the spin Hamiltonian given in Eq. 4.1 the spin expectation values (Eq. 4.3) will also
be zero. Therefore the magnetic field which is seen by the 57Fe nucleus is only the
external magnetic field.Why dowe not observe a simple sextet? The reason is that all
the proteins are randomly embedded in a frozen solutions. Therefore the orientation
of the external field direction is not fixed with respect to the main axis system of the
electric field gradient tensor of the 57Fe in the sample. We say that the 57Fe nucleus
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Table 4.1 Mossbauer parameters of the simulations shown in Fig. 4.16. Values in square brackets

given for the hyperfine coupling tensor
↔
A, and the asymmetry parameter η have been calculated

according to Oosterhuis and Lang [68] in the reference frame of Taylor [69] using P = 62 T and κ

= 0.35. a The
↔
A-tensor for NP2–CN is turned with respect to the electric field gradient tensor by

the Euler angles α = 25° and β = 56°. For more details see [66]. Adapted with permission from
[66]. Copyright (2012) American Chemical Society

S δ (mms−1) ΔEQ (mms−1) η g
↔
A/gnμn (T)

NP2–NO 0 −0.01 1.86 0 – –

NP2–CN 1/2 +0.17 1.03 −1.74
[−1.71]

(0.67, 1.96, 3.55) (−41, 44, 47)a

[−36, 27.6, 85.3]

NP2–His 1/2 +0.27 2.25 −1.57
[−2.59]

(1.52, 2.24, 2.92) (−27, 19, 60)
[−40.5, 16.7, 50]

sees magnetic fields the orientation of which are randomly distributed. This rather
complex situation is taken care of by calculating powder averagedMössbauer spectra
as also explained in Sect. 4.2.3.

In addition, the reader may note that the trace of theMössbauer spectrum obtained
at 5 T is quite asymmetric (Fig. 4.16c). This is caused by the fact that the anisotropy
parameter of the electric field gradient η has a value which is close to zero. In the case
of η = 1 a fully symmetric trace would be observed. In the case of η being non unity
also the sign of the quadrupole splitting and therefore the sign of the directly related
main component of the electric field gradient Vzz can be determined. In the case here
it turns out that ΔEQ = +1.86 mms and thus Vzz is also positive. In the case of a
negative quadrupole splitting one would observe a mirror image of the trace shown
in Fig. 4.16c with the broad double line feature being in the negative velocity range.
Collins was the first who reported these effects and thus sometimes such diamagnetic
high field Mössbauer spectra are also called “Collins-type” Mössbauer spectra [67].

The addition of histamine (Hm) to NP2 causes very different signatures of the
Mössbauer spectra as displayed inFig. 4.16d–f. In contrast to thewell-defineddoublet
of NP2–NO a rather unstructured magnetic pattern is observed at a low field of
30 mT. In such a case it is of advantage to have information about the spin state of the
heme histamine unit from othermethods like electron paramagnetic resonance (EPR)
spectroscopy. EPR spectroscopy performed at X-band frequency (~9.4–9.6 GHz)
clearly shows that NP2-Hm has a spin state of S = 1/2 with an anisotropic g-Tensor
↔
g = (1.52, 2.24, 2.92). If we now look at the electronic spin Hamiltonian given in
Eq. 4.1 we can deduct the following information: Since NP2-Hm has S = 1/2 it
cannot have a zero field splitting D and a rhombicity parameter E/D. This simplifies
the spin Hamiltonian considerably and what is left of Eq. 4.1 is just the electronic
Zeeman-Term

ĤS=1/2 = μB �S · ↔
g · �B (4.11)
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Since in the case of NP2-Hm the g-tensor is quite anisotropic it turns out that
also the spin expectation value 〈−→S 〉 = (〈Sx 〉, 〈Sy〉, 〈Sz〉) is quite anisotropic. In

addition, also the hyperfine coupling tensor tensor
↔
A of ferric low spin centers is quite

anisotropic. The components of
↔
A can be determined by simulation of Mössbauer

spectra obtained at different magnetic fields at low temperature (e.g. ~4.2 K) in order
to make sure that the spectra are not blurred by electronic relaxation effects. The
simulations than should fit the different spectra equally well, a task which had to be
done bymanual simulations in the early times ofMössbauer spectroscopy. Nowadays
this can be performed with the help of a simultaneous fitting of several spectra, a
feature that can be implemented in e.g. VINDA [29]. This has been done bymeans of
the simulations displayed in Fig. 4.16d–f. It should be noted that it is allowed only to
vary the parameter which has been varied in the experiment, in this case the external
field, all other parameters should be the same for all simulations. Such a simulation

requires quite a high number of parameters like the three components of
↔
A, the

asymmetry parameter η, the sign of ΔEQ as well as its absolute value. The latter can
be also determined by Mössbauer experiments at temperatures where the electronic
spin relaxation rate is fast in the Mössbauer time window and only a quadrupole
splitting is observed. This value can be taken as an input for the simulation. However,
one should be aware that the quadrupole splitting can be temperature dependent when
excited electronic states are populated. In some cases it might be even necessary to
introduce the Euler angles between the main axis system of the g-tensor and those
of the electric field gradient and the magnetic hyperfine tensor.

There is also a possibility to calculate relatively straightforward theoretically

values of the hyperfine tensor components
↔
A from experimentally obtained g-values

for ferric low spin species. Oosterhuis and Lang [68] developed analytical equations
which describe at least to our experience the experimentally observed components

of the
↔
A tensor components of ferric low spin hemes quite well.

4.4.2 Investigation of Vibrational Properties of Nitrophorins

In this chapter we will discuss the investigation of ligand binding to nitrophorins
using NIS. The application of this technique to heme proteins started with several
studies of the O2 storage protein myoglobin [70–76]. One may ask the question what
information can be gained by using a complicated synchrotron technique in contrast
to laboratory based Raman- and or Infrared-Spectroscopy. The advantage of using
the 57Fe nucleus as a nuclear probe also for the study of the vibrational dynamics
is that there are no optical selection rules other than that the iron has to move with
respect to the direction of the incoming synchrotron beam. In addition, Raman and
IR spectroscopy do detect a whole variety of vibrations of the protein environment
which may mask the relevant modes one is hunting for especially when Fe ligand
modes are concerned. Figure 4.17 shows the NIS raw data of NP2–NO, NP2–CN
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Fig. 4.17 Experimental NIS data obtained from NP2 under three different conditions, from top
to bottom: a NO-bound (NP2–NO) obtained at 67 K, b CN−-bound (NP2–CN) obtained at 51 K,
c Histamine-bound (NP2 − Hm) obtained at 250 K. d–f corresponding pDOS as obtained from
the experimental NIS data. g–i NFS data obtained under the same conditions as the NIS data in
(a–c). The protein concentration was ∼10 mM in all three cases. Adapted with permission from
[66]. Copyright (2012) American Chemical Society

andNP2-Hm as obtained during the experiment (Fig. 4.16a–c) and the corresponding
partial density of vibrational states pDOS (Fig. 4.16d–f) as obtained from the raw
data [66]. In addition to the relatively unstructured region where heme modes occur
one can clearly identify strong vibrational bands due to NO, cyanide (CN−), and
histamine binding to the heme center of NP 2.

The change of the vibrational signature of the protein upon ligand binding can
also be calculated via quantum–mechanical DFT methods, coupled with molec-
ular mechanics (QM/MM) methods. The QM/MM calculations show that the heme
ruffling in NP2 (see Fig. 4.15) is a consequence of the interaction with the protein
matrix. Treating the protein matrix with the MM approach and the heme, including
its axial ligands, with DFT methods, retains the heme ruffling of the NO, CN−, and
histamine complexes of NP2. If the protein matrix is not included, energy mini-
mization of just the heme including its axial ligands always leads to almost flat,
non-ruffled heme structures. It should be noted here that with the so obtained mini-
mized structures QM/MM derived pDOS are presented in [66]. In this way the iron
ligand vibrational modes could be identified.
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4.4.3 Calculation of Mössbauer Parameters of Nitrophorins
Using DFT Based Methods to Proof Structural Models
of Heme Centers

The bug Rhodnius prolixus occurring in South America is not the only insect which
uses nitrophorins in order to achieve an easier blood meal. Also the bedbug cimex
lectularius uses a nitrophorin (cNP) as a NO carrying protein. Like the nitrophorins
from the Rhodnius prolixus, cNP forms a stable heme iron(III)-NO complex, where
the NO can be stored reversibly for a long period of time. Furthermore, the cNP
can bind a second NO molecule to the proximal heme cysteine when NO is present
at higher concentrations. Upon binding of the second NO molecule an S-nitrosyl
conjugatewith the proximal cysteine is formed [77]. In order to confirm this proposed
reaction schemeMössbauer spectroscopy was used to characterize the binding of the
first NO to the ferric heme unit, a situation comparable to that for the NP from
Rhodnius prolixus discussed in the previous chapter. In a second step the binding
of the second NO was investigated. During this process a reduction of the ferric
heme iron to a ferrous heme iron occurs which is well reflected in the corresponding
Mössbauer spectroscopic signatures as will be discussed below. DFT calculations
have been performed based on structural models of both scenarios [78].

Figure 4.18 shows the Mössbauer spectrum of the cNP bound to NO at pH 5.5
taken at T = 12 K with a small external field of B = 20 mT (Fig. 4.18a) and at T
= 15 K with a high external field B = 5 T (Fig. 4.18b). Spectral analyses with two
components shows that the majority component 1 has a relative intensity of 88%
and exhibits δ1 = 0.11 mms−1 and ΔEQ1 = 1.33 mms−1. The observed symmetric
doublet at low field shows in a high field of 5 T a magnetic splitting which is due
only to the external magnetic field as confirmed by the simulation representing a
diamagnetic iron species the efg of which is randomly distributed with respect to the
magnetic field direction in the frozen protein solution. Thus it can be concluded that
cNP binds one NO in the form of a diamagnetic ferric low spin heme NO just like
the nitrophorin from rhodnius prolixus as discussed in the previous chapter. When
cNP is exposed to twice the amount of NO as above and the pH is raised to pH
7.5 the Mössbauer spectrum changes drastically at low temperatures even at a low
field of 20 mT (Fig. 4.18c). Now a complex magnetic splitting is observed which
reflects a paramagnetic iron species. A spin Hamiltonian simulation using S = 1/2
gives δ2 = 0.34 mms−1 and ΔEQ2 = 1.42 mms−1. The increase of the isomer shift
reflects the reduction of the ferric low spin heme to a ferrous low spin heme center.
But ferrous low spin iron is diamagnetic, why do we observe a paramagnetic iron
species? The NO itself has S = 1/2 and binds to the diamagnetic ferrous low spin
heme creating a paramagnetic entity. In order to simulate both theMössbauer spectra

at low (Fig. 4.18c) and high field (Fig. 4.18d) a hyperfine coupling tensor
↔
A/gnμn =

(24.4,−24.2, 12.0) T has been used. Such parameters are characteristic of a low-spin
ferrous heme iron(II)-NO complex which has been formed after the reduction of the
heme iron in the presence of high NO concentrations.
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Fig. 4.18 Mössbauer spectra of cNP–NO at pH 5.5 taken at T = 12 K with B = 20 mT applied
perpendicular to the γ -beam a and at T = 15 K with B = 5 T (b) in comparison to the Mössbauer
spectra of cNP–NO at pH 7.5 taken at T= 5 K (c, d) with the same field conditions as in (a) and (b).
The solid lines are the result of a spin Hamiltonian analysis with parameters given in the text and
in [78]. Reprinted by permission from Springer-Nature: Hyperfine Interact. Copyright (2016) [78]

The example above shows howMössbauer spectroscopy can be used to obtain spin
states and oxidation numbers of iron centers. As has been pointed out in Sect. 4.2.4
it is also possible to calculate Mössbauer parameters using DFT methods. In this
way it is possible to proof or disprove model structures of the iron environment since
both, δ andΔEQ can be calculated nowadays in a reliable manner. In the case of cNP
Weichsel et al. reported that in the presence of high NO concentrations a second NO
molecule forms an S-nitrosyl conjugate with the proximal cysteine [77]. In order to
suggest structural models and to test this proposed reaction schemeDFT calculations
were performed in conjunction with molecular mechanics calculations. Figure 4.19
shows the structural models which have been generated after energy minimization
of the whole protein structure using the QM/MM approach of Gaussian 09. For
these QM (DFT) calculations of the heme environment the functional TPSSH in
combination with the basis set TZVP was used. For the protein environment the
universal force field UFF was applied. A subsequent DFT calculation using Orca
[39] and the CP(PPP) basis set for Fe and TZVP basis set for all other atoms lead to
δ1calc = 0.07 mms−1 and ΔEQ1calc = 0.97 mms−1 for the structural model including
a diamagnetic NO-heme unit with protonated heme carboxyl groups representing
component 1 in Fig. 4.18a, b. For the reduced ferrous low spin heme bound to NO at
pH 7.5 the calculations yield δ2calc = 0.25 mms−1 and ΔEQ2calc = 1.12 mms−1 for
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Fig. 4.19 Molecular viewgraph of cNP complexed with NO. The zoomed-in regions show the
heme with the molecular bonds represented as sticks. The iron (brown) and the NO ligand on top
of the iron with the nitrogen (blue) and the oxygen (red) are visible in the center of the zoomed-in
regions. The structures were obtained via geometry optimization of the models of cNP–NO/pH 5.5
(Fe(III) I, left) and cNP–NO/pH 7.5 (Fe(II) II with Cys–SNO, right). In II the Cys–SNO is circled.
Reprinted by permission from Springer-Nature: Hyperfine Interact. Copyright (2016) [78]

deprotonated heme carboxyl groups. These parameters are in reasonable agreement
with the experimentally-determined ones (see above). What is even more important
is that the characteristic change of the Mössbauer parameters upon reduction from
Fe(III) to Fe(II) is fully reproduced by calculations using the structural models I and
II which are displayed in Fig. 4.19.

4.5 Investigation of Iron-Sulfur Proteins

Mössbauer spectroscopy has contributed a lot to the understanding of structural
and electronic properties of iron-sulfur centers in biological systems ranging from
relatively simple Fe–S4 sites in rubredoxins over 2Fe–2S and 4Fe–4S centers to
far more complicated structures in hydrogenases and nitrogenases [79]. Mössbauer
spectroscopic investigations of frozen protein samples at very low temperatures down
to the liquid helium regime and the application of high magnetic fields up to 7 T and
above lead to the identification of phenomena like electron delocalization over Fe2.5+–
Fe2.5+ pairs e.g. in 3Fe–4S and 4Fe–4S proteins and allow the study of magnetic
exchange interactions like Heisenberg and double exchange interactions [80].
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4.5.1 Identification of Fe–S-Centers by Mössbauer
Spectroscopy

In collaborations with the laboratory of Alfred X. Trautwein and colleagues from
biology and biochemistry we have contributed to this field by the characterization
of rubredoxin-type proteins both with the iron in the Fe2+–S4 and Fe3+–S4 state
[81], the identification of a 2Fe–2S center in the FhuF protein which is part of
a plant siderophore-reductase system [82], and the identification of unusual 4Fe–
4S proteins with non-sulfur ligands like the radical S-adenosylmethionine enzyme
coporphyrinogen III oxidase HemN [83]. High-field Mössbauer spectroscopy also
helped to identify two essential diamagnetic 4Fe–4S centers in the evolutionarily
highly conserved ATP-binding cassette protein ABCE1 [84].

As an example high fieldMössbauer spectra obtained from rubredoxin-type single
iron sites are displayed in Fig. 4.20. The Mössbauer spectra of the Fe3+–S4 site show
a complex magnetic sextet pattern which arises from partial population of the three
Kramers doublets of theS=5/2 spin system [81]. The solid lines are spinHamiltonian
simulations calculated with D = 2.13 cm−1, E/D = 0.23, δ = 0.24 mms−1, ΔEQ =
−0.36 mms−1 as well as an almost axial A-Tensor of ~ −17 T. These parameters
are typical for single high spin iron(III) sites in tetrahedral sulphur coordination.
Although the function of rubredoxin has not been fully elucidated yet, it is assumed
and highly likely that these proteins act as electron transfer proteins. In fact the iron
site can accommodate a further electron and can be fully converted to a ferrous high
spin Fe2+–S4 center. Fe2+–S4 centers show at liquid helium temperatures a doublet
with δ = 0.7 mms−1 and ΔEQ = −3.25 mms−1 (not shown here, but see [85]) which

Fig. 4.20 Mössbauer spectra of a rubredoxin type protein with its iron being in the ferric high
spin state. The solid lines are simulations using the spin Hamiltonian formalism for S = 5/2 and

the following parameter set:
↔
A/gNμN = (−17, − 15.7, − 16) T, ΔEQ = −0.36 mm/s, η = 0.8, δ

= 0.24 mm/s, D = 2.13 cm−1, and E/D = 0.23. Reprinted by permission from Springer-Nature:
Hyperfine Interact. Copyright (2004) [81]
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Fig. 4.21 Mössbauer spectra of a rubredoxin type protein in the ferrous high spin state. The solid
lines are simulations using the spin Hamiltonian formalism for S = 2 and the following parameter

set:
↔
A/gNμN = (−14.5, −9.2, −27.5) T, ΔEQ = −3.25 mms−1, η = 0.74, δ = 0.7 mms−1, D

= 7.2 cm−1, and E/D = 0.16. Reprinted by permission from Springer-Nature: Hyperfine Interact.
Copyright (2004) [81]

by the application of external fields can lead to a more and more magnetically split
Mössbauer pattern as depicted in Fig. 4.21.

The difference in the development of magnetic splitting in the case of ferric and
ferrous high spin centers can be understand under the consideration of the field
dependence of the spin expectation values of the S = 5/2 versus the S = 2 spin
systems. For most if not all S = 5/2 systems the spin expectation values do almost
saturate even under very small fields. Therefore each Kramers doublet causes a
magnetically split sextet for the S = 5/2 systems. Note that this holds only for the
slow relaxation limit. In the fast relaxation limit only one sextet is observable. There
is another situation which can influence the relaxation rate of the electronic spin S.
When the temperature is raised spin lattice relaxation is more and more effective
so that the slow relaxation limit does not apply and considerable line broadening is
observed. Or, for example in a powder sample of a small synthetic ferric high spin
chemical complex the spin–spin relaxation between two iron containing molecules
becomes effective which can also lead to an acceleration of the spin relaxation rate.
In this case also considerable line broadening can be observed.

For the S = 2 case the spin expectation values do—very often—not saturate at
small fields and thus one can observe a more and more magnetically split pattern
with increasing external field as is shown in Fig. 4.21.

To our experience it is a good experimental strategy to acquire field dependent
Mössbauer spectra at very low temperature—say at 4.2K—inorder to avoid consider-
ably influence of relaxation effects on theMössbauer spectra. By simultaneous fitting
of the experimental data using the spin Hamiltonian formalism it is than possible to
determine D, E/D and the hyperfine coupling tensor. The quadrupole splitting ΔEQ
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and the isomer shift δ can—as a first input for the simulation be taken frommeasure-
ments in zero field—this holds for the S = 2 case—or from measurements taken
at higher T for those paramagnetic centers where magnetic splitting is observed at
4.2 K. For δ one can use e.g. measurements at T = 77 K since the second order
Doppler shift between 77 and 4.2 K is often negligible, nevertheless a temperature
dependence of ΔEQ can occur due to population of excited orbital states.

Quite a lot of Fe–S proteins have 2Fe–2S iron centers. These centers occur in
the [2Fe–2S]2+ state and can be reduced to the [2Fe–2S]1+ state. Thus, also 2Fe–
2S centers support electron transfer in proteins. A typical example are ferredoxins.
These proteins have 2Fe–2S centers which are coordinated to the protein via 4 cystein
residues and which are connected via a disulfide bridge. There are also 2Fe–2S
proteins which have one iron site coordinated to two histidine ligands, the most well-
known of them being the Rieske-cluster of the bc1 complex [86]. Very recently a
bishistidinyl-coordinated non-Rieske [2Fe–2S] protein was identified also by means
of Mössbauer spectroscopy [87]. Figure 4.22 shows the Mössbauer spectrum of the
wild-type protein APD showing two doublets. One doublet with δ1 = 0.24 mms−1 is
typical for a ferric FeS4 center whereas the other doublet has a slightly higher isomer
shift of δ2 = 0.35 mms−1. This points to a coordination with two sulfurs and two
nitrogen ligands from histidin like in the Rieske potein (FeS2N2). The fact that APD
has also a diferric center can be interfered by the analysis of a Mössbauer spectrum
obtained in a high external field (Fig. 4.22b). The so observedMössbauer pattern can
be reproduced by a simulation which assumes that the total spin of the [2Fe–2S]2+

center is zero. This can be explained by an antiparallel spin coupling of two ferric
high spin sites as depicted in Fig. 4.22.

After reduction of the [2Fe–2S]2+ center to a [2Fe–2S]1+ center by one electron the
Mössbauer spectrumat lowfield changes completely (Fig. 4.22c).Nowalready at low
fields amagnetic splitting can be observed. FromEPR spectroscopy one deduces that
the total spin of the [2Fe–2S]1+ center is S = 1/2. This spin state together with the g-
tensor components obtained from EPR can be used as input for the spin Hamiltonian
simulations which are drawn as solid curves in Fig. 4.22c, d. The resulting total spin,
which often also is called system spin S = 1/2 originates from an antiparallel spin
coupling of the ferric high spin S1 = 5/2 and the ferrous high spin S2 = 2. For a
more in deep discussion of the spin coupling between mixed valent iron sulfur sites
we refer to reviews [34, 35] and the references given therein.

Figure 4.23 displays the Mössbauer spectra of an iron sulfur protein having a
[4Fe–4S]2+ center. Also these clusters are quite common in iron sulfur proteins. In
the majority of cases known to date these also function as electron transfer centers,
but in some 4Fe–4S proteins the cluster itself is also catalytically active as shown in
Sect. 5.2. The protein the Mössbauer spectrum of which is displayed in Fig. 4.23 is
called PhrB [88] and it belongs to the cryptochrome/photolyase family (CPF). The
function of PhrB has been shown to be related to DNA repair.

Despite there are four iron sites in the [4Fe–4S]2+ cluster there is only one doublet
in the spectrumof the 57Fe-enriched PhrB both at T= 77K (Fig. 4.23a) and T= 4.2K
(Fig. 4.23b) with δ = 0.42 mms−1 and ΔEQ = 1.26 mms−1 (Fig. 4.23a). This shows
that all four iron sites are equivalent and have the same coordinated ligands. The



208 V. Schünemann

Fig. 4.22 Mössbauer spectra taken at 5K of the native bishistidinyl-coordinated non-Rieske protein
APD having a diamagnetic [2Fe–2S]2+ cluster obtained in a field of 20 mT a and a field of 5 T
(b) applied parallel to the γ-ray. The solid lines are simulations using the total spin S = 0, δ1 = 0.24
mms−1, ΔEQ1 = −0.54 mms−1, η1 = 0.6, (red) and δ2 = 0.35 mms−1, ΔEQ2 = +1.06 mms−1,
η2 = 0.6 (blue). Reduction with dithionite yields a protein with a paramagnetic [2Fe–2S]1+ center
showing magnetic splitting both even at a low field of 20 mT c and at 5 T d. Now the simulations are

calculated with the total spin S = 1/2, δ1 = 0.32 mms−1, ΔEQ1 = 0.81 mms−1, η1 = 0,
↔
A 1/gNμN

= (−36.3, −41.8, −31) T, (red) and δ2 = 0.75 mms−1, ΔEQ2 = −3.16 mms−1, η2 = 3,
↔
A 2/gNμN

= (16.5, 8.4, 24.9) T, (blue). The g-tensor
↔
g = (1.861, 1.906, 2.009) was from complimentary

EPR measurements. Reprinted with permission from [87]. Copyright (2019) American Chemical
Society

isomer shift is just in between that of the δ-values of a Fe3+–S4 and a Fe2+–S4 center.
This has been interpreted as a consequence of a quantummechanical delocalization of
the excess electron in a mixed valent Fe2+–Fe3+ pair (see scheme in Fig. 4.23). Since
the Pauli principle has to be obeyed such an electron delocalization can only occur if
the iron spins of the two sites are aligned in a parallel fashion resulting in a pair spin
of 9/2. When PhrB with its [4Fe–4S]2+ cluster is subjected to a high external field a
magnetic splitting is observed which is only due to the external magnetic field. This
is shown by the simulation given in Fig. 4.23c using the spin Hamiltonian analysis
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Fig. 4.23 Mössbauer spectra of PhrB taken at (a) T= 77K,bT= 5Kwith an external field of 20mT
and c T= 5Kwith an external magnetic field of 5 T. Themagnetic fields were applied perpendicular
to the γ-beam. The solid lines are spin Hamiltonian simulations assuming a diamagnetic ground
state and all four iron being equivalent. PhrB has a [4Fe–4S]2+ cluster the structural view is given
on the right. The diamagnetic ground state can be rationalized as follows: An electron is delocalized
between two mixed valent iron ions, resulting in a mean charge of Fe2.5+. The two Fe2.5+–Fe2.5+

pairs have a spin of S = 9/2 each, but those couple antiparallel to each other and the total spin
becomes zero. Mössbauer data reprinted by permission from Springer-Nature: Hyperfine Interact.
Copyright (2013) [88]

assuming a diamagnetic S = 0 ground state. Such behavior is characteristic for a
diamagnetic [4Fe–4S]2+ cluster. The cluster possesses two mixed-valence iron pairs
with two excess electrons each one delocalized over one pair (Fe2.5+–Fe2.5+). The
spins of the two Fe2.5+–Fe2.5+ pairs S12 = 9/2 and S34 = 9/2 are antiparallel coupled,
yielding a total cluster spin S = 0.

4.5.2 Exploration of the Unusual 4Fe–4S Center of the LytB
Protein

The LytB protein also called isoprenoid synthase (IspH) is an air sensitive iron sulfur
enzymewhich is crucial for the biosynthesis of isoprenoids inmanybacteria and in the
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Fig. 4.24 Mössbauer spectra of LytB (IspH) taken at 77 K with no applied field a and at 5 K in a
field of 5 T. The solid lines are spin Hamiltonian simulations assuming a diamagnetic [4Fe–4S]2+

cluster. Reprinted with permission from [90]. Copyright (2009) American Chemical Society

malaria parasite Plasmodium falciparum. In these pathogens, isoprenoid synthesis
occurs according to the methylerythritol phosphate (MEP) pathway, an alternative
to the mevalonate pathway in higher organisms [89]. LytB catalyses the last step of
the MEP pathway. After initial crystal structure data indicate that this enzyme has an
3Fe–4S cluster Mössbauer spectroscopy clearly showed that LytB indeed harbours
a 4Fe–4S center as the active site [90]. Unlike other 4Fe–4S proteins the cluster of
LytB has a unique site which serves has a substrate binding site for (E)-4-hydroxy-
3-methylbut-2-en-1-yl diphosphate (HMBPP) in order to initiate HMBPP conver-
sion into a mixture of isopentenyl diphosphate (IPP) and dimethylallyl diphosphate
(DMAPP) [91].

The inspection of the Mössbauer spectrum of LytB shown in Fig. 4.24 indicates
the presence of a component with δ = 0.89 mms−1 and ΔEQ = 1.97 mms−1. These
parameters are typical for high spin iron(II) and one could easily assume the pres-
ence of non-protein bound iron(II) in the sample under investigation. In this case a
Mössbauer spectrum taken at high field would induce spin expectation values and a
magnetically split pattern would be expected similar to the case of reduced rubre-
doxin (see Fig. 4.21). However, for LytB theMössbauer spectrum taken at high fields
could be simulated with the spin Hamiltonian formalism under the assumption that
all components are diamagnetic. This can only be explained by the fact that the
ferrous high spin site is part of an unusual 4Fe–4S cluster with one Fe2.5+–Fe2.5+ pair
having a spin of 9/2 and another more valence trapped “Fe2+–Fe3+” pair having also
a spin of 9/2. An antiparallel spin arrangement than causes the diamagnetism of the
[4Fe–4S]2+ cluster of LytB.

When the chemical substrate HMBP is added to the LytB protein the Möss-
bauer spectrum chances significantly (Fig. 4.25). An analysis of the data displayed
in Fig. 4.25b indicates that only the doublet representing the special iron(II) site is
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Fig. 4.25 Mössbauer spectrum of LytB (IspH) a. The change in the pattern of the Mössbauer
spectrum obtained after substrate HMBP (see inset) addition (b) shows that the substrate is coordi-
nating to the unique fourth iron site of LytB. Adapted with permission from [90]. Copyright (2009)
American Chemical Society

affected after substrate binding. This clearly shows that the special iron(II) site of
LytBs [4Fe–4S]2+ cluster is the substrate binding site. Moreover, Mössbauer spec-
troscopy could also show complementary to protein crystallography [92] and EPR
spectroscopy [91] that the special iron(II) site of the [4Fe–4S]2+ cluster of LytB
is also a binding site of enzyme inhibitors which are potential candidates for new
antibiotics since this biochemical pathway does not exist in higher organisms [93].

4.5.3 In Vivo Mössbauer Spectroscopy of Iron-Sulfur
Proteins Inside E. Coli Cells

The investigation of whole cells with Mössbauer spectroscopy has shown that the
uniqueness of the substrate binding site in LytB is not a consequence of treatments
during the purification process (Fig. 4.26). Via subtraction ofMössbauer spectra from
LytB overexpressing E.coli cells and spectra which originate from cells which do
not overexpress LytB the spectral signature of the LytB protein could be isolated and
compared to the data obtained from the purified protein [90]. Spectral subtraction
procedures for the identification of iron centers in complicated mixtures of several
iron species do not necessarily require Mössbauer spectra obtained at high fields.
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Fig. 4.26 High-field Mössbauer spectra of LytB overexpressing E. coli cells E. coliM15 [pREP4,
pQE30-LytB] a and of cells which do not overexpress LytB (E. coliM15 [pREP4]) b. The difference
spectrum is shown in (c). The solid line represents a simulation with the parameters of pure LytB
[90]. The small deviation from the simulation might be caused by a different iron(III) content,
probably ferritin, within the two samples. Adapted with permission from [90]. Copyright (2009)
American Chemical Society

However, such experiments as shown in Fig. 4.26 can be used to support conclusions
drawn from low field Mössbauer spectra.

4.6 Future Applications of the Mössbauer Effect
in Chemistry and Biology

Since decadesMössbauer spectroscopy has been an indispensable spectroscopic tool
for the determination of electronic properties like iron oxidation numbers and spin
states of iron centers in proteins. Since there are a thousands of iron proteins many
of them not fully understood there will be a continuing demand of conventional
Mössbauer spectroscopy on these systems. Still even new discoveries with respect
to iron storage and iron metabolism are made which await characterization byMöss-
bauer spectroscopy. One example is an iron storage protein in anaerobic microorgan-
isms that therefore cannot use oxygen to oxidize ferrous iron. Very recently it was
shown that the archaeon Pyrococcus furiosus, which grows optimally near 100 oC in
hydrothermal marine vents stores iron in form of thioferrate protein nanoparticles
near their mitochondria [94]. This protein is called IssA and forms large nanopar-
ticles with diameters up to 300 nm and is one of the largest natural metalloprotein
complex known to date.
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More and more understanding will be gathered by studying complex systems
which have several iron species like paramagnetic iron ions, agglomerates of a
small number of iron sites or even clusters with hundreds of iron atoms or more.
The evaluation of temperature and field dependent Mössbauer spectra by combining
different evaluation routes like e.g. simple lorentzian line shape analysis, fitting with
magnetic hyperfine field distributions and spin Hamiltonian analysis, the latter being
very important as far as paramagnetic iron centers are concerned have been used
to understand complex systems like e.g. heterogeneous catalysts. In these systems
the identification of active iron-sites is a demanding task. Such supported catalysts
contain iron in many phases, e.g. iron oxide nanoparticles, as single ions, but also
agglomerates of only a few iron centers.

Iron loaded zeolites (e.g. Fe–ZSM-5) are potent candidates for the catalytic abate-
ment of nitrogen oxides from car exhaust, e.g. from Diesel engines. This catalytic
process, the reduction of nitrogen oxides (NOx) toN2 byNH3 in presence of oxygen is
called “selective catalytic reduction, SCR”). Recently Fe–ZSM-5 catalysts prepared
via solid-state ion exchange have been investigated by using field dependent Möss-
bauer spectroscopy at low temperature in order to identify the different iron species
present in this type of catalyst in the fresh state and after use in catalysis or more
precisely before and after standard SCR (Fig. 4.27) [95]. Mössbauer spectroscopy
proves to be the key technique for a full understanding of the iron species, but due to
the complexity of structures, guidance by complimentary methods like EPR exper-
iments and control by SQUID magnetometry were essential to prove reliability of
derived species distributions. The combination with complimentary spectroscopic
techniques like EPR spectroscopy allowed quantifying the amount of paramagnetic
iron sites in Fe–ZSM-5 and the detection of EPR-silent diamagnetic iron species like
μ-oxo-bridged dinuclear iron sites even in these highly complex systems. The simu-
lations in Fig. 4.27 allow to identify and quantify the relative amount of the different
iron species: K1 is assigned to iron oxide/hydroxide nanoparticles, K2 represents
diamagnetic most probablyμ-oxo bridged dinuclear iron(III) centers, K3 are param-
agnetic iron(II) high spin sites and K4 and K5 are due to single high spin ferric sites.
A similar methodical approach has been used very recently in order to elucidate the
structural composition of an Fe–N–C catalyst related to fuel cell batteries [96].

Synchrotron based NFS will allow to obtain Mössbauer parameters of small
species like micro- and nanocrystals or even films of biological cells which have
been feeded with 57Fe containing nutrients. Today the maximum foci which can be
achieved for e.g. 14.4 keV with meV energy resolution are in the range of some
micrometers. With the help of the now developed diffraction limited synchrotron
sources it can be expected that nanofocussing can be done. However, care must be
taken, because the investigation of single micro- and nano-objects can also be influ-
enced by radiation damage which needs to be investigated expecially for biological
systems.

Synchrotron basedNIS has added the possibility to trace down iron centredmolec-
ular modes in molecular switches like SCO materials and proteins. Only some few
examples have been discussed in this contribution. These applications will certainly



214 V. Schünemann

Fig. 4.27 An example of a spectral analysis using lorentzian lines and the spin Hamiltonian
formalism for para- and diamagnetic iron sites in a complex system. The Mössbauer spectra of
iron loaded ZSM-5 before SCR were obtained at T = 5 K and B = 10 mT a and B = 5 T b. The
red solid line is the result of a simulation procedure using 5 different iron species K1–K5 with
parameters given in Ref. [95]. K4 and K5 represent S = 5/2 species with E/D = 0 and E/D =
0.33 as indicated by complimentary EPR experiments. After SCR Mössbauer spectra obtained at
T = 5 K and B = 10 mT c and B = 5 T d show 4 different iron species K1–K4 as described in
the text. The relative contribution of K1–K4 including the obtained Mössbauer parameter sets are
given in Table 4.1 of Ref. [95]. Reprinted by permission from Springer-Nature: Hyperfine Interact.
Copyright (2017) [95]
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continue. Especially very complex iron centers like in the N2 fixing protein nitroge-
nases have been investigated already, but how biological nitrogen fixation really
works has not been clarified yet and NIS is certainly one of the spectroscopic
methods which can shine light on the N2 binding to the active site FeMo-cofactor of
nitrogenase.

But there are also novel experimental technique like time dependent optical pump
NRS probe techniques. With such experiments it will be possible to monitor the
response of optical excitable iron containing systems after photostimulation like in
molecular switches and magneto optical nanomaterials [97] or possibly even in iron
proteins. With X-ray free electron lasers delivering fs pulses of 14.4 keV radiation
on the horizon optical pump NIS probe experiments would enable to trace ultrafast
changes of the vibrational properties of iron ligand modes in chemical complexes
and proteins even in the fs time range.

4.7 Summary

The proceeding chapter tries to give a flavor to the reader of what can be achieved
with conventional and synchrotron-based Mössbauer spectroscopic techniques, both
in biology and chemistry. Since this contribution is meant as an introduction to the
broad field of chemical and biological applications of theMössbauer effect, it is clear
that not all aspects of the field could be covered. Instead the reader is guided after
some practical aspects both in sample requirements and in evaluation techniques
through examples of scientific cases, which have been worked on in the group of
the author during the last two decades. These concern Mössbauer spectroscopic
studies of synthetic chemical complexes like SCO compounds and studies on NO
transporter heme proteins, the nitrophorins. Since Mössbauer spectroscopy is the
method of choice for the characterization of Fe–S centers in proteins, especially
when they occur in their EPR silent diamagnetic or integer-spin states, some examples
are presented starting from simple mononuclear Fe–S centers over dinuclear Fe2S2
centers to Fe4S4 centers. More complex cases like Fe–S centers in nitrogenases are
only brieflymentioned since the discussion of such complex structures like the FeMo-
Cofactor are behind the scope of the text. Nevertheless, also some views on the future
ofMössbauer spectroscopy in chemistry and biology are presented. The author hopes
that the reader at the end is getting an impression about the intriguing possibilities of
the method. Considering the fact that the first biological and chemical applications of
the Mössbauer effect have been performed in the 1960s, a lot has been learned since
that time. On this footing there is a bright perspective of the technique especially
when it comes to the study of complex systems like iron containing reactionmixtures,
heterogeneous catalysts and biological cells.
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Many older Mössbauer spectroscopists consider the 1970s and 80s as the golden
years ofMössbauer spectroscopy. At least to the opinion of the author themethod has
bright future and the really shining golden years may still be ahead of us, especially
since novel concepts for the use of synchrotron radiation and XFELs in nuclear
resonance are on the horizon.
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Chapter 5
Mössbauer Spectroscopy with High
Spatial Resolution: Spotlight
on Geoscience

Catherine McCammon

Abstract Mössbauer spectroscopy is an important tool in geoscience. Samples are
often small or heterogeneous, requiring measurements with small beam size. Such
measurements can be carried out in the laboratory using a radioactive source, or at
a synchrotron facility in either time or energy domain. This chapter covers practical
aspects of carrying out Mössbauer measurements with high spatial resolution in a
tutorial style that covers radioactive source properties, how to choose between time
and energy domain, practical aspects associatedwith preparing the sample and setting
up ameasurement, useful free software for data analysis and analytical datamapping,
and concludes with a showcase of research questions in geoscience that have been
addressed using Mössbauer spectroscopy with high spatial resolution.
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SPring-8 Super photon ring-8 GeV
XANES X-ray absorption near-edge structure

5.1 Introduction

Mössbauer spectroscopy is practically unique among other methods used in
geoscience. The signal is specific to the nucleus being examined, so only those
phases containing the Mössbauer isotope give a signal. It is one of the few methods
that is able to distinguish different valence states, and one of the even fewer that
require no calibration to determine accurate values of relative abundance. Möss-
bauer spectroscopy provides structural information, such as the coordination and
geometry of crystallographic sites. The method is a short range probe, so it allows
the study of poorly crystallised materials such as glasses and provides information
complementary to data from long-range probes such as X-ray diffraction. Finally,
there is practically no limitation on pressure and also to a certain extent temperature,
which means that Mössbauer spectroscopy can be carried out on samples at most
conditions within Earth’s interior.

One aspect of Mössbauer spectroscopy that has improved greatly throughout its
history is spatial resolution. Technical advances have reduced the beam size dramati-
cally, initially as radioactive point sources became commercially available and subse-
quently through advances in focussing capabilities at synchrotron facilities. Themain
driver of these developments has been research questions involving high pressure,
where the quest for ever higher pressures has driven the need to measure ever smaller
samples. High-pressure studies have not been the sole benefactor of higher spatial
resolution, however. Research questions in geoscience are usually best addressed
using analytical methods with high spatial resolution, since natural samples may be
small and their history can often be deciphered from inhomogeneous variations in
composition and oxidation state.

The Mössbauer effect has been observed in a large number of elements (more
than 40) in about 80 different nuclides for a total of nearly 100 different nuclear
transitions, e.g., [1]. Applications of Mössbauer spectroscopy are concentrated on
isotopes with convenient transitions, and by far the most popular (particularly for
geoscience applications) has been the 14.4 keV transition in 57Fe. Iron is a popular
Mössbauer isotope because the half-life of its common parent, 57Co, is reasonably
long (270 days), recoil-free fractions are generally high at room temperature and the
absorption cross section is sufficiently large that reasonable spectra can be obtained
even for absorbers with low iron concentrations. For 57Fe, the lifetime of the excited
state is 98 ns, which gives a natural linewidth of 4.7 neV. Compared to the energy
of the γ-ray, the energy resolution is roughly one part in 1013, which enables very
small changes in the local atomic environment to be detected. The natural abundance
of 57Fe is 2.14%, which provides the possibility to enhance the Mössbauer signal
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through isotopic enrichment. More than 95% of Mössbauer studies of minerals have
used 57Fe [2], so this chapter will focus exclusively on iron.

Many important research questions in geoscience can be addressed using Möss-
bauer spectroscopy with high spatial resolution. Originally questions focussed on the
behaviour of materials at high pressure, particularly phase transitions, since Möss-
bauer spectroscopy is sensitive to a wide range of transitions, including magnetic,
structural, spin and insulator–metal. Studies also address the properties of mate-
rials at high pressure, such as density and magnetic, transport and elastic properties.
This knowledge can be used in combination with bulk geophysical measurements
to answer questions about Earth, such as its chemistry, structure, dynamics and
history. Mössbauer spectroscopy is highly sensitive to iron oxidation state, hence it
can answer questions about defect structure and charge balance that are important
for studying water (hydration) and oxygen (redox) in both minerals and bulk Earth.
Mössbauer spectroscopy is consequently in high demand for calibration of other
methods to determine oxidation state such as XANES and the flank method. Natural
samples such as inclusions in diamond or those with strong heterogeneity provide
a window into their geological history through Mössbauer spectroscopy that is not
available from any other method.

Chapter 5 is aimed at an audience that includes users experienced with conven-
tional sources who want to learn about point sources, users experienced with lab-
based measurements who want to learn about synchrotron possibilities, geoscientists
experienced with other microanalytical methods who want to learn about Mössbauer
spectroscopy, and researchers fromother fieldswho are interested in exciting applica-
tions of the method. The tutorial style assumes only a basic knowledge ofMössbauer
spectroscopy that can be easily acquired from short course chapters or text books,
e.g., [1, 3, 4]. The chapter covers topics related to properties of radioactive sources,
considerations in choosing between energy and time domainmeasurements, practical
aspects of small beam size (geometry, sample preparation, texture and thickness),
useful free software, and a survey of research problems in geoscience that high spatial
resolution measurements have been applied to. In keeping with the tutorial style, the
absorber in the Mössbauer experiment is referred to in this chapter as the sample.

5.2 Mössbauer Sources for High Spatial Resolution

The nature of the radiation source used in a Mössbauer experiment is one of the
main factors in determining the spatial resolution of the measurement. Section 5.2
describes the most commonly used types of sources and some considerations in their
use.
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5.2.1 Conventional Radioactive Source

57Co is the commonly used radioactive parent of 57Fe 14.4 keV γ-rays. The magnetic
ordering temperature of cobalt is around 1404 K [5], however, so pure 57Co sources
are not used since they would emit γ-rays with multiple energies. The strategy used
to obtain 57Co sources that emit a single narrow line is to diffuse 57Co into a non-
metallic matrix, e.g., [6]. Properties to consider in choosing a matrix include good
chemical stability, high cobalt and iron solubility, favourable crystal and electronic
structure (isotropic and non-magnetic), high recoilless fraction and negligible X-ray
fluorescence near 14.4 keV [7]. Further considerations relate to the intended use of
the source, for example at low temperature or in high external magnetic fields. While
no matrix perfectly satisfies all requirements, rhodium is the best all-around choice
[7] and indeed is currently the most commonly used matrix in commercial sources.

The strength and flux of the source is determined by its physical dimensions as
well as the amount of 57Co contained in the source matrix. The thickness of the
source foil affects the emission efficiency of γ-rays, where thinner foils allow more
γ-rays to escape the source matrix. The thickness also affects the source line width,
where thinner foils have a higher degree of internal resonance (excitation of 57Fe in
the source by emitted γ-rays). A useful metric for internal resonance is the effective
source thickness, ts, given by:

ts(dimensionless) = σ0 fsns (5.1)

where σ0 is the resonance cross section of the transition (= 2.56 × 10–18 cm2 for the
14.4 keV 57Fe transition), f s is the recoil-free fraction of the source, and ns is the
number of 57Fe atoms per cm2 in the source. When a 57Co source is first produced, ts
is essentially zero because there are no 57Fe atoms in the source. As the source ages,
however, ts increases because 57Co decays to 57Fe and builds up in the source, causing
progressively more internal resonance. The consequence of this internal resonance
is broadening of the source line width and reduction of recoilless fraction, which can
ultimately limit the working life of the source. These effects are negligible in the
thin source limit (ts << 1), which can be achieved (even for thin source foils) if the
starting concentration of 57Co in the source is low.

57Co Mössbauer sources with low concentrations of 57Co that remain within
the thin source limit for all of their working life are referred to as conventional
sources. The specific activity of conventional sources is generally below 7 GBq/cm2

(0.2 Ci/cm2), which means that a 1.85 GBq (50 mCi) Co(Rh) source would have
an active diameter of around 6 mm. Such sources are best suited to beam sizes
with comparable diameters. Figure 5.1 illustrates the trade-offs between the specific
activity of a source and its performance.

Higher spatial resolution for imaging applications can be obtained using a conven-
tional source. Smith and colleagues [8] used a position-sensitive detector to record
256 spectra simultaneously over a sample with 50 mm length, while a Mössbauer
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Fig. 5.1 Performance data
for a freshly produced 57Co
Mössbauer source in a
rhodium matrix. Low
specific activity sources
(<7 GBq/cm2 or 0.2 Ci/cm2),
i.e., so-called conventional
sources (blue), have line
widths close to the
theoretical minimum
(0.097 mm/s) that do not
increase appreciably with
time, in contrast to point
sources (red). Adapted from
[6]

μ

μ

microscope [9] focuses γ-rays using a multi-capillary X-ray lens and detects conver-
sion electrons using a scanning electron microscope over a sample up to 10 ×
10 mm2. Each method reported spatial resolutions of 50–100 μm. More exotic
approaches to imaging include tomographic analysis of a sample subjected to a
velocity gradient through rotation [10], achieving a resolution of 250μmon a 10mm
long sample [11].

5.2.2 High Specific Activity (Point) Radioactive Source

The active diameter of a 57Co source can be reducedwithout loss of flux by increasing
the specific activity of the source. The theoretical maximum specific activity is deter-
mined by the properties of 57Co used to fabricate Mössbauer sources, which is typi-
cally 222 TBq/g (7500 Ci/g). Such material could be used to produce a pure 57Co
source with 6 μm thickness of 1.5 TBq/cm2 (40 Ci/cm2) specific activity. The theo-
retical minimum diameter of a source with 0.37 GBq (10 mCi) overall activity would
be ~200μm. Such a sourcewould be highly impractical, however, since it would emit
multiple γ-ray energies due to magnetic interactions and would have an extremely
short working life due to internal resonance. While 1.5 TBq/cm2 (40 Ci/cm2) repre-
sents the theoretical limit of maximum specific activity for a 57CoMössbauer source,
smaller values of specific activity offer the capability for small beam size without
substantial sacrifice of source performance.

57Co Mössbauer sources with specific activities higher than conventional sources
(and hence higher concentrations of 57Co) are referred to as point sources. A specific
activity of 185 GBq/cm2 (5 Ci/cm2) is generally considered the upper limit for a 57Co
point source, which represents a compromise between limited broadening of source
line width due to magnetic interactions and maximum flux. Figure 5.2 illustrates a
comparison of the time evolution of the effective source thickness (Eq. 5.1) for a
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Fig. 5.2 Calculated time
evolution of effective source
thickness for 57Co
Mössbauer sources.
Calculations are based on
specific activities of 7 and
185 GBq/cm2 (0.2 and
5 Ci/cm2) for conventional
(blue) and point
(red) sources, respectively.
Adapted from [14]

conventional source and a point source. The former is limited only by the declining
count rate, since this canbe compensatedby longer counting timeswithout substantial
loss of signal quality. For the point source, however, the effective source thickness
increases rapidly with source age, leading to greater source line width, smaller recoil-
free fraction, and distortion of spectral line shape and area fraction, e.g., [12, 13].
Most spectroscopists consider a 57Co source unusable after reaching an effective
thickness of 3, hence a point source should be renewed roughly every year.

A point source delivers a substantially higher flux compared to a conventional
source. For example, a point source with specific activity 5 Ci/cm2 distributed over a
diameter of 500 μm would have an overall activity of 0.37 GBq (10 mCi). Calcula-
tions have shown that comparable signal/noise ratios can be obtained using a conven-
tional source with a large diameter sample (12 mm) and a point source with a small
diameter sample (0.5 mm) [14]. Key parameters that influence the quality of spectra
collectedwith a point source include the ageof the source and the amount of electronic
absorption in the sample.

5.2.3 Synchrotron Source

Synchrotron radiation bypasses the specific activity limitations of 57Co sources and
offers a number of advantages for high spatial resolution compared to radioactive
sources. Themost obvious is that photon flux is much greater (photons s−1 eV−1), but
more relevant is that synchrotron radiation can be focussed, leading to substantially
higher photon flux densities (photons s−1 eV−1 mm−2). For example the photon
flux density emitted by a third-generation synchrotron focussed to 6 × 6 μm2 is
calculated to be 1011 higher compared to a 3.7 GBq (100 mCi) 57Co conventional
source at 10 cm distance [15]. A further advantage of synchrotron radiation applied
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Table 5.1 Summary of third-generation synchrotron facilities with nuclear resonance capability

Facility Location Techniquesa Website

Advanced photon source
(APS)

Argonne, USA NFS https://www.aps.anl.gov/

European synchrotron
radiation facility (ESRF)

Grenoble, France NFS, SMS https://www.esrf.eu/

Positron–electron tandem
ring accelerator (PETRA) III

Hamburg, Germany NFS https://petra3.desy.de/

Super photon ring-8 GeV
(SPring-8)

Sayo, Japan NFS, SMS https://www.spring8.or.jp/

aAs of 2018. Each synchrotron has further capabilities, but only those relevant to the current chapter
are listed

to nuclear resonance is the absence of non-resonant background [16], which means
that the signal to noise ratio is substantially higher compared to radioactive source
experiments, even if all other parameters are equal.

The nuclear resonance techniques most commonly used at synchrotrons are
nuclear forward scattering (NFS) and the synchrotronMössbauer source (SMS).1 An
excellent introduction to these techniques is given by [17]. Both techniques require
a third-generation synchrotron, of which there are currently four that offer nuclear
resonancemethods (Table 5.1). All synchrotrons listed have user access programmes,
where applications for beamtime are generally evaluated on the basis of scientific
merit and feasibility. Additional restrictions on principal investigators may apply at
individual facilities, such as country of affiliation, and websites should be consulted
for up to date details.

5.2.4 Mössbauer Source Comparison

The choice of Mössbauer source for a specific measurement depends on a number
of factors. The most important are beam size and sample composition and 57Fe
enrichment, logistics (number of samples and measuring time available), and finan-
cial considerations. There can be trade-offs between factors that may influence the
choice of source, which is illustrated by the following two cases where the same
sample was measured with different types of Mössbauer source.

1Note that NFS is referred to in some regions as synchrotron Mössbauer spectroscopy, which is a
time domain method. This should not be confused with the synchrotronMössbauer source, which is
an energy domainmethod. This chapter uses the acronymSMS to refer to the synchrotronMössbauer
source.

https://www.aps.anl.gov/
https://www.esrf.eu/
https://petra3.desy.de/
https://www.spring8.or.jp/


228 C. McCammon

5.2.4.1 Conventional and Point Source Comparison

Samples with diameters as small as 2 mm can be measured with a conventional
source if sufficient time is available for the measurement. Synthetic clinopyroxene
with composition (Fe0.1Mg0.9)(Ca0.7Li0.3)Si2O6 was prepared from a glass starting
material at 3 GPa and 950 °C in a piston-cylinder apparatus for 18 h. Iron with
natural abundance of 57Fe (2.14%) was used. A sample holder was constructed from
1 mm thick lead sheet with a 2 mm diameter hole into which 6 mg of powder sample
was placed, giving a dimensionless effective sample thickness of 2 (Sects. 5.4.2 and
5.4.4). The same sample mount was measured using a conventional source and point
source, where the source-sample distance was adjusted for eachmeasurement to give
appropriate solid angles (Sect. 5.4.1). Data were collected for approximately 24 h
each.

TheMössbauer spectra of clinopyroxene from the conventional and point sources
show substantially different signal to noise ratios (SNR) (Fig. 5.3).AssumingPoisson
counting statistics, the SNR can be determined from:

SNR = (N∞ − N0)√
N∞

(5.2)

where N∞ and N0 are the baseline counts and counts at resonance (minimum counts
in spectrum), respectively, e.g., [1]. The main reason for the difference in SNR is
the much higher specific activity of the point source (154 GBq/cm2 or 4.2 Ci/cm2)
compared to the conventional source (3.5 GBq/cm2 or 0.1 Ci/cm2) at the time of
measurement. While the overall count rate for the conventional source is lower, this
canbe compensated for by extending themeasuring time.TheSNRof the point source

Fig. 5.3 Room temperature Mössbauer spectra of synthetic (Fe0.1Mg)(Ca0.7Li0.3)Si2O6 clinopy-
roxene a collected with a conventional source and b point source. The same sample mount was
used for each measurement and the solid angles and measuring times were similar. The baseline
counts for the conventional and point source spectra are 2 × 105 and 2 × 106 counts, respectively,
while the respective SNRs are 10 and 58
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spectrum (Fig. 5.3b) can be reached by measuring the sample using a conventional
source for 36 days, assuming that the count rate remains constant with time. This
possibility may be a feasible alternative to purchasing a point source if measuring
time is not constrained, since the thickness of a conventional source does not change
appreciably with time (Fig. 5.2).

5.2.4.2 Point Source and SMS Comparison

Samples less than 100μmin diameter can bemeasuredwith a point source if effective
sample thickness is high (Sect. 5.4.4), sufficient time is available for themeasurement
and good spectrum quality is not a priority. Synthetic bridgmanite with composition
Fe0.4Mg0.6Si0.63Al0.37O3 was prepared at high pressure using iron enriched with 90%
57Fe [18].

The sample used was approximately 30μm in diameter and 15μm thick, giving a
dimensionless effective sample thickness of 20 (Sect. 5.4.4). The sample was loaded
into a diamond anvil cell and compressed to 93 GPa, and spectra were collected until
an acceptable quality was reached, which was 7 days for the point source and 10 min
for SMS.

The Mössbauer spectra of bridgmanite from the point source and SMS show
substantially different SNRs (Fig. 5.4). Not only is the count rate substantially higher
for SMS (~6000 counts/s) compared to the point source (~150 counts/s), but also the
absence of non-resonant background gives a much higher resonant absorption for
SMS (83%) compared to the point source (2%). It would be challenging to extend the
point source measuring time sufficiently to match the SNR of SMS, since this would

Fig. 5.4 Room temperature Mössbauer spectra of synthetic 57FeMg0.6Si0.63Al0.37O3 bridgmanite
in a diamond anvil cell at 93 GPa a collected with a point source and b SMS. In both cases the same
sample at the same pressure in the same diamond anvil cell was measured. Measuring times were
7 days for the point source and 10 min for SMS, and the respective SNRs are 13 and 98. Baseline
counts are 3.6 × 105 and 6.9 × 103 for the point source and SMS spectra, respectively. SMS data
are taken from [18]
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require nearly 400 days if the count rate remained constant. The count rate decreases,
however, and source thickness would increase substantially (Fig. 5.2), necessitating
the replacement of the point source several times during the measurement. However
if a lower quality spectrum were sufficient for the research question being addressed,
this exercise demonstrates the possibilities for collecting Mössbauer data with beam
sizes as small as 50 μm diameter using a point source.

There are a number of geoscience applications for which a point source is not
appropriate and the only choice is synchrotron radiation. These cases include very
small samples or when high spatial resolution is needed (<50 μm diameter for
samples with high dimensionless effective thickness but much larger if samples
contain less 57Fe), as well as experiments where time is an important param-
eter. Examples include measurements during laser heating at high pressure [19],
time-differentiated measurements [20], and in situ kinetic studies [21].

5.3 Measurement Approach

Mössbauer spectra collected using a radioactive source are traditionally measured
by changing the velocity of the sample relative to the source (or vice versa) and
measuring counts as a function of velocity (v), which can be converted to energy
through the Doppler shift:

E = E0v/c (5.3)

where E0 is the unperturbed energy of the γ-ray (14.4 keV) and c is the velocity of
the γ-ray (i.e., the speed of light = 2.998 × 1011 mm/s). The variable is therefore
energy, and such measurements are said to be carried out in the energy domain.

Mössbauer spectra collected using a synchrotron source can be carried out in the
energy domain using SMS, but can also be carried out in the time domain using NFS.
In the latter method all resonant nuclear transitions are excited at time zero by a sharp
pulse, after which interference between the decaying energy levels in the quiet time
between pulses produces an intensity spectrum as a function of time.More details are
available in the literature, for example [17], but for the purpose of the present chapter,
Sect. 5.3 focuses specifically on aspects of energy and time domain measurements
that are relevant to small or heterogeneous samples in geoscience investigations,
namely spectral deconvolution and counting time.
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5.3.1 Energy and Time Domain Comparison: Spectral
Deconvolution

The same hyperfine interactions are probed during measurements in both energy and
time domain, but they appear differently in the resulting spectrum (Fig. 5.5). In the
energy domain, each transition gives one absorption line (middle row in Fig. 5.5). In
the time domain, however, the spectrum shows the interference of radiation from all
resonant nuclear transitions as “quantum beats” (bottom row in Fig. 5.5). Note that a
single nuclear transition (i.e., a singlet in energy domain) cannot be distinguished in
time domainmeasurements. This limitation can be overcome by inserting a reference
material in the synchrotron beam to produce quantum beats between the reference
and the sample (e.g., [22]).

Energy domain measurements are generally more sensitive for detecting small
quantities of spectral components. For example a studyof a ferropericlase [(Mg,Fe)O]
inclusion in diamondwas able to detect the presence of amagnetic component (likely
magnesioferrite, (Mg,Fe)Fe2O4) [23], which yielded important constraints on the
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Fig. 5.5 Hyperfine interactions for 57Fe nuclei showing the energy level diagram for each interac-
tion: a unperturbed nucleus; b isomer shift; c quadrupole splitting; d hyperfine magnetic splitting.
The resultingMössbauer spectra in the energy domain and time domain are shown in themiddle and
bottom rows, respectively
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Fig. 5.6 Comparison of simulated a energy and b time domain spectra for a ferropericlase inclusion
in diamond. The spectra were calculated based on hyperfine parameters reported by [23]. Each panel
shows spectra for pure ferropericlase (red) and 95% ferropericlase with 5% magnetite (blue). The
presence of magnetite can be detected in the energy domain spectrum (indicated by green arrows;
also seen in Fig. 5.6 of [23]), but not in the time domain spectrum, where red and blue lines are
almost identical. Spectra were simulated using MOTIF [24]

history of the diamond. The study used an energy domain approach (SMS) for the
study, which enabled the small amount of magnesioferrite to be quantified. If a time
domain approach (NFS) had been used instead, it would have been challenging, if
not impossible, to detect the presence of magnesioferrite (Fig. 5.6).

Hyperfine parameters can generally be unambiguously determined from energy
domain spectra if absorption lines do not overlap substantially or if valid constraints
can be applied during spectral deconvolution. Significant line overlap, however,
causes ambiguities in spectral fitting when such constraints are not available, e.g.,
[25]. Similar ambiguities are encountered when determining hyperfine parameters
from time domain spectra if the number of unknowns is large, for example in the
case of multiple iron sites and electronic states (valence and spin). Additional factors
such as distribution of hyperfine parameters, texture effects, inhomogeneous thick-
ness, pressure gradients in diamond anvil cell measurements and so on will further
add to ambiguities.

Silicate perovskite, i.e., the mineral bridgmanite, presents a good case for the use
of energy domain measurements instead of time domain. Iron is distributed between
two sites in the crystal structure, and can occur in two different valence states (Fe2+

and Fe3+) and three different spin states (high, intermediate and low spin). Absorption
lines in energy domain spectra are generally sufficiently resolved such that spectra
can be unambiguously deconvoluted and, with the help of constraints from crystal
structure refinements, doublets can be correctly assigned [26]. The presence of low-
spin Fe3+, for example, could be recognised in energy domain (SMS) spectra after
laser heating of bridgmanite at 68GPa [19]. In this study the appearance of additional
absorption that was distinct from other spectral components allowed the amount
of low-spin Fe3+ to be quantified. Time domain (NFS) spectra of bridgmanite can
generally be deconvoluted with an appropriate model using energy domain spectra
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Fig. 5.7 Comparison of simulated a energy and b time domain spectra for silicate perovskite at
68 GPa. The spectra were calculated based on hyperfine parameters reported by [19]. Each panel
shows spectra for 40% high-spin Fe3+ (red) and 35% high-spin Fe3+ and 5% low-spin Fe3+ (blue).
Low-spin Fe3+ can be identified in the energy domain spectrum by additional absorption at −0.7
and 0.2 mm/s (indicated by green arrows; also seen in Fig. 5.2 of [19]); however the difference in
time domain spectra cannot be unambiguously assigned as low-spin Fe3+, especially below 200 ns
which is the typical time window for NFS data collection. Spectra were simulated using MOTIF
[24]

as a guide, e.g., [27]; however unambiguous identification of new components for
which there are no constraints available (for example low-spin Fe3+) are not possible
(Fig. 5.7). The situation is particularly challenging when the time between bunches
is short (<200 ns), for example during the commonly used 16-bunch mode at ESRF
and 24-bunch mode at APS.

Time domainmeasurements are a good choice for materials with relatively simple
spectra. For example, iron in ferropericlase occupies only one crystallographic site
and occurs almost exclusively as Fe2+. The transition of Fe2+ from high to low spin
has been often studied in the time domain (NFS), for example [28]. The change
from a quadrupole doublet (high-spin state) to a singlet (low-spin state) is easily
recognised in time domain spectra, even below 200 ns (Fig. 5.8).

5.3.2 Energy and Time Domain Comparison: Counting Time

Time domain measurements (i.e., NFS) generally give a higher SNR than
synchrotron-based energy domain measurements (i.e., SMS) for the same sample
and counting time. Time domain spectra collect from zero background, so each
count contributes to the signal. In contrast, energy domain spectra collect down from
background (the baseline) and counts are divided over all channels, so only a portion
of counts contributes to the signal.

Simulated spectra in both time and energy domain are illustrated in Fig. 5.9 for
a simple quadrupole interaction where one thousand counts have been collected for
each. The SNR for the time domain spectrum is 5.7 (Fig. 5.9a), while only 1.3 is
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Fig. 5.8 Comparison of simulated a energy and b time domain spectra for ferropericlase as a func-
tion of pressure. The spectra were calculated based on hyperfine parameters reported by [28]. Each
panel shows spectra for 100% high spin Fe2+ (red), 50% high spin & 50% low spin Fe2+ (blue) and
100% low spin Fe2+ (green). The difference between spectra is straightforward to recognise in both
energy and time domain. Spectra were simulated using MOTIF [24]

Fig. 5.9 Comparison of simulated a time and b, c energy domain spectra for a phase with a
quadrupole splitting (�EQ) of 4.3 mm/s (for example intermediate-spin Fe2+ in silicate perovskite
[26]). The left and middle spectra each contain 1000 counts. To reach the same SNR in the energy
domain as in time domain, the spectrum must be collected for 22 times as long (right). Error bars
are shown in red for selected channels. Spectra were simulated using MOTIF [23]

achieved for the same number of counts in the energy domain (Fig. 5.9b). The time
domain spectrum allows quadrupole splitting to be determined within a reasonable
error,while the signal in the energydomain is barely detectable above thebackground.

The obvious way to improve SNR in the energy domain spectrum is to increase
the counting time. If the spectrum in Fig. 5.9b were collected for 22 times longer, a
SNR of 5.7 is reached (Fig. 5.9c), which is sufficient for an accurate determination
of quadrupole splitting. The difference in counting time between time and energy
domain for the same sample depends on the time and energy resolution of each
spectrum (i.e., number of channels) as well as its complexity, where complex time
domain spectra may need to be collected for longer to record counts at high delay
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times. One example is provided by two studies of the same sample, one in time
domain [29] and the other in energy domain [19]. The time domain spectra were
collected for 10–60 min each, while energy domain spectra were collected for 1–2 h,
representing a maximum time difference factor of 12.

5.4 Practical Considerations for Small Beam Size

Many of the practical aspects associated with collectingMössbauer spectra with high
spatial resolution are common to all experiments, for which there are many excellent
references, e.g., [1, 4]. In Sect. 5.4 we focus on a few aspects that are of particular
importance for small beam size.

5.4.1 Spectrometer Geometry

The geometry of a transmission Mössbauer spectrometer with a radioactive source
is one of the simplest among all spectroscopies. The main components—the source,
sample and detector—are aligned linearly, so the only adjustable parameters are the
distance between the source and the sample (D1) and the sample and the detector (D2)
(Fig. 5.10). Selecting these distances appropriately enables high quality measure-

θ

Fig. 5.10 Schematic diagram of a transmission Mössbauer spectrometer with a radioactive source.
Vertical dimensions are shown to scale for a 10 mm diameter source, 5 mm diameter beam aperture,
and 25 mm diameter detector window, while horizontal dimensions are not to scale. Blue and
green arrows show potential ray paths for γ-rays, where the angle between the blue ray path and the
horizontal is θ. The source to sample and sample to detector distances are D1 and D2, respectively



236 C. McCammon

ments to be made with small beam size, even when using a conventional source,
while inattention to setting these distances can significantly reduce the quality of the
measurement.

There is a trade-off in choosing the optimum distance between source and sample.
A short distance increases the count rate due to a larger solid angle of radiation
(good), but at the same time increases distortion of the velocity (energy) scale (bad).
While the former effect can be compensated for by longer counting times, there is
no possibility to correct spectra for the latter effect after they have been collected (H.
Spiering, personal communication).

Distortion of the velocity scale occurs because γ-rays travelling at angle θ to the
horizontal have an energy shift given by:

E = E0(vcosθ)/c (5.4)

which reduces to Eq. 5.3 when θ = 0. The cosθ term changes the energy distribution
of emitted γ-rays, which ultimately affects the shapes, widths and positions of the
absorption lines in the resultingMössbauer spectrum. These effects have been calcu-
lated in detail [30] where, for example, line shift distortions are less than 1% at a
source velocity of 5 mm/s when θ < 10° (distortion increases at higher source veloc-
ities). This calculation assumes a point source (i.e., the source diameter is much less
than the beam size), but since conventional sources can be considered sheet emitters
when beam size is smaller (Fig. 5.10), the appropriate limit in this case is θ < 5° (see
also [1]).

The source to absorber distance (D1) can be simply calculated from θ using the
following relation:

D1 = d/(2 tanθ) (5.5)

where d is the beam aperture diameter (Fig. 5.10).
Equation 5.5 can be used to calculate the appropriate source to sample distances for

themeasurements shown in Fig. 5.3 (recall that the beam size for thosemeasurements
was 2mm diameter). For the conventional source measurement, θ should be less than
5°, so D1 should be greater than 11 mm, and for the point source measurement, θ

should be less than 10°, so D1 should be greater than 6 mm. Equation 5.5 is most
useful when measuring with small beam size using a conventional source, since in
this case the source to sample distance can be reduced to compensate for the smaller
beam size.

Equation5.5 can also beused to calculate the appropriate source to sample distance
for the point source measurement shown in Fig. 5.4a. Here the beam size is 30 μm
diameter, which is considerably smaller than the point source diameter (500 μm).
To achieve θ = 5° would require a source to sample distance of only 100 μm, which
is not possible due to the thickness of the diamonds since the sample is inside a
diamond anvil cell. Indeed, Eq. 5.5 demonstrates that velocity scale distortion is
unlikely to cause problems in high-pressure experiments. Similarly, measurements
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using synchrotron radiation do not require such considerations due to the minimal
divergence of the X-ray beam compared to a radioactive source.

The other distance to be considered when setting up a Mössbauer measurement,
namely the sample to detector distance (D2), does not influence the solid angle
of radiation since the detector window is usually much larger than the beam size
(Fig. 5.10). Here the distanceD2 should be sufficiently large to minimise the amount
of radiation scattered from the sample that reaches the detector, which contributes
only to the background, not the signal.

5.4.2 Sample Preparation

Mössbauer spectroscopy is extremely flexible with regard to sample form and
measurementswith small beam size are no exception. Beamdiameters forMössbauer
spectroscopy using a radioactive source typically start at 100 μm and go upwards
for unenriched samples [14], and 57Fe enrichment allows even smaller samples to be
measured (for example the spectrum in Fig. 5.4a was collected on a 30 μm diameter
sample). Focussing optics at synchrotron sources enable beam diameters as small as
10 μm to be used [31, 32].

Many samples can be used with minimal preparation, although there may be
advantages to investing some effort into cutting and polishing, particularly in the
case of inhomogeneous samples. Ultimately the choice of sample form depends on
the nature and amount of sample available, as well as the desired sample thick-
ness (Sect. 5.4.4). A final step for all sample types before collecting spectra with a
radioactive source is to ensure that the detector records only γ-rays that have passed
through the sample, which is usually accomplished by masking the sample with a
thick absorbing foil (for example Pb or Ta).

A common sample form, especially for large samples measured using a conven-
tional source, is powder, meaning that the grain size is much smaller than the beam
size. Conventionally a standard sample holder is used, into which an appropriate
weight of sample is placed (Fig. 5.11a). For smaller quantities of sample, a holder
can be made by drilling a hole in lead foil and securing the contents with cellophane
tape (Fig. 5.11b), or by mixing the powder with glue and affixing it to a plastic sheet
(Fig. 5.11c). Sample diameters of 500 μm or less can be easily achieved using the
latter two approaches, and are suitable for use both with a radioactive source and for
synchrotron measurements.

Samples in the form of grains or shards can be used without alteration if their
thickness is appropriate for their composition. The grain can be simply affixed onto
a plastic sheet (Fig. 5.11d) or multiple grains can be glued in the form of a mosaic if a
larger diameter is required (Fig. 5.11e). In this case empty space should beminimised
and thickness should not vary substantially across the mosaic (Sect. 5.4.4). It is also
possible to measure rare or precious samples such as polished gemstones if at least
one part of the stone has a thickness appropriate for its composition.
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Fig. 5.11 Sample forms and holders forMössbauer spectroscopy. a plastic sample holder (diameter
12 mm). b hole drilled in lead foil (hole diameter 1 mm). c powder mixed with glue and affixed
onto plastic sheet (sample diameter 4 mm). d single grain on plastic sheet (grain dimensions 900 ×
600 μm2) (enlarged view shown in inset). e multiple grains formed into mosaic (sample diameter
7 mm). f glass shards in epoxy (disk dimensions 9 × 6 mm2). g capsule from high-pressure
experiment in epoxy (capsule dimensions 1400 × 900 μm2). h single crystal clinopyroxene cut
into a cube (700 × 700 × 700 μm3). i oriented garnet single crystal cut and polished into a slice
and glued onto an epoxy disk (sample dimensions 1.5 mm diameter × 150 μm thick) (garnet data
reported in [36]). j suboceanic lava thick section (3.5 × 2 × 0.5 mm3) (provided by N. Hirano).
k metasomatised eclogite thick section (2 × 2 × 0.5 mm3). l inclusions within intact diamond
(diamond dimensions 3 × 3 × 3 mm3) (adapted from [23]). m inclusions exposed by polishing
diamond slice (diamond dimensions 2.2 × 1.8 × 0.5 mm3) (data reported in [39]). n single crystal
(centre) inside diamond anvil cell with ruby chip for pressure calibration (upper left) (gasket hole
diameter 100 μm). o polycrystals inside a diamond anvil cell (gasket hole diameter 120 μm). The
latter two images are adapted from [40]
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Samples can be prepared by mounting them in epoxy and grinding and polishing
the disks to the appropriate thickness. The epoxy provides support and easy handling
for small grains and the same epoxy mount can be used for chemical determination
(for example using the electronmicroprobe) as well asMössbauer spectroscopy. This
capability is particularly valuable for studies where Mössbauer spectroscopy is used
to calibrate standards for the flank method [33] and X-ray Absorption Near Edge
Structure (XANES) spectroscopy [34] (Fig. 5.11f). Preparation in epoxy also allows
optimal exposure of the region to be measured, such as in capsules recovered from
large volume high-pressure experiments [35] (Fig. 5.11g).

Single crystals provide information not available from powder measurements, but
require additional preparation to realise these benefits. Generally it is advantageous to
orient crystals prior to cutting, for example using cleavage directions orX-ray diffrac-
tion. Crystals can then be cut along desired directions with appropriate thickness.
For measurements in three orthogonal directions, a cube shape is ideal (Fig. 5.11h),
particularly for samples with low iron concentration that require substantial thick-
ness. A slice is useful for measurements that involve rotating the crystal at an angle
inclined to the source radiation, e.g., [36] (Fig. 5.11i).

Inhomogeneous samples provide a wealth of information, but require more atten-
tion to preparation in order to facilitate documentation of the regions that are
measured. Thick sections offer the possibility to use optical images, and if sections
are polished, the same regions on the sections can be analysed using other methods
such as electron microprobe analysis, e.g., [37] (Fig. 5.11j, k). Important to note,
however, is that Mössbauer measurements in transmission geometry record iron
phases throughout the entire thickness of the sample section, not only on the surface.
One strategy to minimise inhomogeneity along the radiation path is to select regions
that show similar characteristics on both upper and lower surfaces of the section.

Inclusions in diamond can be measured in situ since carbon is a relatively light
element (Sect. 5.4.4). There are numerous advantages to keeping diamonds intact
(Fig. 5.11l), including preserving features such as diamondmicrostructure and inclu-
sion associations that can be studied using non-destructive methods, for example
micro-computed tomography [38]. However chemical composition is difficult to
determine quantitatively when inclusions are enclosed in diamond, so one compro-
mise is to polish the diamond until inclusions are partly exposed (Fig. 5.11m). Of
course inclusions can also be released entirely from their diamond hosts, usually
by breaking the diamond, in which case inclusions can be mounted on plastic foil
(Fig. 5.11d) or in epoxy (Fig. 5.11f).

Diamond anvil cells for Mössbauer measurements are generally prepared in
the same way as for other diamond anvil cell experiments. Special considera-
tions for Mössbauer spectroscopy include ensuring an appropriate sample thickness
(Sect. 5.4.4) and using a gasket with high atomic weight (to collimate source radia-
tion) that does not contain iron. Samples can be loaded as single crystals (Fig. 5.11n)
or as powder (Fig. 5.11o).
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Fig. 5.12 Comparison of simulated a energy and b time domain spectra when texture effects are
present. Spectra were calculated for a quadrupole splitting (�EQ) of 3.6 mm/s. The blue lines in
each panel correspond to randomly oriented crystals (i.e., powder) while the red lines show the
case of a single crystal where the principal axis of the electric field gradient (EFG) is parallel to the
direction of source radiation. Spectra were simulated using MOTIF [23]

5.4.3 Texture Effects

Texture effects can occur if samples are single crystals or if there is strong preferred
orientation. These effects will be particularly pronounced if the source is polarised,
for example in the case of synchrotron radiation. The manifestation of texture effects
is different for energy and time domain spectra. In the energy domain, areas of
doublet, sextet and octet components no longer follow ideal ratios (for example, 1:1
for quadrupole doublets) (Fig. 5.12a), while in the time domain the depth of quantum
beats changes (Fig. 5.12b). Texture effects occur in all phases with crystal structure
symmetry higher than cubic, but are generally not present in amorphous materials,
such as glass.

Texture effects should not be ignored when analysingMössbauer spectra. In some
cases symmetry relations constrain the electric field gradient (EFG) orientation of
different sites so that additional constraints may be applied, e.g., [18, 41] and in other
cases it is possible to remove texture effects by measuring spectra with the crystal
tilted at the magic angle, 54.7° [42, 43]. A further possibility to remove texture is
to superimpose four spectra collected at different orientations of the sample in the
same plane [44].

5.4.4 Sample Thickness

The effective sample thickness, ta, is given by:

ta(dimensionless) = σ0 fana (5.6)
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where σ0 is the resonance cross section of the transition (= 2.56 × 10–18 cm2

for the 14.4 keV 57Fe transition), f a is the recoil-free fraction of the sample, and
na is the number of 57Fe atoms per cm2 in the sample. Equation 5.6 is the equivalent
of Eq. 5.1 for the sample. In the same way that the thin source limit is defined as
ts < < 1, the thin absorber approximation is valid for ta < < 1. However while the ideal
value for ts is zero, the value of ta must be non-zero in order to obtain a signal. There
are analytical advantages to values of ta within the thin absorber approximation [12],
but such values are rarely the best choice for optimising the quality of the spectrum
[45]. Extensive discussions of how to choose ta are given in [1, 4].

A trade-off occurs when sample thickness is increased: a greater thickness means
more iron and hence a stronger signal, but it also increases the amount of other
elements in the sample which attenuates the signal due to electronic absorption
and scattering. The latter is quantified through the total sample mass absorption
coefficient which is given by:

μ =
∑

i

fiμi (5.7)

where f i is the mass fraction of the ith element and μi is the mass absorption coeffi-
cient of the ith element at 14.4 keV. The mass absorption coefficients for all elements
are listed for selected energies in [46]. If sample thickness is expressed as an area
density t′ (for example in units of g/cm2), the maximum signal to noise ratio for a
sample as a function of t′ (optimum thickness) occurs at t′ = 2/μ when non-resonant
background is low (i.e., the sample contains no heavy elements) and t′ = 1/μ when
non-resonant background is high [1, 46].

These relations can be applied to Fe0.4Mg0.6Si0.63Al0.37O3, whose spectra are
shown in Fig. 5.4. The total sample mass absorption coefficient calculated from
Eq. 5.7 is 17.3 cm2/g for 14.4 keV radiation, which means the optimum thickness
t′ is 115.9 mg/cm2 of sample. The physical thickness can be calculated from 10 t′/ρ
where ρ is the density of the sample. For the density 5 g/cm3, the physical thickness is
232 μm, which corresponds to a dimensionless effective thickness of 9.3 according
to Eq. 5.6 for ironwith natural isotopic abundance (2.14% 57Fe). However the sample
used in Fig. 5.4 was constrained to a physical thickness of 15μmbecause of diamond
anvil cell geometry,whichwould have been a dimensionless effective thickness of 0.6
for natural 57Fe abundance. To obtain a stronger signal, the sample was synthesised
with 90% enriched 57Fe, giving a dimensionless effective thickness of 25.4 according
to Eq. 5.6. While this value is high and causes substantial thickness effects, a strong
signal is required to overcome the loss of intensity due to absorption by the diamonds.

In addition to electronic absorption by elements within the sample, signal will be
lost due to surroundingmaterial thatγ-rays pass through.Examples include substrates
that the sample ismounted on, liquid if the sample is suspended in solution, and cham-
bers and/or windows associated with samples in extreme environments (for example
a diamond anvil cell) . The intensity of transmitted radiation can be calculated from:
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Table 5.2 Transmission of 14.4 keV radiation through selected materials as a function of physical
sample thickness (in mm)

Material μ (cm2/g) ρ (g/cm3) Transmission (I/I0)

99% 50% 1%

Diamond (C) 0.87 3.5 0.033 2.3 15

Glass (SiO2) 6.97 2.2 0.007 0.45 3

Polycarbonate (C16H18O5) 1.2 1.2 0.070 4.8 32

Epoxy resin (C21H25ClO5) 2.84 1.2 0.028 2.0 13

Water (H2O) 2.00 1.9 0.050 3.5 23

I = I0e
−(lμ/ρ) (5.8)

where I is the transmitted intensity, I0 is the incident intensity, l is the length of the
sample in the direction of radiation (i.e., the physical thickness) and ρ is the sample
density.

Table 5.2 shows γ-ray transmission for selected materials calculated from Eq. 5.8
based on values of μ taken from [46]. More than 50% of 14.4 keV radiation is lost
to diamonds in diamond anvil cell experiments where diamond thickness exceeds
2.3 mm. This thickness is usually exceeded, especially since diamonds are used in
pairs. For preparation of small samples, glass is a poor choice of mounting substrate
due to its high absorption (Sect. 5.4.2). Instead a plastic such as polycarbonate should
be used. Epoxy resin can also be used, but the thickness of epoxy underlying the
sample should be minimised. Finally, Eq. 5.8 can be used to demonstrate the benefits
of 57Fe enrichment. For an unenriched Fe0.4Mg0.6Si0.63Al0.37O3 samplewith physical
thickness of 232μm (ta = 9.3), only 13% of the signal would be transmitted through
the sample, while a 90% 57Fe enriched sample with 15 μm physical thickness (ta =
25.4) would transmit 88% of 14.4 keV radiation.

High values of ta cause internal resonance within the sample that manifests itself
differently in energy and time domain spectra. In the energy domain, linewidths
become broadened, lineshapes deviate from Lorentzian, and relative areas become
distorted from the relative abundance of their iron species. In the time domain, there
is a speed-up effect (intensity increases at short delay times) and dynamical beats are
superimposed over the quantum beats (Chap. 1, this volume). There are analytical
solutions for these thickness effects in both energy and time domain, but not all
cases yield comparable results to thinner samples. Such situations occur primarily
in energy domain measurements, where linewidths may be too broad to resolve
individual components and the overall intensity may be so saturated that information
is lost at velocities where absorption is highest.
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5.5 Analysis Software

Software plays an important role in Mössbauer investigations since deconvolution
of Mössbauer spectra is required to extract quantitative information from the data.
While this task is common to all experiments, there are particular aspects that are
important for measurements with small beam size. Thickness effects should be
taken into account, generally by fitting using the full transmission integral, e.g.,
[1, 4]. Thickness effects arise because radioactive point sources have high effective
thickness (Sect. 5.2.2) and samples can also have high effective thickness, espe-
cially when enriched with 57Fe (Sect. 5.4.4). SMS spectra have high absorption and
negligible non-resonant background, which also requires a full transmission inte-
gral fit, e.g., [18]. Texture effects should be part of the fitting procedure (Sect. 5.4.3).
Section 5.5 focuses on two different types of free software: (1) spectral deconvolution
of spectra from small beam size measurements, and (2) mapping of microanalytical
data obtained from heterogeneous samples.

5.5.1 Spectral Deconvolution

MossA fits and simulates energy domain data from both radioactive source
(Lorentzian line shape) and synchrotron (Lorentzian-squared line shape) measure-
ments [47], incorporates full transmission integral fitting and allows for texture effects
(unequal component areas). MossA has a graphical user interface (GUI) where users
define sites by mouse clicks and the fitting process is displayed in real time. The
program is written in MATLAB and offers stand-alone executables for a number of
different operating systems. The source code is also available and the software is
distributed under the GNUGeneral Public License. MossA can be downloaded from
https://www.clemensprescher.com/.

CONUSS is highly versatile, allowing simulation and fitting of both energy and
time domain spectra as well as data from other techniques (for example nuclear
Bragg/Laue scattering and grazing incidence nuclear resonant scattering experi-
ments) [48] and incorporates both thickness and texture effects. The program consists
of different modules that are accessed through a command line interface, and offers
a graphical display option. The package is written in Fortran90 and can be installed
on many different operating systems. The source code is distributed under the GNU
General Public License, and the software can be downloaded on request from https://
nrixs.com/.

The simulations of energy and time domain spectra in this chapter were performed
using MOTIF [24], which also performs fitting and incorporates both thickness and
texture effects. The program uses a command line interface but leaves the graphical
presentation of results up to the user. Binary files containing compiled executables
for different operating systems are available on request from the author, Y. Shvyd’ko.

https://www.clemensprescher.com/
https://nrixs.com/
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5.5.2 Mapping on a Microscopic Scale

Geographic information system (GIS) software is most commonly applied at the
kilometre scale (cities and continents), but the GIS approach can also be used at the
microscale [49]. Like most analytical methods, Mössbauer spectroscopy provides
information that is most useful when combined with results from other techniques,
for example structure determination or chemical analysis. Curating all information
collected on a material is straightforward for homogeneous samples, but becomes
more complicated for inhomogeneous samples because spatial relationships are
important.

The free and open source software package QGIS (https://qgis.org/) provides
a means to integrate all collected information and display visual maps through a
user-friendly GUI. The Wisconsin Secondary Ion Mass Spectrometer Laboratory
has developed a knowledge base that includes a tutorial on applying QGIS software
to the integration of analytical data with spatial information (e.g., analysis loca-
tions, regions of interest or pictures) (https://sites.google.com/a/wisc.edu/wiscsims-
micro-qgis/home). To illustrate its application to inhomogeneous samples, QGISwas
applied to data measured on metasomatised eclogite from the same locality as the
sample shown in Fig. 5.11k.

The map file, which is the integrated output of QGIS, consists of multiple layers
that contain images and analyses, all keyed to a universal reference frame (Fig. 5.13a).
For the metasomatised eclogite, the workflow consisted of the following: (1) a

Fig. 5.13 QGIS software applied to metasomatised eclogite showing a different layers of a QGIS
map, and b one of many possible exported images. The left panel shows (from bottom to top) the
QGIS map file, the reflected light image, the backscattered electron images, the Mössbauer points,
and the spatial reference frame (adapted from [49]). Not shown are the electron microprobe data
analysis points. The right panel shows where Mössbauer spectra were collected (500 μm diameter
circles shaded green for clinopyroxene and red for garnet) labelled with Fe3+/�Fe values, as well
as pressures, temperatures and oxygen fugacities determined from clinopyroxene analyses at the
black dots and adjacent garnet

https://qgis.org/
https://sites.google.com/a/wisc.edu/wiscsims-micro-qgis/home
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reflected light image of the thick section was imported and used to define the coor-
dinate system; (2) the x–y locations of the Mössbauer analyses were identified and
entered into a data table with all fitting results and then imported; (3) scanning elec-
tron images at the micron scale were imported and keyed to their locations within
the reference frame; (4) chemical analysis data from the electron microprobe were
imported and aligned with the images; and (5) determinations of pressure, temper-
ature and oxygen fugacity from adjoining garnet and clinopyroxene grains (based
on chemical analyses, Mössbauer Fe3+/�Fe ratios and thermodynamic models) were
imported and keyed to the relevant clinopyroxene grains. The resultingQGISmapfile
can be displayed within the QGIS environment with any combination of images and
data and facilitates interrogation of all information and exploration of spatial rela-
tionships. Clicking on individual layers brings up a list of every piece of data attached
to objects within that layer and allows individual analysis points to be identified.

After exploring the QGIS maps they can be exported in different formats for
publication. Figure 5.13b illustrates an image from the eclogite example that shows
the location and diameter of Mössbauer analyses combined with two determinations
of pressure, temperature and oxygen fugacity. These results combined with analyses
of other grains allowed the history of the rock to be elucidated—from subduction to
residence in the mantle to final exhumation (C. McCammon, unpublished).

5.6 Applications of High Spatial Resolution Measurements

The myriad of applications using the techniques described above are the showcase
of this chapter. Section 5.6 summarises studies organised according to the broad
research topic that was investigated, the property of the sample targeted in the study,
the specific observable that was measured, and the technique that was used. The
compilation targets all studies reported in the peer-reviewed literature involving small
beam size that address geoscience research questions or investigate materials of
geological importance.

5.6.1 In Situ High-Pressure Studies with a Radioactive
Source

The first Mössbauer spectra collected using a radioactive point source (RPS) were
in situ measurements under high pressure. Indeed, the very first high-pressure Möss-
bauer study [50] was conducted not long after the Mössbauer effect was first discov-
ered. The source was prepared by diffusing 74 MBq (2 mCi) of 57Co into an iron
disk of approximately 700 μm diameter, giving a specific activity of 20 GBq/cm2

(0.5 Ci/cm2), which was essentially the first 57Co point source. Initial interest in high
pressure came from laboratories focussed on physics and chemistry. For example,
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many notable contributions were made by the University of Illinois at Urbana-
Champaign where H.G. Drickamer and collaborators applied high-pressure Möss-
bauer spectroscopy to the study of electronic structure and transitions [51]. Early
studies used a press with hardened steel anvils to reach up to 30 GPa [52], but later
adaptation of diamond anvil cell technology to high pressure Mössbauer studies
allowed pressures in excess of 200 GPa to be attained (reviewed, for example, in
[53]).

Radioactive point sources were fabricated initially by individual Mössbauer labo-
ratories, e.g., [7], which restricted the number of installations due to the logistics of
working with open radioactive material. The subsequent development of commer-
cially available sealed radioactive point sources allowed the number of laborato-
ries carrying out point source Mössbauer spectroscopic measurements to expand
substantially, in particular to the geoscience community.

Research topics involving high-pressure phase transitions in geological materials
greatly dominate the list of studies using a radioactive point source (76% of publi-
cations) [54–101] (Table 5.3). Phase transitions are generally easy to recognise in
Mössbauer spectra, so in principle qualitative observation would suffice to map the
location of phase transitions. It is notable, however, that all studies listed in Table
5.3 used hyperfine parameters derived from detailed fits to the Mössbauer spectra to

Table 5.3 Mössbauer studies on geological materials at high pressure using a radioactive source

Topic Property measured Observable Method References

Magnetic
transition

Magnetism Hyperfine parameters RPS [54–71]

Structure
transition

Cation distribution,
magnetism, spin state,
site geometry

Hyperfine parameters RPS [72–84]

Spin transition Magnetism, spin state Hyperfine parameters RPS [85–92]

Insulator–metal
transition

Cation distribution,
magnetism

Hyperfine parameters RPS [93–101]

Charge transfer Cation distribution Hyperfine parameters RPS [102]

Chemical
reaction

Cation distribution Hyperfine parameters RPS [111]

Chemistry of
Earth’s core

Cation distribution Hyperfine parameters RPS [112]

Crystal chemistry Site geometry Hyperfine parameters RPS [103–106]

Elastic properties Spin state Hyperfine parameters RPS [109]

Electronic
structure

Site geometry Hyperfine parameters RPS [107, 108]

Impact history Cation distribution Hyperfine parameters RPS [114–116]

Phase stability Cation distribution Hyperfine parameters RPS [113]

Seismic
anomalies

Spin state Hyperfine parameters RPS [110]



5 Mössbauer Spectroscopy with High Spatial Resolution … 247

obtain additional information about the electronic environment around the nucleus
[102–108]. Determination of hyperfine parameter variations are especially crucial
for identifying spin and structure transitions in the non-magnetic state. Key to all
studies listed in Table 5.3 is that energy domain Mössbauer spectra can usually be
deconvoluted uniquely into individual components.

Studies carried out by geoscience laboratories generally address research ques-
tions beyond observing material behaviour of geologically relevant phases at high
pressure. For example, spin transitions can change density and elastic properties
[109] which can be used to interpret seismic anomalies [110]. Phase transitions can
involve chemical transformation as well as structural and electronic changes [111].
Deciphering the chemistry of Earth’s core relies on knowledge of phase relations
involving iron and potential light alloying elements [112, 113]. Finally, high-pressure
studies of meteorites provide information on impact processes that occurred in their
history [114–116].

5.6.2 In Situ High-Pressure Studies with a Synchrotron
Source

The advent of nuclear resonance beam lines at third-generation synchrotron sources
greatly expanded possibilities for in situ high-pressureMössbauer studies on geolog-
ical materials. The smaller beam size and higher flux enabled studies at a wider range
of pressures, dramatically shorter counting times made combined high-temperature
high-pressure measurements possible, and generous access programmes expanded
the user base to include those without in house facilities. The result is a wider range
of research topics addressed, where studies focussed exclusively on high-pressure
phase transitions make up only 32% of the total number of publications [19, 28, 29,
40, 117–139] (Table 5.4).

Other studies reported in Table 5.4 also involve phase transitions, but address
research questions related to Earth properties. For example, a large number of studies
focus on the chemistry of Earth’s core, since phase transitions change properties such
as density and sound velocity [140–148]. These can be compared with bulk geophys-
ical measurements (for example from seismology) to place constraints on which
elements could be alloyed with iron in Earth’s core. Other studies focus on proper-
ties of Earth’s mantle, in particular elastic properties [149–161] and how velocity
anomalies observed by seismology can be explained [162–167]. Iron oxidation state
influences mantle chemistry, both in the present day and throughout Earth’s history
[18, 168–172]. Determination of electronic structure and crystal chemistry of mantle
minerals at high pressure can place constraints on their behaviour in Earth’s mantle
[173–180], and studies ofmagnetic properties provide insight into planetarymagnetic
fields [181].

Research questions addressed by high-pressure Mössbauer studies also target
dynamic processes in Earth’s interior. For example, spin transitions can change
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Table 5.4 Mössbauer studies on geological materials at high pressure using a synchrotron source

Topic Property
measured

Observable Method References

Magnetic
transition

Magnetism Hyperfine
parameters

NFS [117]

Structure
transition

Magnetism, site
geometry

Hyperfine
parameters

NFS [118–121]

Spin transition Cation
distribution, spin
state

Hyperfine
parameters

NFS, SMS [19, 28, 29, 40, 122–139]

Charge transfer Magnetism Hyperfine
parameters

SMS [175]

Chemical
reaction

Cation
distribution,
oxidation state

Hyperfine
parameters,
signal intensity

NFS [21, 192]

Chemistry of
Earth’s core

Magnetism Hyperfine
parameters

NFS, SMS [140–148]

Temperature of
Earth’s core

Melting point Signal intensity NFS [190, 191]

Crystal
chemistry

Cation
distribution, spin
state

Hyperfine
parameters

NFS, SMS [176–180]

Elastic
properties

Cation
distribution, site
geometry, spin
state, magnetism

Hyperfine
parameters,
Fe3+ area

NFS, SMS [149–161]

Electronic
structure

Cation
distribution, site
geometry

Hyperfine
parameters

NFS [173, 174]

Mantle
chemistry

Cation
distribution,
oxidation state,
spin state

Hyperfine
parameters

SMS [18, 168–172]

Mantle
magnetism

Magnetism Hyperfine
parameters

NFS [181]

Mantle melt Site geometry,
spin state

Hyperfine
parameters

NFS, SMS [182–187]

Method
development

Magnetism,
cation
distribution

Hyperfine
parameters

SMS [31, 193, 194]

Phase stability Cation
distribution

Hyperfine
parameters

SMS [188, 189]

Seismic
anomalies

Spin state Hyperfine
parameters

NFS [162–167]
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melt densities and their relative buoyancy compared to bulk mantle material; hence
analogue studies of glass can place constraints on the dynamics of molten mantle
[182–187]. Also, stability studies of phases that undergo transformations involving
exchange of oxygen provide information on deep Earth volatile cycles [188, 189].

Most studies reported in Table 5.4 use detailed fits of NFS and/or SMS spectra
to monitor the electronic environment around the nucleus. The challenge of non-
unique fitting models for NFS spectra (Sect. 5.3.1) is addressed through consistency
checks with energy domain spectra collected on the same sample (usually with RPS)
and using fitting software (Sect. 5.5) that incorporates realistic models for atomic
environments (including hyperfine parameter distributions) as well as exploration of
parameter space (for example using a Monte Carlo approach) to find other possible
solutions [48]. In some cases, however, a simpler approach can be used for NFS
measurements, particularly when monitoring processes in situ. For example, chem-
ical reaction rates can be determined with high temporal resolution (30 s) by inte-
grating counts within time windows [21] and melting points can be determined by
monitoring signal intensity [190, 191].

5.6.3 Ex Situ High-Pressure and/or High-Temperature
Studies

High-pressure experiments allow controlled studies of minerals at conditions
relevant to Earth’s interior. Mineral phases can be quenched to preserve chemistry,
oxidation state, isotopic composition and often defect structure; hence post mortem
analysis can provide important information about mineral history. Such studies have
focussed primarily on samples quenched from large volume high-pressure experi-
ments, mainly due to the high degree of control that can be maintained during exper-
iments (for example temperature, oxygen fugacity, hydrogen fugacity, and so on) as
well as straightforward procedures for sample recovery. Not surprisingly, therefore,
most studies have used RPS Mössbauer spectroscopy since beam sizes can be large
(>100 μm diameter) and lab-based Mössbauer measurements are more convenient
(Table 5.5).

Research questions involving hydration dominate the list of studies. The incor-
poration of hydrogen into iron-bearing phases (both crystalline and glass) can alter
charge balance; hence determination of Fe3+/�Fe values provides information on
charge balance mechanisms that help for inferring hydrogen solubility, calculating
deep water reservoirs and quantifying the deep Earth water cycle [195–210]. Sample
characterisation combined with physical property measurements is also a common
application. For example electrical conductivity studies of mantle minerals can be
combined with Mössbauer measurements of Fe3+/�Fe to determine charge carrier
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Table 5.5 Mössbauer studies on samples quenched from extreme conditions

Topic Property measured Observable Method References

Calibration
XANES/flank
method

Oxidation state Hyperfine
parameters, Fe3+

area

RPS [33, 34, 257, 258]

Carbon
chemistry

Oxidation state, site
geometry

Hyperfine
parameters

RPS [248]

Charge transfer Magnetism Hyperfine
parameters

RPS [247]

Chemical
reaction

Defect structure Fe3+ area RPS [246]

Crystal
chemistry

Cation distribution Hyperfine
parameters, Fe3+

area

RPS [242–245]

Elastic
properties

Cation distribution,
defect structure

Hyperfine
parameters, Fe3+

area

RPS [220–227]

Hydration Defect structure,
oxidation state

Fe3+ area RPS [195–210]

Isotopic
fractionation

Oxidation state Hyperfine
parameters

NFS [249–251]

Mantle
chemistry

Cation distribution,
defect structure,
oxidation state, spin
state

Hyperfine
parameters, Fe3+

area

RPS [35, 232–241]

Mantle
conductivity

Charge carrier
density, defect
structure

Fe3+ area RPS, SMS [211–219]

Phase stability Oxidation state,
phase identification

Hyperfine
parameters, Fe3+

area

RPS [252–254]

Seismic
anomalies

Oxidation state Fe3+ area RPS [228]

Spin transition Cation distribution,
defect structure

Hyperfine
parameters, Fe3+

area

RPS [229–231]

concentration and hence chargemobility,which provides important insight into trans-
port properties of Earth’s interior [211–219]. Elastic properties of minerals are influ-
enced by their cation distribution and defect structure; hence Mössbauer measure-
ments also play an important role in sample characterisation [220–227] and can
be used to construct velocity models for comparison with geophysical data [228].
Although spin transitions cannot be directly probed in quenched samples, character-
isation of cation distribution and iron oxidation state of minerals studied in situ at
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high pressure using other methods allows a more robust interpretation of the bulk
data [229–231].

Mössbauer measurements of Fe3+/�Fe in lower mantle minerals have delivered
many profound revelations regardingmantle chemistry [35, 232–241]. These include
the discovery that ferric iron is predominant in the lower mantle instead of ferrous
iron, that disproportionation of ferrous iron produces metallic iron throughout the
lower mantle, and that deep blobs of material near the core-mantle boundary can
be explained by the density contrast caused by different iron oxidation states. Möss-
bauer spectroscopy also provides information on crystal chemistry that can be used to
constrain mantle properties and speciation of volatiles [242–248] as well as isotopic
fractionation [249–251]. Finally, measurements of phase stability are important
ingredients for determining the composition of different regions in Earth’s interior
[252–254].

There are a number of other micro-techniques used to determine Fe3+/Fe ratios
in geological samples (for example XANES [255] and the flank method [256]), but
Mössbauer spectroscopy has an important advantage over these methods in that it
requires no calibration to obtain accurate results. It is therefore ideally suited for
calibrating synthetic XANES and flank method standards, and a small beam size
enables the same grain to be used for all methods (Sect. 5.4.2) [33, 34, 257, 258].

5.6.4 Inclusions in Diamond

Diamonds are natural samples from Earth’s interior. When they crystallise in Earth’s
mantle, they can incorporatemineral phases from their surroundings and protect them
from alteration during rapid exhumation of diamonds during kimberlite eruptions.
Mössbauer measurements of mineral inclusions therefore provide important infor-
mation about properties and processes inside Earth. Since Mössbauer spectroscopy
is non-destructive and measurements can be made directly through host diamonds, it
is ideally suited for measuring these rare and precious samples (Sect. 5.4.2). Initially
measurements were carried out using RPS Mössbauer spectroscopy, which limited
the diameter of inclusions that could be studied to greater than around 200μm (since
there is no possibility to enrich samples in 57Fe), but the use of SMS provides the
capability to measure smaller inclusions.

Most studies have focussed on determination of Fe3+/Fe ratios of minerals
enclosed by diamond (Table 5.6). One obvious application is to decipher conditions
during diamond formation [23, 41, 259, 260], but studies have also been carried
out to determine oxygen fugacity [39, 261, 262] and hydration conditions [263] in
regions of the mantle where diamond formation takes place. Iron oxidation state is
also influenced by other volatile species such as carbon, which provides an ancient
tracer of the deep carbon cycle [264].
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Table 5.6 Mössbauer studies of inclusions in natural diamonds

Topic Property measured Observable Method References

Diamond formation Magnetism,
oxidation state

Hyperfine
parameters, Fe3+

area

RPS, SMS [23, 259, 260]

Hydration Cation distribution Fe3+ area RPS [263]

Mantle carbon Oxidation state Fe3+ area SMS [264]

Mantle chemistry Cation distribution,
oxidation state

Fe3+ area RPS [39, 261, 262]

Method development Oxidation state Fe3+ area RPS [41]

5.6.5 Rare and/or Unusual Natural Samples

Natural samples deliver important information about themselves and their history,
but often are available only as small grains. Since Mössbauer spectroscopy gener-
ally requires minimal sample preparation, a wide spectrum of sample types can be
measured (Sect. 5.4.2) (Table 5.7).

One common application of measuring small grains using Mössbauer spec-
troscopy is when reporting new minerals, where oxidation state and cation distri-
bution can be extremely helpful for describing crystal structures [265–271]. Simi-
larly, Mössbauer data can help decipher the crystal chemistry of iron-containing
minerals with complex crystal structures [272] or their state of hydration [273].
Fe3+/Fe ratios are important inputs to thermodynamic models used to infer oxygen
fugacities [274–279] and pressure–temperature paths during metamorphism [280],
and can be correlated with iron isotopic ratios to constrain ancient processes such
as partial melting [281–286]. The cooling history of minerals is often written in
their cation distributions [287, 288], and iron oxidation state and/or the presence of
nanophases provide insight to the impact history of meteorites [289] and tektites
[290]. Magnetic properties of minerals can constrain ancient magnetic fields, both
on Earth [291] and other planets [292].

Small grains are often single crystals, which means strong texture effects are
present that cause asymmetric component areas in non-cubic materials, which can
complicate spectral fitting (Sect. 5.4.3). Such challenges can be overcome if the prin-
cipal EFG axis direction of individual sites are known, and these can be determined
through studies of oriented crystals [293]. Similarly, the effect of the Goldanskii-
Karyagin effect (GKE), which also causes asymmetric component areas, can also be
documented [36]. Such studies are useful not only from a theoretical perspective, but
also they enable highly accurate measurement of Fe3+/Fe ratios on single crystals.
Natural grains can be used for calibration of XANES and flank method standards
in the same way as for synthetic phases as mentioned above, since the use of stan-
dards whose compositions closely match the actual samples to be studied reduces
systematic errors in those methods [294].
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Table 5.7 Mössbauer studies of rare and/or unusual natural samples

Topic Property measured Observable Method References

Aqueous
geochemistry

Phase identification Hyperfine parameters SMS [295]

Calibration flank
method

Oxidation state Fe3+ area RPS [294]

Cooling history Cation distribution Fe3+ area RPS [287, 288]

Crystal chemistry Cation distribution Fe3+ area RPS [272]

Crystal structure Cation distribution Fe3+ area RPS [265–270]

Electronic
structure

EFG orientation,
GKE

Area asymmetry RPS [36, 293]

Hydration Defect structure Fe3+ area RPS [273]

Impact history Cation distribution,
defect structure,
oxidation state

Fe3+ area RPS [289, 290]

Isotopic
fractionation

Oxidation state Fe3+ area RPS [281–286]

Mantle chemistry Cation distribution,
oxidation state

Hyperfine parameters,
Fe3+ area

RPS [274–279]

Metamorphism Oxidation state Fe3+ area RPS [280]

Method
development

Cation distribution Hyperfine parameters RPS [271]

Paleomagnetism Magnetism Hyperfine parameters,
Fe3+ area

RPS [291, 292]

Technology Magnetism Hyperfine parameters RPS [296]

Natural samples may have low iron abundance that can be enhanced through
concentrating measures that nevertheless yield only a small quantity of material.
For example, dissolved iron in aquatic environments can be concentrated through
vacuum filtration and measured using Mössbauer spectroscopy, even if the sample
volume is microscopic [295]. The use of SMS provides a significantly enhanced
signal to noise ratio compared to RPS, which is important for dilute samples.

5.6.6 Heterogeneous Samples

Mössbauer studies of geologically relevant samples are almost always carried out
on single phases, despite the rich information that can be obtained from hetero-
geneous samples. This focus on single phase measurements is a consequence of
the beam size: when it is large compared to the length scale of heterogeneities,
Mössbauer spectroscopy records only the average assemblage and information can
be lost. Natural samples contain heterogeneities on many length scales, ranging
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Table 5.8 Mössbauer studies of samples with sub-mm heterogeneity

Topic Property measured Observable Method References

Deformation Oxidation state Fe3+ area RPS [300]

Magmatic history Oxidation state Fe3+ area RPS [301]

Metasomatism Oxidation state Fe3+ area RPS [37]

Method
development

Phase identification,
oxidation state

Hyperfine
parameters

RPS, RCS, NFS [8, 32, 297]

Planetary
magnetism

Magnetism Hyperfine
parameters

SMS [302]

from the very large (for example rocks with centimetre-sized grains) to the very
small (for example nanoscale exsolution lamellae). Methodological development
has been steadily advancing down this scale. The radioactive point source enabled
single measurements down to around 100 μm diameter beam size that could be
repeated on different spots of a heterogeneous sample [297], while the use of a
position-sensitive detectorwith a conventional source opened the possibility to record
many spectra simultaneously with spatial resolution down to 50μm over a heteroge-
neous sample [8]. Current synchrotron capabilities offer spatial resolutions down to
5 μm coupled with a rastering approach to scan heterogeneous samples [32], while
upgrades currently in progress have targeted nanoscale beam sizes (for example the
ESRF upgrade anticipates a beam size of about 200 nm for the nuclear resonance
beamline [298, 299]).

Studies applying Mössbauer spectroscopy to heterogeneous samples are sparse
but diverse (Table 5.8). Oxygen fugacity gradients can be monitored during defor-
mation experiments through measurements of iron oxidation state in ferropericlase
[300]. Magmatic history (specifically oxygen fugacity) can be deciphered in subliq-
uidus (i.e., not fully molten) systems from measurements of iron oxidation state in
assemblages where glass and crystal can be individually distinguished [301]. Zoning
profiles in minerals provide information on chemical processes that occurred during
the history of the assemblage. For example, progressive changes in oxygen fugacity
associated with metasomatism can be determined from iron oxidation state of zoned
garnets that ultimately led to dissolution of diamond [37]. Finally, the sequence of
magnetic phases in meteorites provides a time-series record of ancient magnetic
fields in the solar system [302].

5.7 Conclusions and Outlook

This chapter has presented topics relevant to Mössbauer measurements with high
spatial resolution specifically directed to research problems in geoscience. Such
measurements are challenging, mainly in obtaining data with sufficiently high signal
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to noise ratio that provide a meaningful answer to the research questions being inves-
tigated. This chapter demonstrates how experiments can be optimised with regard
to spectrometer geometry and choice of radioactive source for lab-based measure-
ments, choice of time or energy domain for synchrotron measurements, and how to
prepare samples (form and thickness) for both types of measurements. Calculations
of thickness and geometry are straightforward, and free software is available that
enables simulation of potential spectra to facilitate the best decisions. High spatial
resolution is therefore not a barrier to obtaining high quality spectra.

Applications of high spatial resolution Mössbauer spectroscopy in geoscience
cover a wide range of research questions, but also show a number of trends. In situ
high-pressure investigations using a radioactive source focus mainly on transitions
andmaterial properties,while synchrotron studies address a broader scope of research
questions and focus deeper within Earth. This trend may reflect the predominance
of physics and chemistry laboratories carrying out high-pressure studies in the early
days of radioactive source experiments, while synchrotron facilities allowed the user
base to expand to include thosewithout in house facilities.Postmortem investigations
involve predominantly samples quenched from large-volume apparatus, where large
and homogeneous samples offer the convenience of in house (radioactive source)
studies. All high-pressure studies, both in situ and ex situ, focus nearly exclusively
on single phase samples due to constraints on beam size. This constraint also restricts
the size of diamond inclusions that can be studied, as well as the spatial resolution
that can be achieved in studies of inhomogeneous samples.

The dominant role of iron in myriads of processes that take place on and within
Earth as well as the diversity of iron species means that many important research
questions are still waiting to be addressed with current capabilities. Furthermore,
recent developments have expanded possibilities, for example the focussed ion beam
(FIB) technique combined with SMS enables the collection of Mössbauer spectra on
single-phase samples quenched from diamond anvil cell experiments.

Future developmentswill expand possibilities further and allow entirely new areas
of science to be explored. For example the upgrade at ESRF [298, 299] is expected
to offer users a sub-micron beam size for SMS measurements, opening many new
possibilities, including studies of multiphase samples at high pressure. Such exper-
iments include the study of chemical reactions, the motor of most Earth processes,
not to mention life itself. Further applications of sub-micron beam size are presented
in Chap. 1 of this volume. In the same way that reducing the beam size of Mössbauer
measurements by two orders of magnitude (radioactive point source) or three orders
of magnitude (synchrotron source) brought incomparable new insights described in
the more than 250 studies reported in Sect. 5.6, the further reduction in beam size by
one to two orders of magnitude will surely bring new surprises and understanding
of how our planet works.
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Chapter 6
Molecular Magnetism of Metal
Complexes and Light-Induced Phase
Transitions

Norimichi Kojima and Atsushi Okazawa

Abstract One of the most attractive research in the field of molecular solids is
multifunctionalmolecularmagnets coupledwith spin, charge and photon, and single-
molecular magnet/single-chain magnet toward spintronics. In this chapter, we focus
on the molecular magnetism and its related light-induced phase transitions from the
viewpoint of Mössbauer spectroscopy. In the Sect. 6.1, the outline of this chapter is
described. In the Sect. 6.2, static and dynamic spin crossover phenomena between the
high-spin and low-spin states, and the spin frustration system induced by dynamic
spin crossover phenomena for [MnIIFeIII(C2O3S)3] complex are described. In the
Sect. 6.3, metal complexes showing charge transfer phase transitions such as Prus-
sian blue analogous complexes and [FeIIFeIII(C2O2S2)3] complexes and their photo-
induced phase transitions are described. In the Sect. 6.4, various kinds of molecular
magnets including single molecular chain magnets are described.

List of Abbreviations and Symbols

CTPT Charge transfer phase transition
CTIST Charge transfer induced spin transition
IVCT Inter-valence charge transfer
HS High spin
LS Low spin
HTP High temperature phase
LTP Low temperature phase
IS Isomer shift
QS Quadrupole splitting
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LIESST Light induced excited spin state trapping
TCT Critical temperature of charge transfer phase transition
SP Spiropyran
SMMs Single-molecule magnets
SCMs Single-chain magnets
SIMs Single-ion magnets
QTM Quantum tunneling of magnetization.

6.1 Introduction

Transition-metal complexes consist of transition-metal elements and various kinds of
ligands with the ability to control the structural dimensionality, which have produced
wide variety of magnetic materials such as low-dimensional magnets, photo-induced
magnets, single-molecule magnets (SMMs) and so forth, which have stimulated the
theory of molecular magnetism. Thus, the development of advanced magnetic mate-
rials and the theory of molecular magnetism have mutually stimulated each other.
Especially, the discoveries of light induced excited state spin trapping (LIESST)
for spin crossover system (1984), SMM of [Mn12] cluster complex (1993), and
photo-induced ferrimagnet of Prussian blue analogous complex (1996) have signifi-
cantly expanded the field of molecular magnetism. These recent topics of molecular
magnetism are reviewed in the following excellent books [1].

In this chapter, we focus on the molecular magnetism and its related light-induced
phase transitions from the viewpoint of Mössbauer spectroscopy. Among various
kinds of molecular compounds, in the case of transition-metal complexes whose spin
states are situated in the spin crossover region, new types of synergetic phenomena
coupled with spin and charge are expected. Based on this viewpoint, we have
synthesized organic–inorganic hybrid systems, A[FeIIFeIIIX3] [A = (CnH2n+1)4N,
spiropyran, etc.; X = dto (C2O2S2), mto (C2O3S), tto (C2OS3)] and have found
novel multifunctional phenomena coupled with spin, charge and photon [2].

In general, the FeIII site coordinated by six S atoms is in the low spin (LS) state,
while that coordinated by six O atoms is in the high spin (HS) state. Therefore, the
spin state of FeIII coordinated by three S atoms and three O atoms is expected to be
situated in the spin crossover region. Based on this viewpoint, we have synthesized
(C6H5)4P[ZnIIFeIII(mto)3] consisting of FeIIIO3S3 and ZnIIO6 octahedra, and the
57Fe Mössbauer spectroscopy and the electron spin resonance (ESR) revealed the
dynamic spin equilibrium phenomenon occurs at the FeIIIO3S3 site in which the HS
and LS states exchange alternately in the time scale of 10−10 < τ < 10−7 s [3]. On
the other hand, in the case of (C6H5)4P[MnIIFeIII(mto)3] consisting of FeIIIO3S3 and
MnIIO6, there exists a dynamic spin equilibrium (τ < 10−7 s) between the HS and
LS states at the FeIIIO3S3 site, which induces the frustration of internal magnetic
field between the ferromagnetic and antiferromagnetic interactions at the MnIIO6

site. Owing to the frustration of internal magnetic field at the MnII site caused by
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the rapid spin equilibrium at the FeIII site, (C6H5)4P[MnIIFeIII(mto)3] undergoes the
successive magnetic phase transitions at 30 and 23 K.

In the case of (n-CnH2n+1)4N[FeIIFeIII(dto)3], in addition to the ferromagnetic
phase transition, a spin-entropy driven charge transfer phase transition (CTPT)
takes place, in which the electrons of Avogadro’s constant transfer between the
FeII and FeIII sites [4]. At the CTPT, the Fe valence state is dynamically fluctu-
ated, which was revealed by means of muon spin relaxation (μSR) [5]. The CTPT
and the ferromagnetic phase transition strongly depend on the honeycomb ring size
in [FeIIFeIII(dto)3]∞ [6]. The increase of counter-cation size expands the honey-
comb ring, which stabilizes and destabilizes the high temperature phase (HTP) and
the low temperature phase (LTP), respectively. In order to control the ferromag-
netic properties and the CTPT by means of light irradiation, we have synthesized
a photo-responsive organic–inorganic hybrid system, (SP-Me)[FeIIFeIII(dto)3] (SP
= spiropyran), and discovered that the photo-isomerization of intercalated SP-Me
by UV light irradiation induces the CTPT from the LTP to the HTP in the two-
dimensional [FeIIFeIII(dto)3] layer and the change of TC from 5 to 22 K, by means
of magnetization measurement and 57Fe Mössbauer spectroscopy [7].

In the Sect. 6.4, we show various kinds of molecular magnets such as SMMs
including transition-metal clusters, low-coordinated Fe complexes, and single-chain
magnets (SCMs) with easy-plane anisotropy.

6.2 Spin Crossover Phenomena

6.2.1 Static and Dynamic Spin Crossover Phenomena

Octahedral transition-metal complexes with d4–d7 configurations have a possibility
of spin crossover transition between the LS and HS states in the ground state. If
the ligand field splitting energy is smaller than the spin-pairing energy in the d
orbitals, the d electrons occupy the t2g (dxy, dyz, dzx) and the eg (dx2−y2 , dz2) orbitals
being followed by Hund’s rule, in which the spin configuration shows the maximum
spin multiplicity (HS state). On the other hand, if the ligand field splitting energy
is larger than the spin-pairing energy, Hund’s rule is broken down, in which the
spin configuration shows the minimum spin multiplicity (LS state). Therefore, the
ground state of the transition metal ion with dn (n = 4–7) is ruled by the competition
between ligand field splitting energy and spin-pairing energy in the d electrons, which
is schematically shown in Fig. 6.1.

The energy diagram for dn system called Tanabe–Sugano diagram is the most
effective tool to analyze the competition between the HS and LS states as the ground
state [8]. The Tanabe–Sugano diagram exhibits the energies of multiplets for 3dn (n
= 2–8) system as a function of the ratio of ligand field (Dq) to the Racah parameter
(B) representing the strength of Coulomb interaction between 3d electrons. In the
case of 3dn (n = 4–7), if the ground energies of HS and LS states are close to each
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Fig. 6.1 Spin arrangements in the ground states for dn (n = 4–7) configuration with octahedral
symmetry

other, the system has a possibility to convert the spin states between the HS and LS
states by external perturbations such as heat, applied pressure or light irradiation.
Such the HS–LS conversion is called spin crossover phenomenon.

The spin crossover phenomenon was observed for the first time by L. Cambi
et al. in 1930s for tris(dithiocarbamato)iron(III) complexes, FeIII(S2CNR2)3 (R =
n-C4H9, iso-C4H9, etc.) [9]. In this system, as shown in Fig. 6.2, the FeIII ion is
coordinated by sixS atoms.According toL.Cambi et al., themagnetic susceptibilities
of FeIII(S2CNR2)3 significantly change depending on temperature caused by the
gradual LS (S = 1/2)−HS (S = 5/2) transition, which is shown in Fig. 6.3. If the spin
conversion between the LS (S = 1/2) and HS (S = 5/2) states is slower than the time
scale (τ = 10−7 s) of 57FeMössbauer spectroscopy, two kinds of quadrupole doublets
corresponding to the HS and LS states should be clearly distinguished. On the other
hand, if the spin conversion is faster than 10−7 s, an averaged quadrupole doublet

Fig. 6.2 Molecular structure
of FeIII(S2CNR2)3 (R =
n-CnH2n+1, etc.)
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Fig. 6.3 Inverse magnetic susceptibilities as a function of temperature for FeIII(S2CNR2)3 (R =
n-CnH2n+1, etc.). (Reprinted from [9(c)]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA)

should be observed. In the case of FeIII(S2CNR2)3 (R = C2H5), as shown in Fig. 6.4,
the 57FeMössbauer spectrum exhibits a broad quadrupole doublet in the temperature
range of the gradual LS (S = 1/2) ↔ HS (S = 5/2) transition, which shows that the
rapid spin equilibrium between the HS and LS states is realized in the time scale of
τ < 10−7 s [10]. Until now, various kinds of FeIII complexes consisting of FeIIIS6,
FeIIIO3S3, or FeIIIN4O2 octahedra exhibiting rapid spin equilibrium phenomena have
been reported [11].

Thirty years after the discovery of spin-crossover phenomenon for
FeIII(S2CNR2)3, W.A. Baker et al. reported the spin-crossover phase transition
for [FeII(phen)2X2] (phen = 1,10-phenanthroline, X = NCS or NCSe) [12]. In
[FeII(phen)2(NCS)2], the FeII ion is coordinated by six N atoms of phen and NCS
molecules, and this complex undergoes the first-order LS (1A1g, S = 0)−HS (5T2g,
S = 2) transition at 176 K with a small thermal hysteresis. Since the discovery of
the spin-crossover phase transition for [FeII(phen)2X2] (X = NCS, NCSe), various
kinds of spin crossover complexes have been reported for CrII (3d4), MnIII (3d4),
MnII (3d5), FeIII (3d5), FeII (3d6), CoIII (3d6), and CoII (3d7) complexes [13–15], in
which most of them are FeII (3d6) and FeIII (3d5) complexes.

The spin-crossover phenomena have attracted much attention since the discovery
of the light-induced spin transition for [FeII(ptz)6](BF4)2 (ptz= 1-propyltetrazole) in
1984 [16(b)]. This complex exhibits a sharp spin transition at 135Kwith a remarkable
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Fig. 6.4 57Fe Mössbauer
spectra of FeIII(S2CNR2)3
(R = C2H5) at various
temperatures. Reprinted with
permission from [10].
Copyright 1987 American
Chemical Society

change of color [16(a)]. The color in the LS state is purple, while that in the HS state
is colorless. S. Decurtins, P. Gütlich, et al. discovered a persistent light-induced HS
state for [FeII(ptz)6](BF4)2 when they measured the optical absorption spectra at
8 K with white light including the spin-allowed absorption region (1A1g(t62g) →1

T1g,
1 T2g(t52geg) transitions), in which the purple color was completely “bleached”

and the colorless remained unchanged as long as the temperature was kept below
50 K [16(c)]. This light-induced spin-crossover phenomenon was named LIESST
(Light Induced Excited Spin State Trapping) by them. The trapping 5T2g state of
the lowest HS state could also be optically pumped back to the 1A1g ground state
via intermediate triplet states 3T1g,

3 T2g(t52geg) by the light irradiation corresponding
to the 5T2g → 5Eg transition, which was called reverse-LIESST. The discovery of
LIESST and reverse-LIESST have attracted much attention from the viewpoint of
photonic molecular devices, and various kinds of spin crossover complexes showing
LIESST have been developed mainly for FeII and FeIII complexes [17]. Figure 6.5
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Fig. 6.5 Schematic demonstration of the erasable optical recording based on the LIESST and
reverse-LIESST for [FeII(ptz)6](BF4)2

shows the schematic demonstration of the erasable optical recording based on the
LIESST and reverse-LIESST for [FeII(ptz)6](BF4)2.

6.2.2 Dynamic Spin Crossover Phenomena
of A[MIIFeIII(mto)3] (A = Counter Cation; M = Zn,
Cd; mto = C2O3S)

In this section, we focus on the spin crossover phenomenon of FeIII coordinated by
three S atoms and three O atoms, FeIIIO3S3. In general, the FeIII site coordinated by
six S atoms tends to be in the LS state (t52g, S = 1/2), while the FeIII site coordinated
by six O atoms is in the HS state (t32ge

2
g, S = 5/2). Therefore, the spin state of

FeIIIO3S3 has a possibility to exhibit the spin-crossover phenomenon between the
LS and HS states, which is schematically shown in Fig. 6.6.

As a matter of fact, in the case of tris(monothio-β-diketonato)iron(III) complexes,
the LS (S = 1/2) and HS (S = 5/2) states coexist between 300 and 80 K, and two
kinds of quadrupole doublets corresponding to the LS and HS states are clearly
distinguished in the 57Fe Mössbauer spectra, in which the component of LS state
increases with decreasing temperature from 300 to 80 K [18]. In the case of
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Fig. 6.6 Spin states of the FeIII sites for [FeIII(ox)3], [FeIII(dto)3], and [FeIII(mto)3]

tris(monothiocarbamato)iron(III) complexes, on the other hand, the rapid spin equi-
librium occurs in which the HS and LS states exchange in the time scale of less
than 10−7 s [19]. In this case, an averaged quadrupole doublet between the HS and
LS states is observed. However, the rapid spin equilibrium phenomenon has not yet
been found for assembled metal complex systems. For this viewpoint, in order to
search the rapid spin equilibrium phenomenon for assembled metal complex system
including FeIIIO3S3 site, we have synthesized (C6H5)4P[MIIFeIII(mto)3] (M = Mn,
Zn) consisting of the FeIIIO3S3 and MIIO6 sites and investigated the spin state of the
FeIIIO3S3 site [3].

Based on the crystal structure of (n-C3H7)4N[FeIIFeIII(dto)3] analyzed by the
single-crystal X-ray diffraction [20], the Rietveld analysis was performed for the
powder X-ray diffraction pattern of (C6H5)4P[MnIIFeIII(mto)3] at room temperature.
In this complex, the MnII and FeIII ions are alternately arrayed by the bridging
ligand, mto, which forms the honeycomb network structure of [MnIIFeIII(mto)3].
The (C6H5)4P+ layer is intercalated between two adjacent [MnIIFeIII(mto)3] layers.

In the case of (n-C4H9)4N[ZnIIFeIII(ox)3] with a similar structure of
(C6H5)4P[ZnIIFeIII(mto)3], the χT value (= 4.22 cm3 K mol−1) is almost constant
between 300 and 4.2K,whose value is regarded as the spin-onlyχT value (4.375 cm3

K mol−1) of the HS state (S = 5/2) for FeIII [21]. On the other hand, the χT value
for (C6H5)4P[ZnIIFeIII(mto)3] decreases from 3.60 (at 300 K) to 2.66 cm3 K mol−1

(at 4.2 K) [3]. Therefore, the χT value of (C6H5)4P[ZnIIFeIII(mto)3] is considered
to be situated in the middle value between those of the HS and LS states for FeIII.

Figure 6.7a shows the X-band ESR spectra for (C6H5)4P[ZnIIFeIII(mto)3] at 300,
77 and 10 K, in which the ESR signals corresponding to the HS and LS states
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Fig. 6.7 a X-band ESR spectra, and b 57Fe Mössbauer spectra for (C6H5)4P[ZnIIFeIII(mto)3] at
various temperatures. Reprinted with permission from [3]. Copyright 2010 the Chemical Society
of Japan

of FeIII site are clearly distinguished at about 300 mT (g ≈ 2.05) and 150 mT
(g ≈ 4.25), respectively. The ESR intensity ratio of the LS state to the HS state
increases with decreasing temperature, which is consistent with the temperature
dependence of χMT. Therefore, these results imply that the spin state of FeIIIO3S3
in (C6H5)4P[ZnIIFeIII(mto)3] is the spin equilibrium between the HS and LS states,
and the HS and LS states are clearly distinguished under the time scale (10−10 s)
of X-band ESR spectroscopy. Figure 6.7b shows the 57Fe Mössbauer spectra of
(C6H5)4P[ZnIIFeIII(mto)3] at 300, 77 and 10K,where only one quadrupole doublet of
FeIII appears in spite of the coexistence ofHS andLS states in the ESR signal between
300 and 10 K. Therefore, the 57Fe Mössbauer spectra of (C6H5)4P[ZnIIFeIII(mto)3]
indicates the rapid spin equilibrium at the FeIII site whose time scale is faster than that
(10−7 s) of the 57FeMössbauer spectroscopy. The relaxation process between the HS
and LS states at the FeIIIO3S3 site is considered to be a tunneling process. The time
scale of spin equilibrium at the FeIII site in (C6H5)4P[ZnIIFeIII(mto)3] is estimated
at 10−10 < τ < 10−7 s. The tunneling probability for a non-radiative multi-phonon
process from a given vibrational levels, m of the HS state and m′ of the LS state is
given by the following equation [22],

Wmm ′ = 2π

�2ω
β2
HL|< χm ′ |χm > |2δ(Em ′ , Em), (6.1)

where the electronic coupling matrix element βHL = <ψLS|HSO|ψHS > is the second
order spin-orbit coupling, �ω is the energy of metal-ligand vibration, δ(Em′ , Em) is
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the delta function ensuring energy conservation, |<χm′ |χm>|2 is the Franck–Condon
factor of the overlap of the vibrational functions between the HS state (χm) and LS
state (χm′ ). At T ≈ 0K, since the vibrational ground state of theHS state is populated,
the relaxation rate constant between the HS and LS states is expressed as follows
[22],

kHL(T ≈ 0) = 2π

�2ω
β2
HL|< χn|χ0 > |2, n = 	E0

HL

�ω
, (6.2)

where |<χn|χ0>|2 is expressed as follows,

|< χn|χ0 > |2 = Sne−S

n! , S =
1
2 f 	Q2

HL

�ω
, (6.3)

where S is theHuang-Rhys factor [23],	QHL is the difference of horizontal displace-
ment between theHS and LS potential wells in themetal-ligand coordinate geometry,
and f is the force constant. According to Eqs. (6.2) and (6.3), with decreasing the
Huang–Rhys factor, the Frank–Condon factor increases, which increases the relax-
ation rate constant between the HS and LS states. In general, the 	QHL of spin
crossover FeIII complex is shorter than that of FeII complex. Indeed, the change in
the FeII–ligand distance due to the HS–LS transition is 0.16–0.21 Å, while that in
the FeIII–ligand distance is about 0.12 Å [24], which is the reason why the rapid spin
equilibrium phenomenon has been found for FeIII complexes consisting of FeIIIS6,
FeIIIO3S3, or FeIIIN4O2 octahedra.

6.2.3 Spin Frustration Induced by Dynamic Spin Crossover
Phenomena for A[MnIIFeIII(mto)3]

In the case ofmto bridged hetero-metal complex system, [MnIIFeIII(mto)3] consisting
of MnIIO6 and FeIIIO3S3 octahedra, the spin states of the MnII and FeIII sites are
considered to be HS state (S = 5/2) and the spin equilibrium state of HS (S = 5/2)
↔ LS (S = 1/2), respectively. If the spin state of FeIII site is LS state (S = 1/2), there
exist four potential exchange interactions (JP) and one kinetic exchange interaction
(JK) between the FeIII andMnII sites. The sum of the potential exchange interaction is
considered to be stronger than the kinetic exchange interaction, which is responsible
for the ferromagnetic ordering. In connection with this, the following should be
mentioned. The ferromagnetic ordering of (n-C3H7)4N[MnIIFeIII(dto)3] with MnII

(S = 5/2) and FeIII (S = 1/2) has been reported [25], in which the Curie temperature
(TC) and the Weiss temperature (θ ) were estimated at 4 and 10 K, respectively,
from the analysis of magnetization and magnetic susceptibility. On the other hand,
if the spin state of FeIII site is HS state (S = 5/2), there exist five JK between the
FeIII and MnII sites, which are considered to be stronger than the potential exchange
interactions between the FeIII and MnII sites. Indeed, the ferrimagnetic ordering of
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(n-CnH2n+1)4N[MnIIFeIII(ox)3] with MnII (S = 5/2) and FeIII (S = 5/2) has been
reported [26], in which TN was estimated at 27–28 K.

Therefore, if the spin state of the FeIII site in the [MnIIFeIII(mto)3] system behaves
as the dynamic spin equilibrium phenomenon, the internal magnetic field at the
MnII site should be frustrated between the ferromagnetic and antiferromagnetic
interactions, which is schematically shown in Fig. 6.8.

Based on this viewpoint, we have synthesized (C6H5)4P[MnIIFeIII(mto)3]
and investigated the magnetic properties [27]. Figure 6.9 shows the temper-
ature dependence of the magnetization and ac magnetic susceptibility for
(C6H5)4P[MnIIFeIII(mto)3]. As shown in Fig. 6.9a, with decreasing temperature,
the field cooled magnetization (FCM) remarkably increases just below 30 K, then
slightly increases below 23 K. In the heating process, the remnant magnetization
(RM) disappears at 30 K. On the other hand, both of the real (χ ′) and imagi-
nary (χ ′′) parts of ac magnetic susceptibility exhibit a steep peak at 23 K indi-
cating a magnetic phase transition, which is shown in Fig. 6.9b, c. Therefore, it is
obvious that (C6H5)4P[MnIIFeIII(mto)3] undergoes two successive magnetic phase
transitions at 30 and 23 K. As shown in Fig. 6.10, the 57Fe Mössbauer spectra of
(C6H5)4P[MnIIFeIII(mto)3] imply that the spin state at the FeIII site is still param-
agnetic between 30 and 24 K. Then, both of the MnII and FeIII spins are eventually
ordered at 23 K. In this manner, it is concluded that the successive magnetic phase

Fig. 6.8 Schematic representation of the relationship between the rapid spin equilibrium of the
FeIII site and the dynamic frustration of internal magnetic field at the MnII site in [MnIIFeIII(mto)3]
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Fig. 6.9 a Magnetization,
b in-phase ac magnetic
susceptibility (χ ′), and
c out-phase ac magnetic
susceptibility (χ ′′) of
(C6H5)4P[MnIIFeIII(mto)3]
as a function of temperature.
FCM: field-cooled
magnetization, ZFCM:
zero-field-cooled
magnetization, RM: remnant
magnetization. FCM and
ZFCM were measured at 3.0
mT. The ac magnetic
susceptibility measurements
were performed under the ac
magnetic field of 0.3 mT and
the frequency between 20
and 1000 Hz

transitions at 30 and 23 K for (C6H5)4P[MnIIFeIII(mto)3] are induced by the rapid
spin equilibrium at the FeIII site.

Taking account of the temperature dependences of themagnetization, acmagnetic
susceptibility, and 57Fe Mössbauer spectra for (C6H5)4P[MnIIFeIII(mto)3], the
Gibbs energies of the A, B and C phases as a function of temperature for
(C6H5)4P[MnIIFeIII(mto)3] are schematically represented in Fig. 6.11, in which the
A, B and C phases are defined as follows,

Phase A The spins at the MnII and FeIII sites are paramagnetic.
Phase B The spin at the MnII site is ordered, while that at the FeIII site is still

paramagnetic.
Phase C Both of the spins at the MnII and FeIII sites are ordered.

As shown in Fig. 6.11, with decreasing temperature, the first magnetic phase
transition from the phase A to the phase B takes place at 30 K, then the second
magnetic phase transition from the phase B to the phase C takes place at 23 K.
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Fig. 6.10 57Fe Mössbauer spectra of (C6H5)4P[MnIIFeIII(mto)3] at 30, 22 and 10 K

6.3 Mixed-Valence System and Charger Transfer Phase
Transition

6.3.1 Classification of Mixed-Valence System

Mixed-valence compounds, defined as compounds containing an element with more
than one oxidation state, are classified into three groups according to the Robin–Day
classification [28],

Class I Compounds whose valence states occupy different crystallographic
sites and are too distant from each other to allow the electronic
interaction between the mixed-valence states.

Class II Compounds in which an electron exchange between the different
valence states takes place as a thermally activated process. The inter-
valence charge transfer (IVCT) between different valence states is
observable in optical absorption spectra.
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Fig. 6.11 Schematic Gibbs
energies of the A, B and C
phases as a function of
temperature for
(C6H5)4P[MnIIFeIII(mto)3].
G(A), G(B) and G(C)
indicate the Gibbs energies
for the A, B and C phases,
respectively. Phase A: The
spins at the MnII and FeIII

sites are paramagnetic, Phase
B: The spin at the MnII site
is ordered, while that at the
FeIII site is still
paramagnetic, Phase C: Both
of the spins at the MnII and
FeIII sites are ordered

Class III(A) Compounds in which valence electrons are delocalized between atoms
within discrete polynuclear ions.

Class III(B) Compounds in which valence electrons are delocalized between
identically crystallographic sites.

6.3.2 Prussian Blue and Its Analogues Salts Showing
Photo-Induced Magnetism

Among thesemixed-valence compounds, the boundary compounds between the class
II and III are the leading candidates exhibiting field-responsive multifunctional prop-
erties coupled with transport, optical or magnetic properties. In this section, we
describe the characteristic properties of Prussian blue and its analogous compounds
as an example.

Prussian blue has a three dimensional network structure with an alternating array
of FeII and FeIII ions through CN bridges [29], which is schematically shown in
Fig. 6.12a. The spin state of the FeII site coordinated by six C atoms is LS (S = 0)
state, and that of the FeIII site coordinated by six N atoms is HS (S = 5/2) state.
Prussian blue has a broad strong IVCT band at around 730 nm, which is responsible
for the deep blue pigment. Figure 6.12b shows “The Great Wave off Kanagawa”
painted by Hokusai, in which Prussian blue was used as a deep blue pigment.

The soluble Prussian blue, KFeIIFeIII(CN)6, is obtained by adding Fe3+ to the
aqueous solution of K4[FeII(CN)6], as following scheme, Fe3+(aq) + K+(aq) +
[FeII(CN)6]4−(aq) → KFeIIFeIII(CN)6(s). On the other hand, by adding Fe2+ to the
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Fig. 6.12 a Schematic representation of the crystal structure of FeIII4
[
FeII(CN)6

]
3. b “The Great

Wave off Kanagawa” painted by Hokusai, in which Prussian blue was used as deep blue pigment

aqueous solution of K3[FeIII(CN)6], KFeIIFeIII(CN)6 called Turnbull’s blue is also
obtained as follows, Fe2+(aq)+K+(aq)+ [FeIII(CN)6]3−(aq)→KFeIIFeIII(CN)6(s).
A longhistorical debate had continued in relation toPrussianblue andTurnbull’s blue,
whether Prussian blue obtained bymixing the solutions of ferric compound and ferro-
cyanide, and Turnbull’s blue obtained by mixing the solutions of ferrous compound
and ferricyanide, are the same compound or not? This problem was solved by means
of 57Fe Mössbauer spectroscopy in 1968 [30]. According to the 57Fe Mössbauer
spectroscopy, Prussian blue and Turnbull’s blue are essentially the same compound,
in spite of the different synthesis processes. Figure 6.13 shows the 57Fe Mössbauer
spectra for the soluble Prussian blue, insoluble Prussian blue, and Turnbull’s blue
in the ferromagnetic ordered phase (TC = 5.5 K) at 1.6 K [30]. These spectra show
the superposition of a central peak corresponding to the LS state (S = 0) of FeII

coordinated by six C atoms and six magnetically split branches corresponding to
the HS state (S = 5/2) of FeIII coordinated by six N atoms. The estimated internal
magnetic fields of FeIII (S = 5/2) at 1.6 K were estimated at 53.6 ± 2, 54.1 ± 2 and
54.3± 2 T for the soluble Prussian blue, insoluble Prussian blue and Turnbull’s blue,
respectively.

In connection with Turnbull’s blue, the following should be noted. As shown in
Fig. 6.14, in the precipitation process of Turnbull’s blue by adding 57Fe2+ to the
aqueous solution of K3[FeIII(CN)6], an electron of 57Fe2+ transfers to the FeIII site in
[FeIII(CN)6]3− and Turnbull’s blue, KFeII 57FeIII(CN)6, is precipitated [31].

In connection with Prussian blue, one of the most fascinating phenomena is the
photo-induced magnetism of Prussian blue analogues by means of IVCT. In 1996,
O. Sato, K. Hashimoto, et al. first reported a photo-induced ferrimagnetic phase for
K0.2Co1.4[Fe(CN)6]·6.9H2O [32] and K0.4Co1.3[FeII(CN)6]·5H2O [33]. In the case of
K0.4CoII0.3Co

III[FeII(CN)6]·5H2O, the electronic state of the Fe–CN–Co framework
before light irradiation is FeII(t62ge

0
g, S = 0)−CN−CoIII(t62ge

0
g, S = 0) at 5 K. Visible

light (λ = 500–750 nm) irradiation at 5 K induces the IVCT, forming the excited state
of FeIII(t52ge

0
g, S = 1/2)−CN−CoII(t62ge

0
g, S = 1/2). Subsequently, this excited state
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Fig. 6.13 57Fe Mössbauer spectra of a soluble Prussian blue, b insoluble Prussian blue and
c Turnbull’s blue at 1.6 K. Reprinted from [30], with the permission of AIP Publishing

Fig. 6.14 Formation process of Turnbull’s blue

relaxes to the meta-stable state of FeIII(t52ge
0
g, S = 1/2)−CN−CoII(t52ge

0
g, S = 3/2).

While the compound before light irradiation is paramagnetic, that after the visible
light irradiation exhibits ameta-stable ferrimagnetic phase, which can be reconverted
to the initial phase by near-IR light (λ = 1319 nm) irradiation or a thermal treatment
[33]. Since then, not only Prussian blue analogues but also various CN-bridged
compounds exhibiting photo-inducedmagnetismhave been reported [34]. In addition
to the photo-induced magnetism, since the discovery of thermally induced charge-
transfer induced spin transition (CTIST) forNa0.4Co1.3[Fe(CN)6]·5H2O in 1997 [35],
several Prussian blue analogues and CN-bridged compounds exhibiting thermally
induced CTIST or CTPT have been reported [36].

Figure 6.15 shows the photo-induced ferrimagnetic transi-
tion for Rb0.66Co1.25[Fe(CN)6]·4.3H2O by using IVCT [37]. While
Rb0.66Co1.25

[
Fe(CN)6

]·4.3H2O before the light irradiation is paramagnetic in
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Fig. 6.15 Field-cooled
magnetization (FCM) curves
for Rb0.66Co1.25
[Fe(CN)6]·4.3H2O before
and after light irradiation
(hν) at H = 0.5 T. ◯: before
light irradiation, •: after light
irradiation, ×: after thermal
treatment (	) at 150 K.
Reprinted with permission
from [37]. Copyright 1999
American Chemical Society

the whole temperature region, that after the light irradiation corresponding to the
IVCT (500–750 nm) exhibits a meta-stable ferrimagnetic phase with TN = 22 K.

Figure 6.16 shows the 57FeMössbauer spectra before and after the light irradiation
corresponding to the IVCT (500–750 nm) at 25 K [37]. Before the light irradiation,
the single peak with IS = 0.02 ± 0.01 mm/s and QS = 0.15 ± 0.01 mm/s is assigned
to the LS state (S = 0) of FeII. After the light irradiation at 25 K, the single peak
corresponding to the LS state of FeII was significantly reduced and a new doublet
with IS = 0.09 ± 0.01 mm/s and QS = 1.13 ± 0.01 mm/s assigned to the LS state
(S = 1/2) of FeIII. As a result of the light-induced CT from the FeII site to the
CoIII site, Rb0.66Co1.25

[
Fe(CN)6

]·4.3H2O was converted from the paramagnet to the
ferrimagnet with TN = 22 K, which is schematically shown in Fig. 6.17.

6.3.3 Mixed-Valence System, A[FeIIFeIII (dto)3] (A =
Counter Cation; dto = C2O2S2), and the Charge
Transfer Phase Transition

Among various kinds of multifunctional compounds, in the case of mixed-valence
system whose spin states are situated in the spin crossover region, it is expected
that new types of synergetic phenomena induced by both of spin and charge appear
between different metal ions in order to minimize the Gibbs energy. Based on this
viewpoint, we have developed a ferromagnetic organic–inorganic hybrid system,
A[FeIIFeIII(dto)3] (A= (n-CnH2n+1)4N, spiropyran, etc.), and investigated their syner-
getic properties coupled with spin, charge and photon [4]. The single-crystal X-ray
structural analysis of (n-C3H7)4N[FeIIFeIII(dto)3] reveals the existence of the honey-
comb network structure of [FeIIFeIII(dto)3], and the (n-C3H7)4N+ layer is intercalated
between two adjacent [FeIIFeIII(dto)3] layers [20], whose structure is common for
A[MIIM′IIIX3] (A = cation, X = ox, dto, mto).
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Fig. 6.16 57Fe Mössbauer spectra of Rb0.66Co1.25 [Fe(CN)6]·4.3H2O before and after the light
irradiation of 500–750 nm at 25 K [37]

In order to investigate the electronic properties and the valence states of
FeII and FeIII of (n-C3H7)4N[FeIIFeIII(dto)3] by means of 57Fe Mössbauer spec-
troscopy, we employed 57Fe enriched complexes, (n-C3H7)4N[57FeIIFeIII(dto)3] and
(n-C3H7)4N[FeII 57FeIII(dto)3], in which FeII or FeIII was substituted with 57Fe (96%)
[38]. In the case of (n-C3H7)4N[57FeIIFeIII(dto)3], a solution of 57FeCl2·4H2O and (n-
C3H7)4NBr in a methanol/water mixture was added to a solution of KBa[FeIII(dto)3],
then black powdered crystals of (n-C3H7)4N[57FeIIFeIII(dto)3] were precipitated. (n-
C3H7)4N[FeII 57FeIII(dto)3] was also obtained by using FeCl2·4H2O, (n-C3H7)4NBr
and KBa[57FeIII(dto)3]. Figure 6.18 shows the 57Fe Mössbauer spectra of (n-
C3H7)4N[57FeIIFeIII(dto)3] and (n-C3H7)4N[FeII 57FeIII(dto)3] at 200 and 60 K. In
the case of the 57Fe Mössbauer spectra of (n-C3H7)4N[57FeIIFeIII(dto)3] at 200 K,
the dominant doublet (74.5% area) with IS = 1.18 mm s−1 and QS = 1.36 mm s−1 is
assigned to the FeII(t42ge

2
g, S = 2) site coordinated by six O atoms. These values of IS

and QS are quite similar to those (IS = 1.18 mm s−1, QS = 1.26 mm s−1) of the 57Fe
Mössbauer spectrum for the FeII(t42ge

2
g, S = 2) site in (n-C4H9)4N[FeIICrIII(ox)3]
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Fig. 6.17 Schematic representation of the photo-induced magnet for Rb0.66Co1.25
[Fe(CN)6]·4.3H2O

[39]. As shown in Fig. 6.18, the line profile of the 57Fe Mössbauer spectra of (n-
C3H7)4N[57FeIIFeIII(dto)3] dramatically changes between 200 and 60 K. The inten-
sity of the dominant doublet corresponding to the FeII (S = 2) site decreases and a
new doublet with IS = 0.55 mm s−1 and QS = 0.91 mm s−1 appears. The IS and
QS values of the new doublet are quite similar to those (IS = 0.49 mm s−1, QS
= 0.68 mm s−1) of the 57Fe Mössbauer spectrum for the FeIII(t32ge

2
g, S = 5/2) site

in (n-C4H9)4N[NiIIFeIII(ox)3] at 78 K [40]. On the other hand, in the case of (n-
C3H7)4N[FeII 57FeIII(dto)3] at 200 K, the dominant doublet with IS = 0.33 mm s−1

and QS = 0.36 mm s−1 is assigned to the FeIII(t52g, S = 1/2) site coordinated by six
S atoms. These values of IS and QS are quite similar to those (IS = 0.33 mm s−1,
QS = 0.35 mm s−1 at 196 K) for the FeIII(t52g, S = 1/2) site coordinated by six S
atoms in KBa[FeIII(dto)3] [41]. On the other hand, the dominant doublet with IS =
0.41 mm s−1 and QS = 0.51 mm s−1 at 60 K is assigned to the FeII(t62g, S = 0) site
coordinated by six S atoms. These IS and QS values are quite similar to those (IS =
0.41 mm s−1, QS = 0.64 mms−1 at 77 K) for the FeII(t62g, S = 0) site coordinated by
six S atoms in pyrite (FeS2) [42]. In this manner, we have elucidated the CTPT for
(n-C3H7)4N[FeIIFeIII(dto)3] by means of 57Fe Mössbauer spectroscopy.

As mentioned above, (n-C3H7)4N[FeIIFeIII(dto)3] undergoes the CTPT between
200 and 60 K. In order to determine the critical temperature (TCT) of CTPT, 57Fe
Mössbauer spectroscopy was carried out in the temperature range between 130 and
90 K. As shown in Fig. 6.19, the HT phase with FeIIO6 (S = 2)–FeIIIS6 (S = 1/2) and
the LT phase with FeIIS6 (S = 0)–FeIIIO6 (S = 5/2) are clearly distinguished in the
vicinity of CTPT, which implies that the frequency of electron transfer between the
FeII and FeIII sites at the CTPT is at least slower than the time scale (10−7 s) of 57Fe
Mössbauer spectroscopy. When the temperature decreases from 130 to 90 K, the
fractions of HT and LT phases decreases and increases, respectively. The crossing
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Fig. 6.18 57Fe Mössbauer spectra below and above the CTPT (TCT ≈ 120 K) for (n-
C3H7)4N[57FeIIFeIII(dto)3] and (n-C3H7)4N[FeII 57FeIII(dto)3], and the schematic representation
of CTPT. The HT phase (T > TCT) and LT phase (T < TCT) indicate the high temperature phase
with FeIIIS6(t52g)−FeIIO6(t42ge2g) and the low temperature phase with FeIIS6(t62g)−FeIIIO6(t32ge2g),
respectively

point between the HT phase and LT phase components is about 122 K, which is
consistent with the critical temperature (122.4 K) of CTPT determined by the heat
capacity [43].

In order to confirm the direct evidence of charge transfer between the FeII and
FeIII sites in (n-C3H7)4N[FeIIFeIII(dto)3], the electrical resistivitywasmeasured along
the parallel and perpendicular directions to the [FeII FeIII(dto)3] layer under several
applied pressures [44]. At 0.5 GPa, (n-C3H7)4N[FeIIFeIII(dto)3] behaves as a semi-
conductor as shown in Fig. 6.20. Above 0.9 GPa, on the other hand, both of the
intra- and inter-layer resistivities show an anomalous drop with thermal hysteresis
due to the CTPT. The intra-layer resistivity as a function of temperature at 0.9 GPa
exhibits a plateau in the middle range of hysteresis loop, while an abrupt drop of
resistivity appears in the inter-layer resistivity. Similar behavior appears at 1.5 GPa
except for the temperature shift of the hysteresis loop. The temperature of hysteresis
loop increases with increasing applied pressure, which is consistent with that of the
magnetic susceptibility under applied pressures [45]. The activation energies at 0,
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Fig. 6.19 57Fe Mössbauer spectra of (n-C3H7)4N[FeIIFeIII(dto)3] in the vicinity of CTPT (TCT =
122 K). A: FeIII (S = 1/2), B: FeII (S = 2), C: FeII (S = 0), D: FeIII (S = 5/2)

0.9 and 1.5 GPa are 1700, 1400 and 1200 K, respectively. The anomalous drop in the
resistivity as a function of temperature is attributed to the electron transfer between
the t2g orbitals of the FeII and FeIII sites in the temperature region of CTPT.

6.3.4 Dynamics of Charge Transfer Phase Transition
in A[FeIIFeIII (dto)3] by Means of Muon Spectroscopy

Muon spin relaxation (μSR) is one of the most powerful methods to investigate the
magnitude, distribution or fluctuation of internal magnetic field. Therefore, the μSR
technique has been applied to the study of magnetic phase transitions, various kinds
of spin frustrations, superconducting phenomena and so forth [46]. The asymmetry
parameter of μSR is defined as A(t) = [NB(t) − NF(t)]/[NB(t) + NF(t)], in which
NF(t) and NB(t) are the total muon events of the forward and backward counters
in the muon beam line, respectively. The initial asymmetry, A(0), is defined as the
asymmetry at t = 0. In order to analyze the time spectra ofA(t), the following function
with two components was used [46],

A0G Z (	, HLF, t) exp(−λ0t) + A1 exp(−λ1t) (6.4)
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Fig. 6.20 Temperature dependence of a intra-layer and b inter-layer electrical resistivities of (n-
C3H7)4N[FeIIFeIII(dto)3] under several applied pressures. Arrows denote the direction of heating
or cooling process. Reprinted from [44], Copyright 2003, with permission from Elsevier
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Fig. 6.21 Schematic representation of muon spectroscopy and its time scale

where A0 and A1 are the initial asymmetries of the slow and fast relaxation compo-
nents, λ0 and λ1 are the respective muon spin depolarization rates. GZ(	, HLF, t) is
the static Kubo–Toyabe function [47]. 	/γ μ is the distribution width of the nuclear-
dipole fields at the muon sites, and γ μ is the gyromagnetic ratio of muon spin. HLF is
the longitudinal magnetic field. Figure 6.21 shows the time scale and the schematic
representation of muon spectroscopy.

Figure 6.22 shows the time dependence of the asymmetry parameter, A(t) =
[NB(t) − NF(t)]/[NB(t) + NF(t)] of μSR for (n-C3H7)4N[FeIIFeIII(dto)3] at various
temperatures under zero-field [5]. From the analysis of time spectra ofμSR by using
Eq. (6.4), we obtained the depolarization rate (λ0) as a function of temperature for
(n-CnH2n+1)4N[FeIIFeIII(dto)3].

Figure 6.23 shows the depolarization rate (λ0) of muon spin as a
function of temperature under various longitudinal magnetic fields for (n-
CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3, 5). In the case of n = 3, an anomalous enhance-
ment of depolarization rate appears at around 80 K. This anomalous peak decreases
with increasing the longitudinal field, and eventually disappears at about 10 mT (=
100 Oe). In the case of n= 5, on the other hand, any anomalous peak does not appear
between 200 and 40K. Therefore, the anomalous enhancement of depolarization rate
at around 80 K for n = 3 is attributed to the frequency of electron transfer between
the FeII and FeIII sites at the CTPT, which induces the fluctuating internal magnetic
field at the muon site.

As shown in Fig. 6.23, the depolarization rates for n = 3 and n = 5 decrease with
increasing longitudinal field up to 10 mT and become almost constant above 10 mT.
The constant value increases with decreasing temperature from 200 to 40 K, which



290 N. Kojima and A. Okazawa

Fig. 6.22 Time dependence of the asymmetry parameter, A(t) = [NB(t) − NF(t)]/[NB(t) + NF(t)]
of μSR for (n-C3H7)4N[FeIIFeIII(dto)3] at several temperatures under zero-field [5]. Reprinted
figure with permission from [5]. Copyright 2008 by the American Physical Society

suggests the existence of two components. One component is easily suppressed by
10 mT, while the other component remains even at 400 mT (= 4000 Oe). The former
component implies that there is a weak and slowly fluctuating internal magnetic
field at the muon site, which is easily masked by 10 mT, which is attributed to the
fluctuating component of nuclear dipoles such as MnSi [48]. On the other hand,
considering that the latter component increases with decreasing temperature and
similar values of the depolarization rate are observed for n = 3 and 5 in the same
temperature region, which implies that the latter component is attributed to the dipole
field due to the fluctuation of paramagnetic Fe spins.

As for the anomalous enhancement of the depolarization rate ofmuon spin induced
by the CTPT, we extract the difference of depolarization rate between those of n = 3
and 5 to analyze the frequency of electron transfer between the FeII and FeIII sites at
the CTPT. The longitudinal field dependence of this subtracted depolarization rate at
80 K is plotted in Fig. 6.24. By using the Redfield equation [49] for the longitudinal
field (HLF) dependence of the subtracted depolarization rate (λCT) between n = 3
and 5, we determined the correlation time of muon spins (τ c) and the amplitude of
fluctuating internal magnetic field (H loc) at the muon site, respectively. The Redfield
equation is expressed as follows,

λCT = 2γ 2
μ H 2

locτc

1 + γ 2
μ H 2

LFτ
2
c

(6.5)
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Fig. 6.23 Temperature and longitudinal-field dependence of the muon spin depolarization rate, λ0,
for (n-C3H7)4N[FeIIFeIII(dto)3] and (n-C5H11)4N[FeIIFeIII(dto)3]. 1 Oe = 0.1 mT. The solid lines
are guides for eye. Reprinted figure with permission from [5]. Copyright 2008 by the American
Physical Society

Fig. 6.24 Subtracted depolarization rate (λCT) between n = 3 and 5 as a function of applied
longitudinal magnetic field for (n-CnH2n+1)4N[FeIIFeIII(dto)3] at 80 K in the cooling process. The
solid line shows the best fit of theRedfield equation. 1Oe= 0.1mT.Reprinted figurewith permission
from [5]. Copyright 2008 by the American Physical Society
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Table 6.1 Parameters obtained by fitting the Redfield equation to the subtracted depolarization
rate (λCT) between n = 3 and 5 for (n-CnH2n+1)4N[FeIIFeIII(dto)3] [5]

T (K) τ c (μs) H loc (mT)

60 0

80 5.7 0.40

110 10.6 0.19

Fig. 6.25 Schematic representation of the valence fluctuation between the FeII and FeIII sites at
the CTPT for (n-C3H7)4N[FeIIFeIII(dto)3]

where γ μ is the gyromagnetic ratio of muon spin. These parameters at several
temperatures are summarized in Table 6.1 [5].

The frequencyof the additional internal field at themuon site inducedby theCTPT,
which is given as ν = 1/τ c, is the order of 0.1MHz as themaximum value at 80 K and
zero at 60 K [5]. The magnitude of H loc is between 0.19 and 0.40 mT, which is larger
than that of nuclear dipole field (~0.1 mT). These results imply the fluctuation of
electron transfer between the FeII and FeIII sites at the CTPT, which is schematically
shown in Fig. 6.25. The time scale of τ c is consistent with the result of the 57Fe
Mössbauer measurement. The fluctuation of electron transfer between the FeII and
FeIII sites induced by the CTPT for (n-C3H7)4N[FeIIFeIII(dto)3] is responsible for
the anomalous drop with thermal hysteresis in the electrical resistivity at the CTPT.

6.3.5 Size Effect of Intercalated Cation on the Charge
Transfer Phase Transition and Ferromagnetism
for A[FeIIFeIII (dto)3]

Figure 6.26 shows the 57Fe Mössbauer spectra at 200, 77 and 4 K for (n-
CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3–6) [50]. At 200 K, the line profiles of all the
complexes are quite similar to each other, where two quadrupole doublets (A and
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Fig. 6.26 57Fe Mössbauer spectra of (n-CnH2n+1)4N[FeIIFeIII(dto)3] (n= 3–6) at 200 K, 77 K and
4 K. A: FeIII (S = 1/2), B: FeII (S = 2), C: FeII (S = 0), D: FeIII (S = 5/2) [50]. Reprinted with
permission from [50]. Copyright 2012 Mössbauer Effect Data Center

B) mainly exist. The wider doublet (B) is assigned to the FeII (S = 2) site coordi-
nated by six O atoms. The IS and QS of (B) fall in the range of 1.05–1.17 mm s−1

and 1.20–1.69 mm s−1, respectively. On the other hand, the narrower doublet (A)
with IS = 0.29–0.35 mm s−1 and QS = 0.38–0.56 mm s−1 is assigned to the
FeIIIS = 1/2) site coordinated by six S atoms.

In the cases of n= 3 and 4, with decreasing temperature from 200 to 77K, the 57Fe
Mössbauer spectra corresponding to theHTPdecrease by about 80%. Instead of these
spectra, two doublets (C and D) appear. The doublet (C) with IS = 0.43–0.46 mm
s−1 and QS = 0.35–0.41 mm s−1 is assigned to the FeII (S = 0) site coordinated by
six S atoms. On the other hand, the doublet (D) with IS = 0.54–0.55 mm s−1and
QS = 0.89–0.92 mm s−1 is assigned to the FeIII (S = 5/2) site coordinated by six
O atoms. At 4 K, a central strong doublet (C) with IS = 0.43–0.45 mm s−1and QS
= 0.39–0.46 mm s−1, and a sextet (D) divided from –8 to +8 mm s−1 with a large
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hyperfine field of H int = ~45.0 T are observed in the spectra of n = 3 and 4. The
former can be assigned to the diamagnetic state of FeII (S = 0) and the latter is
typical of the magnetically ordered state of FeIII (S = 5/2). From the analysis of 57Fe
Mössbauer spectra for (n-CnH2n+1)4N[FeIIFeIII(dto)3], it is obvious that the charge
transfer between the FeII and FeIII sites takes place between 200 and 77 K for n = 3
and 4. At 4 K, in addition to the 57Fe Mössbauer spectra corresponding to the FeII (S
= 0) and FeIII (S = 5/2) sites, the sextets of the FeII (S = 2) and FeIII (S = 1/2) sites
corresponding to the HTP are also required as the relative area of ca. 15% (for n =
3) or 30% (for n = 4). In the case of n = 4, two ferromagnetic phases with TC = 7
and 13 K are clearly observed in the magnetization measurement, being consistent
with the large area of the HTP at 4 K in the 57Fe Mössbauer spectra.

The 57Fe Mössbauer spectra in the ferromagnetic phases for n = 5 and 6 are
completely different from those for n = 3 and 4. In the cases of n = 5 and 6, the
CTPT does not take place, so that the spectra of n = 5 and 6 at 4 K can be assigned
to the FeII (S = 2) and FeIII (S = 1/2) sites in the magnetically ordered phase. The
sextets of the FeIII (S = 1/2) sites have relatively large H int of 24.6 T (for n = 5) and
24.8 T (for n = 6) at 4 K, while the FeII (S = 2) sites have relatively small H int of
7.3 T (for n = 5) and 9.9 T (for n = 6).

Figure 6.27 shows the 57Fe Mössbauer spectra for (n-CnH2n+1)4N[FeIIFeIII(dto)3]
(n = 3 and 5) in the magnetically ordered phase. In the case of n = 3, the LTP with
FeIIS6 (S = 0)–FeIIIO6 (S = 5/2) undergoes the ferromagnetic transition with TC =
7.1 K. In the case of n = 5, on the other hand, the HTP with FeIIO6 (S = 2)–FeIIIS6
(S = 1/2) undergoes the ferromagnetic transition with TC = 19.5 K. As shown in
Fig. 6.13, the 57Fe Mössbauer spectrum of the ferromagnetically ordered state in

Fig. 6.27 57Fe Mössbauer spectra of (n-CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3 and 5) in the
magnetically ordered phase



6 Molecular Magnetism of Metal Complexes and Light-Induced … 295

Prussian blue is a very informative guide to the assignment of the 57Fe Mössbauer
spectra in magnetically ordered state for n = 3 and 4. In the case of Prussian blue,
the spin state of the FeII site coordinated by six C atoms of cyanide ligands is the
LS state (t62g, S = 0), and that of the FeIII site coordinated by six N atoms is the HS
state (t32ge

2
g, S = 0). The estimated H int for FeII(t62g, S = 0) and FeIII(t32ge

2
g, S = 5/2)

in FeIII4
[
FeII(CN)6

]
3 at 1.6 K are 0 and 54.0 T, respectively [30]. 57Fe Mössbauer

paramers of (n-CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3–6) are listed in Table 6.2.
In order to confirm the ferromagnetic phase transition, we investigated themagne-

tization as a function of temperature for n = 3–6, which is shown in Fig. 6.28. The
Curie temperature were estimated at 7, (7 and 13), 19.5 and 23 K for n = 3, 4, 5, and

Table 6.2 57Fe Mössbauer parameters of (n-CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3–6)

Doublet T
(K)

IS (mm s-1)   n =
3       4       5   6

QS (mm s-1)   n =
3       4 5    6

Hint (T)   n =
3  4  5   6

(A)
FeIIIS6

(S = 1/2)

200
77
4

0.35  0.29  0.35  0.31
0.38  0.36  0.39  0.38
0.33  0.33  0.40  0.42

0.38  0.55  0.51  0.56
0.55  0.60  0.68  0.74
0.55 0.51  0.73  0.71 23.4  24.1  24.6  24.8

(B)
FeIIO6
(S = 2)

200
77
4

1.14  1.05  1.17  1.14
1.28  1.20  1.24  1.23
1.26  1.26  1.24  1.26

1.43  1.20  1.69  1.24
1.57  1.27  1.84  1.31
1.41  1.41  1.84  1.37 10.2  10.0  7.3    9.9

(C)
FeIIS6
(S = 0)

77
4

0.43  0.46 −   −
0.43  0.46  − −

0.35  0.41  − −
0.39  0.46 − − 0  0  .. − . . . −

(D)
FeIIIO6

(S = 5/2)

77
4

0.54  0.55  − −
0.55  0.55  − −

0.89  0.92  − −
0.90  0.95  − − 44.8  44.8  − ... −

Fig. 6.28 Magnetization of (n-CnH2n+1)4N[FeIIFeIII(dto)3] (n= 3–6) as a function of temperature.
FCM: field-cooled magnetization, ZFCM: zero-field-cooled magnetization, RM: remnant magneti-
zation. FCMandZFCMweremeasured at 3.0mT. (= 30Oe).TC and θ denote theCurie temperature
and Weiss temperature, respectively
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6, respectively, from the heat capacity measurements for n= 3 and 4, [2(b)] and from
the analysis of Arrott plot for n= 5 and 6 [6]. In the case of n= 4, the coexisting LTP
and HTP undergo the ferromagnetic phase transitions at 7 K and 13 K, respectively.
The critical temperature of CTPT, the Curie temperature and Weiss temperature of
(n-CnH2n+1)4N[FeIIFeIII(dto)3] (n = 3–6) are summarized in Fig. 6.28.

6.3.6 New Type of Photo-Induced Magnetism Induced
by the Photo-Isomerization of Intercalated Cation

As mentioned in 6.3.4, the CTPT and the ferromagnetic phase transition of (n-
CnH2n+1)4N[FeIIFeIII(dto)3] remarkably depend on the size of intercalated cation,
which implies a possibility to control the CTPT and the ferromagnetic phase transi-
tion in the

[
FeIIFeIII(dto)3

]−
∞ layer by means of a photo-isomerization of intercalated

cation as well as a photo-induced IVCT. In organic–inorganic hybrid systems, it is
effective to use an organic photochromic molecule for producing photo-switchable
materials. On the basis of this strategy, we have synthesized (SP-R)[FeIIFeIII(dto)3]
(SP-R= cationic spiropyran, R= alkyl group) [7]. In general, the cationic spiropyran
can be converted from the yellow-colored closed form (CF) to the red-colored open
form (OF) under UV light irradiation (330–370 nm). The OF is usually less stable
and returns to the CF thermally or photo-chemically (500–600 nm). This photo-
isomerization is associatedwith a volume change ofmolecule,which is schematically
shown in Fig. 6.29.

Figure 6.30 shows the change of absorption spectra for (SP-Me)[FeIIFeIII(dto)3]
in a KBr pellet under UV light irradiation (350 nm with 40 mW cm−2) at 70 K [7].
At 70 K, the absorption band between 550 and 600 nm corresponding to the π−π*
transition of theOF is continuously enhancedwith the increase ofUV light irradiation
time, meanwhile the initial black pellet changes to a deep purple pellet. After the UV
light irradiation for 3 h, its intensity is almost saturated. The UV light induced OF in
(SP-Me)[FeIIFeIII(dto)3] is stable even at room temperature on dark condition. This
absorption band almost disappears under visible light irradiation (white light, 600
mW cm−2) for 2 h. The photo-isomerization of cationic SP-Me from the CF to the
OF by UV light irradiation and that from the OF to the CF by visible light irradiation
reversibly occurs at 300 K as well as at 70 K [7].

Figure 6.31 shows the temperature dependence of the magnetization for (SP-
Me)[FeIIFeIII(dto)3] before and after the UV light irradiation at 300 and 77 K. As
shown inFig. 6.31, on the heating process, the FCMandRMcurves decrease stepwise

Fig. 6.29 Photochromic
reaction of cationic
spiropyran (SP-R)
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Fig. 6.30 Optical absorption of (SP-Me)[FeIIFeIII(dto)3] in a KBr pellet under a UV light irradia-
tion and b visible-light irradiation at 70 K. UV light irradiation (350 nm with 40 mW cm−2) on the
KBr pellet was performed at first. After the saturation of light-induced absorption spectra at around
550–600 nm, visible-light irradiation (white light with 600 mW cm−2) on the pellet was performed.
Reprinted with permission from [7(a)]. Copyright 2009 American Chemical Society

Fig. 6.31 a–c Temperature dependence of the magnetization for (SP-Me)[FeIIFeIII(dto)3] before
and after the UV light irradiation (350 nmwith 40 mW cm−2) for 2 and 4 h at 300 K. d Temperature
dependence of the magnetization after the UV light irradiation for 5 h at 70 K. e Schematic repre-
sentation of the photo-induced phase conversion from the phase (A) to the phase (B). T = 75 K
denotes the CTPT. Reprinted with permission from [7(a)]. Copyright 2009 American Chemical
Society
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at about 7 K and disappears at about 25 K. On the other hand, the ZFCM curve
has two maxima (5 K and 17 K) and a hump at 22 K. The LTP and HTP of (SP-
Me)[FeIIFeIII(dto)3] individually undergo the ferromagnetic phase transitions at 5 K
and 22 K, respectively.

When the UV light (350 nm with 40 mW cm−2) is irradiated for 4 h at 300 K, the
FCM and RM curves change from the stepwise magnetization curves to normal
magnetization curves, and the peak of ZFCM at around 5 K disappears, being
reflected by the disappearance of LTP. On the other hand, being reflected by the
growth of HTP, the FCM and RM values between 5 and 22 K slightly increase after
the UV light irradiation. These photo-induced effects can be explained as follows.
The photo-isomerization of cationic SP-Me fromCF toOF byUV irradiation leads to
the expansion of its own volume, which expands the unit cell volume and destabi-
lizes the LTP. The photo-induced phase conversion of (SP-Me)[FeIIFeIII(dto)3] is
schematically shown in Fig. 6.31e, where we name two phases, (A) and (B). Only in
the phase (A), the CTPT takes place. Suppose that the UV light irradiation induces
the transformation from the phase (A) to the phase (B), the LTP in the phase (A) is
forced to convert into the HTP in the phase (B) by UV light irradiation below 95 K.
In order to confirm the CTPT in [FeIIFeIII(dto)3] induced by the photo-isomerization
of spiropyran, we performed UV light irradiation at 70 K, which corresponds to the
arrow of the left side in Fig. 6.31e. The FCM, RM, and ZFMC curves after UV light
irradiation for 5 h at 70 K are shown in Fig. 6.31d. Indeed, the photo-induced change
in the ferromagnetic property shows the same tendency as in the case of UV light
irradiation for 2 h at 300 K. Therefore, It is concluded that the destabilization of
LTP and the stabilization of HTP by the photo-isomerization of intercalated SP-Me+

below 70 K induces the CTPT in the [FeIIFeIII(dto)3] layer.
Moreover, in order to prove the disappearance of LTP by UV light irradiation,

we measured the 57Fe Mössbauer spectra of (SP-Me)[FeIIFeIII(dto)3] at 6 K before
and after the UV light irradiation (350 nm with 40 mW cm−2) for 3 h at 300 K,
which is shown in Fig. 6.32 [7(b)]. As shown in Fig. 6.32a, the 57Fe Mössbauer
spectra at 6 K before UV light irradiation shows two kinds of magnetically ordered
states. The sextet with a large hyperfine field from −8 to +8 mm s−1 is typical of the
magnetically ordered spectrum of FeIII(t32ge

2
g, S = 5/2) and the narrow quadrupole

doublet at around 0.3 mm s−1 is assigned to the diamagnetic FeII(t62g, S = 0), which
indicates the magnetically ordered LTP. The magnetic sextets of FeII(t42ge

2
g, S = 2)

and FeIII(t52g, S = 1/2) corresponding to the HTP are also observed. However, as
shown in Fig. 6.32b, after the UV light irradiation for 3 h at 300 K, the 57Fe Möss-
bauer spectra corresponding to the LTP vanishes entirely at 6 K. In this way, the
remarkable change of 57Fe Mössbauer spectra derived from the UV light irradiation
proves that the photo-isomerization of SP-Me+ in (SP-Me)[FeIIFeIII(dto)3] induces
the transformation from the phase (A) to the phase (B).

The photo-isomerization induced CTPT for (SP-Me)[FeIIFeIII(dto)3] is illustrated
in Fig. 6.33. This new type of synergetic phenomenon coupled with spin, charge and
photon is triggered by the photo-isomerization of intercalated spiropyran from the
CF to the OF, which seems to have a significant similarity with the first event for
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Fig. 6.32 57Fe Mössbauer spectra of (SP-Me)[FeIIFeIII(dto)3] at 6 K before and after UV light
irradiation (350 nm with 40 mW cm−2) for 3 h at 300 K. Reprinted from [7(b)], Copyright 2009,
with permission from Elsevier

the perception of light in rhodopsin where the photo-isomerization of 11-cis-retinal
to the all-trans-retinal induces a conformational change in opsin and activates the
associated G protein and triggers a second messenger cascade [51].

6.4 Single-Molecule Magnets and Single-Chain Magnets

6.4.1 Single-Molecule Magnets of Transition-Metal Clusters

Mössbauer spectroscopy have been applied to various kinds of molecular magnets
as well as classical inorganic bulk magnets. Molecular magnets include not only
classical magnets showing a long-range magnetic order but also quantum molec-
ular magnets such as SMMs and SCMs the latter of which resemble superparamag-
netic compounds in magnetism. These molecular nanomagnets have a possibility for
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Fig. 6.33 Schematic representation of the synergetic CTPT induced by the photo-isomerization
of spiropyran in (SP-Me)[FeIIFeIII(dto)3]. White and black colored circles represent the FeII and
FeIII sites, respectively. Reprinted with permission from [7(a)]. Copyright 2009American Chemical
Society

ultra-high density memory, spintronics, and quantum computing devices. However,
thermal and quantum relaxation processes limit them to afford such an application.
Therefore, it is much important to elucidate slow relaxation dynamics of magne-
tization in quantum magnets. Varied measurements with individual time windows
(Fig. 6.21) have been applied to SMMs and SCMs in order to reveal such spin
dynamics. Especially, Mössbauer spectroscopy is a powerful tool to investigate spin
dynamics for target atoms even in the condition of zero field as well as applied dc
magnetic fields.

The dodecanuclear mixed-valence manganese cluster,
[Mn12O12(AcO)16(H2O)4]·2AcOH·4H2O (AcOH = acetic acid) abbreviated as
[Mn12]ac (Fig. 6.34), is well known as the first SMM reported in 1993 [52], while
the synthesis of [Mn12]ac had already been described in 1980 [53]. In the precedent
papers, slowmagnetization relaxation like superparamagnetic bahavior was revealed
in ac susceptibility measurements [54, 55], accompanied by that the nature of the
ground spin state is shown to be Stotal = 10 by high-field electron paramagnetic
resonance [54]. The relaxation time (τ ) of magnetization was found to follow the
Arrhenius law:

(ω =)
1

τ
= 1

τ0
exp

(
− 	

kBT

)
, (6.6)
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Fig. 6.34 Molecular
structure of
[Mn12O12(AcO)16(H2O)4]
([Mn12]ac)

where ω is the relaxation rate at the temperature of T, 1/τ 0 is the pre-exponential
factor, 	 is the effective activation energy, and kB is the Boltzmann constant. This
temperature dependence is the characteristics of the thermally-activated relaxation
process by Orbach mechanism. The	 is corresponding to |D|S2

z for an integer spin or
|D|(S2

z − 1/4) for a half integer spin, where D represents the axial zero-field splitting
parameter. For [Mn12]ac, the Arrhenius parameters were estimated as τ 0 = 2.1 ×
10−7 s and 	/kB = 61 K [52], where the blocking temperature (TB) was estimated
as about 3 K for τ ~ 102 s. Actually, magnetic hysteresis in MH curves was found
below 4K. Subsequently, some succeeding reports demonstrated clearmagnetization
steps (Fig. 6.35) in the hysteresis loops [56–58]. They are the first observations of
quantum tunnelling ofmagnetization (QTM).A step occurs at every 0.44–0.46T in an
equally -spaced manner. The QTM originates in the level crossing between negative
and positive mS states as shown in Fig. 6.36. For example, at zero field the pair of +
mS and−mS levels degenerates, affording a fast relaxation of magnetization because
of the QTM. By applying external magnetic field, a non-zero field mismatching the
energies of the+mS and−mS levels breaks down the tunnel relaxation. Some applied
fields again lead to the degeneration of the energy levels when the mS = +S level
corresponds to the mS = −S + n level (n is an integer), resulting in a fast relaxation.
The interval field of the magnetization steps approximates the value of −nD/gμB,
giving the D value of ~0.60 K for [Mn12]ac. From the Arrhenius analysis, the D value
is given as 0.61 K using 	 = |D|S2

total (Stotal = 10), indicating an excellent agreement
of those estimated values.

The [Mn12]ac has diversified into various derivatives, and wide variety of spec-
troscopic measurements have been performed to probe their SMM characteristics
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Fig. 6.35 Magnetization versus magnetic field (MH) curves at 1.77, 2.10, and 2.64 K for a single
crystal (volume: 0.066 ± 0.008 mm3) of [Mn12]ac. The magnetic field was applied along the
magnetization axis, which aligns with the longest crystal dimension. Reprinted by permission from
Springer Nature: [58], Copyright 1996

Fig. 6.36 aMagnetic hysteresis curve and b–d double-well potentials with energy levels for a spin
state of S for a single-molecule magnet having easy-axis magnetic anisotropy (D < 0). The levels
of positive mS states are localized in the right well and the negative ones in the left well. Applied
dc fields (H) are b zero, c 0 < H < −D/gμB, and d −D/gμB. The QTM occurs when energy levels
between the two wells come to the same level
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such as ground and excited spin states, magnetic anisotropy, and QTM. No Möss-
bauer study has been reported for [Mn12]ac because of less applicability for Mn
atoms. A one-electron reduced analog, [Fe(C5H5)2][Mn12O12(O2CC6F5)16(H2O)4]
(Fe(C5H5)2 = ferrocenium cation), was reported by Kuroda et al. [59] to determine
the relaxation of magnetization derived from the magnetic field of the [Mn12]− core
via 57FeMössbuaer spectra of the ferrocenium site. The complex showed the effective
energy barrier (Ueff) of magnetization reversal estimated as 50 K. In 57Fe Mössbauer
spectra (Fig. 6.37) below 13.5 K, a broad magnetic hyperfine splitting was found,
which is a proof of slow paramagnetic relaxation originating in the SMM behavior
of the [Mn12]− unit.

The [Fe4] [60, 61] and [Fe8] [60, 62, 63] coordination clusters are represen-
tative SMMs, the chemical formulae of which represent as [Fe4(OCH3)6(dpm)6]
(Hdpm= dipivaloylmethane) and [Fe8O2(OH)12(tacn)6]Br8 (Fig. 6.38; tacn= 1,4,7-

Fig. 6.37 Temperature-varied 57Fe Mössbauer spectra of 11% 57Fe-enriched
[Fe(C5H5)2][Mn12O12(O2CC6F5)16(H2O)4] sample [59]. Reprinted with permission from
[59]. Copyright 2001 American Chemical Society
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Fig. 6.38 Molecular structure of [Fe8O2(OH)12(tacn)6]Br8. The arrows represent the spin structure

triazacyclononane), respectively. These typical SMMs have been examined bymeans
of 57Fe Mössbauer spectroscopy, which were well summarized in a preceding book
[64].

The [Fe8] complex consists of eight FeIII ions to form the ground Stotal = 10
state [65] and shows SMM behavior with frequency dependence of ac magnetic
susceptibilities giving τ 0 = 1.9× 10−7 s and	/kB = 22.2K [63]. The relaxation time
of magnetization was first investigated by means of 57Fe Mössbauer spectroscopy
for a SMM. As shown in Fig. 6.39a, a clear magnetic sextet superimposed three
six-line patterns was observed in the 57Fe Mössbauer spectrum at 2 K also under the
absence of an external field. On heating, the splitting collapses gradually and results
in partially-resolved quadrupole doublets at 300 K. A simplified line shape model
was applied to the Mössbauer spectra in order to compare the estimated relaxation
time with the values deduced from the ac magnetic measurements. The τ values
were reasonably evaluated as they are compatible with the Arrhenius law in the ln(τ )
versus T−1 plot of ac measurements.
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Fig. 6.39 57Fe Mossbauer
spectra of [Fe8] a at 2 K in
an applied field of 0.22 T and
b at 300 K in zero field. The
rake-like bar graphs
represent three sextet
patterns attributable to the
three iron sites. Reprinted
with permission from [63].
Copyright 1987 EDP
Sciences

Very recently, the development of synchrotron techniques enables us to employ
57Fe Mössbauer spectroscopy of a monolayer SMM grafted on a gold substrate. This
technique was first applied to a monolayered sample containing a 57Fe-enriched
[Fe4] moiety [66], revealing slow magnetization relaxation of the iron cluster at
zero magnetic field. In the monolayer, individual FeIII sites lay in different chem-
ical environments due to structural deformations induced by the interaction with
the substrate, although such a modification tenuously affected SMM behavior. The
zero-field splitting parameter, D, was estimated as |D| = −0.49(6) K by fitting 57Fe
Mössbauer spectrum at the lowest temperature of 2.2 K, which is reduced compared
to the typical values of ~−0.6 K for the [Fe4] family.

6.4.2 Linear Two-Coordinate FeII and FeI Complexes

Linear two-coordinate FeII complexes have been recently developed in the viewpoint
of remarkably slowmagnetization relaxation to afford SMMs due to a largemagnetic
anisotropy. In particular, a species of SMM originated in magnetic anisotropy of
a single metal ion are called single-ion magnets (SIMs). A representative two-
coordinate FeII compound, [Fe(C(SiMe3)3)2], has impressed with a huge internal
hyperfine field of 152 T in 57Fe Mössbauer spectra at 4.2 K on both chemists and
physicists [66]. Such a giant magnetic anisotropy is attributable to the unquenched
orbital angular momentum corresponding to the degenerate dxy −dx2−y2 orbital pair.
The [Fe(C(SiMe3)3)2] compound possesses the strictly linear C–FeII–C geometry in
the crystal [67, 68], being free from the Renner–Teller effect leading to a reduction
of the orbital contribution due to a break of the local D∞h symmetry.
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The 57Fe Mossbauer spectrum at room temperature shows an asymmetric doublet
with much broadening in order to a magnetic relaxation, where the IS of ~0.4 mm/s
and the QS of 1.3 mm/s. The temperature-independent characteristics of quadrupole
splitting is observed, indicating a large separation between the ground orbital states
and the excited ones. Below about 50 K, the broad doublet becomes a well-resolved
sextet, and then ends up with the sharp spectrum having overall hyperfine splitting
of 48.8 mm s−1 at 4.2 K. The result indicates slower magnetization relaxation than
the Mössbuaer time scale (τ ~ 10−8 s). Magnetic hyperfine field, Hn, is estimated as
152 T. According to Hn = HF + HD + HL, where HF is the Fermi contact roughly
determined by −12.7 × (2S) T [69] and HD is the dipolar contribution, the value of
the orbital contribution term, HL, is estimated as 203 T when HD is assumed to be
zero.

In the precedent paper [70], saturation magnetization of this compound was
reported to reach ~32,500 cm3 Oe mol−1 (or 5.82 μB) at 1.85 K (for field-oriented
sample), which is larger than the spin-only value (4μB) thatwould be expected for the
FeII ionwith S = 2. After this preliminary study, the details of dynamicmagnetization
in the SIM compound have been examined by means of ac and dc magnetic property
measurements and ab initio calculations [71], followed by the analysis of 57FeMöss-
bauer relaxation spectra [72]. Low-temperature saturation magnetization for a fixed
sample of [Fe(C(SiMe3)3)2] is of Msat = 3.24 μB. This value is lower than the spin-
only value of the HS FeII ion because of random orientation of strong anisotropic
species. Actually, theχMT value at room temperature is 4.79 cm3 Kmol−1 (the effec-
tive magnetic moment: μeff = 6.19 μB), indicating strong anisotropy with a large g
value of 2.53. At zero applied dc field, [Fe(C(SiMe3)3)2] shows no slow relaxation of
magnetization in ac magnetic susceptibility, indicating no SIM behavior. However,
such a relaxation can be detectable by means of 57Fe Mössbauer spectroscopy as
shown in Fig. 6.40, and analysed using a relaxation model formalized by Dattagupta
and Blume [73]. Relaxation time constant (τ ) ranges from 2.5 × 10−7 to 1.2 ×
10−10 s within the measuring temperature range of 5–295 K. From the analysis of
Arrhenius plots, the physical parameters on quantum tunnelling and Orbach relax-
ation processes were extracted as τ−1

QTM = 4.2(3) × 106 s−1 and Ueff = 178(9) and
553(68) cm−1, respectively. Two obtained Ueff values correspond to the energy split-
ting from the ground MJ = ±4 to the first excited MJ = ±3 or the second excited
MJ = ±2 doublets among the Stark sublevels of 5D4. It should be mentioned that
ac susceptibility measurements (τ < ~104 s) cannot detect the magnetic relaxation
for this system due to the fast QTM process (τQTM = 2.4 × 10−6 s) at the level
crossing between the ground MJ = ±4 states under zero field. Applying a small dc
field induced suppression of the level crossing between the MJ doublets, and thus
magnetization dynamics was observable as a nonzero signal in the out-of-phase ac
susceptibility (χM

′′). For Cole–Cole plots, the relaxation dynamics can be evalu-
ated by using a generalized Debye model [74, 75]. Their results reveal clearly the
field-induced SIM nature of [Fe(C(SiMe3)3)2].

Following the pioneering compound, some of ca. 30 linear two-coordinate
FeII complexes [76] have currently been investigated from the viewpoint of SIM
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Fig. 6.40 Temperature-varied 57Fe Mössbauer spectra of [Fe(C(SiMe3)3)2] at zero dc magnetic
field. Solid lines are the best fit profiles of a relaxation model. Reprinted with permission from [72].
Copyright 2013 American Chemical Society

behavior [71, 77, 78] as well as magnetization dynamics by using Mössbauer
spectroscopy [78–81]. The development of linear two-coordinate metal complexes
frequently needs the introduction of bulky ligands. A fused-ring 1,1,3,3,5,5,7,7-octa-
R-substituted s-hydrindacene skeleton (Rind) is useful as a sterically-hindered ligand
to isolate stably low-coordinated complexes [82]. Linear two-coordinate iron(II)
complexes with various Rinds have been developed and investigated for an extremely
large internal hyperfine field in the Mössbauer spectrum [78]. Owing to bulkiness
of ligands, the crystal structure of Fe(Eind)2 (Fig. 6.41; Eind denotes Rind of R
= ethyl) adopts a highly linear two-coordination geometry with the C–Fe–C bond
angles of 174.24(15)–177.73(13)°. The effective magnetic moment of 5.82 μB at
300 K exceeds the spin-only value of 4.90μB estimated for a HS (S = 2) FeII species,
indicating virtually unquenched orbital angular momentum on the 3d electrons of
FeII.

Such a large contribution of angular momentum leads to slow magnetization
reversal, which is detectable by means of ac magnetic measurements (about 10–
1000 Hz) as well as 57Fe Mössbauer spectroscopy. Without a dc magnetic field,
no frequency dependence was observed in the ac magnetic susceptibilities, which
is consistent with a broad signal derived from paramagnetic relaxation in the 57Fe
Mössbauer spectrumat 4.2K. ThisMössbauer result indicates that the relaxation time
approaches the time scale of 10−9 s. The rapid relaxation is due to QTM. An applied
dc field of 0.1 T suppressed the quantum tunnelling effectively, and consequently
the spectrum split into a remarkably wide sextet with an internal hyperfine field of
Hn = 140.3 T. The Hn value reached up to 143.1 T at an applied field of 3.0 T.
The IS is 0.368(9) mm s−1 and QS −1.706(13) mm s−1. The QS value is rather
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Fig. 6.41 (left) Crystal structure of Fe(Eind)2 with 50% probability ellipsoids. Hydrogen atoms
are omitted for clarity. (right) Arrhenius plot showing the temperature dependence of the relaxation
time (τ ). The solid line represents a data fit to the Arrhenius law. Reprinted with permission from
[78]. Copyright 2016 the Chemical Society of Japan

negative, reflecting a larger electric field gradient at the iron(II) ion compared with
that of [Fe(C(SiMe3)3)2] showing QS = −1.08(1) to −1.27 mm s−1. As with 57Fe
Mössbauer results, slow relaxation was observed in the χM

′′ versus frequency plots
below 12 K in the ac frequency range of 5–1512 Hz with the applied dc field of
1200 Oe. The analysis of Arrhenius plots (Fig. 6.41) gave Ueff = 51.2(7) cm−1. At
lower temperatures (T < 10 K), a dominant relaxation process gradually changed
from thermally-activated Orbach mechanism to direct and/or Raman ones before
quantum tunnelling regime in the temperature range less than 3 K.

Very recently, the first two-coordinate FeI complex, [FeI(C(SiMe3)3)2]−, was
developed via the chemical reduction of [FeII(C(SiMe3)3)2]0 using KC8, and its
excellent SIM behavior was reported [83]. This complex has a highly anisotropic
S = 3/2 spin state that is regarded as a Kramers ion with the ground MJ = ±7/2
doublets. Single-crystalX-raydiffraction analysis revealed the almost perfectly linear
structure with the C–Fe–C angle of 179.2(2)° [83]. Extremely slow magnetization
relaxation to behave as SIM was observed in the absence of an applied dc field,
resulting in a large magnetic hysteresis loop due to magnetic blocking below 4.5 K.
The effective activation barrier of spin reversal is estimated as Ueff = 226(4) cm−1

from ac susceptibility measurements, which is consistent with the value of Ueff =
246(3) cm−1 evaluated by the analyses of 57Fe Mössbauer relaxation spectra [72].

6.4.3 Single-Chain Magnets: Unique Chain Magnet
with Easy-Plane Anisotropy

Although pure one-dimensional (1D) spin systems never show magnetic phase tran-
sition based on any long-range ordering at a finite temperature, they can afford
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to behave like a magnet below a blocking temperature in the case of the pres-
ence of strong uniaxial magnetic anisotropy. Such compounds are categorized as
SCMs, where slow relaxation dynamics of magnetization follows the Arrhenius law
[Eq. (6.6)]. Dynamics of spin reversal for Ising chain systems is formulated by
Glauber [84], whose model manages to explain quantitatively experimental results
for some tangible SCMs. There are currently some practical reviews for SCMs [85,
86], interpreting anisotropic Heisenbergmodel applicable to the real materials, based
on Glauber dynamics of 1D Ising chain. The spin system can be described by the
following Hamiltonian:

H = −2J
L∑

i=1

Si · Si+1 + D
L∑

i=1

S2
i − gμBH

L∑

i=1

S2
i , (6.7)

where J is the exchange coupling constant between adjacent spins and L the effective
chain length. In the case of |D/J| > 4/3 (Ising limit), the spin system can be considered
to be pseudo-Ising chain as shown in Fig. 6.42.At finite temperatures, the thin domain
walls are created with the energy barrier 2	ξ = 8|J|S2 if the system is regarded as
the infinite chain with the small domain size (2ξ) compared to L (that is 2ξ < L,
Fig. 6.42a). Additionally, each spin has an anisotropic energy of 	A = |D|S2, and
therefore the relaxation time can be described as follows,

τ1 = τ0 exp

(
2	ξ + 	A

kBT

)
= τ0 exp

(
(8J + |D|)S2

kBT

)
. (6.8)

On cooling, ξ increases exponentially and gets comparable to L, which results
in the occurrence of the finite size effect (Fig. 6.42b). In such a case, the formation

Fig. 6.42 Schematic represents for spin reversal in a infinite and b finite Ising chain systems. The
parameters of 	ξ and ξ denote the energy barrier of spin reversal and the correlation length (2ξ:
the width of domain), respectively
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energy of the domain is 	ξ = 4|J|S2 due to the creation of the domain wall in only
one side. Thus, the thermal activation energy can be estimated as (4J + |D|)S2, and
the dynamics of magnetization reversal obeys Eq. (6.9).

τ2 = τ0 exp

(
	ξ + 	A

kBT

)
= τ0 exp

(
(4J + |D|)S2

kBT

)
(6.9)

In 2001, a slow relaxation of magnetization like SMMs was observed in 1D spin
systems. The first SCM is the metal-radical compound [Co(hfac)2(NITPhOMe)]
(Hhfac = hexafluoroacetylacetone, NITPhOMe = p-methoxyphenyl nitronyl
nitroxide) [87]. This compound consists of the effective S = 1/2 spin of Co2+ (gCo

= 7.4) and the S = 1/2 spin of radical (gR = 2) connected via an antiferromag-
netic coupling (2J/kB = −220 K for −2J�SCo·SR). The ac measurements revealed
frequency dependences of χM

′ and χM
′′ below 17 K, indicating apparently a slow

relaxation of magnetization. The relaxation time was perfectly accordance with the
Arrhenius law, and the analysis gave the parameters of τ 0 = 3.0(2) × 10−11 s and
	/kB = 154(2) K.

Almost coincidentally, a heterometallic chain [Mn2(saltmen)2Ni(pao)2(py)2]
(ClO4)2 (H2saltmen = N,N ′-bis(salicylidene)tetramethylethylenediamine, Hpao
= pyridine-2-aldoxime) was developed in 2002 [87], which is comprised of
ferromagnetically-coupled ST = 3 spin units to form an Ising-like chain. Varied
magnetic analyses were performed to scrutinize Glauber dynamics for the compound
[88, 89]. Below 6.5 K, the frequency dependence of χM

′ and χM
′′ were clearly

observed, and a semicircle in the Cole–Cole plot indicates a practical single relax-
ation process according to the Debye model. From a detailed Arrhenius plot, such a
thermally-activated relaxation process switched in the vicinity of ~2.7 K (Fig. 6.43).
The Arrhenius parameters of two relaxation manners were given as τ 0 = 5.5(1)
× 10−11 s, 	1/kB = 72(1) K in a high-temperature region and τ 0 ~10−8 s, 	2/kB
~55K in a low-temperature one. The former is considered as the infinite chain regime
according to Eq. (6.8), and the latter seems to obey Eq. (6.9) due to the finite size
effect. The exchange coupling between the spin units was estimated as J/kB = 0.77 K
by means of dc magnetic measurements, while the anisotropy parameter of each unit
wasD/kB = −2.5 K. The	1 and	2 are excellent consistent with the expected values
of (8J + |D|)S2

T (= 78 K) and (4J + |D|)S2
T (= 50 K), respectively.

Amongvarious SCMsdeveloped, there are fewexamples onMössbauer relaxation
study compared with an overwhelming number of ac susceptibility measurements.
An alternating FeII–FeIII chain compound, catena-[FeII(ClO4)2{FeIII(bpca)2}]ClO4

(Hbpca = bis(2-pyridylcarbonyl)amine) as shown in Fig. 6.44, is one of represen-
tative SCMs, where 57Fe Mössbauer and μSR spectroscopic measurements were
performed to investigate the spin relaxation based on Glauber dynamics in the
chain structure [90, 91]. The material can be described as a unique 1D Ising
system composed of metal ions in the nature of easy-plane magnetic anisotropy
(D > 0). In general, SMMs and SCMs prefer consisting of an easy-axis anisotropic
(D < 0) metal ions in order to overcome a thermal relaxation of magnetization.
However, the overall easy-axis anisotropy of the molecule can stem from the
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Fig. 6.43 Arrhenius plot of the relaxation time τ (logarithmic scale) versus 1/T. Inset graph is
time-dependent magnetization relaxation at 3 K. Solid lines represent the best fits using the model
for Glauber dynamics. Schematic view indicates the spin model consisting of S = 3 units connected
by an inter-unit ferromagnetic coupling of J ′. Reprinted figurewith permission from [89]. Copyright
2004 by the American Physical Society

Fig. 6.44 Crystal structure of the catena-[FeII(ClO4)2{FeIII(bpca)2}]ClO4 (Hbpca = bis(2-
pyridylcarbonyl)amine) and the spin alignment of FeII (S = 2)–FeIII (S = 1/2) in the chain. Reprinted
with permission from [90]. Copyright 2005 American Chemical Society
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orthogonal arrangement of each metal ion with easy-plane anisotropy. In catena-
[FeII(ClO4)2{FeIII(bpca)2}]ClO4, the HS FeII ions have a octahedral coordination
geometry with the axial bonds elongated. This situation can provides an easy-plane
anisotropy (XY spin) in the equatorial plane. The XY spin of each FeII site is coupled
antiferromagnetically with FeIII (S = 1/2) spins in an alternately-twisted array of the
easy-plane, which affords a net easy-axis anisotropy along the chain direction. This
compound showed a slow magnetization relaxation in ac susceptibility, and activa-
tion energy Ueff/kB of 27 K was estimated from the Arrhenius plot [90]. The Ueff

value is smaller than the (8J + |D|)S2 expected for pure Glauber dynamics theory,
suggesting that the transverse magnetization of the FeII spins in the easy plane is
responsible for the magnetic relaxation.

A short-range ordering was observed in 57Fe Mössbauer spectroscopy as well as
μSR spectroscopy [91]. The μSR technique is one of the methods to approach a
ground magnetic state at zero field (ZF). The depolarization of spin-polarized muons
was observed in ZF-μSR time spectra at 20 K, which are reproducible by using
two Gaussian-type relaxations. On cooling down to 6 K, a gradual loss of the initial
asymmetrywas found,whichwas simultaneously followedby the enhancement of the
relaxation rate for the fast depolarizing component. Below 6K, the initial asymmetry
became almost constant, and the relaxation rate declined rapidly after the divergence
around 6 K. This behavior indicates a critical slowing down of magnetic fluctuation.
No oscillation signal was observed in the decay spectra even at 0.3 K, indicating that
the muon is located in a randomly distributed magnetic field.

The 57Fe Mössbauer spectroscopy also accepts a short-range ordering nature of
magnetic moment on the SCM compound (Fig. 6.45). Above 20 K, two doublets are

Fig. 6.45 Temperature-varied 57FeMössbauer spectra of catena-[FeII(ClO4)2{FeIII(bpca)2}]ClO4
a at 298 and 20 K, b at 7 and 3.7 K. Reprinted with permission from [90]. Copyright 2005 American
Chemical Society
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observed, which are assignable as the HS FeII and LS FeIII species. These param-
agnetic signals turn into broadening before splitting into two magnetic sextet with
a partially residual paramagnetic components below 7 K. The hyperfine fields were
estimated at 19.2 T for FeII and 33.5 T for FeIII.

6.5 Conclusion

In this chapter, we have focused on the molecular magnetism and its related light-
induced phase transitions from the viewpoint of Mössbauer spectroscopy. In the
Sect. 6.2, we have described mainly the dynamic spin equilibrium phenomena for
[MIIFeIII(mto)3] (M= Zn,Mn) complexes. In the case of (C6H5)4P[MnIIFeIII(mto)3]
consisting of FeIIIO3S3 and MnIIO6 octahedra, there exists a rapid spin equilib-
rium (τ < 10−7 s) between the HS and LS states at the FeIIIO3S3 site, which
induces the fluctuation of internal magnetic field on the MnII site. Owing to
the fluctuation of internal magnetic field caused by the rapid spin equilibrium,
(C6H5)4P[MnIIFeIII(mto)3] undergoes the successive magnetic phase transitions at
30 and 23 K. In the Sect. 6.3, we have described the CTPT and the ferromagnetism of
(n-CnH2n+1)4N[FeIIFeIII(dto)3]. At the CTPT, the electrons of Avogadro’s constant
transfer between the FeII and FeIII sites, and the Fe valence state is dynamically
fluctuated with a frequency of about 0.1 MHz, which was confirmed by means of
μSR. In order to control the ferromagnetism and the CTPT by means of photo-
irradiation,we have synthesized a photo-responsive organic-inorganic hybrid system,
(SP-Me)[FeIIFeIII(dto)3], and discovered that the photo-isomerization of intercalated
SP-Me by UV light irradiation induces the CTPT and the enhancement of the Curie
temperature from 7 to 22 K. In the Sect. 6.4, we have described the spin dynamics
of various kinds of molecular magnets such as SMMs with transition-metal clusters,
SIMs with linear coordination, and SCMs with easy-plane anisotropy.
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30. A. Ito, M. Suenaga, K. Ôno, J. Chem. Phys. 48, 3597 (1968)
31. K. Maer Jr., M.L. Beasley, R.L. Collins, W.O. Milligan, J. Am. Chem. Soc. 90, 3201 (1968)
32. O. Sato, T. Iyoda, A. Fujishima, K. Hashimoto, Science 272, 704 (1996)
33. O. Sato, Y. Einaga, T. Iyoda, A. Fujishima, K. Hashimoto, J. Electrochem. Soc. 144, L11 (1967)
34. O. Sato, J. Tao, Y.-Z. Zhang, Angew. Chem. Int. Ed. 46, 2152 (2007), and related references

therein
35. O. Sato, Y. Einaga, T. Iyoda, A. Fujishima, K. Hashimoto, J. Phys. Chem. B 101, 3903 (1997)
36. (a) N. Shimamoto, S. Ohkoshi, O. Sato, K. Hashimoto, Inorg. Chem. 41, 678 (2002). (b) V.

Escax, A. Bleuzen, C. Cartier dit Moulin, F. Villain, A. Goujon, F. Varret, M. Verdaguer, J. Am.
Chem. Soc. 123, 12536 (2001). (c) A. Carolina, G.H. Matthew, P. Andrey, S. Codi, S. Darryl,
R.D. Kim, J. Am. Chem. Soc. 132, 13123 (2010). (d) H. Tokoro, S. Ohkoshi, T. Matsuda,
K. Hashimoto, Inorg. Chem. 43, 5231 (2004). (e) A. Bleuzen, V. Marvaud, C. Mathoniere, B.
Sieklucka,M.Verdaguer, Inorg. Chem. 48, 3453 (2009). (f) S.Ohkoshi, Y.Hamada, T.Matsuda,
Y. Tsunobuchi, H. Tokoro, Chem. Mater. 20, 3048 (2008). (g) R. Podgajny, S. Chorazy, W.
Nitek, M. Rams, A.M.Majcher, B. Marszalek, J. Zukrowski, C. Kapusta, B. Sieklucka, Angew.
Chem., Int. Ed. 52, 896 (2013), and related references therein

37. O. Sato, Y. Einaga, A. Fujishima, K. Hashimoto, Inorg. Chem. 38, 4405 (1999)
38. Y. Ono, Doctoral Thesis, (The University of Tokyo, 2005)
39. S. Iijima, T. Katsura, H. Tamaki, M. Mitsumi, N. Matsumoto, H. Ôkawa, Mol. Cryst. Liq.

Cryst. 233, 263 (1993)
40. S. Iijima, F.Mizutani,M.Mitsumi, N.Matsumoto, H. Ôkawa, Inorg. Chim.Acta 253, 47 (1996)
41. T. Birchall, K.M. Tun, Inorg. Chem. 15, 376 (1976)
42. B.J. Evans, R.G. Johnson, F.E. Senftle, C.B. Cecil, F. Dulong, Geochim. Cosmochim. Acta 46,

761 (1982)
43. T. Nakamoto, Y. Miyazaki, M. Itoi, Y. Ono, N. Kojima, M. Sorai, Angew. Chem., Int. Ed. 40,

4716 (2001)
44. M. Enomoto, M. Itoi, Y. Ono, M. Okubo, N. Kojima, Synth. Metals 137, 1231 (2003)
45. Y. Kobayashi, M. Itoi, N. Kojima, K. Asai, J. Phys. Soc. Jpn. 71, 3016 (2002)
46. K. Nagamine, Introductory Muon Science (Cambridge University Press, 2003)
47. R.S. Hayano, Y.J. Uemura, J. Imazato, N. Nishida, T. Yamazaki, R. Kubo, Phys. Rev. B 20,

850 (1979)
48. R. Kadono, T. Matsuzaki, T. Yamazaki, S.R. Kreitzman, J.H. Brewer, Phys. Rev. B 42, 6515

(1990)
49. C.P. Slichter, Principles of magnetic resonance (Harper International, New York, 1965)
50. N. Kojima, N. Kida, A. Okazawa, M. Enomoto, Mössbauer Eff. Ref. Data J. 35, 154 (2012)
51. H. Nakamichi, T. Okada,Angew. Chem., Int. Ed. 45, 4270 (2006), and related references therein
52. R. Sessoli, D. Gatteschi, A. Caneschi, M.A. Novak, Nature 365, 141 (1993)
53. T. Lis, Acta Crystallogr. B 36, 2042 (1980)



316 N. Kojima and A. Okazawa

54. A. Caneschi, D. Gatteschi, R. Sessoli, A.L. Barra, L.C. Brunel, M. Guillot, J. Am. Chem. Soc.
113, 5873 (1991)

55. R. Sessoli, H.L. Tsai, A.R. Schake, S.Wang, J.B. Vincent, K. Folting, D.Gatteschi, G. Christou,
D.N. Hendrickson, J. Am. Chem. Soc. 115, 1804 (1993)

56. J.R. Friedman, M.P. Sarachik, J. Tejada, J. Maciejewski, R. Ziolo, J. Appl. Phys. 79, 6031
(1996)

57. J.R. Friedman, M.P. Sarachik, J. Tejada, R. Ziolo, Phys. Rev. Lett. 76, 3830 (1996)
58. L. Thomas, F. Lionti, R. Ballou, D. Gatteschi, R. Sessoli, B. Barbara, Nature 383, 145 (1996)
59. T. Kuroda-Sowa, M. Lam, A.L. Rheingold, C. Frommen, W.M. Reiff, M. Nakano, J. Yoo, A.L.

Maniero, L.-C. Brunel, G. Christou, D.N. Hendrickson, Inorg. Chem. 40, 6469 (2001)
60. D. Gatteschi, R. Sessoli, A. Cornia, Chem. Commun. 725 (2000)
61. A.L. Barra, A. Caneschi, A. Cornia, F. Fabrizi de Biani, D. Gatteschi, C. Sangregorio, R.

Sessoli, L. Sorace, J. Am. Chem. Soc. 121, 5302 (1999)
62. C. Sangregorio, T. Ohm, C. Paulsen, R. Sessoli, D. Gatteschi, Phys. Rev. Lett. 78, 4645 (1997)
63. A.L. Barra, P. Debrunner, D. Gatteschi, C.E. Schulz, R. Sessoli, Europhys. Lett. 35, 133 (1996)
64. L. Cianchi, G. Spina, Studies of spin fluctuations in single molecular magnets by using

Mössbauer spectroscopy, ed. by P. Carrette, A. Lascialfari, NMR-MRI, μSR and Mössbauer
Spectroscopies in Molecular Magnets (Springer-Velrag, Milano, 2007)

65. C. Delfs, D. Gatteschi, L. Pardi, R. Sessoli, K. Wieghardt, D. Hanke, Inorg. Chem. 32, 3099
(1993)

66. A. Cini, M. Mannini, F. Totti, M. Fittipaldi, G. Spina, A. Chumakov, R. Rüffer, A. Cornia, R.
Sessoli, Nat. Commun. 9, 480 (2018)

67. A.M. LaPointe, Inorg. Chim. Acta 345, 359 (2003)
68. T. Viefhaus, W. Schwarz, K. Hübler, K. Locke, J. Weidlein, Z. Anorg, Allg. Chem. 627, 715

(2001)
69. N.N. Greenwood, T.C. Gibb, Mössbuaer Spectroscopy (Chapman and Hall, London, 1971)
70. W.M. Reiff, A.M. LaPointe, E.H. Witten, J. Am. Chem. Soc. 126, 10206 (2004)
71. J.M. Zadrozny, M. Atanasov, A.M. Bryan, C.-Y. Lin, B.D. Rekken, P.P. Power, F. Neese, J.R.

Long, Chem. Sci. 4, 125 (2013)
72. J.M. Zadrozny, D.J. Xiao, J.R. Long, M. Atanasov, F. Neese, F. Grandjean, G.J. Long, Inorg.

Chem. 52, 13123 (2013)
73. S. Dattagupta, M. Blume, Phys. Rev. B 10, 4540 (1974)
74. K.S. Cole, R.H. Cole, J. Chem. Phys. 9, 341 (1941)
75. S.M.J. Aubin, Z. Sun, L. Pardi, J. Krzystek, K. Folting, L.-C. Brunel, A.L. Rheingold, G.

Christou, D.N. Hendrickson, Inorg. Chem. 38, 5329 (1999)
76. P.P. Power, Chem. Rev. 112, 3482 (2012)
77. N.F. Chilton, H. Lei, A.M. Bryan, F. Grandjean, G.J. Long, P.P. Power, Dalton Trans. 44, 11202

(2015)
78. S. Goda, M. Nikai, M. Ito, D. Hashizume, K. Tamao, A. Okazawa, N. Kojima, H. Fueno, K.

Tanaka, Y. Kobayashi, T. Matsuo, Chem. Lett. 45, 634 (2016)
79. A.M. Bryan, C.-Y. Lin, M. Sorai, Y. Miyazaki, H.M. Hoyt, A. Hablutzel, A. LaPointe, W.M.

Reiff, P.P. Power, C.E. Schulz, Inorg. Chem. 53, 12100 (2014)
80. W.M. Reiff, C.E. Schulz, M.-H. Whangbo, J.I. Seo, Y.S. Lee, G.R. Potratz, C.W. Spicer, G.S.

Girolami, J. Am. Chem. Soc. 131, 404 (2009)
81. W.A. Merrill, T.A. Stich, M. Brynda, G.J. Yeagle, J.C. Fettinger, R. De Hont, W.M. Reiff, C.E.

Schulz, R.D. Britt, P.P. Power, J. Am. Chem. Soc. 131, 12693 (2009)
82. T. Matsuo, K. Suzuki, T. Fukawa, B. Li, M. Ito, Y. Shoji, T. Otani, L. Li, M. Kobayashi, M.

Hachiya, Y. Tahara, D. Hashizume, T. Fukunaga, A. Fukazawa, Y. Li, H. Tsuji, K. Tamao, Bull.
Chem. Soc. Jpn 84, 1178 (2011)

83. J.M. Zadrozny, D.J. Xiao, M. Atanasov, G.J. Long, F. Grandjean, F. Neese, J.R. Long, Nat.
Chem. 5, 577 (2013)

84. R.J. Glauber, J. Math. Phys. 4, 294 (1963)
85. L. Bogani, A. Vindigni, R. Sessoli, D. Gatteschi, J. Mater. Chem. 18, 4750 (2008)
86. W.-X. Zhang, R. Ishikawa, B. Breedlove, M. Yamashita, RSC Adv. 3, 3772 (2013)



6 Molecular Magnetism of Metal Complexes and Light-Induced … 317

87. A. Caneschi, D. Gatteschi, N. Lalioti, C. Sangregorio, R. Sessoli, G. Venturi, A. Vindigni, A.
Rettori, M.G. Pini, M.A. Novak, Angew. Chem., Int. Ed. 40, 1760 (2001)

88. R. Clérac, H. Miyasaka, M. Yamashita, C. Coulon, J. Am. Chem. Soc. 124, 12837 (2002)
89. C. Coulon, R. Clérac, L. Lecren,W.Wernsdorfer, H.Miyasaka, Phys. Rev. B 69, 132408 (2004)
90. T. Kajiwara, M. Nakano, Y. Kaneko, S. Takaishi, T. Ito, M. Yamashita, A. Igashira-Kamiyama,

H. Nojiri, Y. Ono, N. Kojima, J. Am. Chem. Soc. 127, 10150 (2005)
91. T. Kajiwara, I. Watanabe, Y. Kaneko, S. Takaishi, M. Enomoto, N. Kojima, M. Yamashita, J.

Am. Chem. Soc. 129, 12360 (2007)



Chapter 7
Application of Mössbauer Spectroscopy
to Li-Ion and Na-Ion Batteries

Pierre-Emmanuel Lippens

Abstract Electrochemical energy storage is essential in everyday life and is crucial
for energy transition requiring sustainable energy sources and clean transportation.
Li-ion batteries are widely used due to their high energy density while other tech-
nologies are now emerging, as Na-ion batteries, to offer a variety of energy storage
systems. The electrode materials are one of the key components that should be
improved for better battery performance. This requires the investigation of the elec-
trochemical reactions that take place within the batteries. Mössbauer spectroscopy is
a powerful tool to probe the local environment at the atomic scale in electrode mate-
rials. This technique can be used for ex situ analyses or to follow in situ the electro-
chemical reactions. In this chapter, some general aspects of currently commercialized
Li-ion batteries are briefly described to introduce electrode materials, electrochem-
ical mechanisms and their characterizations. The basic concepts of the Mössbauer
effect and hyperfine interactions are presented to define the Mössbauer parameters
that provide information about structural, electronic and magnetic properties, with a
special attention to in situ measurements. Then, some selected examples of insertion,
alloying and conversion materials are considered to illustrate the application of 57Fe
and 119Sn Mössbauer spectroscopies to elucidate reaction mechanisms in Li-ion and
Na-ion batteries.

7.1 Introduction

In 2019, the Nobel Prize in Chemistry was awarded to John B. Goodenough, M.
Stanley Whittingham and Akira Yoshino for their contributions to the development
of Li-ion batteries. Li-ion batteries are now used in a wide range of applications
from small electronic devices to large storage systems for sustainable and renewable
energy sources, including electric transportation [1–4]. This technology has already
changed the life of many people worldwide and is certainly a key element for energy
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transition. The success of Li-ion batteries is mainly due to their high energy density,
arising from the low atomic mass of lithium and its high electropositivity that give
high electrode capacity and high cell voltage, respectively. But such lightweight,
rechargeable and powerful batteries are also the result of a long series of fundamental
research and technology advances [5].

The early use of lithium metal as negative electrode for lithium batteries encoun-
tered severe safety issues due to Li dendritic growth, leading to internal short-circuits
[6]. In a Li-ion battery, the negative electrode is usually made from an intercala-
tion material like graphite, while Li+ ions are provided by the positive electrode
mostly comprising a layered lithium transition metal oxide. The Li+ ions move
between the two electrodes through an electrolyte that usually consists of a lithium
salt and a liquid organic solvent, although solid electrolytes should be a promising
alternative to enhance safety and energy density [7–9].

Depending on their applications, Li-ion batteries should have high power and/or
high energy density, but in all cases they should be safe, with long calendar and
cycle life, environmentally friendly, and as cheap as possible. Everyone would
like to use small and light batteries that can be charged fast and do not explode!
The performance of conventional Li-ion batteries based on the “negative electrode-
liquid electrolyte-positive electrode” configuration depends on the properties of each
component and on their combination. It is a real challenge to improve significantly
such complex systems, which not only requires to optimize the electrode materials
and electrolyte, but also the interfaces, the design of electrodes and cells, the current
collectors, etc. [10–16]. Such a task needs a multidisciplinary approach combining
different fields of chemistry and physics, but above all, the application of different
techniques of characterization [17–23].

Mössbauer spectroscopy can be used in different ways to improve the perfor-
mance of Li-ion batteries [24–27]. The most obvious application concerns the char-
acterization of the structural and electronic properties of pristine electrode mate-
rials, following the methodologies developed in solid-state chemistry. The technique
provides a lot of information about the local environment of atoms through electric
and magnetic interactions. Mössbauer spectroscopy is also of high interest for the
characterization of poorly crystalline materials, amorphous phases and nanoparti-
cles since X-ray diffraction cannot be used due to the loss of long-range order. This
aspect is not only important for pristine electrode materials but also for the prod-
ucts of electrochemical reactions that can be, under certain experimental conditions,
studied ex situ, i.e. by extracting the electrode material out of the electrochemical
cell at a certain stage of lithiation or sodiation.

Most importantly, Mössbauer spectroscopy is a powerful technique to investigate
reaction mechanisms under operating conditions as shown, for example, in catalysis
[28]. By considering specific electrochemical cells that make γ-ray transmission
possible, the technique can be used for in situ or operando studies of electrochemical
reactions. Although these two terms are often used indistinctly in the literature, one
can consider that operando measurements refer to batteries in charge or discharge
operations while in situ characterizations concern all studies where batteries are not



7 Application of Mössbauer Spectroscopy to Li-Ion and Na-Ion … 321

disassembled. In situ Mössbauer spectroscopy is of high interest for the characteri-
zation of lithiated and sodiated materials that are often air and moisture sensitive, but
also and above all, this technique provides information about the reactions taking
place in electrochemical cells. It should be noted that such reactions depend on
the experimental conditions such as the current imposed to the cell in galvanostatic
regime. While a high current usually enhances kinetic effects, a low current should
be used to approach thermodynamic equilibrium. This means that the experimental
protocol used for in situ measurements should be carefully defined. Finally, it is
worth noting that in situ experiments are not always needed to investigate reaction
mechanisms as shown in Sect. 7.6.4.

There are some restrictions in the application ofMössbauer spectroscopy to Li-ion
and Na-ion batteries. The number of isotopes that can be used with a conventional in-
lab Mössbauer technique (vs. synchrotron radiation-based Mössbauer spectroscopy)
is limited. Fortunately, many positive and negative electrode materials contain iron
and tin atoms, respectively, that are the most studied elements by Mössbauer spec-
troscopy. Both 57Fe and 119Sn isotopes can be considered for room temperature
investigations of Li-ion or Na-ion batteries. Other isotopes have been used such as
121Sb [29] or 99Ru [30] but these studies mainly focused on the characterization
of pristine electrode materials or ex situ measurements due to the required specific
experimental conditions. For electrode materials that do not contain any Mössbauer
isotopes, doping with a Mössbauer probe was also used as reported for Sn doped
TiO2 [31] or Fe doped Li2Ti3O7 [32].

This chapter primarily deals with the application of Mössbauer spectroscopy to
investigate electrochemical mechanisms in Li-ion and Na-ion batteries. This means
that the characterization of pristine electrode materials is not really considered here
although it is an important task for the optimization of these materials. However, this
aspect is similar to the well-documented applications of Mössbauer spectroscopy
in materials science and the methodology is not different for electrode materials.
Since this book is addressed to a large audience, some aspects of Li-ion batteries and
Mössbauer spectroscopy are first introduced to give the basic knowledge and the key
parameters for elucidating the electrochemical mechanisms in batteries.

This chapter covers general and specific aspects of Li-ion batteries andMössbauer
spectroscopy. The main features of Li-ion batteries are given in Sect. 7.2, including
a presentation of the most commonly used electrode materials, the main types of
electrochemical reactions and some methods of characterization. Section 7.3 deals
with basic considerations on Mössbauer spectroscopy and is focused on electric and
magnetic hyperfine interactions that are at the origin of the Mössbauer parameters.
Some specific aspects of in situ Mössbauer measurements are also given. Finally, the
application of Mössbauer spectroscopy to the study of electrochemical reactions in
Li-ion and Na-ion batteries are illustrated by selected examples of insertion reactions
in Sect. 7.4, alloying reactions in Sect. 7.5 and conversion reactions in Sect. 7.6.
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7.2 Electrochemical Energy Storage

7.2.1 Li-Ion Batteries

A Li-ion battery is composed of one or several electrochemical cells that are
connected in parallel and/or in series to increase the current and/or the voltage,
respectively. For instance, the Li-ion battery pack of the Toyota Prius Plug-in hybrid
cars consists of 5 battery stacks, each containing 19 cells for a total energy of 8.8 kWh
and a voltage of 352 V. There are different types of commercialized electrochemical
cells, including cylindrical, prismatic, pouch and coin cells [33]. A typical Li-ion
electrochemical cell is formed by a positive electrode, a negative electrode, a sepa-
rator to avoid electrical contacts between the electrodes and an electrolyte for internal
ionic charge transfer. Each electrode consists of a metallic film, copper for the nega-
tive electrode and aluminum for the positive electrode, connected to an external cell
terminal and coated (single or double side) by a polymer film containing the elec-
trochemically active particles and electronic conductive additives. In cylindrical and
prismatic cells, the two electrodes and the separator are coiled, providing higher
surface areas and storage capacities (Fig. 7.1).

During the charge of a Li-ion cell, the energy provided by a power source
connected to the cell generates a current of electrons that flows from the positive
to the negative electrode in the external circuit. This produces a movement of Li+

ions through the electrolyte within the cell in the same direction (Fig. 7.2). Thus,
the first charge of the cell requires that the positive electrode material contains and
provides to the negative electrode the Li+ ions. During the discharge, the electrons
and Li+ ions move from the negative to the positive electrode in the external circuit
and in the cell, respectively.

The first lithium batteries were affected by serious problems due to the combined
use of pure lithiummetal as negative electrode and solvent-based organic electrolytes.
The reaction ofmetallic lithiumwith liquid electrolyte leads to the progressive growth
of Li dendrites at the surface of the negative electrode towards the positive electrode
at each charge-discharge cycle, ending with internal electrical short-circuits [6, 9].

Fig. 7.1 Schematic view of a cylindrical Li-ion cell and cross section images showing coiled
negative (anode) and positive (cathode) electrodes with separator. Copyright: ©ZEISS Microscopy
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Fig. 7.2 Schematic view of a Li-ion cell showing that Li+ ions and electronsmove from the positive
(cathode) to the negative (anode) electrode during the charge and back when discharging. The Li+

ions move in the cell through the electrolyte and the electrons in the external circuit. The separator
prevents electrical contacts between electrodes

To avoid lithium electrodeposition and resolve safety issues, metallic lithium was
replaced by an intercalationmaterial and combined with a positive electrodematerial
as a source of lithium. The first Li-ion batteries, commercialized by Sony in 1991,
were made up of carbon and LiCoO2 as negative and positive electrode materials,
respectively. Since then, many works have been devoted to electrode materials and
electrolytes to improve the performance of Li-ion batteries including energy density,
rate capability, lifespan and safety. The energy density of an electrochemical cell can
be enhanced by increasing the electrode capacity and the cell voltage. In order to
increase the cell voltage, much effort has been expended to increase the potential of
the positive electrode since the potential of the commonlyused carbonaceous negative
electrodes is close to that ofmetallic lithium and cannot be decreased further. For both
positive and negative electrode materials, the capacity, but also the rate capability
and the cycle life should be improved for better battery performance.

Most of the commercialized positive electrode materials are currently lithium
transitionmetal oxides and phosphates. Layered compounds LiMO2, whereM=Co,
Mn, Ni or mixtures thereof, are often used due to their high potential versus Li/Li+

and their high specific capacity. However, there are some issues with the stability of
layered compounds and the use of Co in the composition of electrode materials. This
metal is expensive and cobaltmining has bad environmental and social consequences.
A lot of works have been devoted to decrease the cobalt content or replace layered
metal oxides by other types of metal oxides such as spinel LiM2O4. Transition metal
phosphates, such as olivine LFePO4, are also an interesting alternative to LiMO2.
LFePO4 based electrodes offer good cycle life, high specific power and safety but
have lower operating potential and specific capacity than layered metal oxides.
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The negative electrodes of Li-ion batteries are mainly based on carbon. Graphite
can intercalate Li+ ions, has a low cost and can be easily found or produced. Graphite
can intercalate between the carbon layers up to 1 Li per 6 C, leading to specific and
volumetric capacities of 372 mA h g−1 and ∼800 mA h cm−3, respectively. The
voltage profile of a graphite based electrode, i.e., the electrode potential vs. Li/Li+

as a function of the number of inserted Li, shows well-defined plateaus and a good
reversibility. Themechanism ismore complex for disordered forms of carbon such as
hard carbons, soft unorganized carbons or natural graphite that contain a lot of defects,
leading to different voltage profiles and electrode performances [34–36]. One issue
with carbon is the possible formation of lithium dendrites under certain conditions
due to its operating potential close to that of metallic lithium. In addition, specific
and volumetric capacities should be increased. This is obtained by the addition of
a small amount of silicon since this element has a specific capacity about ten times
higher than carbon, but the increase of capacity is still too low for future applications.

Titanates (TiO2, Li4Ti5O12) have been commercialized as negative electrodemate-
rials for high power batteries. The high operating potential of titanate based electrodes
provides a high level of safety but a lower energy density than carbon. Finally, other
families of materials with higher operating potentials and capacities than carbon
have been proposed but encountered different critical issues. For example, tin based
materials were previously regarded as negative electrode materials for high energy
density batteries with the trade names STALION by Fuji in 1997 [37] and NEXE-
LION by Sony in 2005 [38]. Tin is of particular interest within the framework of
this chapter since it is involved in different electrochemical mechanisms that can be
studied by 119Sn Mössbauer spectroscopy as shown in Sects. 7.5 and 7.6.

7.2.2 Electrochemical Mechanisms

Three main types of electrochemical reactions that take place in electrode materials
are usually distinguished: insertion, alloying and conversion reactions.

Insertion or intercalation reactions: Li+ ions are intercalated between layers
(graphite, LiMO2) or inserted into diffusion channels (Nasicon, LiFePO4, Li4Ti5O12)
of a host material to form a solid solution without strong structural changes or a new
phase (two-phase reaction). In the first case, the voltage profile has a typical S-shape
whereas a two-phase reaction often shows a voltage plateau reflecting first-order
phase transition. These reactions are often highly reversible.

Alloying reactions: Li atoms form chemical bonds with an element A (Si, Sn,
etc.) leading to LixA alloys or compounds. Such reactions come along with strong
volume variations, causing mechanical and chemical instabilities of the electrode.
The formed species are often nanoparticles but they can coalesce during cycling.
The generally observed staircase voltage profile reflects the succession of two-phase
alloying reactions but kinetic limitations or the formation of metastable phases often
smooth the voltage curve. These reactions are reversible but reducing the effect of
volume variations is still a challenge for long-term cycling.
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Conversion reactions: Li atoms react with AB (intermetallics, oxides, sulfides,
etc.) to give A and LixB nanoparticles that usually form a composite. For example,
the lithiation of SnO produces Sn and Li2O nanoparticles. Conversion reactions can
be reversible, irreversible and partially reversible as observed for transition metal
oxides, tin intermetallics and tin oxides, respectively. The voltage profile is formed
by two plateaus for lithiation and delithiation, respectively, showing a large voltage
polarization. Some conversion reactions are followed by alloying reactions.

It should be noted that the number of Li (or Na) per electrochemically active
element involved in alloying and conversion reactions is generally higher than for
insertion reactions, leading to high capacity electrode materials.

7.2.3 Characterization of Electrochemical Reactions

In Li-ion batteries using a lithium salt and organic solvent as electrolyte, the elec-
trodes consist of metallic foils as current collectors that are coated with a film of
several tens to hundreds micrometers obtained from a slurry containing powdered
electrochemically active materials, electronic conductive additives and binder. All
these components should be optimized for better performance. For instance, the elec-
trode formulation is essential to formamechanically and chemically stable composite
film containing the active particles with electron and lithium conductive path-
ways. Concerning the electrochemically active materials, not only their intrinsic
properties should be improved, but also their interfaces with the electrolyte and the
other components of the film. Thus, the characterization of pristine electrode mate-
rials, as obtained after synthesis, should be combinedwith the analysis of the changes
in these materials during charge-discharge cycles.

A lot of techniques used in solid-state chemistry and electrochemistry can be
considered for the characterization of electrode materials and reaction mechanisms
at different length and time scales. Electrode performance, such as volumetric and
specific capacities, operating voltage, cycling and rate capabilities, and cycle life,
can be evaluated from the measurements of the cell voltage or the electric current
with different experimental protocols based on galvanostatic (constant current) or
potentiostatic (constant voltage) regimes. Electrochemical experiments also provide
useful information about the reactions taking place in the cell from the voltage profile,
current or voltage relaxations, impedance, etc. For such experiments, but also for
in situ characterizations, Li half-cells are used instead of Li-ion full-cells. In a Li
half-cell, the negative electrode is lithium metal that should be considered as the
reservoir of lithium while the positive electrode contains the active material under
study. The latter material can be the positive or negative electrodematerial in a Li-ion
full-cell. Thus, the discharge and charge of a Li half-cell correspond to the lithiation
and delithiation of the electrodematerial under study, respectively, while the situation
is somewhat more ambiguous for a Li-ion full-cell that contains the two types of
electrodes. To avoid confusion, the terms lithiation and delithiation (sodiation and
desodiation) are used along this chapter instead of charge and discharge, respectively.
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One of the most commonly used techniques for studying electrode materials is
X-ray diffraction (XRD). XRD has often been considered for the characterization
of crystalline pristine materials and their evolution during the lithiation-delithiation
cycles. This is of particular interest to follow changes in the lattice parameters and
atomic positions of crystalline insertion materials, resulting from the insertion of
ions, or to identify new formed crystalline phases. However, this technique fails for
poorly crystalline, nanosized and amorphous phases as often encountered in pris-
tine electrode materials or detected as products of alloying and conversion reactions.
Such characterizations require local probe techniques, including X-ray photoelec-
tron spectroscopy (XPS), which is a surface sensitive technique, X-ray absorption
spectroscopy (XAS), nuclear magnetic resonance (NMR), electron paramagnetic
resonance (EPR) or Mössbauer spectroscopy. These techniques not only give infor-
mation about the local environment of the probe elements, but also on the electronic,
magnetic and dynamic properties of the electrode materials. For instance, they are
used to determine the oxidation and spin states, charge anisotropy and bond proper-
ties of atoms in the electrode particles, but they are also used to identify the products
formed during insertion-deinsertion processes within the electrode and at the inter-
facewith the electrolyte. All these techniques go alongwith imaging techniques, such
as transmission electron microscopy (TEM), scanning electron microscopy (SEM)
or atomic force microscopy (AFM), that provide direct visualized information about
changes in the size, morphology and aggregation of the electrode particles caused
by electrochemical reactions.

7.3 Basic Aspects of Mössbauer Spectroscopy

7.3.1 The Mössbauer Effect

The Mössbauer effect is briefly described here, while more details can be found in
many textbooks [39–42]. This effect is based on transitions between excited and
ground nuclear states at energy Eγ (~keV). An excited free nucleus can reach equi-
librium by emitting a γ-photon (γ decay) of energy Eγ − ER, where ER (~meV)
is the nuclear recoil energy, while a nucleus of the same isotope can be excited by
absorbing a γ-photon of energy Eγ + ER. The energy distribution of γ-rays is a
Lorentzian curve whose the linewidth � (~neV) is related to the mean lifetime of the
nuclear excited state by the Heisenberg uncertainty principle. The perfect overlap of
the emission and absorption Lorentzian curves (resonance) is not possible for free or
weakly bound atoms because the nuclear recoil energy is several orders of magnitude
higher than�. However, R.L.Mössbauer observed such a resonance in solids that can
be explained as follows. In a solid, the recoil energy of nuclei during the emission of
γ-rays should be transferred to the lattice, but the quantization of atomic vibrations
requires that such transfer is only possible for energy values corresponding to the
creation of phonons. Thus, a fraction of the excited nuclei can emit γ-photonswithout



7 Application of Mössbauer Spectroscopy to Li-Ion and Na-Ion … 327

energy transfer to the lattice (zero-phonon transition), i.e. with a Lorentzian energy
distribution centered at Eγ. Conversely, a fraction of the nuclei at ground state in a
solid can absorb γ-photons without recoil, i.e., at the same energies as the source of
γ-rays and, therefore, resonance is possible. This fraction of nuclei, f , also known
as the recoil-free fraction, corresponds to the probability of recoil-free emission or
absorption of γ-rays. The recoil-free fraction is a fundamental quantity, not only
to explain the Mössbauer effect, but also for the applications of Mössbauer spec-
troscopy since f depends on the γ-ray energy and the lattice dynamical properties.
To summarize, the Mössbauer effect can be defined as the resonant and recoil-free
emission or absorption of γ-rays by a fraction of the nuclei of atoms bound in a solid.
In this chapter, these atoms are called the “Mössbauer atoms”.

Although changes in the energy of nuclear states due to interactions with the
surrounding electrons and atoms are weak (~neV), the extremely small linewidth �

prevents resonance except if both source and absorber of γ-rays are identical mate-
rials. However, R.L. Mössbauer proposed to use the Doppler effect to modulate the
energy of γ-rays by small movements of the source relative to the absorber, making
possible the detection of the Mössbauer effect in any absorbing samples containing
the same Mössbauer isotope as the source. Thus, a conventional in-lab Mössbauer
spectroscopy in transmission geometry consists basically of a radioactive source
with a drive system, an absorber which is the sample under investigation and a γ-ray
detector. The relation between the velocity of the source relative to the absorber, v,
and the energy shift, E, is given by the relation

v = c

Eγ

E (7.1)

where c is the light velocity. For the 1/2−3/2 nuclear transition in 57Fe (Eγ =
14.4 keV) and 119Sn (Eγ = 23.9 keV), v = 1 mm s−1 corresponds to energy shifts
of 4.8 10–8 eV and 8.0 10–8 eV, respectively. This velocity can be compared to
the natural linewidths of 57Fe (� = 0.1 mm s−1) and 119Sn (� = 0.32 mm s−1)
and is typical of nuclear energy changes for these two isotopes, leading to velocity
ranges for 57Fe and 119Sn Mössbauer spectra usually less than ±10 mm s–1. The
high intrinsic energy resolution (�/Eγ ~ 10–12) is really the most remarkable feature
of Mössbauer spectroscopy, making possible the detection of very weak changes
in nuclear transition energy arising from electric and magnetic interactions with
the surrounding charges. These interactions are localized within the nucleus of the
Mössbauer atoms that should be regarded as atomic probes. The use of such local
probes is of high interest for electrode materials. For instance, Li can randomly
occupy the vacant sites of an insertion material and modify the electronic config-
uration of the Mössbauer atoms, leading to changes in oxidation state or causing
structural relaxation. For alloying and conversion reactions, the electrochemically
formed species are usually nanosized and disordered, so they can be more easily
identified by Mössbauer spectroscopy than XRD.
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The standard application of in-labMössbauer spectroscopy is restricted to a small
number of isotopes. 57Fe and 119Sn are by far the most commonly used isotopes,
but others like 121Sb [29] or 99Ru [30] have also been considered to study elec-
trodematerials. For other chemical elements, synchrotron radiation basedMössbauer
spectroscopy [43] or atomic substitution with a Mössbauer isotope should be envis-
aged. In some cases, the low concentration of Mössbauer atoms requires long-term
experiments that are not always compatible with operando measurements.

Information about samples under investigation are mainly obtained from the anal-
ysis of the shape of theMössbauer spectra that are usually not a single Lorentzian line
(see Sect. 7.3.6). Electric and magnetic interactions between the Mössbauer nuclei
and their local environment lead to the shift and splitting of the nuclear states, which
affects the number and energy of the recoil-free nuclear transitions. These interac-
tions are at the origin of three main Mössbauer parameters that can be, in principle,
obtained from the Mössbauer spectra: isomer shift, quadrupole splitting and hyper-
fine magnetic field. These parameters and the recoil-free fraction are described in
the following subsections.

7.3.2 Isomer Shift

The hyperfine interactions between the nuclear charge density and the Coulomb
potential due to the electron density are localized within the nucleus. The atomic
nucleus has a small and finite size and can be non-spherical, leading to monopole
and quadrupole electric interactions that are related to the average size of the nucleus
considered as a sphere and the deviation from the non-spherical shape of the nucleus,
respectively. Themonopole and quadrupole interactions are at the origin of the isomer
shift and quadrupole splitting, respectively. For the determination of the isomer shift,
it is first necessary to evaluate the change in the nuclear energy level, E, due to the
Coulomb interaction between the charge Ze of the nucleus, where Z is the atomic
number and e is the elementary charge, and the electron density at the nucleus, ρ(0):

E = Ze2〈r2n 〉
6ε0

ρ(0) (7.2)

where ε0 is the vacuumpermittivity and
〈
r2n

〉
is the average value of the squared nuclear

radius that depends on the nuclear spin number I. Thus, the monopole interaction
leads to different values of E for the two nuclear spin states involved in a nuclear
transition and the energy of this transition is modified by �E. For the nuclear transi-
tion 1/2–3/2 (57Fe, 119Sn), �E = E(I = 3/2) − E(I = 1/2) depends on the difference
between the average values of the squared nuclear radii for the excited (I = 3/2)
and ground (I = 1/2) nuclear states: �

〈
r2n

〉 = 〈
r2n (I = 3/2)

〉 − 〈
r2n (I = 1/2)

〉
. This

difference is positive for 119Sn and negative for 57Fe. The Mössbauer atoms in the
source and absorber have generally different local environments, leading to different
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electronic densities at the nucleus, ρs(0) (source) and ρa(0) (absorber), and therefore,
different energy transitions: �Ea and �Es. The isomer shift is given by δ = �Ea −
�Es, which corresponds to the energy shift of the resonance line relative to the
source. The isomer shift is a relative quantity and the origin can be chosen arbitrary.
A reference material is often considered instead of the source and ρs(0) is replaced
by ρref (0). This defines the zero-velocity of the isomer shift scale. In this chapter, the
commonly used references α-Fe for 57Fe and BaSnO3 for 119Sn are considered, but
others can be found in the literature, which should be taken into account to compare
the isomer shifts originating from different works. The expression of the isomer shift
obtained from Eq. (7.2) is

δ = Ze2

6ε0
�

〈
r2n

〉(
ρ(0) − ρre f (0)

)
(7.3)

Since �〈r2n 〉 is constant for a given isotope, the following simplified expression
is often used for chemical applications:

δ = α
(
ρ(0) − ρre f (0)

)
(7.4)

where the constant α is positive for 119Sn and negative for 57Fe, leading to opposite
variations of δ versus ρ(0) for these two isotopes. The value of α can be evaluated
from the correlation between the experimental values of δ and the theoretical values
of ρ(0) for a series of reference materials [44–49]. For example, the values of ρ(0)
were evaluated for a series of tin compounds with density functional theory (DFT),
using the linearized augmented plane wave (LAPW) method [50]. A good δ−ρ(0)
linear correlation is observed (Fig. 7.3) as expected from Eq. (7.4). The calibration
constant α obtained by linear regression for this series of compounds can then be used
with ρ(0) calculated by the LAPW method and Eq. (7.4) to evaluate the theoretical
values of δ for other tin based phases as illustrated in Sects. 7.5 and 7.6.

The isomer shift provides information about the local environment of aMössbauer
atom through the electron density at the nucleus. Many studies have been devoted
to the interpretation of the isomer shift from the evaluation of ρ(0) or from some
more qualitative but very fruitful approaches [51–53]. For instance, it is possible to
relate the variations of the isomer shift to the valence electron populations of the
Mössbauer atoms. First, it is important to note that only the s electrons and some
relativistic p electrons are inside the nucleus, and the main contributions to ρ(0)
come, in descending order, from 1s, 2s, 3s, etc. electrons. However, changes in p-
type and d-type wavefunctions influence the s-type wavefunctions (shielding effect)
even at the nucleus. Since most of the modifications in the local environment of the
Mössbauer atoms affect the chemical bonds and the valence electron density, one
can consider, as a first approximation, that the contribution of core electrons ρc(0)
is constant and ρ(0) mainly changes with the valence electron contribution ρv(0).
As shown by atomic calculations, the latter term strongly increases with the number
of s-type valence electrons and decreases, but to a lesser extent, with the number of
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Fig. 7.3 Correlation
between the experimental
values of the 119Sn isomer
shift, δexp, relative to
BaSnO3 and the theoretical
DFT-LAPW values of the
electronic density at the
nucleus ρ(0). The values
corresponding to Sn(IV),
Sn(0) and Sn(II)
compounds are shown in
blue, red and black,
respectively
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p-type or d-type valence electrons. It is possible to derive an approximate analytical
expression of ρv(0) from the values obtained for different electron configurations of
a free atom [51, 52]. A simple expression was derived for Sn and used for the tight-
binding interpretation of the isomer shifts of tin chalcogenides [54]. This expression
can be further simplified to qualitatively show the relative contributions of the Sn
valence electrons

ρv(0) ∼ N5s − 0.1N5p (7.5)

where N5s and N5p are the Sn 5s and Sn 5p electron populations, respectively,
obtained by integration of the local densities of occupied states within the tight-
binding approximation. The oversimplified expression (7.5) should only be used to
analyze some trends in the variations of the isomer shift and is just considered here
to show that ρv(0), and therefore δ, strongly increases for the seriesN5s = 0–1–2 and,
to a lesser extent, decreases with N5p. This explains that the isomer shifts of Sn(IV),
Sn(0) and Sn(II) compounds are found in three distinct ranges of values as shown in
Fig. 7.3.

Interpretations based on Eq. (7.5) are rather qualitative but it is possible to relate
some trends in the variations of δ in terms of oxidation state or chemical bond.
A similar distinction can be made for 121Sb but the isomer shift decreases for the
sequence Sb(V)-Sb(0)-Sb(III) because of the negative sign of α. The situation is
more complex for 57Fe because there are overlaps between some ranges of isomer
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shifts corresponding to different iron oxidation and spin states. Other Mössbauer
parameters, such as the quadrupole splitting or the hyperfine magnetic field, should
be considered to resolve any ambiguity.

The isomer shift depends on the valence electron configuration of the Mössbauer
atom and can be used to investigate changes in the type of ligand, oxidation state,
chemical bonding, coordination number and bond lengths arising from electrochem-
ical reactions in Li-ion or Na-ion batteries. A common situation is the reversible
change of Fe oxidation state in Fe2+ cathode materials such as LiFePO4 following
the reaction

LiFe2+PO4 = Fe3+PO4 + Li+ + e− (7.6)

The values of the 57FeMössbauer isomer shift relative toα-Fe at room temperature
are very different for LiFe2+PO4 (δ = 1.2 mm s−1) and Fe3+PO4: (δ = 0.6 mm s−1).
Equation (7.6) indicates that the delithiation of LiFePO4 leads to the decrease of
the Fe 3d electron population and, through the shielding effect, to the increase of
ρ(0). The negative sign of α in Eq. (7.4) for 57Fe explains the observed decrease
of the isomer shift from LiFePO4 to FePO4. In this example, the two Fe oxidation
states can be easily distinguished by only considering the values of the isomer shift
because ferrous and ferric ions in LiFePO4 and FePO4, respectively, have both high
spin states. Another example is the reduction of Sn(IV) into Sn(0) during the first
lithiation of SnO2 following the conversion reaction

Sn(IV)O2 + 4Li+ + 4e− → βSn(0) + 2Li2O (7.7)

The 119Sn Mössbauer isomer shifts relative to BaSnO3 of SnO2 and βSn at
room temperature are 0 mm s−1 and 2.55 mm s−1, respectively. They can be easily
distinguished by 119Sn Mössbauer spectroscopy.

7.3.3 Quadrupole Splitting

The quadrupole splitting originates from the interaction between the nuclear
quadrupole moment and the electric field gradient (EFG) at the nucleus created by
the anisotropic charge distribution surrounding the nucleus. The nuclear quadrupole
moment exists for a nuclear spin state I > 1/2 and measures the deviation of the
nuclear charge distribution from spherical symmetry. Both the EFG and the nuclear
quadrupole moment operator Q̂ are second rank tensors and the Hamiltonian HQI

resulting from quadrupole interactions is expressed as the product of these two
tensors. By considering the EFG principal axis system: X, Y, Z, the Hamiltonian
can be written [55]

HQI = eQVZZ

4I (2I − 1)

[
3 Î 2Z − I (I + 1) + η

(
Î 2X − Î 2Y

)]
(7.8)
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where Q is an average value obtained from Q̂ and usually defined as the nuclear
quadrupole moment, which depends on the nuclear spin value I, VZZ is the EFG
component of highest absolute value in the principal axis system, ÎX , ÎY and ÎZ are
the nuclear spin operators and η is the asymmetry parameter defined by

η = VXX − VYY

VZZ
(7.9)

where VXX and VYY are the two other components of the EFG tensor in the principal
axis system such that |VXX | ≤ |VYY | ≤ |VZZ |. It should be noted that 0 ≤ η ≤ 1.
The nuclear energy levels are obtained by the diagonalization of the HQI matrix
in the basis of the nuclear spin states |I, mI >, where mI is the nuclear magnetic
quantum number.

For the first excited nuclear state of 57Fe and 119Sn (I = 3/2),HQI can be diagonal-
ized analytically, giving two twofold degenerated energy levels of opposite signs for
the states |3/2,± 1/2> and |3/2,± 3/2>, respectively, that are separated by the energy

� = 1

2
eQVZZ

(
1 + η2

3

)1/2

(7.10)

called the quadrupole splitting. Thus, there are two possible nuclear transitions
between the ground state (I = 1/2) and the first excited state (I = 3/2). The corre-
sponding Mössbauer spectrum is formed by a doublet of two resonant lines whose
separation is given by �. Equation (7.10) indicates that the quadrupole splitting is
proportional to the nuclear quadrupolemoment of the excited state (I = 3/2). Its value
can be determined experimentally or from the linear correlation between the experi-
mental values of� and the theoretical values of EFG for a series of crystalline phases
[49, 56–58]. As an example, the experimental values of the quadrupole splitting are

reported against the DFT-LAPW values of the electronic term | VZZ |
(
1 + η2

3

)1/2

for a series of tin compounds (Fig. 7.4). The slope of the regression line gives Q =
10.5 fm2 in agreement with the experimental value Q = 10.9(8) fm2 [59].

Both VZZ and η provide information about the anisotropic charge distribution
around the nucleus. For the 1/2–3/2 nuclear transition, these two terms cannot be
obtained independently from the experimental value of the quadrupole splitting as
shown by Eq. (7.10). This is nevertheless possible with a conventional experimental
setup and the application of an external magnetic field.

For other nuclear transitions, the quadrupole interactions are more complex,
requiring the numerical diagonalization of HQI given by Eq. (7.8) in the basis of
the nuclear spin states. This is, for example, the case of the 5/2–7/2 nuclear transi-
tion of 121Sb. The 5/2 nuclear ground state and the 7/2 nuclear excited state are split
into three and four substates, respectively, leading to eight allowed transitions. In
that case, the values of VZZ and η can be determined from the Mössbauer spectra,
but there are often large uncertainties on the values of η [60].
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Fig. 7.4 Correlation
between the experimental
values of the 119Sn
quadrupole splitting, �exp,
and the theoretical
DFT-LAPW values of the
electronic term in Eq. (7.10)
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Since 0 ≤ η ≤ 1, η has often a small influence on � compared to VZZ , as shown
byEq. (7.10), and one can consider that the value of the quadrupole splitting ismainly
given by VZZ . Different approaches have been used to interpret VZZ , including the
point charge model that distinguishes between valence and lattice contributions [61].
However, the calculation of the EFG by quantummechanical methods provides more
accurate values and is often a better approach for a quantitative analysis [56].

Along the same line as the interpretationof the isomer shift described inSect. 7.3.2,
simple models were proposed to evaluate VZZ from the electron populations espe-
ciallywhen theEFGoriginates from the valence electrons of theMössbauer atom. For
instance, the EFG at the Sn nucleus often arises from the Sn 5p electron anisotropy
and, under certain assumptions, VZZ can be related to the Sn 5p electron asymmetry
count �N5p:

VZZ ∼ 〈
r−3

〉
�N5p (7.11)

with

�N5p = 1

2

(
N5pX + N5pY

) − N5pZ (7.12)

where
〈
r−3

〉
is the expectation value of r−3 for the Sn 5p states, N5pi is the Sn 5pi

orbital occupancy (or partial number of Sn 5pi electrons) along the principal axis
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i = X, Y, Z. Equations (7.11) and (7.12) show that the sign of VZZ reflects the
accumulation (VZZ < 0) or the depletion (VZZ > 0) of the Sn 5p electrons along the Z
axis relative to the average number of the remaining Sn 5p electrons in the XY plane
perpendicular to Z.

For the 1/2–3/2 nuclear transition, the sign of VZZ cannot be determined exper-
imentally except for combined electric quadrupole and magnetic interactions.
However, the magnitude of � is of particular interest since it provides informa-
tion about the anisotropy of the charge density around the Mössbauer atom, which
depends on the Sn local structure and chemical bonds. For battery applications,
this parameter can be used for the analysis of structural relaxations induced by Li
or Na insertion or for the characterization of electrochemically formed small and
poorly crystallized particles in two-phase, alloying and conversion reactions. The
quadrupole splitting can also help to understand differences between metastable and
stable crystalline phases as described in Sect. 7.6.1 for Li7Sn2.

7.3.4 Magnetic Splitting

The interaction between the magnetic moment of the nucleus μ and the magnetic
field at the nucleus B is described by the Hamiltonian

H = −μ.B (7.13)

with

μ = gIμn Î (7.14)

where gI is the nuclear g-factor that depends on the nuclear spin number I, μn is the
nuclear magneton and Î is the nuclear spin operator. The nuclear energy levels are

E = −gIμn BmI (7.15)

where the nuclear magnetic quantum number mI takes the 2I + 1 values −I, −I +
1,…, I–1, I, leading to the splitting of the nuclear states into 2I + 1 substates (nuclear
Zeeman splitting). For 57Fe and 119Sn isotopes, the ground (I = 1/2) and excited (I
= 3/2) states are split into two (mI=1/2 = ± 1/2) and four (mI=3/2 = ± 1/2, ± 3/2)
substates, respectively, leading to six allowed dipole transitions by considering the
selection rules�mI = 0,± 1. In that case, theMössbauer spectrum is a sextet formed
by six resonant absorption lines with intensities depending on the magnetization and
γ-ray directions. For polycrystalline samples, the relative intensities are in the ratio
3:2:1:1:2:3.
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The effective magnetic field at the nucleus comes from external and internal
(in the Mössbauer atom) magnetic fields. In the latter case, the magnetic field at
the nucleus originates from the spin imbalance at the nucleus (Fermi contact),
the interaction between nuclear and electronic orbital moments, and the dipolar
interaction between nuclear and electron spin moments. For example, the hyper-
fine magnetic field of 57Fe in α-Fe is mainly due to the Fermi contact term arising
from the difference between spin-up and spin-down electron densities at the nucleus
ρ↑(0) − ρ↓(0). The spin densities at the nucleus ρ↑(0) and ρ↓(0) are due to s-type
electrons that are affected by the shielding effects of Fe 3d↑ and Fe 3d↓ valence elec-
trons, respectively. The intensity of the hyperfinemagnetic field can be obtained from
the energydifferencebetween the twoexternal lines of theMössbauer spectrumcorre-
sponding to the two nuclear transitions between states |I, mI > : |1/2,−1/2 > − |3/2,
−3/2 > and |1/2,1/2 > − |3/2,3/2 > . According to Eq. (7.15), the observed value of
10.6 mm s−1 gives a hyperfine magnetic field of 33 T.

Although, the magnetic properties of electrode materials are not of direct interest
for applications in batteries, they provide additional information that can help in the
characterization of materials (crystallinity, particle size) or reaction mechanisms.
Finally, it should be noted that the electric quadrupole and hyperfine magnetic inter-
actions are not only described by a number, as the isomer shift, but they both depend
on direction (EFG axes, magnetic field direction). If these two interactions occur
simultaneously, the Hamiltonian resulting from Eqs. (7.8) and (7.13) must be gener-
ally solved numerically. In that case, the shape of the Mössbauer spectrum is more
complex than line splitting. An example of such Mössbauer spectrum is given for
antiferromagnetic FeSn2 in Sect. 7.6.1.

7.3.5 Recoil-Free Fraction

The recoil-free fraction, f , is the probability of recoilless emission (source) or
absorption (absorber) of γ-rays and is given by

f = exp
(−k2

〈
x2

〉)
(7.16)

where k is theγ-raywavenumber and
〈
x2

〉
is themean-square amplitude of the nucleus

vibrations in the direction of γ-rays. A significant Mössbauer effect requires a large
recoil-free fraction, which is obtained with a low value of k, i.e. of the γ-ray energy,
typically lower than 150 keV, and a small value of

〈
x2

〉
. The nucleus displacements

depend on the phonon spectrum of the solid that usually shows complex dispersion
and must be evaluated by computational methods. However, analytical expressions
can be derived by considering the Debye model. In the Debye model, the density of
phonon states is assumed to increase asω2 up to theDebye frequencyωD = KBθD/�,
where θD is theDebye temperature,KB is theBoltzmann constant andè is the reduced
Planck constant. Simple analytical expressions can be obtained for T 	 θD
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f = exp

(
− 3ER

2KBθD

)
(7.17)

and for T 
 θD

f = exp

(
−6ERT

KBθ2
D

)
(7.18)

where ER is the nuclear recoil energy. At low temperature, f(T) does not vary with
temperature while it strongly decreases as T increases for high temperatures. The
temperature dependence of f is of high interest to determine the Debye temperature
but can also be used for the analysis of Mössbauer spectra since the intensity of the
resonant absorption line depends on f . For instance, the recoil-free fraction of βSn is
small at room temperature, f (300 K) ≈ 0.04, and strongly increases with decreasing
temperature, f (77 K) ≈ 0.45 and f (4 K) ≈ 0.72, leading to a strong increase of the
intensity of the corresponding resonant absorption line [62]. For tin based electrode
materials, it is often difficult to detect at room temperature a small amount of βSn that
coexists with other tin phases such as LixSn, NaxSn or Sn intermetallics. The isomer
shifts are all in the Sn(0) range and the recoil-free fractions of the tin compounds or
alloys are higher than that of βSn. By decreasing the temperature, the contribution
of βSn to the Mössbauer spectrum increases, making the quantitative analysis more
accurate.

The recoil-free fraction decreases with decreasing Debye temperature as shown
for low and high temperatures by Eqs. (7.17) and (7.18), respectively. The physical
meaning of the Debye temperature is not discussed here and θD is just regarded
as a characteristic quantity of a solid that can be related to lattice stiffness. At
a given temperature, solids with very different θD have different recoil-free frac-
tions, which can help in the analysis of Mössbauer spectra when different phases
coexist in the same absorbing sample. For example, the recoil-free fraction of SnO2

at room temperature, f (300 K) = 0.55, is more than ten times higher than that of
βSn, leading to strongly different resonance line intensities. These two phases can be
easily distinguished by Mössbauer spectroscopy since the difference between their
Mössbauer isomer shifts is of about 2.6 mm s−1. Thus, a small amount of SnO2, as
encountered in the oxide layer of βSn for instance, can be detected. Another situation
concerns the reactants and products of electrochemical reactions with very different
recoil-free fractions that must be taken into account to quantitatively characterize the
electrochemical mechanisms as shown for conversion reactions in Sect. 7.6.

Finally, it should be noted that in a solid the Mössbauer atoms have generally
different local environments, i.e., different types of neighbors, bond distances and
angles. The values of f depend on the bonding forces on theMössbauer atoms and can
be significantly different for strongly different environments. In addition, f can be
angular dependent for anisotropic environments. The situation is even more complex
for multiphase systems as often encountered in electrode materials. In most cases,
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the values of f cannot be evaluated for each Mössbauer site and some simplifying
approximations are made as discussed in the next subsection.

7.3.6 The Mössbauer Spectrum

In Mössbauer spectroscopy, the energy of the γ-rays emitted by the source is modi-
fied by using the Doppler effect. It is then possible to detect the Mössbauer effect in
any absorbing samples containing the same Mössbauer isotope as the source. A low
activity source produces γ-rays with energy distribution modulated by an electrome-
chanical drive system. In transmission geometry, the γ-rays transmitted through the
absorber are transformed into an electric signal by a detector. From this signal, the
number of γ-photons is recorded as a function of the source velocity by an electronic
system synchronized with the source motion, which is periodic and has usually a
constant acceleration. One Mössbauer spectrum is recorded every half-period of the
source motion and the spectra are accumulated during many cycles to improve the
signal-to-noise ratio. The resulting spectrum not only reflects the Mössbauer effect
in the absorber but also depends on the γ-ray energy distribution of the source, which
is assumed to have a single Lorentzian line shape in the present chapter.

For an absorber containing Mössbauer atoms with a single environment, e.g.,
a single crystallographic site occupied by the Mössbauer atoms in a crystal, it is
convenient to define the dimensionless effective thickness by ta = σ0 f a na, where
σ0 is the absorption cross-section at resonance, f a is the recoil-free fraction of the
Mössbauer isotope in the absorber and na is the number of atoms of the Mössbauer
isotope per unit area. Thus, f a na represents the concentration of Mössbauer atoms
that resonantly absorb γ-rays. The concentration na is obtained from the concentra-
tion of atoms of the same element by considering the natural abundance, e.g. 2.2%
for 57Fe and 8.6% for 119Sn. These small values indicate that some samples with a
low concentration of Mössbauer atoms should be isotopically enriched to enhance
the Mössbauer effect. In the thin absorber approximation (ta < 1), the Mössbauer
spectrum can be described by a sum of Lorentzian curves, making easier the theo-
retical derivations and the fitting procedures of the experimental data. If both source
and absorber materials are identical, the Mössbauer spectrum is a single Lorentzian
curve centered at zero-velocity relative to the source with a natural linewidth arising
from emission and absorption of 2 � ≈ 0.19 mm s−1 for 57Fe and 2 � ≈ 0.63 mm s−1

for 119Sn. However, it should be noted that the linewidth is often broadened due to
additional effects such as the absorber thickness, self-absorption, imperfections of
the spectrometer, etc.

If the source and absorber materials are different, the shape of the Mössbauer
spectrum depends on the hyperfine interactions described in Sects. 7.3.2–7.3.4. For
the 1/2–3/2 nuclear transition, the observed main changes from the single Lorentzian
line obtained for identical source and absorber materials are the following:
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– Isomer shift: the single Lorentzian line is shifted by a value that gives the isomer
shift relative to the source (or a reference material).

– Quadrupole splitting: the single Lorentzian line is split into a doublet and the line
separation gives the quadrupole splitting.

– Magnetic interaction: the single Lorentzian line is split into six lines, the hyperfine
magnetic field can be determined from line separation.

The intensity of the spectral lines depends on the nuclear transition probabili-
ties, which gives for example, 3:2:1:1:2:3 intensity ratio for the magnetic sextet of
powdered samples. This also depends on the directional dependence of the recoil-free
fraction arising from vibrational anisotropy, leading to an asymmetric doublet for
the quadrupole effect (Goldanskii-Karyagin effect) [63]. The sample thickness and
its texture can also affect the line shape. Finally, it is important to note that combined
quadrupole and magnetic interactions or magnetic relaxations may lead to complex
spectra.

SnO2 and SnO have been regarded as negative electrode materials for Li-ion
batteries and the electrochemical mechanisms are described in Sect. 7.6.4. TheMöss-
bauer spectra of these two compounds are discussed here to illustrate the effect of
hyperfine interactions (Fig. 7.5). Stannic oxide (SnO2) and stannous oxide (SnO)
have P42/mnm and P4/nmm tetragonal structures, respectively. They both contain
one Sn crystallographic site, which means that the Mössbauer spectra of these two
compounds reflect a single Sn environment. In SnO2, Sn is six-coordinated by O
atoms and the Mössbauer spectrum at room temperature is formed by a single peak
that can be fitted to a doublet with δ = 0 mm s−1 and � = 0.5 mm s−1. The value of
the isomer shift is typical of Sn(IV) oxidation state while the quadrupole splitting is
due to the slightly distorted SnO6 octahedral environment.

SnO is composed of Sn-O-Sn layers. The Sn local environment can be
described by aSnO4 square based pyramid. TheMössbauer spectrumat room temper-
ature can be fitted to an asymmetric doublet with parameters δ = 2.62 mm s−1 and

Fig. 7.5 119Sn Mössbauer
spectra of SnO2 and SnO at
room temperature. The
experimental data are fitted
to two Lorentzian curves,
showing a symmetric and
unresolved doublet for SnO2
and an asymmetric doublet
for SnO due to the
Goldanskii-Karyagin effect
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� = 1.33 mm s−1. The asymmetry of the doublet is due to the Goldanskii-Karyagin
effect arising from the vibrational anisotropy of Sn. The isomer shift of SnO is close
to that of βSn (2.56 mm s−1) but must be assigned to Sn(II) oxidation state. Its low
value, compared to other Sn(II) species, reflects the hybridization of the Sn valence
orbitals that reduces the Sn 5s electron population. The rather high quadrupole split-
ting is due to the asymmetry of the Sn 5p electrons arising from the SnO4 local
structure that can be related to the existence of a Sn 5p lone pair along the fourfold
symmetry axis of the SnO4 square based pyramid. This axis corresponds to the Z
axis of the EFG principal axis system, which leads to η = 0. According to Eq. (7.10),
VZZ is therefore the only electronic contribution to the quadrupole splitting and �

reflects the activity of the Sn 5p lone pair.
The area of the resonance absorption line is of primary interest for the application

of Mössbauer spectroscopy to batteries. For thin samples containing Mössbauer
atoms with the same local environment, the area is proportional to ta, and therefore,
to f a and na. However, the Mössbauer atoms have generally different environments,
i.e., different Mössbauer sites as encountered, for example, in crystals with different
crystallographic sites, in amorphous phases, or in the different phases of a composite.
The different Mössbauer sites, labelled i, give different subspectra that contribute to
the overall Mössbauer spectrum. The total area is the sum of the subspectrum areas
that are each proportional to f i ni and a quantitative analysis requires the knowledge
or the determination of the different f i, which cannot be usually achieved.

Many electrode materials are transformed into a multiphase system during
the electrochemical reactions and a particular attention must be paid to the evalua-
tion of the recoil-free fractions for a quantitative analysis. For instance, the relative
amounts of reactants and products in a Fe2+/Fe3+ two-phase reaction can often be
obtained by considering the same value of f for the different phases, as in the case of
LiFePO4/FePO4 discussed in Sect. 7.4.2. But this simple assumption fails for some
reactions such as the first lithiation of FeSn2 ending with Li7Sn2. These two phases
contain Sn(0) in different chemical environments, leading to significantly different
recoil-free fractions at room temperature f(FeSn2) and f(Li7Sn2). In that case, the rela-
tive amounts of FeSn2 and Li7Sn2 can only be evaluated at each stage of lithiation
from the Mössbauer spectra by considering the ratio f(FeSn2)/f(Li7Sn2) as shown in
Sect. 7.6.1.

The existence of a large number of overlapping subspectra can make the distinc-
tion between reactants and products difficult, especially for 119Sn Mössbauer spec-
troscopy. Thus, it is often impossible to determine the Mössbauer parameters for
each Mössbauer site in each phase. In that case, more advanced fitting proce-
dures of the Mössbauer data that include hyperfine parameter distributions should
be considered, but simplified fitting strategies combined with additional informa-
tion provided by complementary techniques are often more interesting for the
analysis of the electrochemical mechanisms. Such a situation is often encoun-
tered with electrode materials in batteries. For instance, Li or Na insertion reac-
tions in positive electrode materials (solid solution) come with the occupation of
different vacant sites that can affect selectively the Mössbauer atoms. Another
complex situation concerns alloying reactions in tin based negative electrodes



340 P.-E. Lippens

that often produce poorly crystalline and small particles with different compo-
sitions. In such cases, simplified fitting procedures are often used in order to
highlight some trends in the variations of the Mössbauer parameters as described
in Sect. 7.5.3.

7.3.7 In Situ Experiments

The application of ex situ Mössbauer spectroscopy to study electrode materials
is similar to the application of this technique in solid-state chemistry as widely
described in textbooks [39, 40–42]. However, the products of electrochemical reac-
tions extracted from the electrochemical cells are in powder or film form and can
be chemically unstable. Samples must be prepared and handled with care to avoid
oxidation or other parasitic reactions. They must be characterized quickly after the
electrochemical experiments to reduce a possible evolution due to chemical reac-
tions that could still operate after extraction from the cell even after washing. The
low concentration or the low recoil-free fractions of the Mössbauer atoms in the
electrode material can be responsible for long-term experiments. In that case, it is
possible to use Swagelok-type cells with higher amounts of powdered electrode
material, but the measurements are often limited to few cycles. Finally, it should be
noted that in many cases, such post mortem characterizations of the electrochemical
mechanisms provide rather reliable results that can be favorably compared to in situ
measurements as shown in Sects. 7.5.3 and 7.6.4.

The in situ Mössbauer experiments are conducted in the same way as the electro-
chemical measurements except that the commonly used coin cells or Swagelok-type
cells are replaced by an electrochemical “in situ cell” for γ-ray transmission. The
in situ cells are also based on the “negative electrode-electrolyte-positive electrode”
configuration including a separator, but all the components in the path of the γ-
rays are optimized to enhance the signal-to-noise ratio and avoid parasitic resonance
absorption. This is of particular importance for electrochemical reactions since the
time required to record a spectrum, typically several hours, should be consistent
with the evolution of the system due to insertion/extraction of typically 0.1 Li or Na
per active element and per hour. The commonly encountered difficulties are due to the
electrode thickness and the existence of metals or heavy elements in the composition
of the cell components.

The in situ Mössbauer measurements are usually performed at room tempera-
ture and no special cell designs are required for low or high temperatures. Dunlap
et al. used a modified 2325-type coin-cell with thick (1 mm) and thin (250 μm) Be
windows for γ-ray transmission (Fig. 7.6) [27, 64]. These windows are electroni-
cally conductive and act as current collectors. The thin Be window is coated with
the electrode material under study while a lithium foil is placed against the thick
window (half-cell configuration). The 57Fe Mössbauer spectra were corrected from
the presence of iron in Be windows [27]. A similar cell was proposed by Wattiaux
et al. but with Mylar instead of Be windows [65].
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Fig. 7.6 aModified 2325-type coin cell and b experimental set up for in situ Mössbauer measure-
ments. a Reprinted with permission from Ref. [27]. Copyright 1999 American Physical Society.
b Image courtesy Mössbauer Effect Data Centre, Dalian Institute of Chemical Physics, Chinese
Academy of Sciences [64]

Ariyoshi et al. proposed an aluminum-laminated polyethylene bag containing Li
metal with stainless steel sheet as current collector placed outside the γ-ray beam
and working electrode on aluminum foil [66]. A pouch cell was also used by Ionica
et al. consisting of an airtight aluminized plastic bag with electrodes made according
to the Bellcore technology [67].

Chamas et al. used a modified Swagelok tube union with PMMA windows trans-
parent to γ-rays, called Cell 1 in this chapter, and less fragile than Be windows
to maintain the cohesion of the internal cell configuration [68]. The electrodes are
lithium foil and powdered active material spread on a Be window for electronic
conduction. They are both in electrical contact with hollow steel tubes as cell termi-
nals (Fig. 7.7a). Such a cell is interesting for the characterization of powdered alloying
or conversion materials that suffer from large volume variations. Another type of
Swagelok cell, called Cell 2 in this chapter, as first proposed for in situXRDmeasure-
ments in reflection mode [69], was modified for γ-ray transmission (Fig. 7.7b). A
similar cell but with a large Bewindow in contact with the activematerial was used in
both reflection and transmission geometries, making combined XRD andMössbauer
measurements possible [70].

A potentiostat-galvanostat system is used to apply and control the voltage or
current to the in situ electrochemical half-cell. Most of the operando Mössbauer
experiments are carried out in galvanostatic regime, i.e. by imposing a constant
current, in order to insert a constant number of Li+ or Na+ ions per time unit in
the working electrode. The acquisition time of an operando Mössbauer spectrum
should be rather short to have a snapshot of the electrochemical reaction but should
also be rather long for a good signal-to-noise ratio. The acquisition time depends on
the current injected to the cell that should be as low as possible to approach ther-
modynamic equilibrium conditions. However, a too low current leads to long-term
experiments, typically more than several weeks per electrochemical cycle, which
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Fig. 7.7 a Cell 1. Modified Swagelok cell composed of PFA cell body (1), nuts (2), PFA sealing
ferrules (3) and stainless steel plungers (4). The junction around the electrodes is formed by PMMA
windows (5), lithium disc (6), Be based connector (7), Whatman separator (8) and active material
(9). Reprinted with permission from Ref. [68]. Copyright 2013 American Chemical Society. b Cell
2. Modified Swagelok cell for in situ Mössbauer spectroscopy used in transmission mode designed
by S4R France

can be a severe issue for the airtightness of the cell. Although it could be interesting
to use high currents for the analysis of kinetic effects, such experiments are made
difficult by the too long period of time required to record reliable spectra compared
to the fast evolution of the insertion and extraction processes. In most cases, the mass
of electrode materials is around 1–10 mg. Typical currents in the range of 10–2–10–1

Li+ (or Na+) per active element and per hour and measurement times in the range of
1–10 h per spectrum generally provide a good compromise between the total dura-
tion of operando experiments and a correct signal-to-noise ratio. But this obviously
depends on the experimental set-up and the concentration of Mössbauer atoms in the
electrode material.

To increase the acquisition time of each operando spectrum and/or perform
measurements in thermodynamic equilibrium conditions, while maintaining a
reasonable time for the overall electrochemical experiment, specific current profiles
should be considered. For instance, the current can be stopped at regular periods
of time for voltage relaxation during which the Mössbauer spectra are recorded.
Compared to the galvanostatic protocol, the acquisition time of each spectrum is
longer and a better signal-to-noise ratio is obtained. However, the number of spectra
recorded during the charge-discharge cycles is usually smaller, which can be a limi-
tation for monitoring electrochemical reactions. These two approaches are compared
in Sect. 7.4.1.
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7.4 Insertion Reactions

7.4.1 Solid-Solution Reactions

The solid-solution reactions refer to the insertion of Li+ or Na+ ions on the vacant
sites of a solid without phase transition. To illustrate the application of Möss-
bauer spectroscopy, the example considered here is the Nasicon-type (sodium super
ionic conductor) compound Na1.5Fe0.5Ti1.5(PO4)3 proposed as electrode material
for Na-ion batteries and studied with two different operando protocols [71, 72].
Na1.5Fe0.5Ti1.5(PO4)3 sub-micrometer particles were obtained by solid-state reac-
tion and coated with carbon to improve the electronic conductivity. The crys-
tallinity was controlled by XRD while DFT calculations confirmed the preferen-
tial occupation of some vacant sites by Na in the pristine material. The crystal has
a rhombohedral R3̄c structure with a random occupation of the metal sites (12c)
by 25% Fe and 75% Ti. The 57Fe Mössbauer spectrum of Na1.5Fe0.5Ti1.5(PO4)3
consists of a doublet due to high spin Fe3+ while the spectrum of the C-
coated sample Na1.5Fe0.5Ti1.5(PO4)3/C was fitted to two doublets with Mössbauer
parameters: δ = 0.42 mm s−1, � = 0.28 mm s−1 assigned to high spin Fe3+ (91%)
and δ = 1.18 mm s−1, � = 2.37 mm s−1 assigned to high spin Fe2+ in impurities
arising from pyrolysis (9%).

The voltage curve of the first cycle of Na1.5Fe0.5Ti1.5(PO4)3/C based electrode,
with carbon black as electronic additive and PVDF binder, in a Na half-cell with
galvanostatic current of 0.1 Na per fu (formula unit) and per hour shows a voltage
hysteresis at about 2.2 V with a weak polarization (Fig. 7.8).

During the sodiation, the voltage decreases from 2.5 to 2.2 V for the first 0.5 Na
(Region R1) and then forms a plateau until the end of sodiation at 2 Na (Region R2).
The desodiation curve is similar except for a small irreversibility of 0.1Na. The shape
of the sodiation curve suggests a two-step mechanism consisting in the formation

Fig. 7.8 Voltage curve of
the first cycle of
Na1.5Fe0.5Ti1.5(PO4)3/C in
a Na half-cell at C/10
rate (0.1 Na per fu and per
hour) showing two different
mechanisms in regions R1
and R2. Reprinted with
permission from Ref. [71].
Copyright 2015 American
Chemical Society
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of a solid solution (R1) followed by a two-phase reaction (R2). This mechanism is
reversible for desodiation. The voltage curve differs from that ofNaTi2(PO4)3 formed
by a plateau at 2.2 V, which was assigned to a two-phase reaction corresponding to
the redox couple Ti4+/Ti3+ [73]. The operando XRD patterns in region R1 are almost
identical to the XRD pattern of the pristine material with R3̄c structure while the
sodiation in R2 shows two phases with R3̄c and P 1̄c structures. These results are
consistent with the mechanism suggested by the voltage profile but do not reveal the
redox mechanism.

Operando 57Fe Mössbauer measurements were carried out with the Cell 2
described in Sect. 7.3.7 and two different protocols. In the first protocol, the spectra
were recorded continuously during the first cycle in galvanostatic regime with a
current of 0.04 Na per fu and per hour and an acquisition time of 2 h per spec-
trum. In the second protocol, a periodic current was imposed. Each 16-h period
consisted of a constant current of 0.1 Na per fu and per hour during 4 h and a zero
current (open circuit condition) during 12 h for recording the spectrum in order to
improve the signal-to-noise ratio. The spectra show that in R1 the Fe3+ doublet of
Na1.5Fe0.5Ti1.5(PO4)3 (δ = 0.41 mm s−1, � = 0.34 mm s−1) is transformed into a
Fe2+ doublet (δ ≈ 1.2 mm s−1, � ≈ 2.0 mm s−1) (Fig. 7.9).

The total area of the spectra does not vary noticeably during the sodiation-
desodiation process, indicating that the recoil-free fractions of Fe2+ and Fe3+ have
close values. Thus, the relative contributions of the Fe2+ and Fe3+ subspectra to the
Mössbauer spectra can be regarded as the relative amounts of Fe2+ and Fe3+ ions in
the electrode material. The amount of Fe3+ linearly decreases in R1while the amount
of Fe2+ increases (Fig. 7.10). In R2, the variations are not significant and the amounts
of Fe3+ and Fe2+ are almost constant, showing that sodiation does not change the
oxidation state of iron anymore. The variations are reversible for desodiation with
strong changes at the end of the process. It should be noted that the values of the rela-
tive contributions of Fe2+ and Fe3+ are more dispersed for the galvanostatic protocol,
which confirms the better quality of the data obtained with the other protocol. These
results show that the mechanism of sodiation consists in the formation of a solid
solution coming with the reduction of Fe3+ into Fe2+, followed by a two-phase reac-
tion leading to the reduction of Ti4+ into Ti3+. The mechanism is reversible for
desodiation. The cyclability and rate capability are better for Na1.5Fe0.5Ti1.5(PO4)3
compared to NaTi2(PO4)3, which can be attributed to enhanced Na diffusion due to
the single-phase reaction in R1.

The operando Mössbauer spectroscopy provides a quantitative characterization
of the redox reactions but cannot distinguish between solid-solution and two-phase
reactions. This is obtained by operando XRD. Thus, the combined use of these two
techniques successfully explains the two-step mechanism by the reactions
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1.5 (PO4)3

[
R3c

] + 0.5Na = Na2Fe
2+
0.5T i

4+
1.5 (PO4)3

[
R3c

]
(7.19)

Na2Fe
2+
0.5T i

4+
1.5 (PO4)3

[
R3c

] + 1.5Na = Na3.5Fe
2+
0.5T i

3+
1.5 (PO4)3

[
P1c

]
(7.20)



7 Application of Mössbauer Spectroscopy to Li-Ion and Na-Ion … 345

-4 -3 -2 -1 0 1 2 3 4

0.98

0.99

1.00

0.98

0.99

1.00

0.98

0.99

1.00

0.97

0.98

0.99

1.00

0.96

0.98

1.00

Velocity (mm/s)

 R
el

at
iv

e 
tr

an
sm

is
si

on

Fe2+

Fe3+

 End of lithiation

1.2 Na/f.u.

0.8 Na/f.u.

0.4 Na/f.u. .

Begining of sodiation

(a) First sodiation of Na
1.5

Fe
0.5

Ti
1.5

(PO
4
)

3

-4 -3 -2 -1 0 1 2 3 4

0.98

0.99

1.00

0.98

0.99

1.00

0.98

0.99

1.00

0.98

0.99

1.00

0.98

0.99

1.00

(b) First desodiation of Na
1.5

Fe
0.5

Ti
1.5

(PO
4
)

3

1.2 Na/f.u.

Begining of  desodiation

Velocity(mm/s)

 R
el

at
iv

e 
tr

an
sm

is
si

on

 End of  delithiation

0.4 Na/f.u.

0.8 Na/f.u.

Fe3+

Fe2+

Fig. 7.9 Operando 57Fe Mössbauer spectra obtained for the first sodiation and desodiation of
Na1.5Fe0.5Ti1.5(PO4)3/C in Cell 2. Galvanostatic regime (0.1 Na per fu and per hour), stopped
every 0.4 Na for measurement during 12 h (open circuit). Reprinted with permission from Ref.
[71]. Copyright 2015 American Chemical Society

Other applications of Mössbauer spectroscopy to solid-solution reactions in
batteries can be found in Ref. [74–79].

7.4.2 Two-Phase Reactions

Lithium transition metal phosphates with olivine structure have been regarded as
positive electrode materials of Li-ion batteries for a long time and LiFePO4 based
batteries are now widely commercialized. Although this material has lower specific
capacity and operating voltage than commonly used layered metal oxides, it shows
better specific power, safety and cycle life. In addition, LiFePO4 is less expensive
than Co-based materials and environmentally friendly.

The electrochemical mechanism can be easily studied by 57Fe Mössbauer spec-
troscopy. The voltage profile of a LiFePO4 based electrode in a Li half-cell obtained
in galvanostatic regime shows two similar plateaus at about 3.4 V for delithiation
and lithiation, suggesting the existence of a reversible two-phase reaction.
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Fig. 7.10 Variations of the relative contributions of Fe2+ and Fe3+ to the 57Fe Mössbauer spectra
obtained for the 1st sodiation (x = 0–1.6), the 1st desodiation (x = 1.6–0) and the beginning of
the 2nd sodiation (x = 0–0.8) of Na1.5+xFe0.5Ti1.5(PO4)3 in Cell 2. Galvanostatic regime (open
circles) and mixed galvanostatic-open circuit regime (solid squares). Regions R1 and R2 shown in
Fig. 7.8 correspond to x < 0.5 and x > 0.5, respectively. Reprinted with permission from Ref. [71].
Copyright 2015 American Chemical Society

The operando 57Fe Mössbauer spectra recorded at room temperature at the begin-
ning and at the end of the first delithiation are formed by a doublet with Möss-
bauer parameters: δ = 1.22 mm s−1, � = 2.96 mm s−1 and δ = 0.42 mm s−1, � =
1.52 mm s−1, respectively, that are typical of high spin Fe2+ and Fe3+ in LiFePO4 and
FePO4, respectively (Fig. 7.11). LiFePO4 and FePO4 are antiferromagnetic below
52 K and 125 K [80], respectively, and the observed doublets are consistent with the
paramagnetic state for both compounds at room temperature.

The origin of theMössbauer parameterswas analyzed byDFT-LAPWcalculations
[46]. The calculated electron density at the nucleus increases fromLiFePO4 toFePO4,
which is consistent with the decrease of the number of Fe 3d electrons from Fe2+ to
Fe3+, as expected from the shielding effect described in Sect. 7.3.2. The observed
decrease of the isomer shift from LiFePO4 to FePO4 is due to the negative sign of
�〈r2n 〉 for 57Fe.

The EFG strongly depends on charge anisotropy, and therefore, on the occupation
of the Fe 3d↑ and Fe 3d↓ states by the valence electrons. For instance, the calcu-
lated main EFG component of Fe in LiFePO4 is lower for low spin Fe2+ (formally
3d↑33d↓3): |VZZ | ≈ 3 1021 V m−2 than for high spin Fe2+ (formally 3d↑53d↓1): VZZ

≈ 14 1021 V m−2. As shown by Eq. (7.10), the value of the quadrupole splitting
mainly depends on VZZ . For LiFePO4, all the Fe 3d↑ states are occupied and the
anisotropy is due to the Fe 3d↓ charge distribution. For FePO4, only the Fe 3d↑
states are occupied, leading to a small Fe 3d electron anisotropy and the quadrupole
splitting mainly arises from the asymmetry of the FeO6 octahedra distorted by the
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Fig. 7.11 Operando 57Fe
Mössbauer spectra (fitted
curves) obtained for the first
delithiation-lithiation cycle
of LixFePO4 in Cell 2
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P-O bonds. This structural distortion in FePO4 has a smaller effect on the value of
VZZ than the Fe 3d↓ valence electron anisotropy in LiFePO4, which explains that the
quadrupole splitting of FePO4 is lower than that of LiFePO4, as often encountered
for high spin Fe3+ and Fe2+ in iron phosphates and oxides.

All the Mössbauer spectra recorded during the delithiation and lithiation of
LiFePO4 were succesfully fitted to a linear combination of the doublets of LiFePO4

and FePO4 [81]. Since the recoil-free fractions are similar for these two compounds
[82], the relative amounts of LiFePO4 and FePO4 are given by the relative contri-
butions of the two subspectra. The observed variations are linear (Fig. 7.12), in line
with the reversible two-phase reaction

FePO4 + Li+ + e− = LiFePO4 (7.21)

This shows thatMössbauer spectroscopy can be used as a quantitative tool to eval-
uate the relative amounts of reactants and products of a two-phase electrochemical
reaction.
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Fig. 7.12 Variations of the
relative amounts of LiFePO4
and FePO4 obtained from
operando 57Fe Mössbauer
spectra for the
first delithiation and
lithiation of LiFePO4
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The substitution of Mn or Co for Fe was proposed to increase the electrode poten-
tial and, consequently, the energy density of the battery. The mechanism is more
complex than that ofLiFePO4 since it involves not only theFe3+/Fe2+ redox couple but
alsoMn3+/Mn2+ or Co3+/Co2+. For example, the voltage curves of LiFe0.75Mn0.25PO4

and LiFe0.25Mn0.75PO4 are both formed by two successive plateaus at about 3.4 and
4 V. The analysis of the 57FeMössbauer spectra shows that these two plateaus can be
attributed to two-phase reactions corresponding to the redox couples Fe3+/Fe2+ and
Mn3+/Mn2+, respectively. The observed transition region between the two plateaus
was attributed to a solid-solution reaction [83, 84]. Other studies of two-phase
reactions in batteries by Mössbauer spectroscopy can be found in Ref. [85–88].

7.5 Alloying Reactions

7.5.1 Negative Electrode Materials for Li-Ion Batteries

Negative electrode materials containing elements that form alloys with lithium have
been proposed to increase the electrode capacity and avoid the formation of lithium
dendrites. Many chemical elements of the groups 13–15 of the periodic table can
reversibly react with lithium at room temperature in liquid organic electrolyte based
cells [89]. The two most interesting and studied elements are Si and Sn that can be
used as high capacity and low voltage electrode materials. They are rather abundant
and environmentally benign. The lithiation-delithiation reactions of Si and βSn lead
to the reversible formation of LixSi and LiySn alloys or compounds, respectively,
with the usually accepted maximum values x = 3.75 and y = 4.4. By considering
these values, the volumetric capacities evaluated at the state of full lithiation are of
about 2200 mA h cm−3 (Si) and 2100 mA h cm−3 (βSn) and the specific capacities
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are 3580 mA h g−1 (Si) and 990 mA h g−1 (βSn) [89]. These values are significantly
higher than the theoretical values of∼800mA h cm−3 and 372mA h g−1 for graphite
that accommodates only 1 Li per 6 C.

However, there is a crucial issue with alloying reactions. In contrast to Li inter-
calation between graphite layers that leads to about 10% volume changes, alloying
reactions suffer from strong volume variations of about 300% for Si/Li3.75Si and
Sn/Li4.4Sn transformations. This causesmechanical (electrodefilmcracks), electrical
(loss of electrical contacts) and chemical (SEI instabilities) degradations, reducing
significantly the cycling performance of electrodes. Different approaches have been
proposed to overcome this problem by improving the electrode formulation (binder,
conductive additives), the electrolyte, or the electrochemically active materials. In
the latter case, this includes particle size reduction (nanoparticles), particle coating,
dispersion of the active particles within the pristine material (composite), and in situ
dispersion of the active species during the first electrochemical cycles. The electro-
chemical reactions taking place in these systems are rather complex and some exam-
ples of the application of Mössbauer spectroscopy to elucidate such mechanisms are
given in Sect. 7.6.

The present section deals with Li-Sn and Na-Sn alloying reactions. Although
Si is not a Mössbauer element, previous investigations of SixSn amorphous phases
successfully provided information onLi-Si alloying reactions as shown in Sect. 7.5.4.

7.5.2 βSn as Negative Electrode Material for Li-Ion Batteries

The experimental voltage curves of βSn in a Li half-cell obtained in galvanostatic
regime at low current density show different plateaus that can be attributed to two-
phase reactions (Fig. 7.13) [90]. These plateaus are observed for both lithiation and
delithiation processes, showing the reversibility of the mechanism.

Fig. 7.13 Experimental
voltage curves for the first
cycle of βSn in a Li half-cell
[90] and DFT-GGA voltage
profile for the reactions
(7.22)–(7.27)
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The theoretical voltage profile of βSn was determined by DFT calculations [24,
90] by considering the different crystalline phases of the Li-Sn phase diagram [91]
and the following reactions

5 βSn + 2 Li → Li2Sn5 (7.22)

Li2Sn5 + 3 Li → 5 LiSn (7.23)

3 LiSn + 4 Li → Li7Sn3 (7.24)

2 Li7Sn3 + Li → 3 Li5Sn2 (7.25)

5 Li5Sn2 + Li → 2 Li13Sn5 (7.26)

2 Li13Sn5 + 9 Li → 5 Li7Sn2 (7.27)

The comparison between the experimental and theoretical voltage profiles
suggests that the two first plateaus at average experimental voltages of 0.75 V and
0.65 V can be explained by Eqs. (7.22) and (7.23) corresponding to the successive
formations of Li2Sn5 and LiSn, respectively. These results were confirmed by in situ
XRD. The following plateau at about 0.5 V can be attributed to Eqs. (7.24)–(7.26)
and the possible formation of Li7Sn3, Li5Sn2 and/or Li13Sn5. These three phases
cannot be distinguished in the experimental voltage profile because they have closed
compositions and formation energies. The theoretical voltage plateau arising from
the formation of Li7Sn2, as given by Eq. (7.27), is not observed experimentally since
the voltage curve shows a continuous decrease in the range 2.2–3.8 Li per Sn. Based
on the simulation of the XRD patterns, this decrease was interpreted by the forma-
tion of a metastable phase with a BCC disordered structure that shows the same
short-range order as Li22Sn5 [90]. These results show that the Sn-rich LixSn crys-
talline equilibrium phases are reversibly formed during the lithiation of βSnwhile the
Li-rich LixSn phases could be metastable. It should be noted that the electrochem-
ical mechanisms in Li-ion batteries are also affected by other processes such as low
atomic diffusion within the electrode material, side reactions with the electrolyte,
kinetic effects, etc. In addition, the LixSn phases resulting from the lithiation of Sn
based electrodes are poorly crystallized and of small size, which makes the analysis
by XRD difficult. Thus, the 119Sn Mössbauer spectroscopy, which is sensitive to the
Sn local environment, is a great alternative tool for the characterization of the LixSn
phases.
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7.5.3 LixSn Reference Materials

To identify the lithiated products resulting from the Li-Sn alloying reactions by 119Sn
Mössbauer spectroscopy, it is convenient to determine the Mössbauer parameters of
the equilibrium crystalline phases considered as references. Different experimental
Li-Sn phase diagrams were reported and the currently accepted one shows the exis-
tence of seven crystalline phases: Li2Sn5, LiSn, Li7Sn3, Li5Sn2, Li13Sn5, Li7Sn2 and
Li22Sn5, [91], although the latter phase should be better described by Li17Sn4 [92].
Li8Sn3 was also observed and should be included in the Li-Sn phase diagram but is
not considered here [93]. Finally, other compositions or structures were predicted
by DFT calculations but have not been experimentally observed yet [94–96]. In line
with previously reported works [97, 98], only the seven crystalline phases given
above are considered here as references. The crystal structures of all the phases
were experimentally determined by XRD and show the existence of one (Li5Sn2),
two (Li2Sn5, LiSn, Li7Sn2), three (Li7Sn3, Li13Sn5) and four (Li22Sn5) Sn crystal-
lographic sites. The Mössbauer spectra were reported by two groups using different
synthesismethods: high temperature solid-state reactions [97] andmechanosynthesis
followed by annealing [98]. The contributions of the different Sn crystallographic
sites cannot be easily distinguished in the spectra that are unresolved and contain the
contributions of tin based impurities (Fig. 7.14).

The comparison between the values of the Mössbauer parameters obtained by the
two groups shows some small variations that can be attributed to differences in the
purity and crystallinity of the materials (Table 7.1).

The relative contributions of the subspectra, when not fixed, are consistent with
the crystallographic site multiplicities. The values of the quadrupole splitting reflect
the different Sn local environments due to the existence of different nearest neighbors
(Li, Sn), polyhedral geometries and bond lengths. Finally, the values of the isomer
shift averaged over the different Sn crystallographic sites, δav, are of about 2.4mms−1

for the two Sn-rich LixSn phases and decrease from 2.1 to 1.8mm s−1 with increasing
relative amount of Li for the Li-rich LixSn phases (Fig. 7.15). These values are all in
the range of the Sn(0) oxidation state and can be correlated to the number of Sn-Sn
bonds. The two ranges of isomer shifts reflect the existence of Sn based sub-lattices
for the Sn-rich LixSn phases and Sn single atoms or clusters of two or three Sn atoms
bonded to Li atoms for the Li-rich LixSn phases.

It is also interesting to plot the values of the average isomer shift of the LixSn
references as a function of the number of Li per Sn (Fig. 7.15). The observed linear
correlation suggests that δav(x) strongly depends on the average composition of LixSn
but not on crystal structure. This means that such a correlation can be used to evaluate
x from themeasurement of δav for LixSn amorphous phases or small particles as often
encountered during the lithiation-delithiation processes of Sn based electrodes.

The linear variations of δav(x) can be related to changes in the numbers of Sn 5s
(N5s) and Sn 5p (N5p) electrons. The values of ρ(0), N5s and N5p were evaluated
with the DFT-LAPW method. Following the procedure described in Sect. 7.3.2,
the theoretical values of δ were obtained from ρ(0) and the calibration constant
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Fig. 7.14 119Sn Mössbauer spectra of LixSn crystalline references measured at room temperature.
Reprinted from Ref. [98]. Copyright 2007, with permission from Elsevier

α (Eq. 7.4). The experimental and theoretical averaged values of the isomer shift,
δav, are in good agreement and the theoretical values of δav(x) linearly increase with
N5s (Fig. 7.16a) and decrease with N5p (Fig. 7.16b) in line with Eq. (7.5).

The variations of N5p (~0.25) are larger than those of N5s (~0.1) and they both
linearly contribute to the variations of δav. The increase of N5p with x reflects the
increase of the electron transfer from Li to Sn due to the increase number of Li atoms
around each Sn.

Empirical correlation rules were previously proposed for Mössbauer parameters,
such as the�-δ correlation diagram used to predict the electrochemical activity of tin
based electrode materials for Li-ion batteries [99]. In the present case, an empirical
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Fig. 7.15 Average
experimental values of the
isomer shift of LixSn
crystalline references, δav, as
a function of the number of
Li per Sn, x, and regression
line (blue)
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Fig. 7.16 Correlations between the experimental values of the isomer shift and the DFT numbers
of Sn 5s electrons a and Sn 5p electrons b for LixSn crystalline references, and linear regression
lines (blue)

relation between the average isomer shift of LixSn and x can be derived from the
values obtained for the reference crystalline phases by considering the regression
line shown in Fig. 7.15:

δav(x) = 2.55 − 0.20x (7.28)

From this equation, it is possible to determine x from δav, which gives the average
composition of the LixSn species in the electrode materials when they cannot be
identified as shown for the delithiation of FeSn2 based electrodes in Sect. 7.6.1.

The 119SnMössbauer spectroscopy was used for ex situ measurements at different
stages of the first lithiation of βSn electrode in a Li half-cell [100]. The voltage profile
is similar to that of Fig. 7.13, except at the very beginning of lithiation due to the
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existence of tin oxides as impurities. The spectra recorded for the insertion of 0.5, 1
and 3.4 Li per Sn were fitted to two doublets with Mössbauer parameters similar to
those ofLi2Sn5, LiSn andLi7Sn2, respectively, although some small differences could
be tentatively attributed to variations in the composition of the electrochemically
formed LixSn phases.

7.5.4 Si as Negative Electrode Material for Li-Ion Batteries

The electrochemical alloying reactions of Li with Si were studied by in situ 119Sn
Mössbauer spectroscopy for amorphous a-SiySn1-y (y = 0.87, 0.93) powdered
samples obtained by magnetron sputtering [101]. The voltage profiles of the two
a-SiySn1-y phases differ from that of βSn but are similar to that of amorphous Si (a-
Si), showing two sloping plateaus with a transition at ~2.3 Li (Fig. 7.17a). The same
electrochemical behaviors observed for a-Si and a-SiySn1-y suggest that similar reac-
tions take place in the two electrode materials, justifying the use of Sn as Mössbauer
probe in a-Si [102, 103].

The operando Mössbauer spectra of LixSi0.87Sn0.13 obtained during the first
lithiation-delithiation cycle consist of a single line or a doublet around 2 mm s−1

Fig. 7.17 a Voltage curves
of a-Si0.87Sn0.13 in a Li
half-cell. b Variations of the
isomer shift δ, c quadrupole
splitting � and d total area
of the 119Sn Mössbauer
spectra recorded during the
first lithiation (blue) and
delithiation (red). Image
courtesy Mössbauer Effect
Data Centre, Dalian Institute
of Chemical Physics,
Chinese Academy of
Sciences [64]

x in LixSi0.87Sn0.13

a

b

d

c
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[101]. All the spectra were successfully fitted to a doublet and theMössbauer param-
eters strongly change during lithiation (Fig. 7.17). Similar variations are obtained
for delithiation, showing the reversibility of the mechanism.

From x = 0 to x = 1, the isomer shift increases from 1.8 to 2 mm s−1 and the
quadrupole splitting increases from 0.4 to 1.2 mm s−1. The value δ = 1.8 mm s−1

is close to that of αSn and characteristic of Sn(0) in tetrahedral environment, as
expected for sp3 hybridization in a-Si. This confirms the substitution of Sn for Si in
a-Si and the absence of βSn. The values of isomer shift obtained for x < 1 are lower
than 2 mm s−1, which excludes the formation of Sn-rich LixSn alloys. The increase
of δ from 1.8 to 2 mm s−1 is mainly due to the increase of N5s (see Eq. 7.5) arising
from the electronic transfer fromLi to Sn, which indicates the substitution of Li for Si
as first nearest neighbors of Sn. The progressive increase in the number of Li atoms
around Sn makes the Sn tetrahedral environments formed by Li and Si atoms more
asymmetrical, in agreement with the observed increase of the quadrupole splitting.

From x = 1 to x = 2.3, the isomer shift and quadrupole splitting progressively
decrease until δ = 1.8 mm s−1 and � = 0.6 mm s−1, respectively. According to
Eq. (7.28), the value δ = 1.8 mm s−1 is characteristic of Li-rich LixSn alloys and
shows that Sn atoms are mainly bonded to Li atoms. This is consistent with the small
values of the quadrupole splitting that reflect rather symmetrical Sn environments.

From x = 2.3 to x = 3.5, both isomer shift and quadrupole splitting are almost
constant, δ ≈ 1.8 mm s−1 and � ≈ 0.6 mm s−1, showing there is no change in the
local environment of the Sn atoms that are only surrounded by Li. The additional
inserted Li atoms are expected to be located further from Sn atoms. This differs from
the lithiation of βSn whose average isomer shift decreases continuously in the range
x = 0–3.5 (Fig. 7.15). These different behaviors of βSn and a-Si0.87Sn0.13 can be
related to the strong differences between the Sn local environments in the lithiated
species. In lithiated LixSi0.87Sn0.13, the Sn atoms are tetrahedrally bonded to four
first-nearest neighbors, whereas the Sn atoms in the LixSn alloys resulting from the
lithiation of βSn are surrounded by more Li and Sn atoms. The variations of the
Mössbauer parameters during the delithiation from x = 3.5 to x = 1 confirm the
reversibility of the mechanism.

To conclude, the two successive sloping plateaus observed in the voltage curve of
the lithiation of a-SiySn1-y reflect the insertion of Li, first, close to Sn/Si atoms and
then, close to Li atoms. This mechanism is reversible for delithiation.

7.5.5 βSn as Negative Electrode Material for Na-Ion
Batteries

In contrast to Li-ion batteries, graphite cannot be used as negative electrode material
for Na-ion batteries [104] and should be replaced by amorphous carbon. Tin could be
an interesting alternative with a theoretical capacity of 850 mA h g−1 corresponding
to the formation of Na15Sn4. However, the sodiation and desodiation of tin based
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Fig. 7.18 a Voltage curves for the first sodiation of βSn in Na half-cells, showing three plateaus
A, B and C at about 0.2 V, 0.1 V and 0.05 V. b Ex situ 119Sn Mössbauer spectra recorded at the
end of the plateaus A, B and C. Reprinted from Ref. [106]. Copyright 2014, with permission from
Elsevier

electrodes also suffer from large volume variations as observed during the lithiation-
delithiation cycles.

The voltage curve obtained for the first galvanostatic sodiation of βSn foil in a Na
half-cell at low current rate shows three plateaus at about 0.2 V, 0.1 V and 0.05 V,
respectively (Fig. 7.18a). These values are lower than those of the lithiation of βSn
in a Li half-cell, in line with the difference between the standard electrode potentials
of Li+/Li (−3.04 V) and Na+/Na (−2.71 V). The observed number of plateaus is
lower than that expected from the formation of the eight equilibrium crystalline
phases reported in the Na-Sn phase diagram [105].

The electrochemical reactions were characterized by ex situ 119Sn Mössbauer
spectroscopy, following the same approach as described for Li-ion batteries in
Sect. 7.5.3 [106]. The room temperature spectra reported for crystalline NaSn,
Na9Sn4 and Na15Sn4, and considered as reference materials, are all formed by a
single peak. According to their number of Sn crystalline sites, the spectra of NaSn,
Na9Sn4 and Na15Sn4 were successfully fitted to one doublet, two doublets and a
single line, respectively. As observed for LixSn, the variations of the average isomer
shift of NaxSn, δav(x), can be used to distinguish Sn-rich fromNa-rich NaxSn phases.
The isomer shift of NaSn (2.44 mm s−1) is close to that of βSn, which corresponds
to a Sn-rich NaxSn phase. The isomer shifts of Na9Sn4 (2.3 mm s−1) and Na15Sn4
(2.17 mm s−1) are significantly lower than that of βSn and correspond to Na-rich
NaxSn phases. This behavior can be correlated to the number of Sn-Sn bonds as for
LixSn. The isomer shifts of the NaxSn phases are typical of Sn(0) oxidation state.
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For a given value of x, the isomer shift of NaxSn is higher than that of LixSn, which
can be explained by the lower electronegativity of Na compared to Li.

The ex situ Mössbauer spectra obtained at the end of the three different voltage
plateaus A, B and C are similar to those of NaSn, Na9Sn4 and Na15Sn4 reference
materials, respectively (Fig. 7.18b). This indicates that the electrochemical sodiation
of βSn at a very low Na rate leads to the formation of crystalline phases following
the alloying reactions

βSn + Na → NaSn (7.29)

2 NaSn + 3 Na → Na5Sn2 (7.30)

2 Na5Sn2 + 5 Na → Na15Sn4 (7.31)

Thus, the lithiation and sodiation of βSn in half-cells produce LixSn and NaxSn
crystalline phases, respectively, for x < 2.5. For x > 2.5, the formation of the Na15Sn4
equilibrium phase is observed instead of disordered Li-rich LixSn phases for lithia-
tion. This could be due to differences in the diffusion of Li and Na atoms. The diffu-
sion mechanisms could also explain the observed differences between the voltage
profiles obtained for Sn foil and sputtered films in Na half-cells [107]. In the latter
case, the mechanism is more complex, with the formation of NaxSn amorphous
and metastable phases. However, the 119Sn Mössbauer spectrum of the fully sodi-
ated electrode material is a single peak with the same Mössbauer isomer shift, δ =
2.14 mm s−1, as the Na15Sn4 reference crystalline phase. Further investigations on
the phase transformations observed during the sodiation of βSn with other charac-
terization tools led to somewhat different mechanisms but the fully sodiated phase
is always Na15Sn4 [108–111]. This shows that, irrespective of the structure of the
pristine material and the composition of the reaction intermediates, the same phase
Na15Sn4 is obtained at the end of the sodiation of βSn, confirming the high capacity of
this negative electrode material for Na-ion batteries. The observed different mech-
anisms suggest that, depending on the microstructure of the pristine material and
the experimental conditions for electrochemical sodiation, the phase transforma-
tions can produce metastable and amorphous intermediate phases that differ from
the crystalline references. For the lithiation of βSn, such a mechanism is mainly
observed for Li-rich LixSn phases. This analysis shows that the electrochemical
reactions taking place in βSn based negative electrodes of Li-ion or Na-ion batteries
are rather complex due to both thermodynamic and kinetic effects. There are still
some unclear aspects in these mechanisms that should be investigated by combining
119Sn Mössbauer spectroscopy and other characterization tools.
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7.6 Conversion Reactions

7.6.1 FeSn2 as Negative Electrode Material for Li-Ion
Batteries

Intermetallics composed of an electrochemically active element such as Si, Sn or
Sb and an electrochemically inactive metallic element were investigated as negative
electrode materials for Li-ion batteries in order to reduce the effects of the volume
variations coming with alloying reactions [112–117]. Most of the tin based inter-
metallics, MSnx, combine Sn with a transition metal element M that does not react
with Li. The first lithiation is expected to extrude M from MSnx to form metallic
nanoparticles that maintain the dispersion of LixSn particles and improve the elec-
tronic conductivity. It is important to recall that the MSnx active particles are mixed
with carbon additives and a binder to form a porous film coated onto the current
collector. The conductive additives play a key role in the performance of the elec-
trodes during cycling. Carbon can also be introduced during the synthesis process
to form MSnx/C composites that were widely studied in the past in relation with
the commercialization by Sony of the Nexelion Li-ion batteries [118–124]. FeSn2 is
regarded here as a typical example of the application of Mössbauer spectroscopy to
MSnx intermetallic based electrodes while other transition metals for M are briefly
discussed in Sect. 7.6.2. FeSn2 contains the highest amount of Sn among the crys-
talline phases reported in the Fe-Sn binary system, leading to the highest specific
capacity as Fe-Sn based electrode material. Finally, FeSn2 contains the two Möss-
bauer isotopes 57Fe and 119Sn to probe the electrochemical reactions at the atomic
scale.

FeSn2 has a tetragonal structure (I4/mcm) and each chemical element occupies
one crystallographic site. Each Fe atom is at the center of a Sn square-based antiprism
while Sn is bonded to four Fe atoms forming a SnFe4 square-based pyramid. FeSn2 is
antiferromagnetic below 378K [125]. Although themagnetic properties of FeSn2 are
not of real interest for electrochemical applications, they strongly affect the hyper-
fine structures, leading to rather complex and distinctive 57Fe and 119Sn Mössbauer
spectra.

Crystallinemicroparticles of FeSn2 were synthesized by solid-state reaction [126].
The 57Fe Mössbauer spectrum of FeSn2 at room temperature is formed by a sextet
(Fig. 7.19a) while broad structures in the range 0–5mm s−1 are observed for the 119Sn
Mössbauer spectrum (Fig. 7.19b), reflecting combined quadrupole effect and trans-
ferred hyperfine magnetic field [127]. The two sets of Mössbauer parameters: δ =
0.5 mm s−1, � = 0 mm s−1 and B = 11 T for 57Fe and δ = 2.18 mm s−1, � =
0.83 mm s−1, B = 2.4 T for 119Sn are typical of Fe(0) and Sn(0) oxidation states,
respectively, with a Sn asymmetrical environment.

The voltage profile obtained in galvanostatic regime at low current density consists
of a low voltage plateau at 0.2 V for the first lithiation and voltage hystereses at the
average value of 0.5 V for the subsequent delithiation-lithiation cycles [126]. This
indicates that the first lithiation mechanism differs from the following reversible
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Fig. 7.19 Operando 57Fe a and 119Sn bMössbauer spectra (fitted curves) obtained during the first
lithiation of FeSn2 in Cell 1

cycles and reflects a two-phase reaction. The operando XRD patterns show the
progressive decrease of the intensity of the FeSn2 Bragg peaks after the insertion
of about 2 Li per FeSn2 and the growth of broad peaks that can be assigned to Li-rich
LixSn phases although the value of x cannot be determined. There are no Bragg peaks
corresponding to Fe based phases.

The operando 119Sn Mössbauer spectra collected during the first lithiation of
FeSn2 in Cell 1 show strong changes from a broadened magnetic spectrum to an
asymmetrical peak at the end of the process (Fig. 7.19b). The latter spectrum was
fitted to two doublets. The obtained isomer shifts of 1.88 and 1.98 mm s−1 are
close to those of the Li7Sn2 crystalline reference but one quadrupole splitting, � =
0.72 mm s−1, is smaller than the reference (� = 1.13 mm s−1). The DFT-LAPW
evaluation of the Mössbauer parameters of the Li7Sn2 crystalline reference shows
that the large quadrupole splitting originates from the Sn-Sn bond along the EFG
principal axis Z for one of the two Sn crystallographic sites. For the other site,
the quadrupole splitting is small due to the existence of only Li atoms as nearest
neighbors. The observed experimental value,� = 0.72mm s−1, for the fully lithiated
electrode suggests that the number of Sn-Sn bonds in the electrochemically formed
Li7Sn2 particles is lower than the reference. This could be due to the small size or
the poor crystallinity of the particles. The contribution of the FeSn2 sextet to the 57Fe
Mössbauer spectra decreases during the first lithiation while a doublet grows until
the end of the process (Fig. 7.19a). The Mössbauer parameters of this doublet can
be attributed to α-Fe nanoparticles in the paramagnetic state.

All the 57Fe and 119Sn Mössbauer spectra obtained during the first lithiation were
successfully fitted to the spectra of FeSn2/nano-αFe and FeSn2/nano-Li7Sn2 phases,
respectively. Since the number of atoms is constant in the in situ cell, the observed
changes in the total area of the spectra correspond to the variations of the average
recoil-free fraction. The total area of the 57Fe Mössbauer spectra does not vary
noticeably during lithiation, indicating that the 57Fe recoil-free fractions of FeSn2



7 Application of Mössbauer Spectroscopy to Li-Ion and Na-Ion … 361

and α-Fe have close values (Fig. 7.20a, inset). Thus, the relative amounts of FeSn2
and α-Fe are directly given by their relative contributions to the 57Fe Mössbauer
spectra (Fig. 7.20a). The total area of the 119Sn Mössbauer spectra is constant until
1 Li per FeSn2 and then linearly decreases from 1 to 7 Li per FeSn2 (Fig. 7.20b,
inset). This can be related to the decrease of the average 119Sn recoil-free fraction
and shows that f (FeSn2) > f (Li7Sn2). By considering the full transformation of FeSn2
into Li7Sn2 in the range 1–7 Li, one can determine the ratio f (FeSn2)/f (Li7Sn2)= 2.3
from the slope of the regression line. The area of each 119SnMössbauer subspectrum
is proportional to the number of Sn atoms in the corresponding tin phase and to the
119Sn recoil-free fraction (see Sect. 7.3.6). For FeSn2 and Li7Sn2 that coexist during
the first lithiation, the ratio between the 119Sn recoil-free fractions of these two phases
must be considered for an accurate evaluation of their relative amounts, transforming
the non-linear variations of the relative areas of FeSn2 and Li7Sn2 subspectra into
linear variations for the relative amounts of FeSn2 and Li7Sn2 (Fig. 7.20b).

The linear variations of the relative amounts of FeSn2/α-Fe and FeSn2/Li7Sn2
quantitatively show that the first lithiation of FeSn2 can be assigned to the conversion
reaction

FeSn2 + 7 Li → Li7Sn2 + Fe (7.32)

Additional information were obtained from magnetic measurements of the elec-
trode material at different stages of lithiation. The saturation magnetization at low
temperature of the fully lithiated electrode material is close to that of α-Fe. The
ZFC/FC curves show the growth of a peak at 20 K with increasing number of Li that
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Fig. 7.20 First lithiation of FeSn2 in Cell 1: a variations of the relative amounts of FeSn2 (red)
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can be attributed to the progressive formation of superparamagnetic α-Fe nanopar-
ticles with a constant average diameter of about 3 nm. This result is consistent with
the extrusion of Fe atoms from FeSn2 during the conversion reaction and the forma-
tion of α-Fe nanoparticles. The small size of the formed α-Fe particles explains the
absence of XRD peaks. These results indicate that the first lithiation of FeSn2 based
electrodes should be considered as a restructuring step ending with the formation
of α-Fe/Li7Sn2 nanocomposite, which is the real starting electrode material for the
reversible lithiation-delithiation cycles.

Decreasing the particle size or increasing the surface area of electrochemically
active materials are expected to improve the performance by enhancing the elec-
trolyte impregnation, Li diffusion and electronic percolation. Nanostructured FeSn2
particles were obtained by ball milling of FeSn2 microparticles as confirmed byXRD
showing broad Bragg peaks. The 57Fe and 119Sn Mössbauer spectra are formed by a
single peak and a doublet, respectively, indicating the absence of hyperfine magnetic
field as expected with the small size and poor crystallinity of the FeSn2 ground parti-
cles [126]. However, the values of the isomer shift and quadrupole splitting are close
to those of the antiferromagnetic FeSn2 crystalline phase, showing that Fe and Sn
local environments are similar in both nanostructured and crystalline FeSn2. During
the first lithiation, the voltage curve of nanostructured FeSn2 decreases smoothly in
contrast to the plateau observed for FeSn2 microparticles, while 57Fe and 119SnMöss-
bauer spectra both reflect the same conversion reaction as given by Eq. (7.32) [68].
Thus, nanostructured and crystalline FeSn2 electrode materials are both transformed
into an α-Fe/Li7Sn2 nanocomposite during the first lithiation.

The operando 119Sn Mössbauer spectra obtained during the first delithiation of
the FeSn2 microparticle based electrode show the progressive transformation from
a single peak into a broad doublet and the increase of the average isomer shift
δav (Fig. 7.21a). The evolutions of the spectra and average isomer shift during the
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the first delithiation a and the second lithiation b of FeSn2 in Cell 1
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second lithiation are consistent with the reversibility of the mechanism observed
during the first delithiation and strongly differs from the first lithiation (Fig. 7.21b).
These spectra obtained for the first delithiation-lithiation reversible cycle cannot be
unambiguously fitted by considering the LixSn references. However, the observed
variations of δav in the range 1.8–2.3 mm s−1 can be interpreted from Eq. (7.28) as
the variations of the LixSn average composition between Li7Sn2 and LiSn, which is
consistent with the number of Li extracted during the first delithiation and inserted
during the second lithiation.

A deeper delithiation can be obtained by decreasing the current density at the
end of the process, leading to the back reaction of Fe with Sn extruded from Sn-rich
LixSn and βSn to give FeSn2 small particles [27]. However, for current densities
commonly used in electrochemical tests, such a back reaction was not observed as
confirmed by the 57Fe Mössbauer spectra that do not change significantly during
this first reversible cycle formed by the first delithiation and second lithiation. In
that case, the reversible mechanism is based on alloying-dealloying Li-Sn reactions
while α-Fe nanoparticles remain spectators and help to buffer the volume variations
resulting from these reactions.The absenceof back reactionbetweenFe andSnduring
cycling was confirmed by electron paramagnetic resonance [128]. However, the exis-
tence of such reactions clearly depends on the experimental conditions used for the
electrochemical tests.

7.6.2 Other Tin Based Intermetallic Compounds

The performance and electrochemical mechanisms of different tin based transi-
tion metal intermetallics were previously investigated, including MnSn2 [129, 130],
CoSn2 [67, 131, 132], Ni3Sn4 [133–135] andCu6Sn5 [136–139]. The voltage profiles
obtained for the first three compounds are similar to that of FeSn2. They are formed
by a plateau for the first lithiation process and reversible voltage hystereses for the
following delithiation-lithiation cycles. The main differences concern the voltage of
the first-lithiation plateau and the existence of an additional plateau observed for
some of these compounds at the end of delithiation. The 119Sn Mössbauer spectra
obtained during the first lithiation of MnSn2, CoSn2, and Ni3Sn4 based electrodes
with similar galvanostatic regimes show the formation of Li7Sn2 according to the
conversion reactions

MnSn2 + 7 Li → Li7Sn2 + Mn (7.33)

CoSn2 + 7 Li → Li7Sn2 + Co (7.34)

Ni3Sn4 + 14 Li → 2 Li7Sn2 + 3 Ni (7.35)
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The observed differences in the voltage values of the first lithiation plateau of
MnSn2, CoSn2, and Ni3Sn4 can be mainly related to the enthalpies of the reactions
(7.33)-(7.35) although significant kinetic effects can affect these values. In the three
cases, the mechanisms of the first lithiation are the same as FeSn2 and consist in
the transformation of the pristine material into M/Li7Sn2 nanocomposite (M = Mn,
Co, Ni). The Mössbauer spectra obtained at the end of the lithiation of MnSn2,
CoSn2 and FeSn2 are similar, reflecting the formation of poorly cristallized Li7Sn2
nanoparticles. For the fully lithiated Ni3Sn4 electrode, the Mössbauer spectrum is
similar to that of the Li7Sn2 crystalline reference, suggesting the formation of a more
stable phase.

Both CoSn2 and MnSn2 have the same I4/mcm structure as FeSn2 while Ni3Sn4
has a monoclinic C2/m structure with two different Sn crystallographic sites in the
primitive cell. MnSn2 is antiferromagnetic below 325 K and the 119Sn Mössbauer
spectrum at room temperature was fitted to two sextuplets reflecting two Snmagnetic
sites due to transferred hyperfine magnetic fields with parameters: δ = 2.34 and
2.32 mm s−1, � = 1.07 and 1.10 mm s−1, B = 4.5 and 2.7 T [140]. Nanostructured
MnSn2 was obtained by ball milling from crystalline MnSn2. The Mössbauer spec-
trum is formed by a doublet showing the absence of transferred hyperfine magnetic
field. The values of the Mössbauer parameters δ = 2.3 mm s−1 and � = 1.1 mm s−1

are close to those of crystalline MnSn2 [129]. At room temperature, the Mössbauer
spectrum of CoSn2 can also be fitted to a doublet with δ = 2.14 mm s−1, � =
0.77 mm s−1 [141].

These results show that the isomer shift slightly decreases for the series MnSn2-
FeSn2-CoSn2. According to Eq. (7.5), this reflects the decrease of the number of Sn
5s electrons and the increase of the number of Sn 5p electrons. In the latter case, this
is due to electron transfer from the transitionmetal, M, to Sn through the Sn 5p–M 3d
bonds. The decrease of the quadrupole splitting for this series reflects the decrease
of the Sn 5p charge anisotropy. The Mössbauer spectrum of Ni3Sn4 is also formed
by a doublet but was fitted by considering two Sn sites, in agreement with the crystal
structure of this compound. The Mössbauer parameters are δ = 2.01 mm s−1, � =
0.7 mm s−1 for one site and δ = 2.02 mm s−1, � = 1.18 mm s−1 for the other site.
The quadrupole splittings reflect the two different asymmetric environments of the
Sn crystallographic sites [135]. It should be noted that different values of the average
isomer shift of Ni3Sn4 can be found in the range ~1.9–2.1 mm s−1, depending on
the synthesis conditions. This reflects variations of the composition from Ni3Sn4
to Ni3.5Sn4 due to the existence of a solid solution [142]. In that case, Mössbauer
spectroscopy can be used to evaluate the composition of Ni3+xSn4 [143].

The values of the isomer shift decrease for the series MnSn2-FeSn2-CoSn2-
Ni3Sn4. This is due to changes in chemical bonds and electronic transfer, leading
to the increase of the number of M 3d electrons. However, all the values are in the
range 2.0–2.3 mm s−1, which is typical of Sn(0) formal oxidation state (see Fig. 7.3).
All these results explain why the first lithiation of nanostructured (paramagnetic)
MnSn2, nanostructured FeSn2, CoSn2 and Ni3Sn4, leads to similar changes in the
119Sn Mössbauer spectra from a well-defined doublet for the pristine material to a
slightly asymmetric doublet for Li7Sn2.



7 Application of Mössbauer Spectroscopy to Li-Ion and Na-Ion … 365

The mechanism is more complex for delithiation. The operando 119SnMössbauer
spectra obtained for the first delithiation of CoSn2 [67] and nanostructured MnSn2
based electrodes [130] show the same trends as FeSn2. During the delithiation, the
single Mössbauer peak of Li7Sn2 is broadened and transformed into a broadened
doublet with increasing average isomer shift. This trend is typical of Li7Sn2 deal-
loying process. This suggests the formation of poorly crystallized LixSn nanoparti-
cles with intermediate compositions as described in Sect. 7.6.1 for FeSn2, or of more
complex Li-Co-Sn and Li-Mn-Sn metastable ternary phases [130]. It is difficult to
have a more reliable interpretation of the spectra since they do not show any resolved
structures and the isomer shifts of the Sn based intermetallics and LixSn phases are
all in the same range from 1.8 to 2.5 mm s−1. The variations of the average isomer
shift can be related to changes in the composition of the Li-Sn based species but it is
impossible to identify well-defined phases as the LixSn crystalline references, which
suggests the coexistence of metastable phases with possible different compositions,
sizes and crystallinities, depending on the stage of delithiation.

For nanostructured MnSn2, the voltage curve of the first delithiation shows an
additional plateau at 0.75 V between about 2 and 3.5 Li per MnSn2 (Fig. 7.22).
Such an additional voltage plateau was also observed at the end of the delithiation
of nanostructured FeSn2 at very low current density and was interpreted as the back
reaction of Fe with Sn to form small FeSn2 particles [27]. However, the 119Sn Möss-
bauer spectra obtained for MnSn2 show a progressive line broadening with a shape
typical of magnetic relaxations, which is not observed for FeSn2 (Fig. 7.23). The
spectra obtained for this additional plateau were successfully fitted to three doublets
corresponding to remaining paramagnetic MnSn2, the “Li-Mn-Sn” phase observed
before this process and a magnetic subspectrum (Fig. 7.24). The latter doublet can be
favourably compared to the spectrum obtained for crystalline MnSn2 between room
and Néel temperatures. This indicates that Sn reacts with Mn at the end of delithi-
ation to form MnSn2 with magnetic ordering although the MnSn2 pristine material
is paramagnetic. Such a magnetic ordering suggests that the reformation of MnSn2
after the first cycle improves the crystallinity.

Fig. 7.22 Voltage curve for
the first lithiation and
delithiation of MnSn2 in a Li
half-cell. Reprinted from
Ref. [130]. Copyright
(2014), with permission
from Elsevier
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Fig. 7.23 Operando 119Sn
Mössbauer spectra obtained
at the end of the delithiation
of MnSn2. Corresponding
points are reported in
Fig. 7.22. Reprinted from
Ref. [130]. Copyright 2014,
with permission from
Elsevier

Fig. 7.24 Variations of the
relative contributions to the
119Sn Mössbauer spectra of
the different Sn based phases
formed during the first
delithiation of MnSn2 in a Li
half-cell. Reprinted from
Ref. [130]. Copyright 2014,
with permission from
Elsevier
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For Ni3Sn4, the Mössbauer spectrum obtained at the end of delithiation is close
to that of the pristine material and can be attributed to the reformation of Ni3Sn4.
Such a back reaction was also observed for Ni3Sn4/Si/C composite where Si was
introduced to increase the specific capacity [144]. In that case, both Ni3Sn4 and Si
are electrochemically active and operando 119Sn Mössbauer spectroscopy was used
to follow reactions involving Sn. The spectra obtained in galvanostatic regime clearly
show the back reaction of Ni with Sn to form Ni3Sn4 at the end of delithiation [145].

The present analysis of the Mössbauer results obtained for the first delithiation of
tin intermetallics indicates that, depending on the transitionmetalM (Mn, Fe,Co,Ni),
different mechanisms take place with different contributions of the back reactions
between Sn andM. This could be due to differences in the bonding energies of M-Sn
and M-M bonds, but also to interfacial and atomic diffusion properties. This aspect
has not been elucidated yet and it is still not clear whether such back reactions that
trap M and Sn atoms improve the electrode performance such as cycle life, which
is a crucial issue for the application of intermetallic electrode materials in Li-ion
batteries.

Finally, the Mössbauer spectra obtained during the second lithiation of MnSn2,
CoSn2 and Ni3Sn4 differ from the spectra obtained during the first lithiation, in
line with the observed different voltage profiles. This is consistent with the mecha-
nism described for FeSn2 and is obviously due to differences between the electrode
materials at the beginning of the first (pristine) and second (nanocomposite) lithi-
ations. However, both lithiation processes end with the formation of M/Li7Sn2
composite. The cycle formed by the first delithiation and the second lithiation is
reversible and reflects the electrochemical mechanism (Li-Sn alloying reactions) of
the following reversible cycles. Unfortunately, the poor mechanical stability of the
electrodes during cycling limits the use of such materials and requires the optimiza-
tion of the electrode formulation. In addition, all the reaction mechanisms described
above can also be affected by parasitic reactions on cycling or for the cell at rest as
discussed in the next subsection.

7.6.3 Aging Phenomena

Li-ion batteries can suffer from energy and power losses, voltage lowering or more
severe issues with time. The performance degradation occurs for batteries at rest
or during cycling [146]. The in situ Mössbauer spectroscopy can be used to study
aging mechanisms if they affect the electronic properties of Mössbauer atoms. Two
mechanisms are described here for tin based intermetallics as negative electrode
materials for Li-ion batteries at rest and during cycling, respectively.

Thefirst agingmechanismconcerns the instability of the species formedduring the
lithiation or delithiation of electrode materials [147]. The example of a fully lithiated
FeSn2 based electrode is considered here. Such an aging process is complex since
it depends not only on the macroscopic and microscopic features of the electrode
as the morphology of the FeSn2 particles or the electrode formulation, but also on
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Fig. 7.25 Voltage curve of a
fully lithiated FeSn2
based electrode in a Li
half-cell at rest as a function
of time (red) compared to
the galvanostatic voltage
curve obtained for the first
delithiation of FeSn2 in a Li
half-cell at the current rate of
C/20 (0.05 Li per FeSn2
and per hour). Reprinted
with permission from Ref.
[147]. Copyright 2017
American Chemical Society
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the electrode-electrolyte reactivity. The present results highlight some trends in the
instability of the nanocomposite α-Fe/Li7Sn2 formed at the end of the lithiation of
FeSn2 in a Li half-cell at rest, i.e., under open circuit conditions. In that case, the cell
voltage increases with time from 0 to 1 V during a period of several months although
there is no external current (Fig. 7.25). The observed voltage profile is similar to
the profile of the galvanostatic delithiation of FeSn2 in a Li half-cell, suggesting the
progressive delithiation of Li7Sn2 with time.

The in situ 119Sn Mössbauer spectra obtained during aging show that the rather
symmetric peak of nano-Li7Sn2 centered at 2 mm s−1 is transformed into an asym-
metric and broad line after 900 h (Fig. 7.26). The Mössbauer spectrum obtained
after 170 h can be fitted to Li7Sn2 (2 doublets) and another doublet centered at
2.05 mm s−1. The spectrum obtained after 900 h was fitted to two doublets centered
at 2.05 mm s−1 and 2.45 mm s−1, respectively. The average compositions of the
formed LixSn phases were evaluated from Eq. (7.28). The values of the isomer shift
δ= 2.05mms−1 and δ= 2.45mms−1 correspond toLi2.5Sn andLi0.5Sn, respectively.
Thus, the aging process consists in the delithiation of Li7Sn2 with the formation of
intermediate LixSn phases as in the case of the galvanostatic delithiation process.
The 57Fe Mössbauer spectra do not show any noticeable changes even after three
months, which means that iron nanoparticles were not affected by the delithiation of
Li7Sn2. This was also confirmed by ex situ magnetic measurements [147].

The electrochemical impedance spectroscopy was also used for the characteriza-
tion of the electrode-electrolyte interface [147]. Nyquist plots of the impedance
spectra show two semicircles in medium and high frequency ranges attributed
to charge transfer and SEI formation, respectively. During aging, the semicir-
cles widened, revealing the increase of the resistances coming with these two
phenomena. This was interpreted as the growth of the SEI layer and indicates that
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Fig. 7.26 In situ 119Sn
Mössbauer spectra at
different stages of aging of a
fully lithiated FeSn2
electrode in a Li half-cell at
rest. Reprinted with
permission from Ref. [147].
Copyright 2017 American
Chemical Society
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the Li7Sn2 delithiation originates from reactions with the electrolyte. This is due to
the metastability of the LixSn nanoparticles and their reactivity vs. Li.

Another aging process due to the metastability of the electrochemically formed
species was revealed for delithiated FeSn2 based electrodes in Li half-cells with
voltage maintained during two weeks [27]. The delithiation of a fully lithiated FeSn2
based electrode at very low current rate produces βSn, Sn-rich LixSn species and
FeSn2. When no more Li ions can be extracted from the electrode, and by imposing
a constant voltage, the area of the Mössbauer spectrum increases with time. This can
be interpreted by the increase of the amount of FeSn2 in the electrode due to the back
reaction of Sn with Fe.

The second aging phenomenon considered here occurs during cycling, leading
to strong capacity fading [126]. The 57Fe and 119Sn Mössbauer spectra of a fully
lithiated nanostructured FeSn2 electrode obtained after 30–50 cycles show significant
differences from the spectrum obtained at the end of the first lithiation.

The 57Fe Mossbauer spectrum obtained after 30 cycles is formed by a magnetic
sextet with the hyperfine magnetic field B = 32.4 T close to that of α-Fe and a single
peak that can be attributed to superparamagnetic iron nanoparticles (Fig. 7.27a). The
existence of magnetic particles can be explained by the growth of Fe nanoparticles
during cycling. This is due to changes in the composite microstructure resulting from
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(a) 57Fe Mössbauer spectroscopy (b) 119Sn Mössbauer spectroscopy (c) 119Sn Mössbauer spectroscopy 

Fig. 7.27 57Fe a and 119Sn b Mössbauer spectra of a fully lithiated FeSn2 based electrode in
a Li half-cell after 30 cycles and 119Sn Mössbauer spectrum at the end of the first lithiation for
comparison c. Reprinted with permission from Ref. [126]. Copyright 2011 from Elsevier

volume variations. The 119Sn Mössbauer spectrum obtained after 30 cycles is more
asymmetric than at the end of the first lithiation, but can also be fitted to two doublets
(Fig. 7.27b). Compared toLi7Sn2 obtained at the end of the first lithiation (Fig. 7.27c),
the highest of the two quadrupole splittings has increased by about 0.4 mm s−1 and
the Mössbauer parameters are similar to those of the Li7Sn2 crystalline reference.
Such a difference is explained in Sect. 7.6.1 and reflects here the growth of the Li7Sn2
particles during cycling.

The Mössbauer measurements show that the average particle size of the lithiation
products α-Fe and Li7Sn2 increases on cycling, which reduces the electrochemical
activity by worsening the effects of volume variations. The resulting mechanical,
electrical and chemical instabilities are responsible for capacity fading. However,
a longer cycle life can be achieved by improving the electrode microstructure and
formulation.

7.6.4 Tin Oxides

Tin oxides and tin composite oxides (TCO) were proposed by Fuji in the late 1990s
as high capacity negative electrode materials for Li-ion batteries [37]. The electro-
chemical mechanismswere studied by different techniques including operandoXRD
and 119Sn Mössbauer spectroscopy.

The voltage curves of the first lithiation of SnO (Fig. 7.28) and SnO2 in Li half-
cells at low current density show two different regions. The region R1 corresponds to
the insertion of about 2 Li per SnO (4 Li per SnO2) and consists of a plateau at≈ 1 V
(SnO2 ≈ 1.5 V). The region R2 shows a continuous voltage decrease with different
sloping plateaus until the end of lithiation. The voltage curve in R2 depends on the
imposed current and can change from smooth to staircase profile with decreasing
current, reflecting the effect of reaction kinetics as observed for βSn.
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Fig. 7.28 Voltage curves of
SnO in Li half-cells with the
points of measurements for
the first lithiation (A-F) and
for different stages
of delithiation at 3 V
(B1-F1). Two regions R1 and
R2 are distinguished for
lithiation. Reprinted from
Ref. [148]. Copyright 2000,
with permission from
Elsevier

R1 R2

The electrochemical reactions of SnO in Li half-cells were studied by operando
[149] and ex situ [148] 119Sn Mössbauer spectroscopy. The experimental condi-
tions are different in the two works but the observed trends in the evolution of the
Mössbauer spectra are similar.

For ex situ experiments, theMössbauer spectrumof SnO formed by an asymmetric
doublet centered at 2.6 mm s−1 is progressively broadened at the low velocity side
and the doublet disappears to form a large and unresolved structure at the end of R1
(A-D in Fig. 7.29). The spectra were fitted to three components corresponding to
SnO, βSn and Sn(IV) oxides, respectively, and an additional component centered at
about 1.2 mm s−1. The contribution of SnO to theMössbauer spectra decreases while
the contributions of βSn and the component centered at 1.2 mm s−1 increase during
lithiation. For in situ experiments, only the Mössbauer spectra at the beginning and
at the end of R1 were reported and are similar to the corresponding ex situ spectra
[149]. These two studies are consistent with the transformation of SnO into βSn in
R1, which corresponds to the conversion reaction

SnO + 2 Li → βSn + Li2O (7.36)

However, the existence of the other two Mössbauer subspectra indicates that
the mechanism is not a simple conversion reaction leading to isolated βSn and Li2O
particles. The observedMössbauer isomer shift of the Sn(IV) oxide is slightly higher
than that of SnO2 and could originate from surface oxidation or impurities. The other
subspectrum at 1.2 mm s−1 is rather intriguing since this value cannot be assigned to
either Sn(IV) oxides nor Sn(0) phases (see Fig. 7.3). It can be tentatively attributed
to Sn bonded to both Sn and O atoms resulting from interactions between βSn and
Li2O particles or to metastable Li-Sn-O amorphous phases. The reported variations
of the total area of the operando Mössbauer spectra as a function of the number of Li
per SnO, x, can be related to the variations of the average recoil-free fraction since
the total amount of Sn is constant in the cell [149]. As a main result, the recoil-free
fraction decreases almost linearly with increasing x and the ratio f (x = 0)/f (x =
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Fig. 7.29 Ex situ 119Sn
Mössbauer spectra at
different stages of the first
lithiation (A-F) and
delithiation (B1-F1) of SnO
in Li half-cells. The different
subspectra correspond to
Sn(IV) oxide (bold solid
line), SnO (solid line),
Li-Sn-O (dotted line), βSn
(dashed line) and LixSn
(dash-dotted line).
Corresponding points are
reported in Fig. 7.28. The
spectra of SnO and βSn are
shown for
comparison. Reprinted from
Ref. [148]. Copyright 2000,
with permission from
Elsevier

2) can be compared to f (SnO)/f (βSn), which confirms the conversion reaction given
by Eq. (7.36). Thus, the lithiation of SnO in R1 brings about the dispersion of small
Sn(0) electrochemically active particles within an inactive Li2O based matrix, which
should be regarded as an in situ restructuring step of the electrode material.

The operandoMössbauer spectra obtained during the lithiation inR2 are similar to
those of the LixSn reference materials, which suggests the formation of LixSn equi-
librium phases [149]. For Li2Sn5 and LiSn, there is still a low velocity component due
to remaining Sn-O bonds. The agreement between the experimental data and LixSn
references is less clear for compositions around Li5Sn2, probably due to the existence
of different and metastable phases, while Li7Sn2 and Li22Sn5 are clearly observed at
the end of R2. The latter result differs from the lithiation of βSn based electrodes that
shows more disordered Li-rich LixSn phases as discussed in Sect. 7.5.2. This could
be due to the effect of the Li2O matrix that improves the dispersion of the LixSn
small particles and the formation of more ordered phases.

The operando Mössbauer spectra obtained during the delithiation are similar to
the LixSn references until LiSn [149]. Then, additional extraction of Li leads to
broadened spectra at the low velocity side as voltage increases above 1 V. This can
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be explained by the formation of Sn-O bonds. Since all the Li atoms are extracted
from LixSn at this stage, this is due to the partial delithiation of Li2O and back
reaction of Sn with O. The in situ spectrum obtained for the delithiated electrode at
2.5 V shows the existence of SnO2, SnO and βSn, confirming such a back reaction.
The same results are obtained for ex situ measurements at 3 V (Fig. 7.29) [148].
These reactions operate at a rather high voltage and are not expected to occur for
SnO based negative electrodes in Li-ion full-cells.

To summarize, the electrochemical mechanism of SnO in a Li half-cell consists
in the irreversible transformation of Sn(II)O into βSn(0) and Li2O small particles,
followed by reversible LixSn alloying and dealloying reactions for the first delithi-
ation and the second lithiation, respectively, if the upper voltage cutoff is limited to
about 1 V. In that case, the Li2O particles form an electrochemically inactive matrix
that maintains the dispersion of the LixSn particles, improving the cycling proper-
ties of the electrode compared to βSn. This is the same basic concept as described
in Sect. 7.6.1 for tin intermetallic based electrodes whose metallic nanoparticles
formed during the first lithiation buffer the volume variations, as the Li2O particles
in the present case. However, there is a large capacity loss at first cycle due to the
transformation of SnO into βSn/Li2O. In Li-ion full-cells, such a reaction requires
the prelithiation of the negative electrode or the increase of the positive/negative
electrode ratio.

The situation is even more critical for SnO2 since 4 Li per SnO2 are required for
the conversion reaction ending with βSn/Li2O composite. The in situ 119Sn Möss-
bauer spectroscopy was used for SnO2 in a plastic bag half-cell showing a three-step
mechanism for the first lithiation including intercalation, conversion and alloying
reactions [150]. However, the analysis of the conversion reaction is more ambiguous
due to overlaps between the Sn(IV)O2 subspectrum and broad lines due to the Sn-O
bonds between βSn and Li2O. The additional initial step reflecting Li intercalation
into SnO2 only involves 0.4 Li per SnO2. The voltage curve of SnO2 corresponding
to LixSn alloying reactions (R2 for SnO) does not show well-defined plateaus and
the Mössbauer spectra cannot be fitted to LixSn references. However, the variations
of the average isomer shift are linear in this region, as expected from Eq. (7.28),
reflecting reversible LixSn alloying reactions.

As an example of TCO, a tin borophosphate glass with the composition Sn2BPO6

is considered here since the mechanism was studied by operando 119Sn Mössbauer
spectroscopy [149]. The voltage profile of the first cycle of Sn2BPO6 in a Li half-cell
is similar to that of SnO, except that the first plateau (R1) has a higher voltage. The
Mössbauer spectrum of the pristine material consists of an asymmetric doublet that
can be attributed to Sn(II) while a broad spectrum of weak intensity was obtained at
the end of the first plateau. This reflects the strong decrease of the average recoil-free
fraction in R1, which was attributed to the transformation of Sn2BPO6 into βSn small
clusters embedded in a mixed borophosphate and Li2O matrix. Such a decrease can
be related to the variations of the recoil-free fraction of βSn as particle size decreases
below ~10 nm when the interface with the matrix is not too constrained [149]. The
proposed conversion reaction is
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2 Sn2BPO6 + 8Li → 4βSn + B2O3 + P2O5 + 4 Li2O (7.37)

TheMössbauer absorption increases during the lithiation in R2 and the spectra are
typical of the LixSn references except around Li5Sn2 [149]. The Mössbauer spectra
obtained during the delithiation until about 1 V are similar to those obtained during
the lithiation in R2 but in reverse order, ending with βSn. This shows that LixSn
alloying reactions are reversible inR2. The spectrumof the delithiated electrode at the
higher voltage of 2.5 Vwas successfully fitted to βSn and Sn2BPO6, suggesting back
reactions of Sn with the oxides to form species with similar Sn local environments
as the pristine glass. Thus, the electrochemical mechanism of Sn2BPO6 glass is
similar to that of SnO except that the Sn(0) particles obtained during the initial
conversion reaction given by Eq. (7.37) are significantly smaller and embedded in
a more complex matrix. The small size of the βSn clusters reduces the impact of
volume variations and the borophosphate matrix is more efficient to maintain the
particle dispersion, which improves the cyclability of Sn2BPO6 glass compared to
βSn. Finally, it should be noted that the upper voltage cutoff (≈ 0.8 V) is an important
parameter to avoid the aggregation of mobile βSn clusters and the instability of the
oxide based matrix due to back reactions between Sn and O atoms.

7.7 Conclusions

Mössbauer spectroscopy is a powerful tool to characterize pristine electrodematerials
and investigate reactionmechanisms in Li-ion and Na-ion batteries. This is due to the
ability of this technique to probe the local environment of nuclei due its high selec-
tivity to detect weak variations of the nuclear energy levels arising from electric and
magnetic interactions. The resultingMössbauer parameters: isomer shift, quadrupole
splitting and hyperfine magnetic field, combined with the recoil-free fraction and the
spectral linewidth, provide information about the structural, electronic and magnetic
properties of electrode materials.

Changes in the Mössbauer parameters due to insertion and deinsertion processes
can be used to follow electrochemical reactions. Although the application of Möss-
bauer spectroscopy could be limited due to the small number of available isotopes,
the two most commonly used ones, 57Fe and 119Sn, are fortunately often found in
the composition of electrode materials or they can be introduced as local probes.
In situ and operando measurements are of high interest for the analysis of reaction
mechanisms on a real-time basis and different types of in situ electrochemical cells
have been described. Such cells avoid extracting the rather unstable lithiated or sodi-
ated electrode materials although ex situ experiments can also be achieved if sample
handling and measurements are made with care and shortly after the electrochemical
experiments.

Some selected examples have been considered to illustrate the three main mecha-
nisms encountered in electrode materials: insertion, alloying and conversion. These
reactions can be characterized from changes in the oxidation state of the Mössbauer
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atoms due to redox reactions, but also from modifications in chemical bonding and
local structure. Mössbauer spectroscopy is also of high interest for the identifica-
tion and the quantitative evaluation of the lithiated or sodiated products. However,
it should be emphasized that Mössbauer spectroscopy should be combined with
other characterization tools to explore both short-range and long-range interactions,
providing more accurate and quantitative analyses.

The interpretation of Mössbauer spectra is often complex due to the existence
of a large variety of local environments in the electrochemically formed species. A
particular attention should be devoted to the Mössbauer data analysis that can take
advantages of first-principles calculations. Such calculations should also be used to
investigate the structures of the lithiated or sodiated phases that are often metastable.
This could be of high interest for the analysis of kinetic effects in Li-ion and Na-
ion batteries, which are usually not taken into account in the interpretation of the
Mössbauer experiments. The use of synchrotron radiation could also be considered
for such phenomena in order to reduce the acquisition time of spectra.

However, in-lab Mössbauer spectroscopy will undoubtedly make novel contribu-
tions in the future to the development of new materials for electrochemical energy
storage, which will be crucial for the energy transition and the reduction of global
warming.
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Chapter 8
Mössbauer Spectroscopy in External
Magnetic Fields

Michael Reissner

Abstract The application of external magnetic fields allows to broaden the knowl-
edge, which can be gained by Mössbauer spectroscopy enormously. In combination
with magnetic measurements, detailed information about local magnetic and elec-
tronic structure can be obtained. After an introduction to the influence of an external
magnetic field on hyperfine interactions, examples are given. Starting from simple
magnetic structures like para-, ferro-, and antiferro-magnetic ones, investigations on
complex magnetic structures with spin canting are discussed. Also results on mate-
rials with inhomogeneous magnetic structures like spin glasses will be presented.
Special focus will be on the influence of high external fields on the spin dynamics.

8.1 Introduction

In contrast to magnetization measurements or NMR investigations the application of
an external field is not a prerequisite to get information about the magnetic behaviour
of a compound in case of Mössbauer spectroscopy. Nevertheless measurements in
external magnetic fields have been performed since the very early days of Möss-
bauer spectroscopy, because a lot of new and more in-depth information can be
gained. Especially in the case of the investigation of magnetic ground state proper-
ties in-field measurements are extremely valuable. The determination of the precise
hyperfine structure in magnetically ordered samples is often a non-trivial task. The
simultaneous presence of magnetic dipole and electric quadrupole interaction makes
modelling of the hyperfine structure quite complicate. But if external field is high
the influence of electric field gradient can be reduced and interpretation of measured
spectra might become easier. One of the first applications of external fields in Möss-
bauer spectroscopy was the measurements of the sign of the hyperfine field in α-Fe
[1, 2]. For alloys with traces of iron the local susceptibility of the iron moments
could be determined [3–7]. Knowledge about crystal field parameters and the atomic
arrangement in complex structures, as well as the investigation of magnetic order can
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be obtained by high field Mössbauer spectroscopy [8, 9]. Tuning the field strength
in such way that the magnetic and electrostatic hyperfine interaction is of similar
strength, the sign of the electric field gradient can be obtained for 3/2 → 1/2 tran-
sitions, which is not possible without field [10, 11]. This helps to get information
about the charge density distribution and to compare with theoretical calculations.
Especially for intermetallic compounds high external fields are necessary, because
with fields which can be produced by electromagnets (max 2 T) the resolution of the
spectra is too less, to allow clear conclusions.

In this tutorial the possible great extensionof knowledge aboutmagnetic behaviour
in solids by application of an external magnetic field is discussed. It is not a review
about the field but should give an insight into what is possible on different levels of
complexity of magnetic structures. Therefore the presented examples are all from
work in which the author was involved. The focus is not only on the results of such
investigations but also on how to come to these results, by also discussing possible
misinterpretations. In the first part the influence of an external field on the hyperfine
interactions and spectral shape is discussed. In the Applications examples from very
simple to extremely complex magnetic structures are presented. The last part is
devoted to the investigation of dynamic effects by high-fieldMössbauer spectroscopy.
This tutorial should convince that the investment in a high-fieldMössbauer apparatus
makes sense and should help to enter the field.

8.2 Hyperfine Field

From the three main hyperfine interactions which are detectable byMössbauer spec-
troscopy the most important one for investigating the magnetic ground state prop-
erties is the magnetic hyperfine interaction. It is present if the Mössbauer nucleus
has a nuclear spin I > 1, because in that case it has a dipole moment μ capable to
interact with a magnetic field, which might be present at the site of the nucleus. This
field can be an internal one, due to the surrounding of the nucleus, or an external
one. The magnetic hyperfine field Hh f , which the nucleus senses, and which causes
the nuclear Zeemann splitting, has two main components

Hh f = Hef f + Hloc (8.1)

with Hef f the effective hyperfine field, and Hloc the local hyperfine field. Both can
be decomposed into more fields, according to their origin

Hef f = Hc + HO + Hd (8.2)

with Hc the Fermi contact field, HO the orbital field, and Hd the dipole field and

Hloc = Hext + HDM + HL (8.3)
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with Hext an external field, HDM the demagnetizing field, and HL the Lorentz field.
The Fermi contact field Hc is due to the Fermi contact interaction of the nuclear
moment with the spin density at the nucleus [12]. This density comes partly from
an unbalanced spin density of s-electrons at the nucleus and partly from conduction
electrons [13, 14]. The latter one comes from polarization produced by exchange
interactions with the 3d electrons and by admixture with the 3d band. For ionic iron
compounds Hc is large and negative. With increasing covalency Hc decreases in
ionic compounds [15]. The orbital field HO arises from unquenched orbital angular
momentum of the parent atom for high spin ferric compounds. It is zero, because
ferric iron is an S-state ion (6S). In ferrous iron this term can be large and of opposite
sign to the Fermi contact field Hc. The dipole field Hd is caused by the arrangement
of the atomic moments in the vicinity of the Mössbauer nucleus. For most iron com-
pounds this term is smaller than the Fermi contact and the orbital term. Whereas the
Fermi field can be assumed to be independent of the crystal symmetry, because of
the polarization of the inner s-shells, the orbital field and the dipole field are strongly
symmetry dependent. The demagnetizing field HDM = −DM reduces the hyperfine
field. It depends on the demagnetization factor D, which depends on the shape of
the sample and the magnetization M. In contrast to measurements on bulk micro-
crystalline materials, where HDM is negligible small, because of the multidomain
structure, it can become dominant in case of monodomain nanoparticles, especially
if the hyperfine field is small [16]. The usual Lorentz field HL = 4π/3 for cubic sym-
metry has to be modified by small residue H L ′ for noncubic symmetry. Because of
the quenched orbital moment in high-spin ferric compounds HO = 0, the hyperfine
field at low temperatures is always negative and rather large. In ferrous compounds
where HO can be large, the sign of the observed hyperfine field can be positive or
negative. Best way to determine the sign is to apply a large external magnetic field (2
T − 5 T) and to observe the field dependence of the measured hyperfine field. In that
way Hanna et al. [1] have shown for the first time that in α-Fe the hyperfine field is
negative rather than positive, although at that time theory predicted a positive sign.
Detailed description of the nature of the hyperfine field can be found in [8, 12, 17,
18].

By the nuclear Zeeman effect the degeneration of the ground and exited states are
lifted and the levels split into 2I + 1 energetically different levels. In case of 57Fe
(Fig. 8.1) the exited state (I = 3/2) splits into four and the ground state (I = 1/2)
into two levels. This gives eight different transition energies, from which two are
forbidden because of the selection rules for magnetic dipole transitions: �I = ±1
and �m = 0 or ±1. As a result the Mössbauer line splits into a sextet (Fig. 8.2). The
spacing of the outermost lines is the so-called hyperfine field Bh f . From the intensity
ratio of the six lines information about the orientation of the magnetic field at the
nucleus can be obtained, because the intensity of the six lines depend on the angle θm

between direction of the magnetic field at the nucleus and the γ -ray direction. For the
±3/2 → ±1/2 transitions intensity is given by 3

4 (1 + cos2 θm), for ± 1
2 → ± 1

2 it is
given by sin2 θm , and for∓ 1

2 → ± 1
2 it is given by

1
4 (1 + cos2 θm). According to these

equations the second and fifth line vanish, if the field at the nucleus is parallel to the
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Fig. 8.1 57Fe level scheme for magnetic dipole interaction (middle) and additional small electric
quadrupole interaction (right)

direction of the external field. Then the intensity ratio becomes 3:0:1:1:0:3 (Fig. 8.2b).
This situation can be found, if the sample is a single crystal, which is oriented
accordingly, or by a high external field, which rotates all hyperfine fields parallel
to the applied field direction. In a case where the field is oriented perpendicular to
the external field direction the intensity ratio becomes 3:4:1:1:4:3 (Fig. 8.2c). If the
sample is polycrystalline, one has to integrate over all possible θm values. In this case
the obtained intensity ratio is 3:2:1:1:2:3 (Fig. 8.2a). If in addition to the magnetic
splitting also electric quadrupole interaction is present, spectra can become very
complicate, even with appearance of the forbidden lines. In case the electrostatic
interaction is much smaller than the magnetic one, the quadrupole splitting causes a
shift in the position of the inner four lines against the outer ones (Fig. 8.1). To get the
internal field, the applied field Ba has to be subtracted from the measured hyperfine
field Bh f . If spectra are not fully polarized the angle θ between Ba and Bh f has to
be taken into account. The internal field Bint is then given by B2

h f = B2
a + B2

int −
2Ba Bint cos θ . If the applied field is strong enough to polarize the spectra, angle θ

becomes zero and the situation is easier. The value of Bint is than simply given by
the difference |Bh f − Ba| (Fig. 8.3). If measured Bh f is larger than the applied field
Ba , the internal field Bint has to be parallel to the applied field. If Bh f is smaller than
Ba , internal field Bint is antiparallel to the applied field.1

1The internal field Bint is sometimes also called induced field Bind , or transferred field Btrans ,
because it is caused by neighbouring ligands. In this tutorial both Bint and Bind are used synony-
mously.
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Fig. 8.2 57Fe Mössbauer
spectrum for polycrystalline
α-Fe in zero field (a), in 5 T
parallel to the external field
direction (b), and in 0.35 T
perpendicular to the external
field direction (c)

Fig. 8.3 Determination of
the internal field Bint in case
of small (left) Ba and large
(right) external fields
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8.3 Simple Magnetic Structures

In case of a diamagnet all electronic shells are completely filled. Thus they do not
carry a magnetic moment, therefore they do not react on an applied field Ba . In that
case the measured hyperfine field Bh f at the nucleus is identical to Ba .

In case of an isotropic paramagnet the situation is the following: without external
field the spectrum is a single line, or in case of a small electric quadrupole interaction
a doublet. Applying an external field induces an internal field Bind . Figure8.4 shows
as a typical example spectra of Y(Fe0.40Al0.60)2 at room temperature and different
external fields. For all fields the spectra are fully polarized, visible by the vanishing of
the 2nd and 5th line of the sextets. The measured hyperfine field Bh f = Ba − Bind is
practically identical to the applied field Ba . The line shows the calculated influence of
Ba . Broadening and small shift of centre of gravity of the lines are due to differences
in Bind for different Fe surroundings. The change of measured Bh f and calculated
small Bind values with applied field Ba is shown in Fig. 8.5.

In ferromagnetic materials magnetization and therefore magnetic hyperfine split-
ting is present already at zero applied field. Figure8.6 shows the field dependence
of polycrystalline α-Fe 4.2 K for different external fields. Again the line indicates
spectra, which would be obtained if only the applied field is present. With increasing

Fig. 8.4 Room temperature
spectra at different applied
fields for Y(Fe0.4Al0.6)2 as
an example of a paramagnet.
Reprinted from [19]
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Fig. 8.5 Measured
hyperfine field Bh f and
calculated induced field
Bind=|Ba-Bh f | versus applied
field Ba . Modified from [19]

field domains are rotated in direction of the applied field. Full alignment is reached
at approximately 4 T, again visible by the vanishing of the 2nd and 5th line. The
measured hyperfine field Bh f decreases with increasing Ba , but is always larger than
Ba . Therefore the internal hyperfine field Bint is antiparallel to the external one. As
in an external field the magnetic moments are always rotated into the external field
direction, the hyperfine field is antiparallel to the moment in α-Fe. Figure8.7 shows
the change of Bh f , Bint , and θ with applied field Ba . At zero applied field the angle
θ between Bint and Ba is 54.735◦, which corresponds to random distribution of the
fields, and reaches zero at approximately 4 T. The internal field is as expected inde-
pendent of Ba . The small increase in low external fields is due to the demagnetization
field, which is not taken into account in the analysis.

In antiferromagnetic materials the magnetic moments of the two magnetic sublat-
tices compensate on a large scale, but locally magnetic fields are present. These fields
lead to magnetic hyperfine split spectra. If there is only one internal field Bint several
different cases can be found in an external field (Fig. 8.8). If internal fields are parallel
to the applied field, two subspectra for the two hyperfine fields Bh f = Ba ± Bint are
present (Fig. 8.8b). This case can be realized if a single crystal is oriented appro-
priately in field. In higher external fields it is energetically more favourable if the
internal fields are perpendicular to the applied field. In this case again only one sub-
spectrum is present (Fig. 8.8c). This case is visible also for polycrystalline powders
if the external field is high enough. Is Ba too low, the spectrum of antiferromagnetic
powder samples can become very complex [20].

Many magnetic systems show relaxation behaviour, which leads to time varying
hyperfine fields. These relaxation behaviour can have many reasons like energy
exchange between spins—so-called spin-spin-relaxation—but also energy exchange
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Fig. 8.6 Mössbauer spectra
of an α-Fe foil 4.2 K for
different applied fields, as
example of a ferromagnet.
The line is a calculation of
the pure field effect.
Reprinted from [19]

between the spins and the lattice—so-called spin-lattice-relaxations—to name only
a few. These time dependence of hyperfine interactions can strongly influence the
shape of the measured spectra, if the corresponding characteristic relaxation time τR

is in the range of the characteristic time of the experiment. Each measuring method
has its own characteristic time window. This is the time during which measurement
is performed. In case of a bulk magnetization measurement this is in the range of
1 up to 100 s. Ac-susceptibility measurements are in the range of 1– 10−4s, and
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Fig. 8.7 Measured
hyperfine field Bh f , angle
between Bh f and Ba , as well
as calculated internal field
Bint over applied field Ba .
Adapted from [19]

neutron measurements have a characteristic measuring time of 10−8 − 10−13s. The
time window ofMössbauer spectroscopy is determined by the life time of the excited
state of the nucleus τ N . Depending on theMössbauer isotope τ N is between 10−7 and
10−9 s. To measure a magnetic split spectrum, there must be sufficient time for the
nucleus to sense the effect of the magnetic field acting on it [21]. This means that at
least one Larmor precessionmust take place before the nucleus decays. Therefore the
Larmor precession time τ L must be smaller than the nucleus life time τ N . According
to the relaxation time τ R two cases canbedistinguished. (i) τR � τL ; this corresponds
to slow relaxation. Here the hyperfine fields change so slow during one Larmor
precession, that the nucleus senses the full hyperfine interaction. Therefore a static six
line spectrum is measured. (ii) τR � τL ; this corresponds to the fast relaxation. Here
hyperfine fields change several times their direction during one Larmor precession.
Therefore the nucleus senses only an averaged hyperfine interaction. In this time
regime the spectra collapse and so-called motional narrowing of the lines take place.
In the extreme case the spectrum collapses to a single line. Because the Larmor
frequency depends on the magnetic energy, it is different for the different lines of
the sextet. The broadening and collapsing of the lines appears therefore first for the
inner lines of the sextet, and last for the outermost ones. A detailed discussion of the
influence of time windows can be found in [21] and references therein. Figure8.9
shows the influence of different relaxation times on the shape of the spectrum. The
calculation is performed under the assumption that the hyperfine field jumps between
+20 T and −20 T. Depending on the type of sample and the relaxation mechanism it



390 M. Reissner

Fig. 8.8 Simulated
Mössbauer spectra for
different antiferromagnetic
moment arrangements. For
explanation see text.
Reprinted from [19]

is possible with the application of a strong external field to influence the relaxation
time τR in such a way that it comes in the range of the Larmor precession time τL and
relaxation spectra are obtained. Information about the characteristic relaxation times
and the time dependence of the hyperfine interactions can be gained. Simulation
of relaxations spectra are possible by using stochastic methods [22–29], but also
by perturbation theory or ab initio calculations [30–34]. In the simplest case the
hyperfine field jumps between two states where the fields are antiparallel to each
other. Whereas for the left figure equal occupation time of both states is assumed, an
occupation of 1–2 of both states is assumed in the case shown in the right figure. No
difference is found for the lower relaxation times, but large differences are present
in the fast relaxation regime. Figure8.10 shows results for field flip between +20 T
and +8 T on the left, and between +20 T and −8 T on the right side. In both cases
the occupation of the states was chosen to be equal. Due to the different field values
in the two states the spectra are much more complicate. The influence of different
orientations of the hyperfine fields relative to the γ -ray direction is shown in Fig. 8.11.
As can be seen, relaxation effects can make spectra rather complicate and are not
easy to be correctly analysed. Often dynamical effects in Mössbauer spectra are not
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Fig. 8.9 Simulated
relaxation spectra for field
flip between ±20 T with an
occupation probability of 1:1
left and 2:1 right for different
relaxation times. Reprinted
from [19]

Fig. 8.10 Simulated
relaxation spectra for field
flip between 20T and 8T
(left) and 20T and −8T
(right) for different
relaxation times. Reprinted
from [19]

so clearly seen [35]. Alternative analyses with static hyperfine field distributions (e.g.
[36]) should be taken with care [20].
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Fig. 8.11 Simulated relaxation spectra for field flip between±20T and different angles between the
fields, assuming same occupation probabilities. Angle between fields and γ -direction left 0°(left),
54.7°(middle), and 90°(right). Relaxation times from top to bottom: 1, 3, 9, 27, 81 ns. Reprinted
from [19]

8.4 Experimental

Different methods are used to apply external fields. Cheapest one, but also in many
cases sufficient, is to put a permanent magnet near to the sample. By shaping the
magnet as a ring around the sample, a rather homogeneous field at the absorber can
be reached. Disadvantage is the rather low value of the reachable field. In general,
homogeneity of the field is not critical for theMössbauer experiment, but it should be
uniform in the region where the sample is located. A uniformity of at least 1% over
the measuring time, which can last more than one week, should be guaranteed. With
electromagnets fields up 2T are reachable. For higher fields Bitter magnets or super-
conducting coils are necessary. Commercially available superconducting solenoids
for Mössbauer spectrometry have a maximum field around 15 T. For higher fields
resistive solenoid magnets made by the Bitter design [37] are used. This magnets
are build up by a pile of copper plates with radial slits, separated by isolating plates.
The resulting distribution of the current in such coils is inversely proportional to the
radius of the plates. Nearly all input energy is transformed into heat. Therefore the
plates have holes and channels for transport of cooling water. A typical Bitter magnet
has in the 5 cm axial bore a maximum field of 15 T consuming 5 MW power. Fields
of up to 37.5 T could be reached with a Bitter magnet at the High Field Magnet
Laboratory in Nijmegen, Netherlands. Thus rather high static fields can be reached
with Bitter magnets, but they are available only at few places in the world. One main
problem with Bitter magnets is their high level of mechanical vibrations resulting
from the huge flow of cooling water. Great care has therefore to be taken in order
to avoid line broadening or smearing of the spectra. Nowadays high static fields can
be produced by superconducting coils made of NbTi (up to 9T) or Nb3Sn (up to
21 T). They are expensive and need to be cooled to liquid helium temperature, but
are commercially available. Record high static fields of 45T have been reached in a
hybrid Bitter-superconducting magnet at the National High Magnetic Field Labora-
tory in Tallahassee, Florida. For Mössbauer spectroscopy fields 5 T are often enough
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to fully polarize the spectra, which makes interpretation of the measurements easier.
In Figs. 8.12 and 8.13 a sketch of the 15 T high field Mössbauer equipment at the
Institute of Solid State Physics, TU Wien is shown, which was installed in 1984 by
Oxford Instruments. The field is generated by a system of several concentric super-
conducting coils. The inner ones made of Nb3Sn and the outer ones by NbTi. The
coils are in the liquid helium reservoir of a bath cryostat, which is isolated from
the outside by vacuum and a liquid nitrogen shield. The field value is measured by
the voltage drop over a shunt resistance placed in series with the coil set and mon-
itored by a Hall sensor. By reducing the temperature of the liquid helium to 2.2 K
by the installed lamda fridge, fields up to 15 T can be produced. The maximum field
is reduced to 13.6 T if the bath temperature is 4.2 K. To hold fields constant over
long time, the magnet can be switched to persistent mode, where a superconduct-
ing shortcut over the coil decouples the coil from the power supply and the current
is confined in the coil. In this persistent mode no field reduction over a period of
several days is obtained. Accuracy of field is ±0.01 T. Field homogeneity of 1%
is reached in a cylinder volume 2mm height 15mm diameter, where the sample is
positioned. To avoid splitting of the source spectrum the 57CoRh source is posi-
tioned in a field compensated area, which is produced by a small compensation coil.
The driving unit, based on a loudspeaker system, is situated on top of the cryostat.
Because of stiffness of the rather long (∼150 cm) rod which connects the source
with the driving unit, only sinusoidal movement is possible. Both sample and source
are mounted in the variable temperature insert (VTI), which is inserted in the bore of
the magnet (Fig. 8.14). The VTI is separated from the He bath by vacuum. Via two
valves liquid He can be inserted into a pot which is in thermal contact with the inner
tube where the sample is located, allowing to produce temperatures at the sample
between 1.5 K (by pumping above the liquid He) up to room temperature (by heating
the He gas). Source and sample are in two rooms, which are separated by a window.
With its own heater, the source temperature can be hold constant, independent of
the temperature of the sample. Temperature of the absorber is measured by a car-
bon glass and a SrTiO3 sensor. The first one allows to determine very precisely the
temperature, whereas the second one is necessary to correct for the field dependence
of the carbon glass. SrTiO3 is a capacitive sensor which is not as sensitive as the
carbon glass, but is practically field independent (±1 mK at 15 T). The combination
of both sensors allows to stabilize temperature during a field sweep. As detector a
proportional counter is placed on bottom outside of the cryostat. Due to the large
distance between source and detector of 50 cm and the seven windows, which the
γ -ray has to pass on its way out of the cryostat to the detector, sources with higher
activity are necessary. On the other hand the active area of the source is rather small
due to the given geometry. Therefore sources with activities of approx. 35 mCi are
used. Depending on the type of sample, measuring times of up to two weeks for one
spectrum are not seldom, if samples are not enriched with 57Fe. To change samples
the whole VTI has to be removed. To avoid air entering the system, a bellow is
installed at the top, which can be flushed with helium gas during the removal of the
insert. For calibration of the velocity a second source is mounted on the upper side
of the driving head with an α-Fe foil, a second proportional counter, and a second
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Fig. 8.12 15 T high field Mössbauer equipment at the Institute of Solid State Physics, TU Wien,
Austria

Fig. 8.13 Sketch of high
field Mössbauer
spectrometer at TU Wien

electronic system. Thus calibration spectra are taken simultaneously to the sample
measurements. The stability of temperature and field are permanently checked by
software, so that a temperature stability of±0.2K and a field stability±0.01T during
the measurements is guaranteed.
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Fig. 8.14 Sketch of the
variable temperature insert

8.5 Applications

8.5.1 Ga Substituted Co Ferrite

In spinels, general structure formula AB2O4, magnetic ions are usually distributed
over the octahedral B and the tetrahedral A sites (Fig. 8.15). In case of a two atom
spinel, most prominent representative is magnetite, Fe3O4. For spinels, where more
than one atom can occupy the A and B sites, the distribution of magnetic atoms over
these sites is one of the important points for understanding the magnetic behaviour. If
all A-atoms are occupying the B-sites and 50% of the B-atoms are on the A-sites than
one has a so-called inverse spinel. In case of not full occupation of A-atoms on the
B-sites one speaks of partial inverse spinel. For example, in case of Ga substituted Co
ferrite no clear picture concerning the site distribution of the three elements Co, Ga,
and Fe was obtained from different measurements. X-ray diffraction investigations
indicated that Comainly occupies onlyB-sites, thus suggesting an inverse spinel [38].
In contrast from neutron diffraction measurements on pure CoGa2O4 only 60% of
the Ga atoms were found on the cobalt A-sites, thus pointing to partial inverse spinel
[39]. 57FeMössbauer spectroscopy onCoGa2−xFexO4 at room temperature show two
clearly separated components with different intensities, pointing to a partial inverse
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Fig. 8.15 Spinel structure
AB2O4, with A the
tetrahedral and B the
octahedral sites

spinel. It was concluded that samples with higher Fe content show ferromagnetism,
whereas a spin glass behaviour was proposed for the low Fe regime [40]. A final
clarification was possible by 57Fe Mössbauer measurements in external fields. In the
following results of measurements on CoGa2−xFexO4 samples with x = 0.2, 0.3, 0.8,
and 1.0 in temperature 5K to room temperature and at external fields 0, 4, 9, 13.5T
are discussed. In contrast to the zero field spectra, in-field spectra are much more
complex and cannot be interpreted anymore by superposition of only two subspectra
(Fig. 8.16).

Good results are obtained for the Fe-rich samples with �/2 = 0.18 mm/s, whereas
�/2 = 0.20 and 0.24 mm/s are found for samples x = 0.3 and 0.2 on the Fe poor side.
�/2 further increases on the Fe poor side with increasing applied field. This increase
with Ba is an indication of increasing influence of relaxation effects. Especially at
higher temperature typical relaxation spectra are measured (e.g. 25 K in (Fig. 8.16)).
This corresponds well with findings of dc magnetic measurements, where magne-
tization curves typical for spin glasses are obtained. Transition temperatures of 26
and 32K for x = 0.2 and 0.5 were obtained. On the Fe rich side relaxation spectra
appear only above approximately 200 K (Fig. 8.16).

For analysis of the spectra below the relaxation regime (Fig. 8.17) a complex
model, based on possible nearest neighbour surroundings is necessary to explain
the measured Mössbauer spectra. Assuming that all three elements (Co, Ga, Fe)
can occupy both A and B sites, the general formula of the compound is given by
(CoλGa1−λ−y Fey)A(Co1−λGa1+λ−z Fez)B O4 with y + z = x, according to a par-
tial spinel. The final fit was performed with a superposition of several subspectra
with intensity ratios determined by means of binomial distributions according to
the different possible nearest neighbor (nn) surroundings. Taking into account only
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Fig. 8.16 57Fe Mössbauer spectra for x = 0.2 (left) and x = 1.0 (right) for selected temperatures

spectra with relative intensities larger than 1%, for A-sites, which have 12 nn (nearest
neighbour) B atoms, 7–8 subspectra and for the B-sites, which have 6 nn B-atoms,
between 5 and 6 subspectra were used in the fits. Electric quadrupole splitting, isomer
shift and angle θ between external and hyperfine field were equal for the subspectra
which correspond to A and B-sites respectively. �/2 was kept constant for all sub-
spectra. Only Bh f varied between the different subspectra for the two sites. Further
it was assumed, that hyperfine field increases with increasing nn Fe number. Under
these assumptions the change of magnetic hyperfine field with applied field Ba gives
detailed information about magnetic behaviour. Whereas Bh f increases linearly with
Ba for the subspectra according to site A, Bh f decreases linearly with Ba for all
subspectra which correspond to site B (Fig. 8.18 and lines in Fig. 8.17). With the
obtained absolute value of the measured hyperfine field Bh f and the obtained angle
θ between hyperfine field and applied field Ba the internal field Bint can be deter-
mined. In this way in Table 8.1 obtained Bint values are given together with Bh f , θ
and Ba for both sites A and B for two samples on the Fe rich (x = 1.0 and 0.8) as
well as on the Fe poor (x = 0.3 and 0.2) side. As expected, calculated Bint values are
independent of applied field, but increase slightly with increasing Fe content x. Due
to the demagnetizing field the hyperfine fields are 1T lower at the A-site and higher
at the B-site compared to the zero field values.
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Fig. 8.17 57Fe Mössbauer spectra for CoGa1.2Fe0.8O4 for selected fields at 4.2 K

From the obtained θ values it is seen that Bint is parallel to Ba , with deviations
of up to 18◦ for A-sites. This deviations decrease with increasing Fe content x. For
the B-sites Bint points in the direction antiparallel to Ba with deviations up to 57◦.
This indicates that Fe moment on A-sites are antiparallel to the Fe-moment on the
B-sites. The fact that Bint increases with x and θ decreases with x points to an
increase in coupling strength with increasing Fe content. Assuming that there is a
direct proportionality between internal hyperfine fieldBint and themagneticmoment,
the fact that Bint is larger on B-sites than on A-sites indicates that the resultant Bint

is antiparallel to Ba and therefore the overall moment, which is antiparallel to the
internal field, is parallel to the applied field. This is in good agreement with the fact
that in dc magnetic measurements a ferromagnetic like behaviour is obtained [40].
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Fig. 8.18 Measured
hyperfine field Bh f over
applied field Ba for
CoGa1.2Fe0.8O4

Table 8.1 Mean values of measured hyperfine field Bh f , angle
 between Bh f and applied field Ba
and calculated internal fieldBint for both A- and B-sites for differentBa and Fe concentration x [41].
Reprinted by permission fromSpringer:Hyperfine Interactions,HighfieldMössbauer investigations
of CoGa2−xFexO4 spinels, M. Reissner, W. Steiner, Z. Seidov, G. Sultanov, copyright (2002)

x 1,0 0,8 0,3 0,2

Ba Bh f θ Bint Bh f θ Bint Bh f θ Bint Bh f θ Bint

[T] [T] [°] [T] [T] [°] [T] [T] [°] [T] [T] [°] [T]

A 0 50.1 49.0 46.8 46.2

4 53.2 12 49.1 51.7 18 47.9 49.2 18 45.4 49.2 18 48.0

9 58.4 12 49.2 56.9 18 48.4 53.7 18 45.2 54.1 18 45.6

13.5 62.9 5 49.6 61.4 18 48.7 58.4 18 45.8

B 0 53.3 52.0 51.6 50.5

4 49.8 210 53.5 49.5 230 52.2 49.0 232 51.6 48.1 237 50.4

9 45.0 205 53.3 44.8 218 52.2 44.7 230 51.0 43.0 230 49.3

13.5 40.4 202 53.2 40.4 214 52.1 40.2 225 50.7

With increasing x the number of iron atoms on A-sites decrease, whereas it increases
on B-sites. The ratio for iron on A-sites (y) and Fe on B-sites (z) increases with x.
It is 0.25, 0.33, 0.54, and 0.64 for x = 0.2, 0.3, 0.8, and 1.0, respectively. The same
tendency was found by the X-ray investigations [38]. The application of external
fields allowed to show that the different field dependence of the two components
found in the spectra proves that both A- and B-sites are occupied by iron atoms.
The different intensities of these two components prove that the samples are partial
inverse spinels. A antiferromagnetic coupling is found between Fe on A- and B-
sites. The values of the internal fields are around 10% higher for the iron atoms at
the B-sites and are only mildly dependent on x.
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Fig. 8.19 Structure of
RE6Fe13X compounds

8.5.2 RE6Fe13X compounds

RE6Fe13X compounds where RE are light rare earth atoms and X are main group
atoms from the 3rd to the 5th row of the periodic table are intensively investigated.
These compounds are of interest, because they are by-products in the preparation of
Nd2Fe14B permanent magnets, where small additions of X metals improve wetta-
bility and corrosion resistance [42–49]. Acting as pinning centers for domain wall
movement, they also have a large influence on the coercivity of the Nd-Fe-B perma-
nent magnets [50, 51]. The crystallographic structure of RE6Fe13X compounds is
Nd2Fe14B, space group I4/mcm [52]. There are four different iron sites, namely 16k,
16l1, 16l2, and 4d (Fig. 8.19). The RE-atoms occupy the two crystallographic sites
16l and 8f. A strong influence of the RE atoms on the magnetic behaviour was found
[54, 55]. From different measurements (X-ray, neutron, magnetic and Mössbauer)
a ferrimagnetic or antiferromagnetic arrangement of the moments was concluded.
Because of rather low magnetization values of μsat ≤ 8μB Weitzer et al. [52, 56]
suggested a ferrimagnetic coupling within the Fe sublattice, although a canting of
the RE moments could not be ruled out. On the other hand 57Fe Mössbauer investi-
gations [54] have shown, that hyperfine fields obtained from measurements take at 4
K are large and very similar for the different compounds. According to the existence
of four different Fe-sites four sub-spectra with intensity ratio of 4:4:4:1 according to
the k, l1, l2, and the d sites are expected. This holds for many of the compounds e.g.
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Fig. 8.20 Zero-field 57Fe Mössbauer spectra of Nd6Fe13Sn at 4.2 K [53]. Reprinted from J. Mag.
Mag. Matter, 226–230, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Magnetic and high field
Mössbauer investigations of RE6Fe13X compounds, 1443–5. Copyright (2001), with permission
from Elsevier

Nd6Fe13X with X = In, Sn, Tl, Pb [54] (Fig. 8.20). Such interpretation holds, if the
contribution of anisotropic dipole fields to the hyperfine fields are so small that they
can be neglected. If they are not negligible small, the possibility to fit the spectra
with the intensity ratio given by the occupation ratio of the lattice sites indicates, that
the easy axis of the magnetization is the c-axis. In that case a uniform distribution of
dipole fields is obtained, which only changes the magnitude of the hyperfine fields.
In case of a deviation of the easy axis from the c-direction, due to the various dipole
field contributions, the degeneracy of magnetically equivalent lattice sites may be
lifted leading to several subspectra, the number of which are determined by the local
symmetry [57].

In that case more subspectra are needed for one lattice site. For the given structure
no change is expected for the 16l1, 16l2, and 4d sites, but a splitting in two components
is expected for the 16k sites [54]. In case of the easy axis within the basal plane along
one of the edges an intensity ratio of 1:1 for these sites is expected (e.g. Pr6Fe13Pd
Fig. 8.21). Indeed, for many compounds (Nd6Fe13X, with X = Cu, Ag, Au and for
Pr6Fe13X, with X = Cu, Ag, Au, In, Sn, Tl, Pb) in contrast to four subspectra five
subspectra with intensity ratio 2:2:4:4:1 are necessary to fit the measured spectra
(Figs. 8.20 and 8.21). Interestingly the values of the obtained hyperfine fields for
the different sites are rather independent of the RE and X elements. On the other
hand there is a large spread in the value of the hyperfine fields for the different sites,
varying by more than 30% [52]. With the obtained hyperfine fields and assuming a
direct relation between hyperfine field and magnetic moment, various ferrimagnetic
arrangements of moments on the different lattice sites were proposed to explain the
rather small Fe-moments obtained in lower fields [52]. Yan et al. [58] and Wang
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Fig. 8.21 Zero-field 57Fe Mössbauer spectra of Pr6Fe13Pd at 4.2K [53]. Reprinted from J. Mag.
Mag. Matter, 226–230, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Magnetic and high field
Mössbauer investigations of RE6Fe13X compounds, 1443–5. Copyright (2001), with permission
from Elsevier

et al. [59] proposed from X-ray and neutron measurements that the RE moments
and the Fe 4d moments are parallel and antiparallel to the other Fe atoms with
an easy axis in c-direction for Nd6Fe13Si and Pr6Fe13Si. In contrast, Schobinger-
Papamantellos et al. [60, 61] proposed also from neutron investigations for Pr6Fe13Si
collinear antiferromagnetic ordering of the four Fe and of the two RE sublattices,
with the easy axis perpendicular to the c-direction. For Pr6Fe13Sn and Nd6Fe13Sn
best interpretation of the neutron data were obtained by assuming that all moments
in the blocks defined by all atoms inbetween the X-atom layers are ferromagnetically
ordered [62]. The blocks itself are antiparallel to each other. The difference between
the two samples is, that in case of Pr the easy axis is perpendicular to the c-direction
and parallel in case of the Nd compound. The picture becomes even more complex
with the result of dc magnetic measurements in higher applied fields, where at low
temperatures jumps in the magnetization curves are found. Figure8.22 shows for
example magnetization curves for Pr6Fe13Pd, with a strong jump around 7 T at 2.5
K and obviously saturation at 15T. With the free ion value of 3.58 μB for Pr and
the obtained value of 37.5 μB /fu at 14.5 T and 2.5 K a Fe-moment of only 1.23μB

is obtained. This is much lower than values of compounds with similar RE/Fe ratio
like REFe2 with moments of about 1.77 μB /Fe [63]. In contrast, for Nd6Fe13Sn no
saturation is found at lowest temperatures and highest fields (4.2 K, 15 T). Here at
8 T a jump in magnetization is present, followed by a second one at 13 T for T <

80 K (Fig. 8.23). The field of the jumps is nearly temperature independent. Such
jumps are typical for metamagnetic materials where an antiferromagnetic moment
arrangement at low temperatures change with increasing field to a ferromagnetic
one by reversal of the moments of one of the two sublattices into the direction of
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applied field. In case of the RE6Fe13X compounds the jumps are too small to be
explained by reversal of one of the ferromagnetically coupled sublattices present
in the above mentioned proposed antiferromagnetic ordered moment arrangements,
indicating that the till then proposedmodels are too simple. This is confirmed by 57Fe
Mössbauer high field measurements. Figures8.24 and 8.25 show two typical spectra
measured 4.2K at 13.5 T. Comparison with the measurements on the same samples
in zero field (Figs. 8.20 and 8.21) show quite different shape. The sharp structure of
the spectra in zero field is washed out by very flat side wings in the in-field spectra.
Therefore the in-field spectra can by no means be fitted by only 4 (Nd6Fe13Sn) or 5
(Pr6Fe13Pd) subspectra according to the different Fe-sites. A further subdivision of
the 4 (5) subspectra was necessary. By restricting the overall number of subspectra
to nine, 4, 2, 2, and 1 spectra are used for the k, l1, l2, and d site, respectively, keeping
the intensity ratio of 4:4:4:1 for the 4 sites. The fit gives values for the magnitude of
the hyperfine field and the angle θ betweenmeasured hyperfine field at the Fe nucleus
and the γ -ray direction. From the difference of hyperfine field and applied field Ba ,
by taking into account θ , the internal field Bint could be determined. The obtained
mean values for each crystallographic iron site are in good agreement with the values
obtained from the zero-field measurements in case of Nd6Fe13Sn. The projection of
Bint on the Ba direction gives 55% of the value of Bint . This 55% are also obtained
by comparing the magnetic moment at 13.5 T and 4.2K to the moment calculated
assuming full alignment of RE3+ moments and Fe moments of 1.77 μB . For the
Pr6Fe13Pd compound at 13.5T, Bint values which are higher than those at zero field
are necessary to get agreement with the degree of saturation found in magnetization.
On the other hand, taking both the RE and Fe moment of the neutron refinement
[62] leads to a saturation moment which is much higher than the one observed. This
together with the found deviations of hyperfine field from complete alignment with
Ba indicates a further jump of magnetization at even higher applied fields. The high
number of subspectra for the different Fe-sites needed to get reasonable in-field fits
points to a magnetic structure which is not simply antiferromagnetic but indicates
strong tilting of the spins around the antiferromagnetic alignment of the individual
iron layers.

8.5.2.1 Skutterudites

The mineral skutterudite CoAs3 has given its name to a large class of substances.
Its structure was first solved by Oftedal in 1928 [64]. Binary skutterudites MPn3 are
formed by many atoms, with M = Co, Rh, Ir and Pn stands for pnictides (P, As, and
Sb). The structure consists of a three-dimensional array of slightly distorted octahedra
formed by the pnictide atoms, with the M atom in the center. The octahedra are tilted
in such a way, that a rectangular arrangement of Pn atoms form, which connect
the adjacent octahedra. Due to this tilting large cage-like voids are created in the
structure, which can be filled by electropositive atoms A forming the large class of
ternary skutterudites AxM4Pn12 (Fig. 8.26).
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Fig. 8.22 Field dependence of magnetic moment of Pr6Fe13Pd for different temperatures [55].
Reprinted from J. Mag. Mag. Matter, 242, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Inves-
tigation of magnetic order in RE6Fe13X (RE = Nd, Pr; X = Pd, Sn, Si), 806–8. Copyright (2002),
with permission from Elsevier

Fig. 8.23 Field dependence of magnetic moment of Nd6Fe13Sn for different temperatures [55].
Reprinted from J. Mag. Mag. Matter, 242, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Inves-
tigation of magnetic order in RE6Fe13X (RE = Nd, Pr; X = Pd, Sn, Si), 806–8. Copyright (2002),
with permission from Elsevier
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Fig. 8.24 57Fe Mössbauer spectrum of Nd6Fe13Sn taken at 13.5T and 4.2K [53]. Reprinted from
J. Mag. Mag. Matter, 242, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Magnetic and high field
Mössbauer investigations of RE6Fe13X compounds, 1443–5. Copyright (2001), with permission
from Elsevier

Fig. 8.25 57Fe Mössbauer spectrum of Pr6Fe13Pd taken at 13.5T and 4.2K [53]. Reprinted from
J. Mag. Mag. Matter, 242, R. Ruzitschka, M. Reissner, W. Steiner, P. Rogl, Magnetic and high field
Mössbauer investigations of RE6Fe13X compounds, 1443–5. Copyright (2001), with permission
from Elsevier
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Fig. 8.26 Crystal structure
of filled skutterudites

Table 8.2 Intensities of the two subspectra necessary to fit the Mössbauer spectra of RExFe4Sb12
compounds and effective magnetic moments from susceptibility measurements

RE-atom x Int1/% Int2/% μeff/μB

La 0.80 78 22 3.0

Pr 0.73 64 36 4.2

Nd 0.72 69 31 4.5

Eu 0.88 84 16 8.4

Yb 1.00 100 0 4.5

These ternary skutterudites are one example of so-called cage compounds. The
first ternary skutterudite LaFe4P12 was synthesized by Jeitschko et al. in 1977 [65].
Since then a large amount of such compoundswere found.Asfiller atoms (A) trivalent
light RE (La, Ce, Pr, Nd, Sm, Eu) elements and Yb, as well as Th and U were
successfully build into the structure. But also divalent ions as earth alkali (Ca, Sr,
Ba) and also monovalent alkali ions (Na, K) and also Tl could be incorporated into
the structure. Heavy RE skutterudites (Ho, Er, Tm) could be synthezised under high
pressure. In contrast to binary skutterudites, in the ternary compounds also Fe, Os,
and Ru are possible on the M site. Skutterudites are of special interest, because of
their potential for thermoelectric applications [66–70]. Thermoelectric materials can
convert heat in electricity. They are used as power generators in satellites, to cool
computer chips and to convert heat of exhaust fumes of trucks.

To be a good thermoelectric material the figure of merit ZT = S2(λ/σ ) with S
the Seebeck coefficient, λ the thermal conductivity and σ the electrical conductivity
should be at least 1. Such high value is possible, if good electrical conductivity is,
against Wiedemann-Franz law, accompanied by low thermal conductivity, which is
possible, if there are low lying Einstein modes in the phonon spectrum, which can
be realized by the filler ions which are only weakly bonded in the oversized cages
and therefore tend to rattle, thus hindering phonon propagation. In that sense filled
skutterudites are archetypes of so-called phonon glass electron crystals, a concept
introduced by Slack in 1995 [71].
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Beside the high importance for applications, thesematerials are of interest because
of the large variety of possible ground states. Depending on the RE atom features
like superconductivity in LaRu4As12 (Tc = 10.3 K) [72], LaOs4As12 (Tc = 3.2 K)
[72], PrRu4Sb12 (Tc = 1 K) [73], PrRu4P12 (Tc = 2.4 K) [74], where for the last
compound a metal insulator transition is present at 60 K [75], long range magnetic
order in EuFe4Sb12 (Tmag = 84 K) [76, 77], heavy fermion behaviour in YbFe4Sb12
[78], non-Fermi liquid behaviour in CeRu4Sb12 [79], mixed valence behaviour in
RE(Co,Fe)4Sb12 with RE = Yb and Eu [80, 81], are found. In case of the Fe con-
taining skutterudites also a large variety of magnetic ground states is reported. E.g.
REFe4P12 compounds with RE = Nd, Eu, Ho are ferromagnetic with ordering tem-
peratures 1.9 K, 80 K, and 5 K, respectively [76]. Also SmFe4Sb12 is ferromagnetic
below 45 K. NaFe4Sb12, and KFe4Sb12 skutterudites are itinerant ferromagnets with
ordering temperatures 85K for both [82]. TlFe4Sb12 was found to be a weak itin-
erant ferromagnet [83]. PrFe4Sb12 is antiferromagnetic with Neél temperature of
4.6 K [84]. For PrFe4P12 antiferroquadrupolar interactions play an important role
below 6.2 K [85–87]. AFe4Sb12 compounds with A = Ca, Sr, Ba, Tm, and Yb are
paramagnetic respectively nearly ferromagnetic [83]. As mentioned above LaFe4P12
is superconducting below 4 K [88], whereas LaFe4Sb12 is an enhanced paramagnet
[76, 82]. One important question is, how the Fe-atoms contribute to the magnetic
behaviour. In spite of large amount of theoretical and experimental investigations a
precise knowledge about Fe-moments and their interplay with the filler atoms are
still missing [70]. E.g. the LaFe4P12 compound is as mentioned above superconduct-
ing, indicating that Fe has no moment, although from susceptibility measurements a
room temperature effective moment of 1.46 μB /fu is obtained. Because La3+ has no
magnetic moment, the measured one has to be attributed to the (Fe4Sb12) building
blocks. Band structure calculations on La(Co,Fe)4P12 indicate hybridization of the
La sites with Sb and Fe states resulting in an enhanced effective mass for the two
highest occupied bands [89]. Furthermore a double peak structure of the 3d-DOS
in the proximity of the Fermi energy was obtained, from which the presence of a
non-zero moment on the Fe site was concluded [90]. Newer studies pointed out that
spin fluctuations are important and that this compound seems to be near to a ferro-
magnetic quantum critical point [91]. The question about the contribution of Fe to the
magnetization is further puzzling, if the Sb compounds are considered which show
effective moments of several μB depending on the type of filler atom (Table 8.2).
It should be mentioned that in contrast to the Fe skutterudites based on P, in the Sb
based Fe skutterudites the RE sublattice is not always fully occupied. In case of the
Pr0.73Fe4Sb12 compound an effective moment of 4.19 μB /fu is found from magnetic
measurements. Figure8.27 shows magnetization curves at different temperatures.
The compound orders around 5 K [84]. Above 52 K the bending of the magnetiza-
tion curves disappears. The susceptibility determined from the slope of the M(Ba)
curves measured at various temperatures is shown on right side of Fig. 8.27. From
this an effective moment of 4.19 μB and a paramagnetic Curie temperature θ p = 0.5
K is obtained in good agreement with findings of [76]. Assuming that the Pr moment
is the one of the 3+ ion, the moment of the (Fe4Sb12) block can be calculated. With
the assumption that the contributions are simply additive according to
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Fig. 8.27 Left: field dependence of magnetization at different temperatures for Pr0.73Fe4Sb12.
Right: temperature dependence reciprocal susceptibility [92]. Reprinted from J. Mag. Mag. Matter,
272–276, M. Reissner, E. Bauer, W. Steiner, P. Rogl, High field Mössbauer and magnetic investi-
gations of Pr0.73Fe4Sb12, 813. Copyright (2004), with permission from Elsevier
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with x the filling factor of the RE sublattice, a rather high effective moment for the
(Fe4Sb12) building block of 2.7 μB is obtained. Similar high effective moments of
3.0 μB and 3.7 μB are obtained for LaFe4Sb12 and CaFe4Sb12 [76], which have to
be primarily attributed to the magnetic behaviour of Fe. The result that Fe carries
a moment in the PrxFe4Sb12 skutterudite is in full contrast to PrFe4P12, where the
obtained effective moment matches perfectly the Pr3+ value. It should be mentioned
that band structure calculations of LaFe4Sb12 support the possibility that Fe has a
moment in this compound [90]. Assuming that the DOS of PrFe4Sb12 resembles
that of LaFe4Sb12 the magnetic moment ascribed to (Fe4Sb12) comes from a double
peak structure of the Fe-d partial DOS below the Fermi energy. On the other hand
Tanaka et al. have shown that in a full filled Pr1Fe4Sb12 sample a singlet ground
state and no magnetic order should be present [91]. The appearance of Fe-moments
may therefore be connected to vacancies in the RE-sublattice. To check this, in field
Mössbauer measurements are a good method to contribute to this debate. Shenoy et
al. [93] were the first who investigated a LaFe4P12 compound with Mössbauer spec-
troscopy in field. They concluded that a possible Fe moment has to be smaller than
0.01 μB . Therefore a larger survey of different Fe bearing skutterudites AxFe4Pn12,
with A equal to trivalent La, Pr, Nd, Eu, Yb, divalent Ca, Sr, Ba, and monovalent
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Na, K, Tl most with Pn = Sb, but also some phosphorous based compounds was per-
formed. Figure8.28 shows the low temperature spectrum of two phosphorous based
skutterutides PrFe4P12 and NdFe4P12 in zero field. The spectra can be fitted by only
one doublet without any sign of line broadening. This is as expected, because in
the structure only one crystallographic Fe site is present and X-ray diffraction have
confirmed full occupation of the RE sublattice. In contrast for the antimony based
RE compounds low temperature zero-field spectra are slightly asymmetric. This
asymmetry is more pronounced in the spectra taken in external fields (Figs. 8.29 and
8.30). Because of the structure type, texture as reason for the asymmetry can be ruled
out. Two subspectra are necessary to fit the spectra. Only the Yb sample needs only
one subspectrum to fit the data satisfactorily well within the measuring accuracy, in
agreement with the fact that Yb sublattice is fully occupied [95]. The intensities of
the two subspectra is given in Table 8.2. Intensity of the majority subspectrum is
within measuring accuracy in good agreement with the occupation number of the
RE-atoms. Looking on the local surrounding of the Fe atoms there are 6 pnicto-
genic atoms forming the octahedron in the first shell and 12 Sb atoms in the next
nearest shell together with two electropositive filler atoms (Fig. 8.31). The fact that
especially in the RE sublattice the filling factor is smaller than 1, the Fe atom may
have 0, 1 or 2 filler atoms in the second shell. The other Fe atoms are in a larger
distance and may thus influence the central Fe atom only by a small amount. Accord-
ing to the filling factor x, probabilities concerning the frequency of the respective
surrounding can be calculated by binomial distribution. E.g. for x = 0.9 probabilities
of 0.81, 0.18, and 0.01 are obtained for the case to have 2, 1, or 0 RE atoms in the
next nearest neighbour shell. Since the probability to have no filler atom in the next
nearest neighbour shell is rather small, it can be added to the case to have 1 filler
atom in this shell, thus giving an expected intensity ratio for the two subspectra of 81
to 19. The thus obtained values are in good agreement to the ones obtained from the
Mössbauer fits (Table 8.2). A similar scenario was suggested for the Co based skut-
terudites Tl0,8Co3FeSb12 and Tl0,5Co0,35Fe0,5Sb12 by Long et al. [96], but called into
question, because of deviations of the observed area ratio of the subspectra from the
ones calculated by statistical distribution. Above 4 T the spectra are fully polarized—
visible by the vanishing of the �m = 0 transitions (Figs. 8.28, 8.29 and 8.30). For
the La and Yb compounds which show no magnetic order [76, 95] the values of the
measured hyperfine fields Bh f for the subspectrum allocated to the component with
the high intensity either coincide with the one of the applied field Ba , or were slightly
larger. Significant deviations from the value of Ba were only obtained for Fe atoms
allocated to the spectra with the small area. Similar behaviour is obtained for the
Pr and Nd compounds, although according to bulk magnetic measurements they are
magnetically ordered (ordering 5 K and 13 K for Pr [84] and Nd [76] (Fig. 8.27)). For
the Eu compound an ordering temperature of 84K is present [76, 77]. Calculated
induced hyperfine fields Bind = Bh f − Ba are shown in Fig. 8.32. For the La, Pr,
and Nd compounds Bind exhibits some tendency towards saturation at high applied
fields for the Fe site with the low intensity subspectrum, whereas for the Fe atoms
allocated to the high intensity subspectrum Bind scatters around zero (Fig. 8.32). For
Yb the induced hyperfine field is within measuring accuracy also zero. In case of Eu
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Fig. 8.28 Zero and high field spectra of PrFe4P12 (left) and NdFe4P12 (right) taken at 4.2K

the induced hyperfine fields for both sites are negative. This indicates, that valence
and core contribution to the hyperfine field are of comparable magnitude. If these
contributions are of opposite sign and of similar magnitude, the measured hyperfine
field can be rather small. As the magnetic moment is proportional only to the core
contribution, such scenario can explain the small values of Bind in comparison to the
large effective moments obtained from magnetic measurements. This interpretation
is strongly supported by ASW-FSM calculations [97, 98].

Changing now the trivalent RE filler atoms by monovalent Na, K, Tl and divalent
Ca, Sr, Ba atoms, obtained spectra are very similar (Figs. 8.33 and 8.34). Again the
spectra are asymmetric, demanding the use of at least two subspectra for interpre-
tation of the measured spectra. The only one where one sub-spectrum is enough is
the Ba compound (Fig. 8.33). An explanation for the second subspectrum in terms
of voids in the filler subspectrum is in case of the di- and monovalent filler atoms
not possible as the filling factor from chemical and X-ray analyses is in all cases
higher than 98%, whereas the intensity of the second subspectrum is around 20%.
However, with the exception of TlCo3FeSb12 [99] at present no experimental clue of
theoretical hints exist for other interpretation of the difference in charge density at
the Fe site in metallic skutterudites. For sub-stoichiometric Co-based skutterudites
the existence of CoSb3 gives the possiblility of another approach. A solid solution
of a completely filled Fe compound in an unfilled Co compound was assumed to be
realized in CexFe4−yCoySb12 [100, 101].



8 Mössbauer Spectroscopy in External Magnetic Fields 411

Fig. 8.29 Mössbauer
spectra for Pr0.73Fe4Sb12 at
4.2K and different applied
fields [92]. Reprinted from
J. Mag. Mag. Matter,
272–276, M. Reissner, E.
Bauer, W. Steiner, P. Rogl,
High field Mössbauer and
magnetic investigations of
Pr0.73Fe4Sb12, 813.
Copyright (2004), with
permission from Elsevier

The obtained induced hyperfine fields are similar to the ones for the RE skut-
terudites (Fig. 8.35). They all are less than 2 T. These values are too low to explain
directly the effective moment assigned to the (Fe4Sb12) blocks from bulk magnetic
measurements at high temperatures. Charge counting arguments that themoments on
the (Fe4Sb12) blocks are due to the unpaired spins of Fe3+ in low spin configuration
[76] are therefore wrong. The results support the picture of itinerant ferromagnetism
with small ordered moments for the investigated di- andmonovalent skutterudites. In
summary, with the help of the in-field Mössbauer measurements it could be shown,
that the magnetic structure is much more complex than expected from the simple
crystallographic structure.
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Fig. 8.30 Mössbauer spectra
for Eu0.88Fe4Sb12 4.2K and
different applied fields [94].
Reprinted by permission
from Springer: Hyperfine
Interactions, Skutterudites, a
thermoelectric material
investigated by high field
Mössbauer spectroscopy, M.
Reissner, E. Bauer, W.
Steiner, P. Rogl, A.
Leithe-Jasper, Y. Grin,
copyright (2008)

Fig. 8.31 Local surrounding
of Fe atom. Large blue,
medium green, and small red
spheres denote A, Pn, and M
atoms of AM4Pn12



8 Mössbauer Spectroscopy in External Magnetic Fields 413

Fig. 8.32 Induced hyperfine
field for REFe4X12 for
X=Sb (red and green) and P
(blue)

8.5.3 Spin Glasses

Spin glasses are mostly metallic alloys, showing magnetic, electronic and thermal
anomalies below a characteristic temperature. Since the discovery of spin glasses
in 1972 by Cannella and Mydosh [102] many good reviews and books have been
published [103–107]. Spin glass behaviour was first found in noble metals with small
amounts of impurities of transition metals, e.g. AuFe, CuMn, and AgMn [102], but
a lot of other materials turned out to show similar properties. Spin glasses are the
paragon of disordered systems. There exists magnetic short range order which can
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Fig. 8.33 Mössbauer spectra for monovalent filler atoms 4.2K in different applied fields

Fig. 8.34 Mössbauer spectra for divalent AFe4Sb12 skutterudites for different fields at 4.2 K
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Fig. 8.35 Induced hyperfine fields for divalent (left) and monovalent (right) Fe-Sb skutterutides

Fig. 8.36 RRKY interaction
J(r) between impurities at 0,
A and B

be ferro- or antiferromagnetic. On the long range the order is inhomogeneous. In
the above mentioned canonical or archetypical spin glasses [108] the reason for spin
glass behaviour is the so-called RKKY [109–112] interaction, where the exchange
integral J depends on distance r (Fig. 8.36). E.g. a spin at the origin 0 couples anti-
ferromagnetic with spin A and less strongly ferromagnetic with spin B (Fig.8.36).
It is caused by an indirect exchange interaction of the local moments mediated by
conduction electrons. Due to a random distribution of distances between moments,
it is not possible to find a spin arrangement which fulfils all exchange interactions
at the same time [113]. This is called frustration [103, 114]. A further class of spin
glass materials are topological spin glasses, which can appear, if an antiferromag-
netic arrangement of spins should be realized on a hexagonal lattice, where the basic
geometric element is a triangle. One can arrange two spins antiparallel to one another
on two of the corners of the triangle, but it is impossible to put a spin on the third
corner which is antiparallel to both the others at the same time. This is also one
kind of frustration. Because of the random distribution of the spins in the nonmag-
netic matrix, which resembles the statistical distribution of atom positions in real
glasses, Coles et al. [115] introduced the notation “spin glass” for this type of mag-
netism. Alternatively Paul Beck [116, 117] and Tustion and Beck [118] introduced
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the name mictomagnet—from the greek syllabel micto for mixed—because of the
simultaneous existence of ferro- and antiferro-magnetic correlations. At very low
concentrations of magnetic impurity atoms, concentration independent scaling laws
are present. When concentration increase, the possibility that two impurity atoms
are nearest neighbours increases, and due to direct exchange interaction between d-
orbitals magnetic clusters are formed. Suchmaterials are called cluster glasses [115].
Cluster glasses are also possible due to chemical clusters, which may form during
thermal treatment [116–118]. Moments of such clusters can have several thousand
Bohr magnetons μB . If the density of the impurities is such, that the possibility that
each impurity has at least one impurity in the nearest neighbour shell, the percola-
tion limit is reached, where a path of neighbouring magnetic atoms goes from one
side of the sample to the other. The probability that a moment is part of an infinite
cluster is then larger than zero. The sample becomes long range ordered, but the
order is strongly inhomogeneous. The main characteristic feature of spin glasses is
the freezing of the moments in random orientations below a well defined freezing
temperature T f , without appearance of long range order. This freezing temperature
was first discovered by a sharp peak in ac-susceptibility measurements [102] and
later on confirmed also by dc-magnetization measurements [119–122]. For some
spin glasses T f is frequency dependent like for AuFe and CuMn, whereas for oth-
ers it is not. Below the freezing temperature strong irreversibilities are present in
magnetization measurements, visible in large differences between field-cooled (FC)
and zero-field cooled (ZFC) curves of temperature dependence of magnetization
(Fig. 8.37). In this temperature regime also time dependence of magnetic moments is
observed. Maxima are also present in specific heat and resistivity measurements, but
not always at the same temperature as found in susceptibility measurements. Field
dependence curves of magnetization M(H) are strongly curved above T f . They can-
not be fitted by simple Brillouin function, but a fit assuming the existence ofmagnetic
clusters of different size overlapped by a linear term from the single moments can
explain the curvature M(H, T ) = χ0H + μ̄cB(μ̄, (H + λ(M − χ H))/T ), with χ0

a field independent susceptibility, μ̄ the mean moment with concentration c, λ the
molecular field constant and B the Brillouin function. The fit shows that the mean
moments of the clusters decrease with increasing temperature, whereas the number
of clusters increase. This is a clear indication of dynamic magnetic behaviour. The
existence of magnetic correlations above the ordering temperature is confirmed by
specific heat measurements, which show that entropy at T f is only 20 to 30% in
case of CuMn [124] of the value expected in case of fully spin disorder in param-
agnetic state. Under the first experiments proving a magnetic phase transition are
Mössbauer experiments [125, 126], which have shown that below a temperature T 0

hyperfine splitting appears. The obtained hyperfine fields could be set in relation
to local magnetic moments, with temperature dependence reminiscent to ferromag-
netism. To determine, if the orientation of the spins is ferro- or antiferromagnetic,
in-field Mössbauer spectra were performed on Fe0,5Au0,5 [127]. The result pointed
to a weak canted antiferromagnet. Detailed analyses showed that hyperfine fields
are statistical distributed in magnitude and orientation [128]. Whereas for AuFe T 0

matches T f obtained from susceptibility measurements, for other spin glasses like
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Fig. 8.37 Temperature
dependence of the
magnetization for
Y(Fe0.70Al0.30)2 cooled
without field to 4.2K (black
symbols) and with field (red
symbols) [123]. © IOP
Publishing. Reproduced with
permission. All rights
reserved

CuMn T 0 is higher than T f . Further, small hyperfine fields are also present above T 0,
proving that magnetic correlations are present above the ordering temperature [129,
130]. From small angle neutron measurements on AuFe a maximum in temperature
dependence of the neutron scattering cross section was found which is strongly q-
dependent. Compared to susceptibility measurements T 0 is sometimes more than 10
K higher than T f (e.g. [131]).

Very soon it was clear that the very sharp cusp in susceptibility measurements
could not be explained by simple mixing of ferro- and antiferro-magnetic phases.
Thus a lot of efforts were undertaken to theoretically explain these new type of
magnetic behaviour. One of the first were Edwards and Anderson [132], who pro-
posed a new ground state in which all spins are frozen in random directions below
a well defined temperature. The order parameter is the autocorrelation function
q(t) = [ < Si (0)Si (t) >T ]con f which measure the probability that a spin has, after
some time, still the same orientation. The outer bracket represents the configura-
tional and the inner bracket the thermal average. Therefore q equals 1 in the ordered
state at T = 0 and q becomes 0 above the ordering temperature. To calculate the
free energy the Hamiltonian is build up in such a way that the spins are arranged
on a regular lattice and the exchange interactions are randomly distributed. Within
this model neither the cusp in susceptibility can be well reproduced, nor does the
obtained specific heat agree with experiment. Subsequently many new theories based
on the Edwards-Anderson model have been developed. Sherrington and Kirkpatrick
[133] put this mean-field theory on quantummechanical ground. Soukolis and Levin
[134] introduced clusters and took into account both intra- and intercluster interac-
tions. Intracluster interactions are strong and calculated exactly, whereas the weak
intercluster interactions are treated in a mean field approximation. Results fit well
to experimental findings. Intercluster interactions lead to the sharp peak in suscepti-
bility and intracluster interactions lead to the smooth maximum observed in specific
heat. Very interesting is the outcome of the Replica Symmetry Breaking model of
Parisi [135] which proposes a multi-valley free energy landscape in the configuration
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space. The system can jump between different spin configurations by overcoming the
barriers between the valleys. Due to the different heights of the separating barriers,
different relaxation times are present. This leads to dynamic behaviour.Ahierarchical
distribution of time scales should be present, which could explain the experimen-
tally observed relaxation behaviour and irreversibilities. All the theories based on the
Edwards-Anderson model assume a thermodynamic phase transition into a ground
state. In such case the transition temperature should be independent from experiment
always the same. This is in contradiction to many experiments and also to the fact
that above the ordering temperature the expected pure paramagnetism is not present,
but lots of magnetic correlations are verified to exist up to temperatures several times
higher than T f . In 1974 Tholence and Tournier [136] and later Wohlfarth [137] pro-
posed that the spin glass transition is not a true thermodynamic phase transition, but
is very similar to blocking of single domain particles in rock materials. For this Néel
has developed the theory of superparamagnetism. A short range order couples the
spins into clusters. Because temperature counteracts the formation of such clusters,
the size of the clusters increases with decreasing temperature. At high temperatures
the clusters are free to rotate. They jump between easy axis directions, which are
separated by energy barriers caused by anisotropy effects. This can be described
in the Néel theory by τ 0, an intrinsic relaxation time in the range of ∼10−9s and
Ea = KV the anisotropy energy with K the anisotropy constant and V the particle
volume. For a particular measurement, which is characterized by a typical measuring
time τm , clusters appear frozen, if their relaxation time τ is longer than τm . With
decreasing temperature, volume of clusters increase and therefore the rotation fre-
quencies decrease, and at a distinct temperature the clusters become blocked. In case
of a cluster size distribution, clusters of different size will block at different tem-
peratures. Coming from high temperatures the largest cluster will be blocked first.
Within this picture the measured zero-field cooled and field-cooled curves (Fig. 8.37)
are well understood. At high temperatures all clusters are free to rotate. All τ values
are shorter than τm and the measured magnetization is zero. In lowering the tem-
perature the cluster gradually freeze in random directions. Thus at low temperature
the measured magnetization is still zero. In applying a small measuring field and
by increasing the temperature (ZFC curve) the magnetization increases, because—
starting with the smallest ones—more and more clusters are freed, due to the thermal
energy kT and rotate in direction of the applied field. The increase of magnetization
stops when the largest clusters are rotated in direction of the applied field. With
further increase of temperature the thermal energy destroys successively the align-
ment and magnetic signal decreases like in a paramagnet thus forming the observed
cusp. If temperature now decreases (FC curve), due to reduction of thermal energy,
clusters begin again to rotate in direction of applied field, starting with the small-
est ones and ending with the largest ones. Magnetization increases until it reaches
maximum again. With further decrease of temperature the magnetization stays con-
stant, because all clusters are now frozen in direction of the applied field. Therefore
the temperature where the cusp appears is called the freezing temperature T f . In
this model all the irreversibilities and time dependences obtained in experiment can
be explained. It also explains, why the value T f is different for different measuring
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methods.With decreasing characteristic measuring time freezing temperature should
increase. This illustrates why T f for magnetization measurements (τm ∼ 1 − 10−4

s) is smaller than for Mössbauer measurements (τm ∼ 10−9 s) and much smaller for
neutron measurements (τm ∼ 10−9 − 10−12 s). Further, in this model it is clear that
magnetic correlations are present far above the freezing temperature. Only at much
higher temperatures, when the short range order of the clusters is destroyed, pure
paramagnetic behaviour is found.Mössbauer spectroscopy in external magnetic field
is an excellent method to investigate the magnetic dynamics above the freezing tem-
perature, because the applied field changes the relaxation frequency of the clusters.
If fields are large enough, they can shift the characteristic time of the dynamics into
the Mössbauer time window, so that the approximation of fast relaxation limit is no
longer fulfilled and the spectra show typical shape of so-called relaxation spectra.
This will be shown exemplarily in the following for the spin-glass-system Y(Fe,
Al)2.

8.5.4 Y(Fe, Al)2

Y(FexAl1−x )2 is a Laves phase, which crystallizes, with the exception of a small
region near x = 0.5, in the cubic MgCu2 structure type. Whereas YAl2 is a Pauli para-
magnet with a nearly temperature independent susceptibility of 0.8 · 10−6 emu/g at
room temperature, YFe2 is a ferrimagnet with an Fe moment of 1.77 ± 0.08μB and
a strongly delocalized yttrium moment of −0.67 ± 0.04μB [63, 138]. For x ≥ 0.78
reciprocal susceptibility χ -1 data are linear in temperature following a Curie-Weiss
law (Fig. 8.38 right). For lower iron concentrations x the χ−1(T ) data are strongly
curved (Fig. 8.38 left). They could be fitted by the relation χ = χ0 + C/(T − 
)

where χ0 describes the Pauli paramagnetic matrix contribution. The Weiss temper-
ature 
 scatters around zero on the Al-rich side and increase strongly on the Fe
rich side (Inset Fig. 8.39). From the Curie constant C the mean effective moment
μe f f = gμB

√
S(S + 1) is obtained, which is nearly concentration independent.

Above x ≥ 0.78 it is nearly constant equal to the value obtained for YFe2 (3.02
μB) [139, 140] in contrast to the spontaneous moment which strongly decreases
(Fig. 8.39). On the Al-rich side it decreases slightly to below 2 μB /Fe for x = 0.1
[123]. Although no long range magnetic order could be found down to 30 mK even
at 70% Fe, the magnetization curves on the Al-rich side are still strongly curved.
They could be fitted to M = N μ̄L(μ̄H/kT ) + χ H , with L the Langevin function.
The first term describes the magnetization of iron atoms gathered in clusters with the
mean cluster moment μ̄ and N the number of mean clusters. The second term is a
susceptibility term coming from the moments which are not part of a cluster. Calcu-
lation gives mean cluster sizes of 3–4 magnetic atoms. Their concentration is a few
percent. This finding is confirmed by diffuse neutron scattering on two compounds
with x = 0.25 and 0.65, where the magnetic scattering was interpreted as arising from
small clusters of less than 10 Å at temperatures far above the freezing temperature
[142]. These clusters are formed by short range ferromagnetic correlations. There is
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Fig. 8.38 Temperature dependence of the reciprocal susceptibility for several typical samples of
Y(FexAl1−x )2 [123]. © IOP Publishing. Reproduced with permission. All rights reserved

Fig. 8.39 Concentration dependence of the saturation moment Ms = Nμ for Y(FexAl1−x )2 at 4.2
K. Inset: concentration dependence of Weiss temperature θ [123]. © IOP Publishing. Reproduced
with permission. All rights reserved

also some evidence of weak antiferromagnetic correlations. From the nuclear diffuse
scattering indication of a weak anticlustering of Fe on Al sites is found [142]. The
low-field magnetization against temperature curves show maxima (T M ) for x ≤ 0.8,
which broadens with increasing x.

Zero-field 57Fe Mössbauer spectra at room temperature are strongly asymmetric
(Fig. 8.40). They can be fitted by a superposition of quadrupole split spectra. The
change of asymmetry with x points to a strong influence of the local surrounding on
the electrostatic hyperfine interactions. At low temperature magnetic hyperfine split-
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Fig. 8.40 Room
temperature 57Fe Mössbauer
spectra of typical Y(Fe,Al)2
samples [141]. Reprinted by
permission from Springer:
Hyperfine Interactions,
Electrostatic hyperfine
interactions Y(fe, Al)2, M.
Reissner, W. Steiner,
copyright (1986)

Fig. 8.41 Temperature
dependence of the mean
quadrupole splitting Q, mean
centre shift CS (rel. 57CoRh)
and half width �/2 of
Y(Fe0.4Al0.6)2. Adapted
from [143]

ting is present. The transition temperature T A, where magnetic hyperfine splitting
appears, is well defined by a strong increase of half width, if spectra are still fitted by
superposition of quadrupole split spectra (Fig. 8.41). T A is in good agreement with
the ordering temperatureTc obtained from themagneticmeasurements on the Fe-rich
side, whereas it is slightly higher than T M on the Al-rich side, which is as mentioned
above typical for spin glass behaviour and caused by the different time scales of the
experiments (Fig. 8.42). The range above the ordering temperature where non-linear
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Fig. 8.42 Magnetic phase diagram of Y(FexAl1−x )2, Tc Curie temperature, T M maximum temper-
ature, T A temperature where magnetic hyperfine splitting vanishes, T P temperature above which
magnetization curves are linear. Adapted from [143]

magnetization curves are still present, extends to 7 times T f . Below T M irreversibil-
ities, time dependence and history effects are present. This all indicates cluster glass
behaviour for x < 0.78. One point left open by these investigations is the question
concerning the stability of the Fe moment. The only mildly concentration dependent
mean effective moment points to a non-vanishing Fe moment that stays relatively
constant over the entire concentration range, whereas the Mössbauer investigations
indicate a strong influence of local environment on electrostatic and magnetic hyper-
fine interactions. Therefore the question arise, whether or not the iron moment also
depends on the local coordination. There were some contradicting results in liter-
ature. Non spin-polarized band-structure calculations on Y(Fe,Al)2 have shown a
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Fig. 8.43 57Fe transmission
Mössbauer spectra of
Y(FexAl1−x )2 at room
temperature and Ba = 13.5
T for a x = 0.25, b
x = 0.40, and c x = 0.65
[150]. © IOP Publishing.
Reproduced with permission.
All rights reserved

reduction in the density of states at low iron concentrations [144, 145]. For Fe in
Al non-magnetic Fe atoms were found from experiment [146, 147], whereas first-
principle calculations [148, 149] predict an iron moment of 1.7 μB . Further it is
shown, that in these compounds the Fe moment strongly depend on lattice constant.

To get more information about the stability and environment dependence of the
iron moment in Y(FexAl1−x )2 in the paramagnetic regime, high field Mössbauer
measurements were performed and compared with results of spin-polarized band-
structure calculations [150]. Four representative samples with x = 0.25, 0.40, 0.65,
and 0.75 were chosen. The Mössbauer measurements were performed at external
fields up 13.5T in temperature range 50–300 K, 100–300 K, 160–300 K, and 280–
300K for the four samples. Within these temperature ranges the respective magneti-
zation curves are straight lines, indicating that short-range order effects are vanished.
TheMössbauer spectra taken in applied fields Ba are all magnetically split (Fig. 8.43)
with hyperfine fields aligned parallel to the applied field, indicated by the vanishing
of the second and fifth line (�m = 0). The spectra are asymmetric with deeper and
narrower lines on the low velocity side. Therefore several subspectra are necessary
to fit them. Crystallographically only one Fe/Al site exists, where Fe is surrounded
by 6 Fe/Al nearest and 12 Y next nearest neighbours. Therefore a maximum of 7
subspectra, representing 0, 1, 2, 3, 4, 5, or 6 Fe atoms in the first neighbour shell, are
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Fig. 8.44 Dependence of induced hyperfine fields in Y(FexAl1−x )2 on Ba/(T − θ) for x = 0.25,
x = 0.40, x = 0.65, and x = 0.75 [150]. © IOP Publishing. Reproduced with permission. All rights
reserved

expected to be adequate to fit the measured spectra. From the thus obtain hyperfine
fields Bh f the induced hyperfine fields Bind can be deduced from Bind = Ba-Bh f .
Obtained Bind values increase with increasing number of iron nearest neighbours
(Fig. 8.44). From these data a Mössbauer Curie constant C M B

ind can be calculated
according to a Curie-Weiss law from Bind /Ba = C M B

ind /(T -
). For 
, values obtained
from the analyses of the magnetic measurements (Inset Fig. 8.39) are taken. C M B

ind
is strongly different for different Fe-surroundings. It slightly decrease with increas-
ing iron concentration x, whereas the mean value increases with x. For zero or one
Fe atom in nearest neighbour shell C M B

ind is near to zero. Assuming, as often done
and working well in many systems e.g. Fe-B alloys [151], a direct proportional-
ity between induced hyperfine field and magnetic moment, this small C M B

ind values
would indicate vanishing Fe moments at least for zero and one Fe nearest neightbour
shells, which is in full contradiction to the high, only slightly concentration depen-
dent effectivemoments obtained from themagneticmeasurements. LAPWandASW
band-structure calculations gave iron moments of 1.98μB , 1.57μB , and 1.93μB for
YFe2, Y2Fe3Al, and Y2FeAl3. They also confirmed that Y carry a small moment,
which is antiparallel to the Fe moments and decreases with Al concentration from
−0.42μB for YFe2 to−0.31μB for Y2Fe3Al and−0.08μB for Y2FeAl3. This shows
that a calculation of the effective Fe moment frommagnetic measurements by ignor-
ing the Y moment leads to underestimated μe f f values on the Fe side, but to more
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preciseμe f f values on the Al-rich side. Theoretically calculated hyperfine fields Bth
tot

consist of two contributions: a nearly concentration independent contribution from
the 3d electrons Bth

core and one from the valence electrons (4s and 4p) Bth
val which

increases linearly with decreasing Fe content and has opposite sign (Fig. 8.45). For
YFe2 Bth

val is small and total hyperfine field is direct proportional to the Fe moment
as usually assumed [151]. Surprisingly, with increasing Al concentration the valence
electrons are strongly positive polarized. By varying the used lattice constant for
the calculations allows to estimate the volume dependence of the theoretical hyper-
fine field. E.g. calculation of Y2Fe3Al with the measured lattice constant of YFe2
(7.36 Å) instead of 7.48 Å corresponds to a concentration change from x = 0.75 to
x = 1.0. This calculated concentration dependence of theoretical hyperfine fields is
shown as short solid lines in Fig. 8.45. Their slopes are nearly independent of x and
cannot be the reason for the concentration dependence of the hyperfine fields. The
negative slope of the volume dependence of Bth

tot explains the decrease of experi-
mentally obtained Curie constant B M B

ind with x for fixed number of nearest neighbour
Fe atoms. Because the theoretical calculations are done on ordered compounds with
experimentally obtained lattice constants, the results can only describe one of the
different Fe surroundings used in the Mössbauer analysis. Nevertheless Bth

tot shows
the same trend on number of Fe nearest neighbours as the experimentally obtained
Curie constant C M B

ind . To get now local susceptibilities, the experimentally obtained
induced hyperfine fields have to be decomposed into the core contribution Bcore

and the valence contribution Bval . The local susceptibility is only related to Bcore,
which can be compared with the local Fe moment, which originates from the 3d
electrons. Because both Bind /Ba and the susceptibility χmag determined from the
magnetic measurements follow a Curie-Weiss law, one can assume that Bcore also
follows such behaviour namely Bcore/Ba = C M B

core/(T -θ ). As a consequence Bval /Ba

must also follow a Curie-Weiss law. With help of the band-structure calculations a
separation of Bcore and Bval is possible. Since the theoretical valence contribution
decreases linearly with x to nearly zero for YFe2 (Fig. 8.45), similar linear behaviour
is assumed for the valence contribution of the experimentally obtained mean Curie
constant C̄ M B

val . To determine the slope of the concentration dependence of C̄ M B
val ,

one assumes that the core part of the mean Curie constant obtained from Mössbauer
measurements C̄ M B

core is directly proportional to the magnetically determined Curie
constant Cmag . Relating Cmag to one Fe atom shows that both mean C̄ M B

core and mean
C̄mag/Fe are linearly increasing with x (Fig. 8.46), indicating that the direct propor-
tionality between mean C̄ M B

core and mean Cmag is consistent with the data. There is
only one hyperfine coupling constant relating Bind toμFe for all x. The concentration
dependence of the core contribution of the induced hyperfine field, determined from
the Mössbauer investigations, is in perfect agreement with the concentration depen-
dence of the effective moment, determined from the bulk magnetic measurements.
If one now assumes that the valence contribution of the Curie constant for each Fe
surrounding is linear, the values C M B

val and C M B
core for the individual Fe environments

can be calculated from the respective measured induced hyperfine fields Bind in the
same way as was just done for the mean C̄ M B

val values. The local susceptibilities are
now given by χloc = Bcore/Ba with Bcore = C M B

core Ba/(T − θ) (Inset Fig. 8.46). For
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Fig. 8.45 Calculated (open
symbols ASW, full symbols
LAPW) hyperfine fields
Bth

core(◦), Bth
tot (�) and

Bth
val(�) for Y(FexAl1−x )2

[150]. © IOP Publishing.
Reproduced with permission.
All rights reserved

up to three nearest Fe neighbours C M B
core values are constant. For higher iron con-

centration in the nearest neighbour shell an increase is present. From this it can be
concluded that Fe carries a moment even if surrounded only by Al atoms, in agree-
ment with the band-structure calculations (Fig. 8.45). The increase of χ loc for the Fe
rich surroundings reflects the increase of the mean Curie constant C̄ M B

core and of μe f f .
In summary, from magnetization and high field Mössbauer measurements and with
the help of band-structure calculations it could be proved that all iron atoms carry a
magnetic moment in the paramagnetic regime of the Y(FexAl1−x )2 cluster glass.

Entering now the temperature regime T f < T <∼ 7 · T f , where magnetic cor-
relations are present, visible in the bended magnetization curves, the Mössbauer
spectra in applied magnetic field change drastically their shape. Figure8.47 shows
spectra for x = 0.75 at 1.8 · T f (left) and 5 · T f (right). The shape of the spectra at
13.5 T are quite different from those obtained at room temperature in the pure para-
magnetic region (Fig. 8.43). The spectra can no longer be fitted by a superposition of
subspectra with intensities according to the different iron environments, calculated
by binomial distribution. The nearer the temperature to T f , the more is the deviation
in shape from the one for the paramagnetic case. Often spectra with similar shape
are analysed by distribution of static hyperfine fields [152, 153]. Figure8.48 gives
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Fig. 8.46 Comparison of the
x dependence of Cmag per Fe
atom from magnetization
measurements (full triangle
down, left-hand scale) with
that of C̄ M B

core fromMössbauer
measurements (full squares).
Inset: Dependence of local
susceptibility χ M B

loc on
number of nearest Fe
neighbours in Y(FexAl1−x )2
at 300 K; x = 0.25 (full
square), 0.40 (full circle),
0.65 (full triangle up) and
0.75 (full triangle down)
[150]. © IOP Publishing.
Reproduced with permission.
All rights reserved

Fig. 8.47 Spectra of
Y(Fe0.75Al25)2 in different
fields at 70K (left) and 200K
(right). Fits according to
described model. Reprinted
from [154]

an example of a fit in the fast relaxation limit with 9 subspectra according to a hyper-
fine field distribution. The structure in the calculated spectrum is not visible in the
measured one, and could be avoided by increasing the number of subspectra. The fit
is reasonable, but there is no meaningful interpretation, because the subspectra with
the largest magnetic hyperfine splitting have hyperfine fields larger than the applied
field. Because all spectra are fully polarized, it has to be concluded, that there are
contributions to the hyperfine field which are parallel to the applied field Ba . This
would imply magnetic moments which are antiparallel to Ba , a scenario not very
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Fig. 8.48 Spectrum of Y(Fe0.75Al0.25)2 at 100K and 13.5T analysed in approximation of fast
relaxation by hyperfine field distribution. Reprinted from [155]

plausible. On the other hand the usual case, that iron moments are parallel to the
applied field would give internal hyperfine fields higher than 27 T, which is larger
than the ones for undiluted YFe2 (two subspectra 21.2T and 20.8 T [156, 157]) and
taking into account that, as mentioned before, for the shown high Fe concentration
(x = 0.75) only core contributions to the hyperfine field are important, also too high
magnetic moments would be the consequence. From the shape of the spectra, smooth
inner slope of the outer lines and strongly increased intensity in the inner part of the
spectra like for relaxation spectra, the dynamics of the magnetic correlations seems
to be visible. Figure8.49 shows spectra at 100K and 13.5T for different Fe concen-
tration x. Here 100 K corresponds to 10, 4, and 2.5 times T f for x = 0.40, 0.65, and
0.75, respectively.

The simplest model to describe dynamics is a field flip model where twomagnetic
hyperfine fields H1 and H2, which are antiparallel to one another, fluctuate between
two states |1 > and |2 >. If Wi is the equilibrium occupation of state |i >, and tran-
sition probability between the states is γ 12 and γ 21, the equilibrium condition gives
W1γ 12 = W2γ 21. The iron nucleus senses a field jumping between B1 and B2. The
relaxation rate is then given by τ = 1/(γ12 + γ21). The asymmetry of the spectra
found in the zero field spectra (Fig. 8.40), which is due to different quadrupole split-
ting and centre shift according to the different iron surroundings, is also visible in the
in-field spectra, and should be taken into account also in the dynamical fits. To avoid
this necessity, spectra at higher fields should be preferably analysed, because at the
high fields the electrostatic hyperfine interaction is much smaller than the magnetic
one. The result of such simple fit, which takes into account only two subspectra, is for
many temperatures reasonable (Fig. 8.50). For the occupation probability of the two
states, a Boltzmann statistics was chosen with τon/τof f = exp(μB g(Bo − Bu)/kT ),
with g set to 1. In principle the results seem to favour such field flip model. But
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Fig. 8.49 Spectra of
Y(FexAl1−x )2 at 13.5 T and
100K for different x.
Reprinted from [19]

the values of the obtained fields Bo = Ba + Bcl and Bu = Ba − Bcl , where Bcl is
the hyperfine field of iron moments in the correlated state, that means in a magnetic
cluster, betweenwhich the hyperfine field flips, give no constant Bcl value (Fig. 8.51).
Further the value of Bu needed to fit the inner part of the spectra—with Bcl ∼ 8 T—
leads to contributions resulting for Bo that are not present in the measured spectra.
Therefore a different more complex model for the dynamics in these compounds is
necessary. Usually the short range order, found in spin glasses above T f is explained
by a growth of size of clusters with decreasing temperature and their changing rota-
tion frequency. What is neglected in this picture is the possibility of real dynamics,
which is suggested by the shape of the Mössbauer spectra. Due to the high applied
magnetic field Ba the dynamics of the clusters above T f , which is too fast to be seen
in the zero-field measurements, become visible. The mean life time of a correlated
state, which results in effective magnetic moments oriented in direction of Ba comes
into the time window of theMössbauer measurement and produce relaxation spectra.

The following model, to take into account the dynamics of magnetic exchange
interactions, was developed (Fig. 8.52) [19, 157, 158]. For an iron atom in a cluster
(=correlated state), the measured effective hyperfine field is the vectorial sum of the
applied field Ba and the cluster field Bcl . Bcl is due to the magnetization of the corre-
lated spins and is caused by the polarization of the electrons of the individual Fe atom,
which also depends on the number of nearest neighbours. The clusters are not stable,
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Fig. 8.50 Spectra of Y(Fe0.75Al0.25)2 for different temperatures at 13.5T. Reprinted from [19]

Fig. 8.51 Temperature dependence of flipping fields Bu and Bo at 13.5T. Reprinted from [19]
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Fig. 8.52 Scheme of the
used relaxation model [158].
© IOP Publishing.
Reproduced with permission.
All rights reserved

therefore the correlation persists only for a time interval τ on , afterwards the corre-
lation vanishes. The Fe atom, which is no longer member of a cluster, now senses a
hyperfine field Ba − Bind . The induced hyperfine field Bind is antiparallel to Ba and
is caused by the paramagnetic iron moment. After a time τ of f the Fe probe atom
changes from uncorrelated state back to a correlated one (Fig. 8.52). This change
from correlated to uncorrelated state is a stochastic process, therefore τ on and τ of f

are average values. The applied field stabilizes the correlation in a way that a stable
magnetization appears which producesBcl . The probabilities for the changes are then
given by Won→of f = 1/τon and Wof f →on = 1/τof f . The relaxation time τ which has
to be compared with the characteristic time of the Mössbauer effect—the Larmor
period of the absorbing Fe nucleus—is given by 1/τ = 1/τon + 1/τof f . Beside τ the
ratio aτ = τon/τof f enters as the second dynamical parameter in the fitting procedure.
Because at applied fields higher 4T the spectra are fully polarized, with vanishing of
the 2nd and 5th line, a uniaxial relaxation of the hyperfine fields could be assumed,
which can be described by the relaxation equations of Wickman [159, 160]. Accord-
ing to the fact, that due to the crystal structure an electric quadrupole interaction is
present, and because measurements are performed on polycrystalline samples, the
main axis of the field gradient tensor has an arbitrary orientation in relation to the
direction of the applied field. Therefore more sophisticated formula are necessary
to describe the relaxation behaviour, as for example developed by Blume [22] and
Clauser and Blume [23]. The Hamiltonian in terms of which the nuclear Zeeman
and the electrostatic hyperfine interactions can be described is for fields acting at the
nucleus which are collinear with the γ -direction, of the form.

H = −gN μN [Ba − Bind{1 − f (t)} − Bcl f (t)]Iz + eQVẑẑ

4I (2I−1) { 12 (3 cos2 β − 1)(3I 2Z
− I 2) + 3

2 sin 2β[(Iz Ix + Ix Iz) cosφ + (Iz Iy + Iy Iz)sinφ] + 3
2 sin

2 β[(I 2x − I 2y ) cos
2φ + (Ix Iy + Iy Ix ) sin 2φ]} where β is the polar and φ the azimuth angle between
applied field and the largest contribution of the electric field gradient tensor Vẑẑ

with respect to the laboratory frame and f (t) denotes a random variable taking the
values 0 or 1. In case of only 2 states—correlated or paramagnetic—the size of
the relaxation matrix is 16 × 16, which guarantees short relaxation times. The sign
of eQVẑẑ was determined from measurements in external field 1.5T at room tem-
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perature. Different values for quadrupole splitting, center shift, Bind , and Bcl are
used for the different Fe environments, whereby the hyperfine fields were assumed
to increase with increasing number of Fe atoms in the surrounding. According to
the zero-field measurements quadrupole splitting is independent of temperature and
centre shift changes only according to second order Doppler shift. These changes
were assumed to be the same for all configurations, which means that the Debye
temperature does not depend on the local environment. This assumption seems to be
reasonable for a metal. Because the quadrupole interaction is much smaller than the
magnetic one, in the magnetic split spectra the change in quadrupole splitting has no
influence on the shape of the spectra within the given measuring accuracy. Therefore
the quadrupole splitting was assumed to be field independent. Line widths are fixed
to the values of the calibration α-Fe foil. Asymmetry parameter was set to zero. The
number of subspectra and their intensity was fixed by the number of nearest neigh-
bour environments and their probability calculated by binomial distribution. To take
into account that an iron atom in a specific surrounding may be part of clusters of
different size, two or more subspectra for each surrounding were used. Figure8.53
gives an example. The spectrum is fitted by five subspectra, each corresponding to a
specific surrounding. Each of these subspectra is the sum of two subspectra with dif-
ferent dynamical parameters. The sum intensity of these two subspectra are still fixed
to the value obtained from the binomial distribution and the only allowed parameters
to change are the two dynamical parameters τ and ατ . Close to T f it is necessary to
admit an angle θ between Bcl and Ba , because in the spin glass regime below T f the
clusters are frozen and applied field is not able to align the inner fields. For simplicity
θ was assumed not to change during reestablishment of the correlation. Field and
temperature dependence of θ for two concentrations is shown in Fig. 8.54. All mea-
sured spectra could be fitted reasonably well within this model. Typical examples
are shown in Fig. 8.47. It has to be stressed once more, that the number of subspectra
remains the same for zero- and in-field measurements. Thus the distinction between
individual iron environments remains. During τof f the iron atom is not part of a corre-
lated region. Therefore it must show paramagnetic behaviour. The field acting on the
nucleus during this time Bind is only caused by the moment of the probe atom. In that
case paramagnetic behaviour is expected to show a Brillouin-like behaviour, which
is really found for all Fe environments (Fig. 8.55). Bind increases with the number of
iron neighbours. For temperature T <∼ T f Bcl is antiparallel to the external field
Ba . Near T f the cluster field is not fully aligned, even at the highest field of 13.5 T.
The obtained Bcl fields decrease with temperature and are only mildy dependent on
the Fe concentration x for a given environment (Fig. 8.56). With these two fields a
field Bn can be defined by Bn = (Bclτon cos θ + Bindτof f )/(τon + τof f ). Because Bn

acts on the Fe nucleus, it should be proportional to the macroscopic measured mag-
netization σ . Since for Y(Fe0.75Al0.25)2, as mentioned above, the core contribution
is the dominant part of the hyperfine field, Bn should be directly proportional to the
bulk magnetization. In the comparison (Fig. 8.57) there is only the hyperfine field
constant a free parameter, which turns out to be 11 T/μB for all temperatures, in good
agreement with values often obtained from standard Mössbauer experiments. This
strongly supports the usedmodel. The deviations 4.5T are due to the fact that because
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Fig. 8.53 Spectrum of
Y(Fe0.75Al0.25)2 100 K and
13.5 T. Subspectra calculated
in approximation of fast
relaxation. Reprinted from
[19]

Fig. 8.54 Angle θ in
Y(FexAl1−x )2 at 13.5 T.
Inset: field dependence of θ

at 50 K. Reprinted from [19]

of the small splitting of the spectra at low fields the obtained parameters are rather
unsure. From the obtained values for τ on and τ of f a parameter p = τon/(τon + τof f )

can be calculated, which gives the fraction of time, during which the Fe atom is on
average in a correlated state. Hence p also gives the fraction of Fe atoms which are
on average at an arbitrary time bound in correlated regions. p increases with field and
decreasing temperature for higher field, whereas it starts at lower temperatures to
increase (Fig. 8.58). Although nothing can be said from these data about sizes of the
correlated regions, the fact that p is about 80% 13.5 T near T f for x = 0.75 shows that
the correlated region has to be rather small. p is smaller for lower iron concentrations
x for the same field and temperature. Looking now on the relaxation time τ , defined
by 1/τ = 1/τon + 1/τof f , a common, approximately linear variation with B1/2

a /t3/2,
with t = T/T f , is found for all investigated samples, at all measuring temperatures
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Fig. 8.55 Bind (Ba/T ) for
Y(FexAl1−x )2 x = 0.40 (a),
0.65 (b), and 0.75 (c);
nearest neighbours Fe: 0 (full
circle), 1 (open triangle
down), 2 (full triangle
down), 3 (open square), 4
(full square), 5 (open triangle
up), and 6 (full triangle up).
Reprinted from [19]

and all applied fields (Fig. 8.59). In this representation the slope for the higher Fe
concentrations is the same, whereas for x = 0.25 a less steep increase is found. The
analysis of the spectra above approximately 4 · T f was possible with only one set of
τon and τof f values for all different environments. This indicates that at these higher
temperatures the expected distribution of correlation times [107, 161–163] are rather
narrow. At lower temperatures different times have to be used for different environ-
ments, where both τon and τof f increase with increasing number of iron atoms in the
nearest neighbour shell.

The temperature dependence of these times averaged over all surroundings, is
very similar for all field values (Fig. 8.60). The increase of τ̄on with Ba shows that
the external field stabilises already existing correlations.

τ̄of f , which describes the probability of transition from paramagnetic to correlated
state, is practical independent of Ba . That indicates that the applied field stabilizes
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Fig. 8.56 Temperature
dependence of cluster field
Bcl in Y(Fe0.75Al0.25)2 at
13.5T for different Fe
surroundings. Reprinted
from [19]

Fig. 8.57 Field dependence
of magnetization σ (open
symbols) and Bn (full
symbols) for
Y(Fe0.75Al0.25)2 at 50K
(squares), 160K (circles) and
240K (triangles). Adapted
from [155]

the correlated state but does not support the formation of the clusters. Since the recip-
rocal values of τon and τof f are correlated with the probability of formation and/or
decay of a correlated region, this implies, following general scaling arguments (e.g.
[164, 165]), that larger regions are integrated into the dynamics. Looking on the
autocorrelation function, which is proportional to τ̄on , a power law dependence on
reduced temperature t = T/T f is found with an exponent of −2 for the high Fe
concentration and −1 for the low Fe concentration (Fig. 8.61). The question why the
magnetic correlated regions are not stable after they have formed, but are decaying
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Fig. 8.58 Temperature
dependence of the amount of
Fe atoms in Y(Fe0.75Al0.25)2
in correlated regions at
Ba = 13.5 T(full circle),
10.5T (open triangle down),
7.5T (full triangle down),
4.5T (open square), and
1.5T (full square). Inset:
field dependence of p for T =
50 K (open triangle up), 100
K (full triangle up), 160 K
(open diamond), and 240 K
(full diamond). Adapted
from [19]

Fig. 8.59 Relaxation time τ

in Y(FexAl1−x )2 [158]. ©
IOP Publishing. Reproduced
with permission. All rights
reserved
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Fig. 8.60 Temperature dependence of τ̄of f (left) and τ̄on (right) averaged over the different Fe
environments for Y(Fe0.75Al0.25)2 at different applied fields. Adapted from [154]

Fig. 8.61 Mean lifetime τ̄on
of the correlated states at
13.5T as a function of the
reduced temperature for the
series Y(FexAl1−x )2.
Adapted from [154]
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after a time τ̄on might be explained by taking into account the influence of entropy
(Fig. 8.62). In zero field the energy of a correlated iron atom is lower than the one of
an atom in the paramagnetic state due to the exchange interaction of the atom with
neighbouring atoms. On the other side the entropy is much lower for an ensemble of
correlated iron atoms than for the same number of atoms in the paramagnetic state.
If the energy difference between the two states is not large, the entropy cannot be
neglected. In an applied field the probability of states being occupied such that the Fe
moment is parallel or almost parallel to Ba increases, but all magnetic substates are
allowed in paramagnetic atoms and transitions between different spin directions take
place so fast that only a resulting Bind is visible in theMössbauer spectra. The energy
of the resulting state is shifted to lower values by Ba < μFe >, where< μFe > is the
thermal average of the Fe magnetic moment of an uncorrelated Fe atom. For corre-
lated Fe atoms there will be an axial anisotropy inherent in the exchange interaction
which permits only parallel or antiparallel orientation of μcl , like in superparamag-
netic systems [166]. The state with direction of the resulting moment μcl parallel to
Ba is shifted by −μcl Ba to lower values, and for antiparallel alignment by +μcl Ba

to higher values. μcl is the effective magnetic moment of a correlated region. If the
magnetic moment of a correlated region changes its direction from close to paral-
lel to close to antiparallel with respect to Ba , the high entropy of the paramagnetic
state would favour its occupation, even if the energy of the correlated state was
comparable to that of the paramagnetic one (Fig. 8.62). In this picture a decay of
correlations is possible. In this model the ratio of the occupation probabilities of the
two states can be written as pon/pof f = exp(−�S/kB + �E/kB T + μcl Ba/kB T ),
where it is assumed that μFe << μcl , �S is the entropy difference and �E is
the energy difference of the two states for an Fe atom. The equilibrium con-
dition pon Won→of f = pof f Wof f →on and the definitions of τon = 1/Won→of f and
τof f = 1/Wof f →on give pon/pof f = τon/τof f . This allows to get information about
�S, �E, and μcl from the obtained τ on/τ of f values. Fits of field and temperature
dependence of τ on/τ of f are only possible if �S, �E, and μcl are assumed to be
field and temperature independent (Fig. 8.63). Although fits are not perfect, results
of values of �S, �E, and μcl should be good enough to get estimation of the order
of correct values. The values of �S are between 1.3 and 3.2 kB , the ones of �E are
between 1 × 10−21 and 1.7 × 10−21 J (corresponding to 72 and 123 K) and those of
μcl are between 6.2 and 8.5 μB for all samples. Assuming an Fe moment of 1.77 μB

as obtained for YFe2 [63] and parallel alignment of the Fe moments in the correlated
regions, gives only three to five Fe atoms per cluster, in good agreement with results
of magnetic measurements.

8.6 Conclusion

The presented examples cover a broad range of differentmagnetic phenomena, inves-
tigated in much detail by application of external magnetic fields. In case of Ga
substituted Co ferrites it was shown that the magnetically determined weak ferro-
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Fig. 8.62 Energy level
scheme of the two states
which are allowed in the
model with and without Ba
[158]. © IOP Publishing.
Reproduced with permission.
All rights reserved

Fig. 8.63 Dependence of
τon/τof f on T for different
Ba in Y(Fe0.75Al0.25)2 [158].
© IOP Publishing.
Reproduced with permission.
All rights reserved

magnetism is in fact a ferrimagnet. For RE6Fe13X compounds the comparison of
magnetic investigations with high field Mössbauer results it is shown that even in the
highest applied fields the spin moments are canted. In Fe pnictides crystallograph-
ically only one Fe site is present, which should lead to only one simple Mössbauer
spectrum, which is indeed found in zero field measurements. With the application
of an external field, spectra become so complex, that they cannot be explained by
only one subspectrum. This is only one example that the external field opens a new
window for elucidation of real magnetic ground states, which are not visible without
field. In the last example the magnetic behaviour of spin glasses is discussed. After



440 M. Reissner

introduction of the term spin glass, it is shown how very detailed information about
local moments, local susceptibilities andmagnetic dynamics above the ordering tem-
perature is obtained with help of high field Mössbauer spectroscopy. In all cases it is
clear that results of accompanying investigations, as for example detailed structure
analysis, are necessary to interpret the results of the Mössbauer measurements cor-
rectly. In the ideal case the measurements are accompanied also by theoretical band
structure calculations. In that case most information can be gained.
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Chapter 9
Mössbauer Spectroscopic Studies
on Atomic Diffusion in Materials

Yutaka Yoshida

Abstract Atomic jumpswithin the lifetime of aMössbauer nuclear probe are known
to cause a line broadening, which is directly connected to the diffusivity, as predicted
theoretically by Singwi and Sjölander in 1960. Many research groups applied and
further extended their theory for the studies of elementary jumpprocesses of Fe atoms
in single crystals: They analyzed Mössbauer spectrum in terms of line broadening
and motional averaging as functions of temperature as well as crystal orientation. To
observe such dynamical behaviours, we developed specially designed experimental
set-ups such as a high-temperature Mössbauer furnace for laboratory, in-beam and
on-lineMössbauer set-ups for accelerator facilities. First of all,wewill introduce such
measuring techniques suitable for homogeneous materials, explaining their unique
features in this chapter. Secondary, we present an imaging technique in Mössbauer
spectroscopy which is opening a new possibility to study diffusion processes with
a diffusion-length from μm to mm after diffusion annealing at high temperature.
This original method enables us to measure the diffusion profiles separately for
the different spectral components in the material containing a complex microstruc-
ture. As examples, we will explain the studies on Fe diffusion in single and multi-
crystalline Si materials using “Mössbauer spectroscopic microscope (MSM),” which
enables us to measure the diffusion profiles separately for different chemical states
with a spatial resolution of several micrometres. This new method provides a possi-
bility to investigate a diffusion process by considering of the interactions and the
correlations between Fe impurities and lattice defects such as dislocations, grain
boundaries, and residual stresses in different grains of materials. Finally, we apply
this technique to investigate carbon diffusion and segregation processes in Fe-steel,
and the mapping images at different temperatures are obtained separately for the
spectral components that originated from carbon impurities.
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9.1 Introduction

Atomicdiffusion canbe found inmaterialswhenever a systemcontainingmanyatoms
tends to change toward thermal equilibrium. The atoms flow even macroscopically
until the system reaches the thermal equilibrium, although they further continue to
perform random jumps at a finite temperature even on the equilibrium. There appear,
however, to remain many fundamental problems related to the diffusion mechanism,
which must be essential to understand and to control the microstructures as well
as their physical properties in many systems, including industrial materials, such
as iron steel and semiconductors. Accordingly, highly desirable must be atomistic
evaluation techniques accessible to such underlying problems without causing any
perturbations on the systems.

As far as 57Fe Mössbauer spectroscopy concerns, the spectroscopy provides two
different possibilities to investigate the atomic diffusion corresponding to different
characteristic time and space regions of (A) MS and (B) MSM presented in Fig. 9.1,
respectively. We can study the first region of (A) through the line-broadening and the
hyperfine relaxations of Mössbauer spectrum as functions of temperature and also of
crystal orientation. Figure 9.2 shows a schematic drawing to give the reader an idea
for such a situation, i.e., an atom is jumping on the crystal lattice within a diffusion
length of a few atomic distances as well as within a time scale of 140 ns, i.e., the

Fig. 9.1 Characteristic
diffusion time and length
accessible by 57Fe nuclear
probe through (A)
line-broadening and/or
hyperfine relaxation of
Mössbauer Spectrum (MS)
and (B) the Mössbauer
Spectroscopic Microscope
(MSM) imaging
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Fig. 9.2 Atomic motion
influences the shape of
Mössbauer spectrum,
providing direct information
of elementary jump process,
such as jump distance and
directions

lifetime of 14.4 keV excited state of 57Fe nucleus. To measure the second region of
(B), on the other hand, we use a new imaging technique in Mössbauer spectroscopy,
which has opened a unique possibility to investigate the diffusion properties through
imagingdirectly the different spectral components after annealing at different temper-
atures. This method provides the diffusion profiles separately for the various 57Fe
chemical states, which is in contrast to a standard diffusionmeasurement yielding the
total concentration profile of the diffusion element only. This new methodology will
make it possible to challenge “in-situ observations on the atomic diffusion” without
disturbing jump processes under different circumstances because the imaging tech-
nique uses the Mössbauer effect, i.e., the recoil-free γ-ray resonant absorption and
emission [1].

In this chapter, we are going to explain typical diffusion studies; iron diffusion in
pure iron and silicon crystals as well as in iron steel andmulti-crystalline silicon solar
cells. In the next Sect. 9.2, we will shortly summarise the tracer diffusion studies
and 57Fe hyperfine interactions of Mössbauer spectroscopy. In Sects. 9.3 and 9.4, the
readers will find the Mössbauer measuring techniques specially developed for the
direct observations of the diffusion and the point defects in pure iron, such as the in-
situ techniques for “High-Temperature Mössbauer spectroscopy” and “Accelerator
BeamMössbauer Spectroscopy”. In Sect. 9.5, wewill explain the imaging techniques
in Mössbauer spectroscopy realized in our group. In Sect. 9.6, we describe some
examples of diffusion studies by applying imaging techniques.

Since the discovery in 1958, there have been many textbooks and conference
proceedings published on the Mössbauer effect and its applications for physics,
chemistry, biology, materials science, earth science, and other research fields [2–14].
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9.2 Historical Development of Diffusion Studies

9.2.1 Fick’ Principles and Brownian Motion Theory

Historically, there appear to be two dominant directions for diffusion studies in mate-
rials. In 1855, A. Fick contributed to define the diffusion coefficient and to measure
the diffusion of salt in water [15]. Further, G. K. von Hevesy first used radioisotopes
to measure self-diffusion in water and lead [16]. Figure 9.3 schematically presents a
concentration depth profile of tracer atoms after diffusing solute atoms at a specific
temperature. The other direction originated from the study on Brownian motion,
which was theoretically explained in term of the mean-square displacement of the
particle by Einstein [17] and separately by Smoluchowski [18]. Many excellent text-
books were published so far [19–21] on diffusion in solids, which concerned mainly
with a tracer diffusion experiment, providing us with a big data-base for diffusivities
in wide varieties of materials [23, 24].

In a tracer diffusion experiment, typically, one measures a concentration profile of
solute as a function of the depth of x from the surface after the annealing at different
temperatures. In the case of Fig. 9.3, one puts the tracers on the surface as a thin film,
the initial concentration being c(x, 0) = Mδ(x). We solve the diffusion equation of
(9.1) and obtain the concentration profile c(x, t) as a Gaussian (9.2) for an annealing
time of t. Accordingly, we can analyze the slope of lnc(x, t) as a function of x2,
yielding D (T ) at the annealing temperature, T. Since the diffusion is a thermally
activated process, the diffusivity of D(T ) depends on the Arrhenius formula with a
pre-exponential factor D0 and an activation enthalpy of �H, as is shown in (9.3).

∂c(x, t)

∂t
= D

∂2c(x, t)

∂x2
(9.1)

c(x, t) = M√
π Dt

· exp
(

− x2

4Dt

)
. (9.2)

D = D0exp

(
−�H

kB T

)
(9.3)

Fig. 9.3 A schematic
drawing for diffusion
experiment: the
concentration profile of
solute is measured as
function of depth after
annealing at different
temperatures

t = 0

t = t
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Let us see the general trend of the solute diffusivities in metals as a function of
temperature T/Tm. Here temperature T is divided by the melting point Tm. Figure 9.4
indicates that both values of D0 and �H consist of three groups depending on the
crystal structures and the diffusion mechanisms. From the lowest group, vacancy
diffusion in fcc metals, and bcc metals are responsible as in Fig. 9.5. The highest
group, on the other hand, corresponds to the fast-interstitial diffusion of the light

Fig. 9.4 Typical diffusivities and diffusion length per hour for metals as functions of T/Tm where
Tm is melting temperature Each metal

Fig. 9.5 Diffusion mechanisms via (A) vacancy, and (B) and (C) interstitials
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elements such as H, C. One would get an idea of how fast the atoms can move in
metallic systems on the right perpendicular axis in Fig. 9.4, i.e., the diffusion length
after annealing for one hour.

As we will see in Sect. 9.2.3, one can detect the atomic diffusion as a line broad-
ening of the Mössbauer spectrum for the diffusivities of 57Fe atoms in pure Fe from
D = 10–15 to 10–11 m2/s as is indicated by red zone in Fig. 9.4. We expect such a
high diffusivity only at high temperatures close to the melting point. To achieve an
in-situ observation of the atomic jumps by Mössbauer spectroscopy, therefore, one
has to develop an experimental set-up accessible for measuring a spectrum with a
line broadening ��, between 0.01 and 30 mms−1, yielding us a challenging task to
attack the experimental conditions.

In Sect. 9.4, the readers will find a series of challenges in how we observed the
line broadenings in pure iron as well as in silicon crystals. In the next subsection,
we explain the basics of 57Fe Mössbauer spectroscopy, which will be necessary to
understand the contents described in the later sections.

9.2.2 Hyperfine Interactions of 57Fe Nuclei and Mössbauer
Experimental Set-Up

Here we are going to describe howwemeasure aMössbauer spectrum of 57Fe using a
conventional set-up for an absorber experiment, i.e., the sample to be measured is the
absorber; the lower part of Fig. 9.6 shows a set-up schematically, where the γ-rays are
emitted from the 14.4 keV nuclear level, shown in the upper part, with a half-lifetime
of 98.1 ns following the Electron Capture (EC) decay from the 57Co radioisotope
with a half-lifetime of 271 days. The standard 57Co source, which is commercially
available as a sealed radioactive source, is produced by electroplated and diffused in

Fig. 9.6 Conventional set-up for Mössbauer absorber experiment
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a Rh thin foil, and the strength will be selected from 0.37 to 3.7 GBq depending on
the 57Fe concentration contained in the sample. The 14.4 keV γ-rays are transmitted
through the absorber with a thickness from 20μm to 1mm, depending on the sample.
We should choose the specimen thickness carefully [25] because a too-thick sample
would provide a spectrum shape strongly deviating from Lorentzian, and therefore,
a fitting analysis would be complicated using a superposition of Lorentz functions.
In the case of the iron sextet spectrum, an ideal thickness is 25 μm.

We count the transmitted γ-rays by using a gas proportional counter, or a scintilla-
tion counter, or a Si-PIN detector, and subsequently, record them on a multi-channel
scaler with 1024 channels typically as a function of Doppler velocity of the 57Co-
in-Rh source. A transducer operates with a constant-acceleration mode, yielding a
triangular-Doppler-velocity functionbetween−10and10mms−1, for instance. In our
particular case for a “Mössbauer spectroscopic microscope” described in Sect. 9.5,
on the other hand, we use a linear actuator with a constant velocity operation to adjust
a resonance condition, to obtain the image corresponding to a spectrum component.

We draw a typical single Lorentz spectrum in the upper part of Fig. 9.7. Tomeasure
such a very narrow absorption spectrum with a line width of an order of 10−8 eV for
57Fe nuclear probe, we use the Doppler effect to modulate the γ-ray energy. Since
the first-order Doppler shift, �ED , is described by

�ED = v

c
Eγ , (9.4)

where Eγ is the γ-ray energy of 14.4 keV, c the light velocity, and v the Doppler
velocity of the 57Co source. Accordingly, v = 1 mms−1 corresponds to an energy
shift of �ED = 4.80766 × 10−8 eV. One should notice that we cannot use a usual
spectroscopic detector for analyzing the γ-ray energy down to 10−8 eV, but for
counting after selecting the 14.4 keV γ-rays by a single-channel analyzer within a
resolution from meV to keV range. We usually present the spectrum as a function of
Doppler velocity in Mössbauer spectroscopy.

Furthermore, the velocity is not the absolute value against the laboratory system,
but the relative one against the centre position of α-Fe sextet spectrum at room
temperature, as in the lower part of Fig. 9.7. If one uses 57Co-in-Rh source, the zero-
velocity for Fe-in-Rh absorber (δ = + 0.109 mms−1) shifts to be + 0.109 mms−1

against the centre of Fe sextet spectrum. One should notice, however, in a source
experiment, in which the source will be the sample, that the velocity scale is shown
converted in comparison to an absorber experiment.

A spectrum shape depends on the hyperfine interactions between the 57Fe nuclear
probe and the electrons, i.e., electric monopole, electric quadrupole, and magnetic
dipole interactions. The monopole interaction affects the position of resonance
lines, leading to an “isomer shift (δ) in the Mössbauer spectrum, while the electric
quadrupole andmagnetic dipole interaction remove the degeneracy of nuclear levels,
causing the electric quadrupole splitting (�Eq) and the magnetic Zeeman splitting
(�Hm), respectively. The electric monopole interaction energy, i.e., the Coulomb
interaction energy between the nucleus and the s-electrons penetrating, is given by
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Velocity scale against Laboratory(mms-1)

Velocity scale against α-Fe (mms-1)

Energy Shift (eV)               × 10-7

δ = +0.109 
mms-1

Fig. 9.7 Mössbauer spectrum is shown as a function of Doppler velocity of 57Co-source, i.e.,
energy shift in 10−7 eV

EI = 2π

3
|ψ(0)|2Ze

〈
r2n

〉
, (9.5)

where |ψ(0)|2 is the electron density at the nucleus, Ze nuclear charge, and
〈
r2n

〉
the

expectation value of the square of the nuclear radius. In the Mössbauer spectrum,
the isomer shift appears as.
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δ = C
[|ψ(0)|2A − |ψ(0)|2S

]
, (9.6)

i.e., the difference in the charge densities between the source (S) and absorber (A).
As a reference of isomer shift, we use the centre position of the sextet Mössbauer
spectrum of pure Fe at room temperature in this book. The isomer shift depends, for
instance, on different charge states of 57Fe atoms in Si crystal, as will be explained
in Sects. 9.4 and 9.5.

When an electric field gradient (EFG) is present at the site of the 57Fe nucleus
in a paramagnetic phase, the electric quadrupole interaction causes a doublet with a
splitting �EQ , as in Fig. 9.8(a),

�EQ = 1

2
e2q Q

(
1 + η2

3

)1/2

(9.7)

η = Vxx − Vyy

Vzz
, (9.8)

where eQ is the quadrupole moment, η the asymmetry parameter, Vxx ,Vyy, Vzz

the electric field gradient, for axial symmetry, Vxx = Vyy leading to η = 0. By
choosing the principal axes of EFG tensor such Vzz ≥ Vxx ≥ Vyy , the asymmetry
parameter becomes 0 ≤ η ≤ 1.

The nuclear states of 57Fe consist of the ground state with I = 1/2 and the excited
state with I = 3/2, and will be degenerated through magnetic dipole interaction
(Zeeman effect), as shown in Fig. 9.8(b). When the 57Fe probe exists in a magnetic
field, the nuclear energy levels are given depending on the spin quantum numbers
m I by

EM = −μBm I /I = − gN βN Bm I , (9.9)

(a) (b)

Fig. 9.8 Hyperfine interactions lead shifts of spectral positions and splitting
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where μ is the magnetic dipole moment, gN the nuclear Landè factor, and βN the
nuclear Bohr magneton. The selection rule for magnetic dipole transitions leads to
the sextet as in Fig. 9.8(b). Furthermore, each sextet line will be shifted, as in the
right-hand side in Fig. 9.8(b), when the magnetic dipole interaction is dominant in
comparisonwith the electric dipole interaction. If theEFG tensor is axially symmetric
and its principal axis makes an angle β, the nuclear energy is given by

E = −gN βN Bm I + (−1)|m I |+1/2(eQVzz/8)
(
3 cos2 β − 1

)
. (9.10)

A typical example of (9.10) will appear in a spectrum of Fe–C steel in Sect. 9.6.

9.2.3 Principle of Mössbauer Study on Atomic Diffusion

In this section, we explain how atomic jumps affect the Mössbauer spectrum.
Consider that a 57Fe atom is jumping on an empty Bravais lattice while emitting
γ-ray, as is schematically shown in Fig. 9.9 for the 57mFe nucleus on the 14.4 keV
first excited state. This excited state can be occupied through different processes,
such as electron capture (EC) decay from 57Co, β-decay from 57Mn, Coulomb exci-
tation, 56Fe (d, p)57mFe nuclear reaction, and Mössbauer absorption of 14.4 keV
γ-ray. Subsequently, the 14.4 keV γ-ray will be emitted resonantly without recoil
(theMössbauer effect), while in Fig. 9.9, the 57mFe atom is jumping between different
lattice sites with a typical frequency of 107 s−1, which is roughly equal to the inverse
of the lifetime, 140 ns. The 57Fe is staying on the lattice positions, simultaneously
vibrating with a phonon frequency of 1012 s−1. When the atom occasionally obtains
thermal energy enough to overcome the potential barrier between the different lattice

Fig. 9.9 Atomic jumps of
57Fe in solid, leading wave
shorter than the life-time,
140 ns. This cause a line
broadening of the Mössbauer
spectrum
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sites, the 57Fe can jump from a lattice site to another, leading to diffusion. The dura-
tion of one jump is about 10–12 s, which is orders magnitude shorter than that of
the atom staying on a lattice site. It turns out that the 57Fe performs a few jumps
during emitting or absorbing γ-ray, and that the jump process breaks the coherency
of the wave train. Consequently, we observe the lifetime of the 14.4 keV γ-ray appar-
ently shorter than the natural lifetime. Considering of the Heisenberg time-energy
uncertainty principle, �E τM ≈ è, a shorter lifetime provides a broader linewidth
of the Mössbauer resonance. The line broadenings have been observed indeed in
pure Fe using different experimental techniques, such as high temperatures UHV-
furnace, Coulomb excitation and recoil-implantations and (d, p) reactions, as will
be presented in Sect. 9.4. These techniques provide different point defects and their
concentrations adjacent to 57mFe atoms.

In 1960, immediately after the discovery of the Mössbauer effect, Singwi and
Sjölander [26] showed in a classical case that the Mössbauer emission spec-
trum σ(k, ω) can be described as a space–time Fourier transformation of the self-
correlation function Gs(r, t), which relates to a classical self-diffusion function, i.e.,
a probability to find 57mFe atom at a lattice site r at a time t, if the atom starts jumping
from r = 0 at t = 0.

σ(k, ω) = σ0�0

2
· f ·

¨
exp

[
i{k · r − (ω − ω0)t} − �0|t |

2�

]
Gs(r, t)d rdt.

(9.11)

Here k and ω are the wave vector and the angular frequency of the 14.4 keV γ-ray
and σ0 the resonance emission cross-section, �0 the natural line width, and f the
Debye–Waller factor (f -factor), respectively.

Based on the predictions [26], many groups tried to observe the broadenings and
to interpret the experimental results by the jumpmodels. At the early stage, however,
there remained still a large discrepancy between the “tracer diffusivity” obtained
from a radioactive tracer experiment and the “Mössbauer diffusivity” from a line
broadening of Mössbauer spectrum. To learn the historical developments until early
1980′, we refer the following publications by Chudley and Elliot [27], Dibar-Ure
and Flinn [28], Janot [29], Wolf [30], Mullen [31], Vogl and his group [32, 33],
Nowik et al. [34], and Dattagupta [35]. The most successful challenges were the
diffusion studies of iron in single-crystal aluminium by Mantl et al. [32], and also
in single-crystal copper by Steinmetz et al. [33]. For the diffusion jumps on non-
Bravais lattices, furthermore, where the unit cell consists of more than one atom, we
have to consider different jump vectors with different jump frequencies. For more
details, we recommend the readers to look up a review article on “Diffusion study
by Mössbauer spectroscopy” by Vogl, in which he describes the challenging studies
on the elementary jump processes in single crystals [10].

In the following, we will calculate the Mössbauer spectrum, as a simple example,
when 57Fe atom is jumping within the lifetime on an empty Bravais lattice such as
schematically shown in Fig. 9.9. Here we assume that the self-correlation function,
Gs(r, t) follows a kinetic equation based on a theory by Chudley and Elliot [27]:
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∂Gs(r, t)

∂t
= 1

τ

Z∑
j=1

1

Z
Gs

(
r − R j , t

) − 1

τ
Gs(r, t), (9.12)

τ being the meantime for which 57Fe atom stays on a given lattice site before
jumping to a new lattice position, R j a jump vector from one of the NN lattice sites
r − R j to the site r , and Z the number of the NN lattice sites; for instance, Z = 6 for
the simple 3D-cubic lattice. Multiplying ei k·r to both sides of (9.12), and integrating
with r, i.e., Fourier transformation in space, we obtain:

∂ Is(k, t)

∂t
= − f (k) · Is(k, t), (9.13)

Here Is(k, t) = ∫ Gs(r, t)ei k·rd r , and f (k) = 1
τ

(
1 − 1

Z

Z∑
j=1

ei k·R j

)
.

We can easily deduce the solution of (9.13),

Is(k, t) = Is(k, 0)e− f (k)·t . (9.14)

After inserting Is(k, t) in (9.11) and integrating in time further, we obtain

σ(k, ω) = σ0�0

2
· f · ∞∫

0
exp

[
−i(ω − ω0)t − �0|t |

2�

]
· exp[− f (k) · t]dt. (9.15)

Then, we take the real part of the integral, and finally, obtain the Mössbauer
emission spectrum expressed as a Lorenz function [27],

σ(k, ω) = σ0�0

2
· f · �0 + ��D(k)

(�ω − �ω0)
2 + [�0 + ��D(k)]2/4

. (9.16)

Here we define a line broadening,

��D(k) = 2� f (k). (9.17)

Accordingly, we expect the “diffusion line broadenings ��D” to be anisotropic,
and therefore, can measure as a function of the angle θ between the direction of the
wave vector, k and the jump vectors, Rj.

��D = 2�

τ
·
⎛
⎝1 − 1

Z

Z∑
j=1

ei k·R j

⎞
⎠ (9.18)

Here we simulate the line broadenings ��D and the Mössbauer spectra for the
jump processes of 57Fe in bcc Fe crystal with migration energy Em of 0.3 eV as a
function of temperature between 200 and 500 K. The jump frequency is
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1

τ
= 1

τ0
exp

(
− Em

kB T

)
. (9.19)

We consider two jump models on an empty bcc lattice: (A) the jump vectors
from the body centre to the eight corner sites, as in Fig. 9.10(a), and (B) those
from the body centre to the six octahedral sites, as in Fig. 9.10(b). We present the
line broadening normalized by the natural linewidth as functions of the angle and
temperature in Figs. 9.11(a) and 9.12(a), respectively, for the jumpmodels of (A) and
(B). The line broadenings depend strongly on the jump models. Also, the Mössbauer
spectra in Figs. 9.11(b) and 9.12(b) show that the linewidths increase so quickly
that the spectra disappear apparently within the temperature width of 100 K above
300 K. When we measure an angular dependence of the linewidth of the Mössbauer
spectrum experimentally, we will be able to obtain the jump vectors in a crystal
lattice.

(a) (b)

Fig. 9.10 (a) Jump vectors, Rj (j = 1, 8) from body centre to eight corner sites in bcc lattice and
(b) those from body centre to octahedral sites, Rj (j = 1, 6). θ is the angle between [100] and wave
vector k when the wave vector changed on x–y plain. The lattice constant of a is 0.2855 nm for
α-Fe

Fig. 9.11 (a) Line broadenings for different direction of wave vector k as function of temperature,
and (b)Mössbauer spectra for [100] direction as function of temperature, which are simulated based
on the jump model Fig. 9.10 (a)
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Fig. 9.12 (a) Line broadenings for different direction of wave vector k as function of temperature,
and (b)Mössbauer spectra for [100] direction as function of temperature, which are simulated based
on the jump model Fig. 9.10 (b)

We should mention that the diffusion strongly correlates with the point defects
such as vacancies and interstitials with which the tracer atoms exchange their lattice
positions, leading the atomic jumps, as are shown in Fig. 9.5. Accordingly, in a
diffusion process on a crystal, τ in (9.19) must be considered to be a mean time of
τ enc between “encounters,” when the Mössbauer experimental results are compared
with those from tracer experiments (see, for instance, in Sect. 9.4.1). Wolf proposed
an “encounter model” [30] to consider the correlations between the point defects and
a marked atom such as the Mössbauer probe of 57Fe atom. An “encounter” begins
by the initial jump of 57Fe atom due to an exchange with a point defect and ends
when a different point defect approach to the 57Fe atom. The successive encounters
are uncorrelated because the concentration of the point defects is supposed to be less
than 10–4 in solids. It means that one encounter yields practically one effective jump
of 57Fe atom, as is described in this section.

In the next Sect. 9.3, we will concentrate on the experiments on pure iron,
which is the most straightforward system consisting of Fe atoms. However, there
remain still basic questions on the dynamics of point defects such as vacancies and
interstitials in Fe crystal after energetic particle irradiations.

9.3 Search for Point Defects in Pure Iron by Thermal
Scanning Method

9.3.1 Thermal Scanning Study on C-doped Fe

Atomic diffusion is mediated by point defects in solids such as vacancies and inter-
stitials, as shown in Fig. 9.5. Their concentration, however, is usually too low to
observe directly as a defect component in the 57Fe Mössbauer spectrum. To follow
an elementary jump process of 57Fe atoms in a crystal lattice, and to clarify the
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jump mechanism, we would like to observe the point defects, which jump adjacent
to the nuclear probes, and subsequently, exchange the lattice positions, and finally
lead to the atomic jumps of 57Fe. However, the concentration of such point defects
will be rather low on the thermal equilibrium; for instance, only below 1018/cm3 in
metals even just below the melting point. It may be possible, on the other hand, to
create an experimental condition where the concentration around 57Fe atoms could
be orders of magnitude higher than that on the thermal equilibrium, i.e., under irra-
diations by highly energetic particles such as neutrons, electrons and heavy ions at
low temperature.

In this section, we explain “a thermal scanning method” in Mössbauer spec-
troscopy, which enables us to detect the recovery stages of the point defects in
pure Fe after low-temperature irradiations. Concerning the migration enthalpies of
vacancies, interstitials, and also carbon impurities in pure Fe, there were intensive
discussions among different research groups [36, 37] during the 1970s and 1980s.
Accordingly, we developed a thermal scanning method and applied for the pure Fe
samples carburized [38], or irradiated by energetic neutrons and electrons at low
temperatures [39], to clarify the kinetics of the recovery stages of the point defects
in pure iron.

In the thermal scanning, we use two different 57Co sources deposited in pure
Fe and Rh matrixes alternatively to measure the count rates accurately through
Fe sample foil at zero Doppler velocity as a function of the isochronal annealing
temperature. Figure 9.13 presents the experimental configuration schematically. The
count rate at zero velocity strongly depends on the whole shape of the Mössbauer
spectrum, being influenced by not only the defect lines but also the changes in the
matrix lattice, such as the Debye–Waller factor and the hyperfine fields. Therefore,
production,movements, and reactions of the defects can be detected and examined by
utilizing all changes arising not only from the probe atom-defect complexes but from
their environments. Also, this method can reduce the measurement-time remarkable
and eliminate the mechanical errors in the transducer system and the unavoidable
broadening in the spectrummeasurement.Accordingly,we can examine the existence
and movements of point defects even by tiny changes unrecognizable in the usual
spectral measurements.

As the first step, we applied this thermal scan method to study the clustering and
precipitation process of carbon in iron [38]. After quenching a Fe-7.8 at.%C alloy
from 1100 °C into iced water, the Mössbauer spectrum consists of two components
as in Fig. 9.14(a). A paramagnetic part arises from residual Austenite phase and a

Fig. 9.13 Schematic set-up
for thermal scan
measurement
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(a)

(b)

(c)

(d)

Fig. 9.14 Mössbauer spectra of Fe-7.8at%C: (a) as quench, (b) annealed at 210 °C for 10 min.,
(c) annealed at 280 °C, and (d) annealed at 410 °C. (From Y. Yoshida, Doctor thesis 1983, Osaka
Univ.)
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ferromagnetic component fromMartensitic phase. Both phases contained the super-
saturated interstitial carbon atoms. Therefore, the two components changed during
the isochronal annealing due to the clustering and precipitation processes of carbon,
as is seen in other spectra in Fig. 9.14(b)–(d).

These processes were observed as the recovery steps in the curve of thermal scan
measurement, as shown in Fig. 9.15. Both the 57Co-in-Fe six-line source (closed
circles) and the 57Co-in-Rh single-line source (open circles) were used alternatively
for the zero-velocity counting, i.e., the thermal scanning. The small changes below
100 °Ccorrespond to the clustering process of carbon in theMartensitic phase, and the
remarkable differences between 100 and 250 °C are due to the precipitation process
of carbon in that phase. Finally, those between 250 and 320 °C are the decomposing

Fig. 9.15 Thermal scan technique: count rate as function of isochronal annealing temperature
through transmission resonance absorbers. (From Y. Yoshida, Doctor thesis 1983, Osaka Univ.)
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process of the residual Austenite phase. This method appears, therefore, to be very
sensitive to detect the kinetics in Fe steels for low concentrations of carbon, as low
as 0.5 at. %.

This thermal scanning shows that the zero-velocity counts of the 14.4 keV-γ-rays
emitted from 57Co-in-Fe source strongly depend on the number of Fe atoms in pure
α-Fe, i.e., in a region without any perturbations from carbon impurities. The on-
resonance absorption in the sample increases, and therefore the transmission counts
decrease when the carbon clustering and the carbide formation processes gradually
proceed during the isochronal annealing. On the other hand, the counts from 57Co-in-
Rh source increase when the number of Fe atoms in the Austenite phase decreases.
Finally, the thermal scan technique convinced us that the zero velocity counts would
be sensitive enough to detect small changes due to the defect’s recovery stages in
pure Fe.

9.3.2 Thermal Scanning Studies of 57Co-doped-Fe Irradiated
by Neutrons and Electrons at Low Temperature

We investigated the recovery process of the excess point defects introduced by ener-
getic particle irradiation at low temperature, to clarify the kinetics of the point defects
in pure Fe. Mössbauer spectroscopy appears to be ideal for identifying the “defect
components” through the hyperfine interactions. Their concentrations are, however,
expected to be too small to be detected as a “defect component” in a Mössbauer
spectrum. The thermal scanning technique [38, 39] must, therefore, enable us to
study the kinetics of the recovery process of point defects in pure Fe irradiated at
low temperature as a function of isochronal annealing temperature [39].

An ultrahigh pure-iron foil with a resistivity ratio of R300K/R4.2 K (RRRH), 5000,
was irradiated at 30 K by fast neutrons with a total fluence of 5 × 1016n/cm2, and
the Mössbauer spectra were measured at 77 K using a stainless-steel absorber. The
left-hand side of Fig. 9.16 show the spectra as irradiated, annealed at 110 K, 150 K,
180 K, 230 K, and 280 K, respectively, while we plot their successive subtractions
on the right-hand side. Although there appears to be no defect component as a
well-resolved satellite in the spectrum after the neutron irradiation, we obtained the
average hyperfine field of 35.7 T from a fitting analysis with one sextet, the value
of which is considerably higher than that of pure iron, i.e., 33.8 T at 77 K. This
change can be found in the subtraction between the spectrum after the annealing at
110 K and the spectrum as-irradiated. The red lines in the subtraction plot indicate
the positions of the outermost sextet of Fe corresponding to the hyperfine splitting
of 33.8 T. The result means that a defect component with a larger hyperfine field
was formed presumably in the cascades by the neutron irradiation. The spectra and
also the subtractions obtained from further annealing treatments indicate only small
changes.
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Fig. 9.16 Mössbauer emission spectra of super pure Fe dopedwith 74MBq-57Co during isochronal
annealing and their successive subtractions. The low-temperature neutron irradiation and all the
spectral measurements were done at the Research Reactor Institute of Kyoto University. (From Y.
Yoshida, Doctor thesis 1983, Osaka Univ.)

Furthermore, we irradiated two ultrahigh pure-iron foils at 77 K by 28 MeV-
electrons provided by an electron linear accelerator at Kyoto-University Research
Reactor Institute, and the total fluencewas2×1018 and4×1018 e−/cm2, respectively.
Figure 9.17(a), (b) show theMössbauer spectra and their subtractions for the fluence
of 4× 1018 e−/cm2. Wemeasured the spectra at 77 K before and after the irradiation,
and subsequently, after the annealing at 100K, 110K, 160K, and 180K, respectively.
Unfortunately, there was an accident after the annealing at 180 K, and therefore, we
could not measure the spectra above 200K. The average hyperfine field after the
irradiation is 33.5 T at 77 K, the value of which is slightly smaller than that of pure
Fe, 33.8 T. In the subtraction between the spectrum before and after irradiation on
the right-hand side of Fig. 9.17, the positive peaks can be seen on the top, suggesting
the appearance of a defect component with a hyperfine field lower than that of pure
Fe, being in contrast to the neutron-irradiated specimen. Also, the same component
with the lower hyperfine filed appeared when we annealed the sample at 100 K,
the temperature of which is known to be close to the recovery stage I, 110 K. These
results in the subtractions suggest that the 57Co atoms on the undisturbed sites in the
Fe matrix were trapped not only by the defects created by the electron irradiation
but also by the mobile defects at 100 K, i.e., interstitial Fe atoms.

In Fig. 9.18, we show the thermal scanning plots obtained from (a) the neutron-
irradiated samples with a total fluence of 5 × 1016 n/cm2, and the electron irradiated
with the total fluence of (b) 2× 1018 electrons/cm2, respectively. In the figure, all the
normalized counts are plotted as a function of the isochronal annealing temperature
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(b)(a)

Fig. 9.17 Mössbauer emission spectra of the electron irradiated 57Co-in-Fe source taken at 77 K
before and after isochronal annealing (10°/5 min.), (a) and their subtractions, (b). (FromY. Yoshida,
Doctor thesis 1983, Osaka Univ.)

with a step of 10°/5 min through pure Fe absorber at 77 K as well as through pure Fe
absorber at room temperature. The Fe absorber at 77 K was fixed together with the
irradiated Fe in the cryostat. The counts through Fe absorber at 77K correspond to the
number of 57Co/57Fe atoms on the unperturbed sites, i.e., pure Fe, while the counts
through Fe at room temperature to those adjacent to the defects, such as vacancies and
interstitials in this study. This interpretation is possible because the sextet positions
at room temperature are different from those at 77 K. The hyperfine fields are 33.8 T
at 77 K and 33.0 T at room temperature, and the centre shift 0.1 mms−1 at 77 K
due to the second-order Doppler shift. We will only try to interpret these results
qualitatively based on the recovery models proposed in the former time [37, 40].

The neutron and the electron irradiations are known to produce utterly different
defect structure: the former creates cascade damages and the latter Frenkel pairs
dominantly. In the present thermal-scan measurements using the 57Co-doped-Fe
samples, i.e., source experiments, the 57Co impurity atoms on the undisturbed sites in
the Fematrix are expected to interact with the defects, and subsequently to be trapped
not only by the vacancies and interstitials produced during the neutron and electron
irradiations but also by the mobile defects at elevating the annealing temperature.We
should notice, however, that we observed the Mössbauer effect on the 57mFe nuclear
probes immediately after the Electron Capture (EC) decays from the 57Co nucleus.
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Fig. 9.18 Thermal scanning measurements of 57Co-doped-Fe irradiated (a) by 4 × 1016

neutrons/cm2 at 30 K, and (b) by 2 × 1018 electrons/cm2 with an energy of 28 MeV at 77 K:
All the counts are normalized to the values at 77 K, and two different absorbers were used through
an Fe foil absorber at 77 K, and at room temperature (From Y. Yoshida, Doctor thesis 1983, Osaka
Univ.)

Accordingly, the fraction of 57mFe probes adjacent to the defects, i.e., 57Co/57mFe
probes trapped by the defects, could be higher than that for an absorber experiment,
where 57mFe probes have no interactionswith the defects produced in pure Fe sample.

Figure 9.19 explains the typical recovery stages schematically for the case of
the electron irradiations: (a) The radiation produces a homogeneous distribution of
Frenkel pairs consisting of a vacancy and a self-interstitial Fe atom. (b) At Stage I at

Fig. 9.19 Recovery stages during isochronal annealing after electron irradiation at low temperature.
Black and white circles correspond to self-interstitials and vacancies, respectively: (a) as irradiation
at 77K, (b) Stage I recovery, (c) Stage II recovery, (d) Stage III recovery, and (e) Electronmicroscope
photograph of interstitial loops produced after Fe ion implantation with an energy of 100 keV. This
is a recovery model based by “one-interstitial model” [37]. (Y. Yoshida, Doctor thesis 1983, Osaka
Univ.)
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around 110 K for pure Fe, the self-interstitials become mobile within the isochronal
annealing time, i.e., five min., annihilating with the vacancies, and subsequently
forming interstitial clusters. (c) At Stage II at around 150 K, the interstitial clusters
grow at impurities such as carbons, and finally (d) at Stage III at about 220 K, the
vacancies start migrating and disappearing at the interstitial clusters. There will be
further recovery stages above room temperature. Above 500 K, all the defects and
their agglomerates will disappear completely, as was observed by in-situ observation
of High Voltage Electron Microscope [40].

TheElectronMicroscope provides a possibility to find directly such defect clusters
and their creation and annihilation processes. Figure 9.19(e) shows an EM image
observed after Fe-ion implantation with the energy of 100 keV at room temperature.
M.Kiritani used a set of kinetic equations to analyze the growth kinetics of the defect-
clusters found by the High Voltage ElectronMicroscope. They successfully obtained
the mobility of vacancy in pure iron [40]: They measured the growth rate of the
vacancy loops, which were supposed to play a sink for the mobile interstitials in pure
Fe created by HVEM observations, i.e., in fact, electron irradiation with an energy of
2 MeV. They could compare the experimental results with the predictions simulated
from the set of kinetic equations. Finally, they could deduce the activation enthalpies
of the mobility of interstitials and vacancies as 0.3 eV and 0.6 eV, respectively.
They reported in the second publication [40] that the carbon impurities influence the
mobilities of vacancies and interstitials in the Fematrix strongly so that the activation
enthalpy of the vacancy changes from 1.2 to 0.6 eV as the carbon concentration
decreases.

After neutron and electron irradiations of the 57Co/57Fe-doped super-pureFe-foils,
theMössbauer emission spectra showed broad sextets without any isolated satellites,
which could assign to a vacancy and an interstitial associated 57Co/57Fe probes.
The neutron irradiations at 30 K, however, provided the spectrum with a different
hyperfine field. The value was 35.0 (1) T higher than 33.8 (1) T due to regular site
in pure Fe. After the electron irradiations at 77 K, on the other hand, another sextet
appeared to possess the hyperfine field of 31.9 (1) T, being considerably lower than
that of the regular site. Consequently, there exist three different 57mFe components
due to substitutional, vacancy, and interstitial sites, corresponding to 33.8 T, 35.0 T,
and 31.9 T, respectively. However, they appear not to be well-resolved from each
other at the first insight.

Furthermore, the thermal scanning in Fig. 9.18(a) shows that the counts through
Fe absorber at 77 K increases, as can be seen at around 110K (Stage I) in the neutron-
irradiated specimen, suggesting the number of 57Co trapped by the defects increases.
In contrast, the counts through Fe absorber at room temperature decreases due to the
formation of 57Co/57Fe-interstitial clusters. In the case of the electron irradiation
with 2 × 1018electrons/cm2 (Fig. 9.18(b)), on the other hand, the counts through Fe
absorber at 77 K decrease due to the annihilation reaction of mobile self-interstitials
with the vacancies, as is schematically shown in Fig. 9.18(b). At around 220K (Stage
III), the counts through Fe absorber at 77 K increase again, suggesting a formation
of different defect clusters due to mobile vacancies. Finally, we found the recovery
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stages I and III in the thermal scanning, corresponding to the activation enthalpies
of the mobility of interstitials and vacancies as 0.3 eV and 0.6 eV, respectively.

9.4 In-Situ Observations of Elementary Jump Processes
in Iron and Silicon

Between 1983 and 2014, we developed unique measuring techniques in 57Fe Möss-
bauer Spectroscopy as international joint ventures between theHahn-Meitner Institut
Berlin, Germany, and Institut für Festkörper Physik der Universität Wien, Austria
and later the RIKEN, Japan. We applied these techniques for the in-situ observations
of 57mFe atoms jumping within the lifetime in pure iron where different point defect
concentrations and distributions are produced at around the nuclear probes of 57mFe.
In this section from 9.4.1 to 9.4.3, we describe these experimental techniques to
study the self-diffusion in pure Fe, and also the Fe impurity-diffusion in Si. First
of all, in Fig. 9.20(a)–(c) we show the point defect distributions expected at 57mFe
probes in pure Fe matrix: (a) the thermal vacancies at high temperature, (b) the
excess vacancies and interstitials in the cascade damages created immediately after
the implantation of Coulomb-excited and recoil-implanted 57mFe probes by 100MeV
Ar ion beams, and (c) the excess vacancies and interstitials introduced by 56Fe (d,
p) 57mFe reactions through 8 MeV deuteron injection into Fe matrix. Later in 9.4.4,
we also explain the nuclear fragmentation and implantation technique to introduce
57Mn/57Fe nuclear probes into Si crystals.

In the last section, we have investigated the kinetics of the point defects in pure
Fe for the isochronal annealing steps with 10° per 5 min after neutron and electron
irradiations at low temperature. Consequently, we have found the recovery stages due
to different point defects in pure Fe. The possible interpretation is that the recovery
stages of I at 110 K and that of III at 200 K correspond to the migration energy of

Fig. 9.20 Point defect distributions expected at around 57mFe probes (red circles): (a) thermal
vacancies (blue squares) at high temperature, (b) cascade damage of vacancies (blue squares) and
interstitials (yellow circles), and (c) vacancies and interstitials
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Fig. 9.21 Expected line broadening �/�0 for the migration energy of 0.3, 0.6, and 2.8 eV

0.3 eV for self-interstitials, and 0.6 eV for vacancies, respectively. When we want to
observe the 57Fe jumps in terms of the line broadenings of Mössbauer spectrum due
to interstitials and vacancies within the lifetime of 57mFe, i.e., 140 ns, the influences
will appear at higher temperatures, as estimated roughly by the formula (refer to the
formula 9.18). In Fig. 9.21, we present the Arrhenius plots of the line-broadenings
due to the 57Fe jumps with the migration energies of 0.3 eV and 0.6 eV only on
empty bcc lattice. The broadenings reach to the natural linewidth at around 300 K
and 600K, respectively. The broken red line in Fig. 9.21 indicates the line broadening
equivalent to the natural linewidth. To observe the line broadenings in a real crystal
of α-Fe, however, we have to create either self-interstitials or vacancies adjacent
to the 57mFe atoms on the 14.4 keV excited state, leading the 57mFe jumps within
the lifetime. As a reference, we show the line broadenings estimated from the self-
diffusion with the activation energy of 2.8 eV in paramagnetic phases; the value of
which is a sum of the formation energy, 2.2 eV and the migration energy of the
vacancy, 0.64 eV [41]. By the three different techniques presented in Fig. 9.21, we
expected to find the line broadenings due to the atomic jumps of 57mFe in pure bcc-Fe
immediately after activating the excited state of 57mFe in Fe crystal by (a) 14.4 keV-
γ-rays absorption, (b) Coulomb-excitation and recoil implantation and (c) (d, p)
reaction. These techniques could provide high concentrations of point defects at the
excited 57mFe probes (a) in γ- and δ-phases and (b) and (c) even in ferromagnetic
α-Fe phase.
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9.4.1 High-Temperature UHV-Furnace and Encapsulation
Techniques

As the first step, we developed a “high-temperature UHV-furnace” at the Hahn-
Meitner Institute Berlin, at UniversityWien, and later at Shizuoka Institute of Science
and Technology (SIST) to achieve an in-situ observation of self-diffusion of Fe
within the lifetime of 140 ns. It was not an easy task to measure pure Fe at high
temperatures. Iron has three different solid phases: the α-phase (bcc) up to 1184 K,
the γ-phase (fcc) up to 1665 K, and the δ-phase (bcc) up to the melting point of
1809 K. Especially challenging was to measure the Mössbauer Spectra in the δ-
phase because of the high vapour pressure of Fe. In the δ-phase, we could not keep
the sample foil even for several hours in the UHV furnace. Accordingly, it was
necessary to develop a capsulation technique combining the Ta holder and the Be-O
capsule [42]. Figure 9.22 shows the cross-section of the furnace. It consists of a
water-cooled UHV chamber with Tantalum heat-shields, Zirconium foil-windows
for 14.4 keV γ-rays, Alumina-heater core with Tungsten heater wire, and Pt- Pt
Rh thermo-couples to measure the specimen temperature. The vacuum was 10−6

Pa using an ion pump system combined with a turbomolecular pump during all
measurements at high temperatures. We could reach the highest temperature up to
1766K.Wemeasured by 3.7 GBq 57Co-in-Rh source, and a gas proportional counter,
as shown in Fig. 9.22.

Figure 9.23(a) and (b) show the spectra of γ- and δ-phases, respectively. The
linewidths above 1656 K are much broader than those measured in γ-phase below

Fig. 9.22 High temperature Mössbauer UHV-furnace
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Fig. 9.23 High temperature Mössbauer Spectra in (a) γ-phase, and (b) δ-phase. Notice that the
velocity scale for δ-phase is a factor of 20 larger than that of γ-phase (Reprinted figure with
permission from [42], ©IOP publishing. Reproduced with permission. All right reserved)

1623 K. The line broadenings are due to the atomic jumps of 57Fe atoms within
the lifetime, i.e., self-diffusion in δ-phase. Since the line broadening, ��, which is
shown as a function of temperature in Fig. 9.24, is related to the jump frequency, 1/τ,
we can deduce the diffusion coefficient, D, using the following formula [27]:

Fig. 9.24 Line broadening
of Mössbauer resonance in
Fe self-diffusion. Reprinted
figure with permission from
[42] ©IOP publishing.
Reproduced with permission.
All right re-served



9 Mössbauer Spectroscopic Studies on Atomic Diffusion in Materials 471

�� = 2�

τ
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j
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For poly-crystals, we average the Eq. (9.20) overall possible jump directions for
|k| · |Rn| 	 1,

�� = 2�

τ
fM . (9.21)

Here f M is called “Mössbauer correlation factor,” Wolf calculated to be 0.64 [30]
in the case of bcc lattice, which is related to a probability of the Mössbauer probe
jumping to the vacancies. On the other hand, in the tracer diffusivity, we have to
consider a tracer correlation factor, f T = 0.73, for self-diffusion in bcc lattice.

D = R2

6τ
fT (9.22)

Combining both equations of (9.21) and (9.22), we finally obtain a relation
between the tracer diffusivity, D, and the line broadening ��, as in equation of
(9.23).

D = R2

12�

fT
fM

�� (9.23)

Assuming a vacancymechanismwith a jump distance ofR for the self-diffusion in
γ- and δ-phases of pure Fe, the self-diffusivitywas estimated from the line broadening
using the above equation. We plot the results as a function of 1/T in Fig. 9.25, in
comparison with the tracer diffusivities for γ- and δ-phases [22]. The diffusivities in
both phases are in good agreement, indicating that the diffusion theory in Mössbauer
spectroscopy can be applied even for studying an unknowndiffusionmechanism such
as fast impurity diffusion in metals. This result was the first experimental proof that
Mössbauer spectroscopy can provide the atomistic information on the long-range
self-diffusion based on the Singwi and Sjölander theory [26].

We further applied the high-temperature technique for studying the Fe fast diffu-
sion in β-Zr-Fe [43], β-ZrNb-Fe [44], α-Zr and α-Ti [45], β-Ti-Fe [46] and also the
short-range ordering and the clustering properties in Au-Fe and Cu-Fe [47–50], and
the Fe diffusion and segregations in Si single crystals and multi-crystals for Si solar
cells [51–54].
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Fig. 9.25 Arrhenius plot of
diffusivities both for γ- and
δ-phases in comparison of
tracer diffusivities. Reprinted
figure with permission from
[42], ©IOP publishing.
Reproduced with permission.
All right reserved

9.4.2 In-Beam Technique Using Coulomb Excitation
and Recoil-Implantation

At a heavy ion accelerator (VICKSI), Hahn-Meitner-Institute Berlin (Fig. 9.26),
an in-beam experimental set-up was built for Mössbauer Spectroscopy in the years
between 1983 and 1986. Figure 9.27 sketches the arrangement of the in-beamMöss-
bauer experiment. A 40Ar-ion beam at an energy of 100 meV strikes a thin target of
57Fe, leading to a knock-out of 57Fe atoms and their implantation into the desired host
material. Simultaneously, the 57Fe atoms are Coulomb-excited to the 14.4 keVMöss-
bauer state 57mFe. The angular distribution of the ejected 57mFe peaks between about
20° and 70° to the beam direction, which makes it easy to separate the ejected 57mFe
atoms from the primary 40Ar beamwhich is not allowed to strike the catcher material.
The 57mFe atoms receive high recoil energies in the MeV range and penetrate the
host material to depths up to severalμm. Recoilless emission of theMössbauer γ-ray
occurs from the implanted probe within the lifetime τ = 141 ns of the 14.4 keV state
after it has come to rest. In contrast to a conventional Mössbauer experiment, we
have to construct a unique measuring system for the in-beamMössbauer experiment
using the highly energetic Ar-beam, because a massive amount of the background
radiationswill completelymask theMössbauer γ-rays. Accordingly, it was inevitable
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Fig. 9.26 VICKSI-heavy ion accelerator

Fig. 9.27 Experimental set-up for Coulomb excitation and recoil-implantation technique

to develop a parallel-plate avalanche counter (PPAC), which is sensitive only for the
Mössbauer γ -rays emitted from the sample. This detector counts the conversion
electrons emitted from a 57Fe-enriched stainless-steel absorber, which is fixed inside
the PPAC directly mounted on a Mössbauer transducer.
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As the first research project, we performed the in-beam experiments on a fast
diffusion of 57Fe in metals and semiconductors, where no practical solubility of Fe
impurity exists to perform a conventional absorber experiment. We measured the in-
beam Mössbauer spectrum as a function of temperature, which indicated a sudden
area decrease accompaniedwith a quadrupole relaxation below50K,which enable us
to interpret as a local jump process of 57Fe atom (i.e., cagemotion) on interstitial sites
in Al [55] and α-Zr [56, 57]. Subsequently, the line broadenings due to a long-range
interstitial diffusion were also found in the spectra of Fe in Si [58]. Furthermore, we
obtained the in-beam spectra in Alkaline metals [59, 60], Pb [59–61] and Fe [59, 62].
Later, at RIKEN, we applied this technique for the diffusion studies of Fe in solid
Argon [63, 64], and in graphite [65].

Here, we are going to explain another application of this novel technique for
an in-situ experiment on a radiation-enhanced diffusion in pure iron via excess
vacancies distributing in the cascades created by the recoil-implantation ofCoulomb-
excited 57mFe. In the cascades, there are various defects, such as self-interstitials and
vacancies in the vicinity of the implanted 57mFe atoms. At higher temperatures, these
defects become mobile even within our short measuring time (400 ns) just after the
implantation. Consequently, the mobile defects could induce the diffusion of the
implanted 57mFe atom, if the defects would encounter the implanted 57mFe atom
and would trigger exchange jumps between the 57mFe atom and the defects. This
process might be observable as a line broadening and a relaxation effect on hyperfine
parameters. There was some evidence for such behaviour [59, 62].

Figures 9.28 shows aMössbauer spectrum (a) in 56Fe foil at 5 K, and (b) in natural
Fe foil at 30 K, respectively, and (c) all the spectra measured in 56Fe foil from 5 to
716 K after Coulomb-Excitation and Recoil-Implantation of 57mFe. The 56Fe foil
does not absorb the 14.4 keV-γ-ray resonantly, while the natural Fe foil absorbs the
γ-rays emitting from 57mFe atoms on substitutional site. This explanation is possible
because the latter contains 2.14% 57Fe, distributed randomly on substitutional sites
in the 56Fe matrix. Accordingly, a defect component can appear more pronouncedly
in the spectrum of the natural Fe foil. Indeed, the spectrum in Fig. 9.28(b) consists of
two sextets due to a defect component with a hyperfine field of 35.04 (4) T in addition
to the substitutional one with the hyperfine field of 33.8 T. The result coincides with
the effects observed in the sample of 57Co-doped-Fe after neutron irradiation at 30 K,
which produces the cascade damages around 57Co/57Fe probes; we found a sextet
component with a larger hyperfine field of 35.7 T.

In Fig. 9.29, we present all the fitting parameters as functions of the measuring
temperature. We obtained those values from one sextet analysis on all the spectra of
as-rolled 56Fe sample between 5 and 716 K, shown in Fig. 9.28 (c). The resonance
area decreases stepwise at around 300 K and at 650 K, which deviates from the
expected change predicted by the Debye model with a Debye temperature of 470 K,
as in Fig. 9.29(a). The hyperfine fields below 400 K are slightly higher than those
of the laboratory experiment (Fig. 9.29(b)), as can be seen in the difference plot (c).
The difference tends to zero at around 400 K, and increases and finally decreases
again at about 700 K. The centre shift follows the second-order Doppler shift (d). It
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Fig. 9.28 (a) 57mFe In-beam Mössbauer spectrum in 56Fe at 5 K after Coulomb-Excitation and
Recoil-Implantation. (b) “Defect line” of natural Fe observed after Coulomb-excitation and recoil-
implantation at 30K.The hyperfinefield of “defect site” is 35.04 (4) T,while 33.8T for substitutional
site of α-Fe. (c) 57mFeMössbauer spectra in 56Fe foil for the measuring temperature from 5 to 716 K
[from Ref. 62]

is notably that the line width depends anomalously on the temperature, as shown in
Fig. 9.29(e).

Before interpreting the above-mentioned experimental results, one should notice
that all the Mössbauer spectra correspond to the measurement within 400 ns imme-
diately after the implantation of the Coulomb-excited 57mFe probe, enabling us to
perform “one-to-one measurement” without overlapping cascades. The recovery
stages due to the migrations of interstitials and vacancies produced by the implan-
tation appear to be shifted with a factor of about three because the “annealing time”
is practically supposed to be orders of magnitude shorter in the in-beam experiment
than that of several minutes in the conventional annealing experiments. Accordingly,
the stage I at 110 K in the isochronal annealing experiments with the annealing time
of 5 min. is expected to shift to at around 300 K, and the stage II of 150 K to 450 K,
and the stage III of 220 K to 650 K, respectively. We observed the recovery stages
in the thermal scans (Fig. 9.18), i.e., the isochronal annealing experiments, on pure
iron after low-temperature irradiations [39].
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Fig. 9.29 Mössbauer fit parameters as functions of temperature: (a) Total resonance area, (b) hyper-
fine field, and (c) the difference of hyperfine field between in-beam and absorber experiments,
(d) centre shift, and (e) Full width at half maximum. The red dotted lines are only for eye-guide
[from Ref. 62]

The total resonance area, the hyperfine fields, and the linewidth change at around
300 K, and also at about 650 K (Fig. 9.29), which coincide well with the stage
I and III, respectively, in our time scale. At Stage I (300 K), the self-interstitials
start migrating and reacting with the vacancies at the core of the cascade, where
the implanted 57mFe probe stops on substitutional and interstitial sites, although we
cannot distinguish the two spectral components.We interpret the gradual decreases of
both the hyperfine field and the linewidth are due to the defect annihilations. The 20%
of area disappears at around 250 K, which could be due to local jumpsas a precursor
and subsequently to long-range jumpsof interstitial 57mFe atom above 300 K. The
local jumps, such as “cage jumps” [66, 67], are expected to cause a sudden decrease
of the area before long-range diffusion. Accordingly, these local jumps seem to relate
with the “crowdion motion” as was proposed by Seeger et al. [36, 68], and also by
Derlet et al. [41]. At Stage III (650 K), we find the second stepwise decrease of the
area in Fig. 9.29(a), which is accompanied by the sharp increase of the linewidth
at around 660 K. Figure 9.30(a) shows the spectra between 520 and 714 K, and
Fig. 9.30(b) the Arrhenius plot of the jump frequency, ν, which provides us with
an activation enthalpy of 0.6 eV, suggesting an enhanced diffusionof substitutional
57mFe atom via the excess vacancies created by the implantation of the 57mFe atom.

We obtained these experimental results from a polycrystal-56Fe-foil as-received.
In awell-annealed Fe sample, however, we found a different temperature dependence
both on the area and the line width at around 600K. Accordingly, the local concentra-
tion of the point defects at the 57mFe atom appears to depend on the concentration of
dislocations, which can be a sink to the point defects produced in each implantation
of 57mFe. In the next section, we are going to explain an in-beam experiment on a
single crystal α-Fe to measure 57mFe jumps via self-interstitials and vacancies as a
function of crystal orientation.
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(a) (b)

Fig. 9.30 (a) The Mössbauer observed between 520 and 716 K, and (b) the Arrhenius plot of the
jump frequency, ν, yielding a thermal activation enthalpy of 0.6 eV [from Ref. 62]

9.4.3 In-Beam Technique Using 56Fe (d, p) 57mFe Nuclear
Reaction

An energetic deuteron beam offers a possibility to excite the 57mFe nuclear level
(lifetime τMöss = 140 10−9 s) for In-beamMössbauer spectroscopy [69], which may
be applied to study the movement of self-interstitials in iron crystals [68]. The 56Fe
(d, p) 57mFe reaction creates the 57mFe probes on the 14.4 keV level in natural Fe, and
simultaneously they are ejected from their lattice sites approximately in the beam
direction with kinetic energies up to about 1MeV (i.e., for elastic head-on collision).
A certain fraction of the ejected 57mFe probes end up as self-interstitials in the Fe
matrix. We obtain information on the jump vectors of the interstitial 57mFe [70] by
measuring the angular dependence of the Mössbauer spectrum at different crystal
orientations.

In an experimental set-up for the in-beamMössbauer spectroscopy (Fig. 9.31(a))
[70] at the RIKEN AVF cyclotron (K = 70 MeV), a single-bunch 8 MeV deuteron
beam with repetition period 1.2 μs, pulse width two ns, and cross-section 9.3 mm
× 10 mm was used to implant the 57mFe nuclei into Fe single crystal. The time
windowwas set at 100–500 ns, thus suppressing background counts due to short-lived
reaction products. Apart from small bunching peaks every 80 ns, the background-
to-signal ratio stayed constant throughout the time window, so that the area under
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transducer + PPAC d
(a) (b)

Fig. 9.31 (a) In-beamMössbauer set-up beam line of AVF cyclotron, RIKEN, (b) Schematic view
of the at the experimental arrangement. Reprinted figure from [42] with permission, ©Trans Tech
Publications, Ltd. Reproduced with permission. All right reserved

the Mössbauer spectra could be determined accurately. The beam current was 75 or
110 nA, corresponding to fluxes of 4.6 × 1011 or 6.9 × 1011 d m−2 s−1. High-purity
Fe single crystals of 5 mm × 12 mm × 1 mm prepared at the Max-Planck-Institut
für Metallforschung by strain annealing were chemically etched down to thicknesses
of 50 μm and finally purified by annealing for 24 h at 1123 K under wet H2 gas and
24 h at 923 K under dry H2 gas. We selected the thickness of the samples so that
no deuterons stopped in the sample. Thermal stress on the samples was avoided by
fixing the crystals between two iron-plate frames with a rectangular window of 5 mm
× 12 mm. The side of the iron frame facing the beam was covered by a 1 mm thick
Ta plate to prevent 56Fe (d, p) 57Fe reactions in the frame.We checked the orientation
of the crystal foil mounted on the sample holder by the Laue method.

Figure 9.31(b) shows the measuring geometry against the crystal orientation. The
deuteron beam direction was 10° from [110]. A liquid-He flow cryostat was used
for the measurements between 10 and 400 K. At the same time, an infrared lamp
heater for those between 300 and 700 K. The temperature was measured on the Ta
plate close to the sample, below room temperature by a Si diode and above room
temperature by a Chromel/Alumel thermocouple (Type K). We kept the vacuum in
the chamber at about 10−5 Pa during all measurements. The detector (PPAC) counts
the conversion electrons emitted from an enriched stainless-steel absorber, which
is fixed inside the PPAC directly mounted on a Mössbauer transducer. We used the
different distances of 0.07 or 0.11 m between the sample and PPAC, respectively,
for the temperature variation of the Mössbauer spectrum or its dependence on the
emission direction. At the detector distance, 0.07 m typical 14.4 keV γ-ray count
rates were about 12 s−1 for currents of 75 nA. At a distance 0.11 m, on the other
hand, the counts were about 5 s−1 with an angular resolution of 5°.
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We show typical in-beam spectra measured at different temperatures between 150
and 700 K in the [100] direction in Fig. 9.32. Figure 9.33 plots the fit parameters as
functions of temperature: (a) total area A, (b) hyperfine field Bhf, (c) centre shift δ,
and (d) full width at half maximum � (full red symbols). We compare the results

Fig. 9.32 In-beam
Mössbauer spectra of α-Fe
between 150 and 700 K
measured in [100] at a
detector distance of 0.07 m.
The 150 K spectrum was
obtained in an earlier
experiment under otherwise
similar conditions. Reprinted
figure from [42] with
permission, ©Trans Tech
Publications, Ltd.
Reproduced with permission.
All right reserved

Fig. 9.33 Temperature
dependence of the fit
parameters above 300 K;
(a) Area A, (b) hyperfine
field Bhf, (c) centre shift δ,
and (d) full width at half
maximum �. Open symbols
refer to the control
experiment by an absorber
experiment in laboratory.
Reprinted figure from [42]
with permission, ©Trans
Tech Publications, Ltd.
Reproduced with permission.
All right reserved
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Fig. 9.34 In beam
Mössbauer spectra at 500 K
at different measuring
directions from [100] (0°) to
[110] (45°). The angular
resolution was 5° at the
detector distance 0.11 m.
The deuteron beam current
was 75 nA. Reprinted figure
from [42] with permission,
©Trans Tech Publications,
Ltd. Reproduced with
permission. All right
reserved
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in Fig. 9.33 with those obtained in a conventional laboratory experiment on pure Fe
in ultra-high-vacuum (open symbols). None of the spectra of Fig. 9.32 show well-
resolved satellite lines. At first glance, the spectra appear to be very similar to those
of pure α-Fe. The temperature dependence of the fit parameters is, however, quite
different, as may be seen in Fig. 9.33: (a) The area A decreases much faster than
expected from a Debye model with the Debye temperature of α-Fe, �D = 470 K.
(b) The hyperfine fields Bhf are lower than those of α-Fe. (c) Above 550 K, the
centre shift δ starts deviating from the second-order Doppler shift corresponding to
substitutional Fe. (d) The full width � at half maximum stays at a constant of about
0.40 mms−1.

Figure 9.34 shows the spectra at 500 K along with the measuring directions of
0° (= [100]), 14°, 22°, 32° and 45° (= [110]) in the (001) plane. The fit parameters
changewith the directions at 500K and at 700K (Fig. 9.35). Both Bhf and δ depend on
the emission directions, suggesting that the spectra must arise from the superposition
of several sextets. If the spectra consisted of the substitutional Fe component only,
the area would change as a simple “cos θ effect” due to Mössbauer self-absorption.
Nevertheless, the data analysis of A, Bhf, and δ was based on one sextet only; hence
the numerical values of Figs. 9.33 and 9.35 must be considered as those motional-
averaged over different contributions to the spectra.

Let us consider more details on the measuring process of the in-beam Mössbauer
spectra of the pure Fe single crystal. It is known that the slowing down of the 57mFe
after ejection from their lattice sites with kinetic energies of the order of magnitude
1 MeV is at first almost entirely due to electronic excitations. Only towards the
ends of the 57mFe paths, there exists the cross-section for the atomic displacements
accompanied by the productions of Frenkel pairs (self-interstitial-vacancy pairs). As
a result, each 57mFe comes to rest in a displacement cascade with a diameter of a
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Fig. 9.35 Angular dependence of the fit parameters at 500 and 700K: (a) TotalAreaA, (b) hyperfine
field Bhf, (c) centre shift δ, and ( d) full width at half maximum �. The lines are guides to the
eye. Reprinted figure from [42] with permission, ©Trans Tech Publications, Ltd. Reproduced with
permission. All right reserved

few nm containing about 10 2 Frenkel pairs. The defect reactions with 57mFe, such
as interstitial-interstitial 57mFe and vacancy-vacancy clustering, as well as vacancy-
interstitial 57mFe annihilation, will take place at elevated temperature even within
100 ns, the lifetime of 57mFe. At first sight, the differences between the in-beam
and the control measurements increase with the increasing temperature. The trends
may appear surprising since at high enough temperatures the irradiation damage
produced by the 57mFe projectiles should anneal out in times that are short compared
with τMöss; hence almost all 57mFe should decay on substitutional sites.

At 150 K, we observe two sextets, as is shown in Fig. 9.32. Based on the experi-
mental results on the electron-irradiated 57Co-doped-Fe explained in Sect. 9.3.2, we
interpret one component with the larger Bhf to 57Fe at substitutional sites, and the
other to 57Fe interstitial sites. The fitting analysis of the 150K data gives us 4:1 for the
ratio of substitutional to interstitial sites. In Sect. 9.3.2, we simulated the spectrum as
functions of temperature and crystal orientation for the different jump models, as in
Figs. 9.11 and 9.12. The models suggest that the interstitial 57mFe component must
be too broad to be seen apparently above 300 K if 57mFe atom could freely migrate on
bcc Fe lattice with migration energy of 0.3 eV. Above 300 K, however, the temper-
ature variations of the fit parameters in Fig. 9.33 deviate considerably from that of
pure Fe, so that the spectra must bemotional-averaged sextet between substitutional
and the other excess defect components such as 57mFe interstitial-interstitial and
57mFe substitutional-vacancy clusters.

The angular dependences of the parameters in Fig. 9.35 provide complete infor-
mation on both the self-correlation function and the hyperfine relaxations [35] which
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(a) (b) 

Fig. 9.36 Angular dependence of (a) area A and (b) line broadening�� for [111], [110] and [100]
jumps with jump distances of

√
3/2a,

√
2a and a, respectively

requires the comparison of the experimental results with the defect kinetics for the
conceivable jump processes via interstitials and vacancies. Within 100 ns, only the
limited numbers of the defects createdwithin the cascade approach to the 57mFe atom,
and subsequently, trigger the exchange jumps andfinally lead the 57mFe atomic jumps.
That is the “defect induced diffusion of 57mFe atom”,which causes the angular depen-
dence of the Mössbauer parameters, such as area A, line broadening ��, internal
magnetic field Bhf and isomer shift δ. Here we show simulated results on the angular
relationship of A and �� in Fig. 9.36(a) and (b) by a jump model for [111], [110]
and [100] jumps with jump distances of

√
3/2a,

√
2a and a, respectively. So far, we

cannot reproduce the experimental findings by each jumpmodel, expecting, however,
that an average of the different jumpswith the corresponding jumpprobabilities could
produce a similar change in the line broadening �� at 500 K, as in Fig. 9.35(d). It
seems to be beyond the present review to get a complete set of the simulation param-
eters. So far, we have only finished such a kinetic model for an on-line experiment
on 57Mn/57mFe implantation in Si crystals, where substitutional and interstitial 57mFe
components well separate each other.

9.4.4 On-Line Implantation of 57Mn/57Fe into Si Using
Projectile Fragment Separator

Iron impurities in Si crystals have been intensively investigated more than half
century, because they are inevitably incorporated into the devices during the produc-
tion processes as one of the most active trapping centres for the carrier, leading to
the degradation of the Si devices [71]. Especially serious are the problems of the
Fe contamination in the case of Si solar cells. We have been challenging a series
of the experimental investigations on the lattice sites and the charge states using
57Fe Mössbauer spectroscopy, i.e., the Mössbauer experiments on 57Fe deposited Si
wafers at high temperatures [51–54, 72], on 57Mn/57Fe implanted Si crystals [72–76],
on 57Mn/57Fe implanted Si solar cells [77] as well as on Si and Si solar cells under
uni-axial stress [78], under light illumination [79], and carrier injections [80–82].
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Furthermore, we have developed a mapping technique, which we will describe later,
to study 57Fe diffusion and segregation in Si materials [83–90]. These studies have
clarified the solid solution of Fe impurities in Si [91–93]: The Fe impurities occupy
not only interstitial sites but also substitutional sites. Besides, the carrier trapping
cross sections for the interstitial components with different charge states, Fei+ and
Fei2+, can be successfully obtained by evaluating the dynamical charge fluctuations
within a time scale of 100 ns between Fei+ and Fei2+ which were observed directly
in the Mössbauer spectra of 57Fe doped mc-Si solar cells [82].

After GeV-57Mn/57Fe implantation into Si wafers, we found 57mFe atoms to
occupy interstitial and substitutional sites [72–77]. The results appear to coincide
those obtained at CERN ISOLDE using low energy implantation of 57Mn into Si
[93]. We use the assignments based on the isomer shift values, which relate to the
charge density at the 57Fe nucleus.We refer the first-principle theoretical calculations
[94, 95], but there remains still discrepancies when we discuss the charge states of
interstitial Fe in Si materials. Figure 9.37(a) shows Mössbauer spectra of 57Fe in
n-type FZ-Si in the temperature region between 330 and 1200 K [77]. The spectra
from 330 to 700 K can be fitted by two Lorentzian singlets, while those from 800 K
up to 1200 K can be analyzed only by a broad singlet. We assigned the two singlets
at 330 K at the left, and the right-hand side has been to Feint+ and Fesub0 atoms on
interstitial and substitutional sites in the Si matrix, respectively. The spectra change

(a) (b)

Fig. 9.37 (a) Mössbauer spectra of 57Fe in n-type FZ-Si measured between 330 and 1200 K.
Notice that the vertical scale for the region above 900 K is blown up with a factor of two, in order
to show the small and broad resonance effects more clearly. (b) The model reproduces the overall
temperature dependence of the Mössbauer spectra of 57Fe in n-type FZ-Si measured between 330
and 1000 K. (From Ref. [77])
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Fig. 9.38 (a) Centre shifts of substitutional and interstitial lines, (b) A model describes the
relaxation behavior. (From Ref.[77])

anomalously with elevating temperature. The resonance area of the interstitial 57Fe
component at the left-hand side decreases sharply above 500 K. As can be seen in
Fig. 9.38(a), the centre shifts of both components deviate clearly from the usual
temperature dependence of the SOD shift. The centre shift of the interstitial compo-
nent differs from the SOD shift, moving continuously to the substitutional position
with increasing temperature. This anomaly accompanies by a sharp decrease in the
resonance area. Furthermore, the centre shifts of the singlet between 800 and 1000 K
are different from the extrapolation of the centre shifts of both components. Above
1100 K, the centre shift goes back to the position of the substitutional site again.

These findings suggest a model presented in Fig. 9.38 (b): interstitial 57Fe atoms
start jumping already above 300 K within the lifetime of 57mFe nuclei, and the
simultaneous relaxation effects on the centre shift indicate that the charge state of
interstitial Fe atoms changes with increasing temperature. Substitutional Fe atoms
form via a kinetic reaction between interstitial Fe and excess vacancies above 600 K.
The process must be related to the recovery processes to the equilibrium states of
the Si lattice around the nuclear probes. Above 1100 K substitutional Fe atoms start
migrating within the lifetime of 57mFe, leading to long-range diffusion via vacancies
in the Si matrix.

dC Fe
I

dt
= K1(1 − C Fe

I ) − K2C Fe
I CV

dCV

dt
= K1(1 − C Fe

I ) − K2C Fe
I CV + K3(1 − CV ) − K4CV CI

dCI

dt
= K3(1 − CV ) − K4CV CI

The relaxation behaviour observed in this experiment can be interpreted in terms
of a diffusion–reaction process of interstitial Fe atoms with vacancies within the time
scale of 100 ns, leading to the formation of substitutional Fe atoms in the Si matrix.
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This model corresponds to a set of the reaction kinetic equations described above.
We now try to reproduce the whole changes observed in the spectra up to 1000 K.We
simulate the kinetic equations of the interstitial CI

Fe and the substitutional CS
Fe =

(1−CI
Fe) reacting with vacancies CV and self-interstitials CI which arises from the

above mentioned “diffusion–reaction”. Here, K1, K2, K3, and K4 are the reaction
coefficients.

�(ω) = const[
� + ��s + i(ω − � − α · �ω) + (�ω)2(1−α2)

�+��I +i(ω−�+α·�ω)+ωR

]

To take account of the relaxation behaviours, we use a theoretical model proposed
by Dattagupta [35], which initially applied for a system with a charge fluctuation.
Also, we have to incorporate the effects, ��S and ��I, from the diffusion broad-
enings of substitutional and interstitial Fe to the spectra �(ω), respectively. Here
ωR is a relaxation rate, α = pS – pI where pS and pI are the substitutional and the
interstitial fractions, respectively. � = 1/2 (δS − δI) and �ω = 1/2 (δS + δI) relate
to the isomer shifts, δS and δI for the substitutional and the interstitial components,
respectively. ��S and ��I are the line broadenings due to diffusion. We simulate
the values of pS and pI from the kinetic equations, mainly due to the interstitial jumps
within 100 ns [77]. In this model, an interstitial Fe atom is jumping with an activa-
tion enthalpy of 0.67 eV [71] within the lifetime of 57Fe, 100 ns, and subsequently
finding a vacancy, which results in the formation of the substitutional Fe atoms. The
number of vacancies related to one interstitial 57Fe is a parameter. Figure 9.37b shows
the simulated spectra up to the temperature at 1000 K. The spectra above 1100 K
corresponds to the substitutional 57Fe, and the broadening appears to originate from
the long-range diffusion via vacancies. Consequently, the general tendency of the
temperature dependence of the Mössbauer spectra, as is shown in Fig. 9.37(a), is
reproducible by the simulation.

9.5 Mössbauer Spectroscopic Camera

Since the discovery of the Mössbauer effect in 1958, the Mössbauer spectrum has
been measured in wide varieties of materials to clarify the physical and chem-
ical properties under different circumstances. Recently, imaging techniques are
becomingmore andmore essential formaterial evaluations because there always exist
microstructures in the samples. Therefore, highly desirable must be a “Mössbauer
spectroscopic camera,” which could take “photographs” every minute separately
for different spectral components with a spatial resolution of several micrometres or
even sub-micrometres. So, we could achieve “Operand measurement,”following the
dynamical atomic motions and the chemical reactions in the vital industrial mate-
rials such as iron steel, energy, chemical, and electronics functional materials. There
appear to be two different methods among presently available techniques to realize
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such “camera”: (1) A mapping technique by focusing the γ-rays down to several
micrometres, and subsequently by measuring either the transmitted γ-rays or the
reemitted conversion and Auger electrons as well as the 6 keV-X-rays as functions
of the positions of the focused 14.4 keV γ-rays on the sample. (2) A direct imaging
technique using a CMOS camera for X-ray imaging (Hamamatsu). In this section, we
are going to explain both methods applied for the diffusion studies on Fe in multi-
crystalline silicon wafers for silicon solar cells as well as for carbon segregation
process in Fe steel.

9.5.1 Mapping Technique for Mössbauer Spectroscopic
Microscope (MSM)

Recently, a set-up of “3D-Mössbauer Spectroscopic Microscope (MSM)
(Fig. 9.39(a, b))” has been built to investigate the iron contamination in silicon
solar cells in our group [83–90]. The MSM system combines with different evalua-
tion techniques such as a scanning electron microscope (FE-SEM, APCO), an elec-
tron beam induced current (EBIC, APCO), an energy dispersive X-ray spectrometer
(EDS, BRUCKER), an electron backscatter diffraction (EBSD, BRUCKER), and a
cylindrical sector electron analyzer (HV-CSA, FOCUS).We show thewhole configu-
ration in Fig. 9.39 (b). Furthermore, Fig. 9.40 explains the principle of theMSM:We
use amulti-capillary X-ray lens (MCX,HAMAMATSU) to focus 14.4 keV γ-rays on
a sample mounted on a precision XYZ-θ stage (KOHZU). The electrons and trans-
mittedγ-rays aremeasured as functions of the sample positionby a funnel typeMicro-
Channel-Plate (MCP, HAMAMATSU) and a Si-PIN diode detector (AMPTEK),
respectively. We use a 3.7GBq-57Co-in-Rh source with an active area of 4 mmφ in
diameter (RITVERC) mounted on a moving-coil linear actuator (SMAC) operated
with a constant Doppler velocity corresponding to the isomer shift of a Mössbauer
spectral component. Finally, two different mapping images with 80 × 80 pixels are
created typically for an area of 400 μm × 400 μm or 4 mm × 4 mm corresponding
to each Fe component selectively with a spatial step of 5 or 50 μm, respectively.

In the following, we explain the essential elemental techniques combined in the
Mössbauer Spectroscopic Microscopy (MSM). The whole system can operate by a
LabVIEW program developed within our project. It is crucial to tune a resonance
condition of the γ-ray energy emitted from a 57Co-in-Rh source to the isomer shift
corresponding to a Mössbauer component to be mapped. First of all, therefore, we
need a precision linear actuator to realize a constant Doppler-velocity operation with
an error of 0.005 mms−1 for the case of 57Fe Mössbauer microscope. We use a
moving-coil actuator coupled with a 100 nm-resolution linear encoder (SMAC).
This actuator enables us to operate with either a constant acceleration mode or a
constant velocity mode, as shown in Figs. 9.41(a) and (b), respectively. We obtained
the linewidth error of 0.007 mms−1 which is sufficiently small for the mapping
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(a) 

(b) 

Fig. 9.39 (a) Photograph of Mössbauer Spectroscopic Microscope (MSM) combined with Scan-
ning ElectronMicroscope (SEM)with Electron Beam Induced Current (EBIC), Electron Back Scat-
tered Diffraction (EBSD), Electron Spectrometer, (b) Cross section of the whole system showing
the arrangement of the optional systems. Reprinted by permission from Springer Nature: Springer,
Hyperfine Interactions, 3D-Mössbauer spectroscopic microscope for mc-Si solar cell evaluation,
Ino, Y., Soejima, H., Hayakawa, K. Yukihira, et al., © Springer International Publishing Switzerland
2016

measurements. Figure 9.41(c) shows theMössbauer spectra of α-Fe foil with a thick-
ness of 28 μm. They were measured either by a conventional Mössbauer driver or
by the moving- coil actuator.

The second technique is the focusing of the 14.4 keV γ-rays. We use a multi-
capillary X-ray lens MCX lens, developed initially for X-ray micro-beam analysis.
The MCX lens provides a spot size of 75 μmφ in diameter and a focal distance
of 50 mm (HAMAMATSU). The spot size of γ-rays was measured by mapping
the transmitted 14.4 keV-γ-rays through a Ta-pinhole collimator of 200 μmφ in
diameter. In Fig. 9.42, we show the image and the line profile through the spot centre
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Fig. 9.40 Mapping technique consisting of linear actuator andmulti-capillary X-ray lens, precision
XYZ-θ stage, and micro channel plate for electron detection, and Si-PIN detector for transmitted
γ-ray detection

Fig. 9.41 Doppler velocity of the programmable actuator (SMAC) as functions of time: (a) the
constant acceleration mode (acceleration = ± 10 mm/s2) and (b) the constant velocity mode
(velocity = + 10 and -5.42 mm/s), respectively. (c) The Mössbauer spectra of α-Fe foil measured
either by a conventional Mössbauer driver (upper), or by the moving-coil actuator with the constant
acceleration mode (middle) and with the constant velocity mode (lower). Reprinted by permission
from Springer Nature: Springer, Hyperfine Interactions, 3D-Mössbauer spectroscopic microscope
for mc-Si solar cell evaluation, Ino, Y., Soejima, H., Hayakawa, K. Yukihira, et al., © Springer
International Publishing Switzerland 2016



9 Mössbauer Spectroscopic Studies on Atomic Diffusion in Materials 489

Fig. 9.42 Mapping image of a γ-ray spot focused with MCX lens (HAMAMATSU). The photo-
graph is shown in Fig. 9.37(b). It also shows line profile through the spot centre. Reprinted by
permission from Springer Nature: Springer, Hyperfine Interactions, 3D-Mössbauer spectroscopic
microscope for mc-Si solar cell evaluation, Ino, Y., Soejima, H., Hayakawa, K. Yukihira, et al., ©
Springer International Publishing Switzerland 2016

as a function of the position on the right-hand side. The FWHM of the spot was
about 275μm. Thus, the spot size could be estimated to be 75μmφ in diameter. This
value is small enough to distinguish the grains in mc-Si, for instance. We measured
further theMössbauer spectra of α-Fe-foil shown in Fig. 9.43 for the different set-ups

Fig. 9.43 Mössbauer
spectra for 28 μm-thick
α-Fe-foil (a) without MCX
lens (γ-rays through a Pb
collimator with a diameter of
2 mmφ), (b) with MCX lens
(the spot size of 265 μmφ

and the focus length
100 mm), and (c) with MCX
lens (75 μmφ and 50 mm).
Reprinted by permission
from Springer Nature:
Springer, Hyperfine
Interactions, 3D-Mössbauer
spectroscopic microscope for
mc-Si solar cell evaluation,
Ino, Y., Soejima, H.,
Hayakawa, K. Yukihira,
et al., © Springer
International Publishing
Switzerland 2016
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with/without the MCX lens: (a) without MCX lens, i.e., we collimated the γ-rays
only through a pin-hole of a lead plate with a diameter of 2 mmφ, (b) with different
MCX lens of spot size of 250 μmφ and a focus length 100 mm, and (c) 75 μmφ and
50 mm, respectively. It is evident in Fig. 9.43 that the absorption area decreases with
decreasing the spot sizes, affecting the S/N for the Mössbauer-effect image contrast
seriously. This tendency appears to be because the number of total reflections inside
the capillary channels must increase with decreasing the spot size. Since we use the
“total reflections” of the γ-rays inside of the capillaries with a diameter of 5 μmφ,
there must exist an energy loss during the focusing process by the MCX lens. For
observing the Mössbauer effect, the energy loss must be less than 10–9 eV, which
is entirely different from the case for X-ray micro-beam analysis. Conclusively, we
can use this focusing technique for mapping an image by selecting the resonance
condition on a spectral component. The spatial resolution can reach about 10 μm by
overlapping the mapping points, as will be shown in the examples.

Finally, the third essential technique is the noise-free detection system for the
transmitted γ-rays and the electrons after the Mössbauer resonant absorption of
14.4 keV γ-beams. Therefore, we must carefully consider the measuring geometry
to avoid background radiations. Figure 9.44 presents (a) the cross-section and (b) the
MCX lens, respectively. The set-up makes us possible to adjust the γ-ray axis of the
MCX lens, so that the focused γ-rays will not touch the walls along the γ-ray path
before illuminating the specimen surface except for a vacuum Be-window adjacent
to the centre hole of the MCP.

In addition to themeasuring geometry, we have a MgF2coated Funnel-type MCP
for detecting the conversion and Auger electrons (Fig. 9.45(a) and (b)), which was
specially designed for our system by Hamamatsu. This detector yields an excellent
detection efficiency with a factor of three higher than that of our former system.
Figure 9.45(c) shows the pulse height spectra of the MCP output pulses obtained
from a pure Fe foil both for ON resonance (blue) andOFF resonance (red) conditions.

Fig. 9.44 (a) Schematic cross section of Mössbauer Spectroscopic Microscope (MSM) along the
γ-ray path from 57Co source to MCP through lead collimators and MCX lens, and (b) a photograph
of MCX
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Fig. 9.45 (a) A cross section of MgF2 coated Funnel-type MCP (Hamamatsu) mounted on a
CF114-Flange, (b) Photographs, (c) the pulse height spectra of MCP output signals from pure Fe
foil corresponding to the on-resonance (blue) and off-resonance (red) conditions, (d) the difference
of the signals between ON and OFF resonance conditions

Subsequently, we make the difference between ON resonance and OFF resonance
signals plotted in Fig. 9.45(d), which must, therefore, arise only from theMössbauer
effect. Such a subtraction procedure is beneficial to map a low-concentration of
Fe contamination in Si solar cells, as will be shown later. While the 14.4 keV γ-
rays transmitted through a sample are detected by a SI-PIN detector (AMPTEK),
also providing a good S/N. We mount the specimen on a holder connected with a
precision XYZ-θ stage (KOHZU). Accordingly, we can obtain a mapping image by
counting both the electrons and transmitted γ-rays simultaneously as functions of
the sample position.
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9.5.2 MSM Mappings and Complemental Techniques
Installed in Our Set-Up

In this section, we present typical examples of the MSM images. Figure 9.46(a)
shows a Mössbauer spectrum of Fe-C 2.73 at.% quenched from 1200 °C, consisting
of Austenite and Martensite phases. We measured two images of (b) and (c) related
to Austenite and Martensite, respectively. To get the pictures, we tune the velocities
to the isomer shifts of the singlet (red) and the most outer lines of the Ferro-magnetic
sextet (green), respectively. The mapping area is 400 × 400 μm in a square with
the step numbers of 80 × 80, resulting in a mapping step of 5 × 5 μm. We use the
two sets of 80 × 80 matrix data for drawing the contour maps shown in Fig. 9.46(b)
and (c). We notice that the Austenite phase with a size of about 20 μmφ can be
distinguished in the image of (b), although the focused spot size is 75 μmφ. We will
describe the details of the annealing behaviour in Sect. 9.6.

As the second example, Fig. 9.47 shows the MSMmapping data of Fe impurities
in mc-Si solar cells before the image processing, which will be explained later in the
next section. Looking at the energy level of Fe interstitial impurity in the bandgap of
Si pn-junction in Fig. 9.47(a), we expect different charge states of the Fe interstitials,
depending on the depth from the surface, as is schematically presented in (b). The
photo (c) is the solar cell measured before antireflection coating, and the finger
electrodes and the backside electrode can be seen on the left- and on the right-hand
sides, respectively. After the deposition of 2 nm-57Fe on the front side of the Si solar
cell at room temperature in a vacuum of 10–5 Pa, we first measured the spectrum at
room temperature in the dark before the electron irradiation. As the first step toward
the mappings, we usually start measuring the Mössbauer spectra to determine the
Mössbauer parameters for the spectral components, which are necessary to tune
the resonance conditions. We present three spectra of a 2 nm-57Fe deposited mc-Si
solar cell in Fig. 9.47(d)–(f) under different circumstances, i.e., with/without the
carrier injections. The spectra (d) and (f) correspond to the dark condition, while

(a) (b) (c) 
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Fig. 9.46 (a) Mössbauer absorber spectrum of Fe-2.73 at. % C as quenched, (b) MSMmapping for
paramagnetic Austenite phase, and (c) one for ferromagnetic Martensitic phase for the area of 400
× 400 μm. The former shows that the austenite phase with a size less than 20 μmmay be identified
by the mapping using an MCX lens of the spot size of 75 μmφ for 80 × 80 mapping points
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the spectrum (e) under 5 keV electron irradiations. Based on our assignment model
[91], the spectrum consists of substitutional Fes0 (green), interstitial Fei0 with neutral
charge state (yellow), and interstitial Fei2+ state adjacent to the defects (brown) such
as dislocations and grain boundaries. During 5 keV-electron irradiation, however,
Fei2+ state changes to Fei+ (red) by a reaction between the injected electrons and
Fei2+, forming Fei+ state. After irradiation, the spectrum in the dark becomes again
more or less the same as before irradiation. The linewidth of Fei2+ seems broader than
the others, which could arise from a dynamical fluctuation due to electron trapping
and de-trapping at Fei2+ in the dark condition. Accordingly, it becomes clear that we
should measure four Fe components of Fes0, Fei0, Fei+ and Fei2+ for the mapping
experiment.

Based on the above-mentioned spectral information, we obtained the MSM
mapping images of a mc-Si solar cell without any intentional 57Fe deposition.
Figures 9.48 corresponds to the square area of 4 × 4 mm, comparing with the obser-
vations in Fig. 9.49 obtained by the complemental evaluation techniques installed in
our MSM set-up in Fig. 9.39. Figure 9.48(a) is the photograph corresponding to the
mapping area of the MSM images of the mc-Si solar cell, which were measured by
counting (b) the transmitted 14.4-keV-γ-rays and (c) the conversion and Auger elec-
trons, respectively. The MSM images measure with a constant velocity mode which
generates reciprocal oscillations in two different speeds at +0.30 (ON-resonance) and
−10 mms-1 (OFF-resonance) corresponding to the spectrum component of a neutral
interstitial Feint0 in the n-region of the solar cell (pn-junction), and to the background,
respectively. We perform the mapping at 80 × 80 points by using an MCX lens with

Fig. 9.47 (a) A schematic band structure of the pn-junction with the Fermi level (blue) comparing
with the energy level of Fe interstitial impurity (brown), (b) an expected charge states of Fe interstitial
based on this model, (c) photos of the mc-Si solar cell, (d) the spectrum in dark, (e) the spectrum
under electron irradiation, and (f) the spectrum in dark after the electron irradiation
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Fig. 9.48 (a) Photograph, (b and c) MSM mapping images with 80 × 80 points obtained by:
(b) transmitted 14.4-keV γ-rays, (c) conversion and Auger electrons, and (d) a superposition of
(a) and (c). The red area was observed by FE-SEM, EBIC, and EBSD, the results are shown
in Fig. 9.49. Reprinted by permission from Springer Nature: Springer, Hyperfine Interactions,
3D-Mössbauer spectroscopic microscope for mc-Si solar cell evaluation, Y. Ino, H. Soejima, K.
Hayakawa, K. Yukihira, et al., © Springer International Publishing Switzerland 2016

a spot size of 265 μmφ. In Fig. 9.48(b), we can see the Ag electrodes with a width of
100 μm and a specimen holder edge, indicating that this image has a spatial resolu-
tion much better than that of 100 μm. The intensity distribution of the electron map
is different in the different grains, as can be seen in Fig. 9.48(c). We can see this
effect more evident in (d) where we superimpose the electron map and also the grain
boundaries on the photograph. We find the electron intensities higher at the upper
right and the lower left regions of the map, suggesting different Fe concentrations in
the different grains. Fe impurities in mc-Si are incorporated from the feedstock as
well as from the crucible wall during melting. The concentrations are expected up
to 1015 cm−3 [71]. Although we do not measure the Fe concentration directly in this
mc-Si solar cell in this measurement, the sample could contain Fe impurities with
rather high levels in the solar cell.

Figure 9.49 show (a) a photograph for the square area shown in Fig. 9.48(a), and
also the observations relatedwith (b) SEM (c) EBIC, (d), and (e) EBSD, respectively,
for the same area. The SEM image of Fig. 9.49(b) shows a vertical white line of the
Ag electrode with a width of 100 μm on the lower right-hand side, while we can
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Fig. 9.49 Complementary observations of the mc-Si solar cell for the red area shown in Fig. 9.48:
(a) photograph, (b) FE-SEM, (c) EBIC, (d) inversed pole figure map of EBSD, and (e) local misori-
entation map by EBSD, being related to an internal stress distribution. Reprinted by permission
from Springer Nature: Springer, Hyperfine Interactions, 3D-Mössbauer spectroscopic microscope
for mc-Si solar cell evaluation, Y. Ino, H. Soejima, K. Hayakawa, K. Yukihira, et al., © Springer
International Publishing Switzerland 2016

identify the characteristic grain structures in the middle region of (a). We obtain the
EBIC contrast of (c) bymeasuring the current flow from the electron-injected surface
to the backside electrode. Accordingly, the contrast becomes dark at the carrier
recombination centre, such as electrically active dislocations or grain boundaries,
both of which must directly connect to the solar cell degradations. Also, near the
Ag electrode, the current appears to flow preferentially into the electrode, so that the
EBIC image yields the Ag electrode broader than the SEM image, as is observed in
Fig. 9.49(c). Thus, a carrier recombination centre in mc-Si solar cells can detect
by the EBIC technique, the same area of which can be investigated directly with the
MSM images due to the Fe impurities. Accordingly, the correlations between the
electro-active defects and the Fe impurities can be clarified.

Furthermore, the EBSD technique gives us a possibility not only to identify the
crystal orientation of each grain of mc-Si solar cells as in Fig. 9.49(d) but also to
investigate the internal residual strain distributions in the grains shown in (e). Both
information must be essential to understand the Fe contamination processes, i.e., the
diffusion of Fe impurities into mc-Si wafers and solar cells. Figure 9.49(d) is an
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inversed pole figure map along a normal direction of EBSD. The crystal orientation
refers to as the colour distribution in the unit triangle pole figure inserted at a lower
right-hand side of the Figure. In this region, there are the twin boundaries of �3, the
coincidence boundaries of high � such as �35a, and the random boundaries (R).
Figure 9.49(e) shows a local misorientation map relating to the residual strains. This
image indicates large strains at a particular region in the grain and at a location near
the electrode.

Our set-up provides a possibility to get a 3D-mapping image by combining the
2D-mapping with the depth profiles, which can be measured by an Electron Spec-
trometer (HV-CSA, FOCUS). The conversion and Auger electrons are emitted from
the 57Fe nucleus distributing at a different depth from the surface. Subsequently, the
electrons lose their energy due to the inelastic collisions, which can be measured
by the spectrometer. Therefore, it is possible to obtain a depth distribution of 57Fe
atoms by selecting the energies of the electrons, yielding a possibility for a depth
selective mapping. This technique is called a depth selective conversion Mössbauer
spectroscopy (DSCEMS) with the probing depth of about 100 nm, and the depth
resolution of 5–10 nm for 57Fe. Previously, we measured for the sample with the
Ag layer of different thicknesses of 20, 50, 70 nm on 57Fe layer using the MCP, and
detected different electron counts depending on the Ag layer thickness, as shown in
Fig. 9.50. These results indicate that we can obtain a depth profile for 57Fe down to
a depth of 100 nm with the depth resolution of about 20 nm.

Fig. 9.50 MSM electron mapping of 50 nm-57Fe layer on Si wafer after the deposition of different
thicknesses of Ag with 0, 20, 50 and 70 nm
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9.5.3 MSM Image Data Processing to Deduce
the Concentration Distributions

It is fundamentally important to realize a background-free measuring system to
determine the concentration distributions for the Fe components. In our practice,
we measure the electrons and the transmitted γ-rays simultaneously under the ON-
resonance and the OFF-resonance conditions. Then, we subtract the latter from the
former counts at eachmappingpoint.Accordingly,we canproduce the electron andγ-
ray intensity distributions originating only from the Mössbauer effect. Furthermore,
we create the image data consisting of typically an 80× 80matrix finally converted to
a contourmap corresponding to one spectral component. As an example, we show the
electron image data processing in the four columns of Fig. 9.51: the most upper one
corresponding to the four original images of substitutional Fes0, interstitial Fei0, Fei+,
and Fei2+ states in a Si-solar cell, respectively, from left to right, which measures
with the ON-resonance conditions, and in the second column the OFF-resonance
image, i.e., the mapping at the Doppler velocity of ± 10mms−1. In the third column,

Fig. 9.51 The typical mapping image for each spectral component is produced by subtracting
the OFF-resonance image from the ON-resonance one. Subsequently, the difference images are
smoothed by taking into account of the spot size of the MCX lens on the sample: In this case we
used an MCX lens with the spot size of 265 μmφ
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Fig. 9.52 MSM electron images of the emitter region (n-region) of a Si solar cell corresponding to
the different Fe components of substitutional Fes0, interstitial Fei0, Fei+ and Fei2+ states: (a) photo-
graph, (b) MSM images for the area of 4 × 4 mm, (c) those for 1 × 1 mm. The focal spot size of
the MCX lens is 265 μmφ [from Ref. 96]

the OFF-resonance images are subtracted from the ON-resonance images in the first
column, yielding the background-free images. After the subtractions, indeed, we can
distinguish more clearly some delicate structures in all the contour maps. Finally, in
the fourth column, we further perform smoothing of the difference maps using by
the focal size of the MCX lens, 265 μmφ.

This mapping technique enables us, for instance, to investigate the origins of the
degradation of the energy conversion efficiency of a Si-solar cell [96]. For such eval-
uations, it is crucial to deduce the absolute numbers of the carrier trapping centres
as well as the cross-sections based on the mapping data. In Sect. 9.5.2, we have
mentioned that both Fei+ and Fei2+ impurities in the Si matrix play a crucial role as
the carrier trapping centres in addition to the other electro-active defects such as dislo-
cations, grain boundaries in the mc-Si matrix. We show the MSM electron images of
the emitter region (n-region) of a Si solar cell in Fig. 9.52: (a) the photograph of the
solar cell, and the mapping images corresponding to the different Fe components of
substitutional Fes, interstitial Fei0, Fei+, and Fei2+ states for the observation areas of
(b) 4 × 4 mm and (c) 1 × 1 mm, respectively. Considering of the integrated elec-
tron intensity obtained from these image data as well as of the cross-section of the
recoil-free emission for the conversion electrons after the 14.4 keV-γ-ray absorption,
the image data-processing described in Fig. 9.51 allows us to estimate the number
of Fe impurities to be 4 × 1016 57Fe/cm2. Assuming that the Fe impurities distribute
within the observed depth of about 500 nm, we obtain the average concentration of
1021 57Fe/cm3. This value means that this solar cell contains surprisingly high Fe
contamination in the emitter region, i.e., 400 nm from the surface. To confirm our
evaluation, we performed ICP luminescence and obtained the Fe concentration of
0.050 ppm,which coincides with that deduced by ourMSMestimation. Accordingly,
our method can provide the absolute value of the Fe concentration.
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9.5.4 Imaging Technique Using sCMOS-Camera

Here we show shortly the second technique under development [97] (Fig. 9.53), i.e.,
Mössbauer spectroscopic camera based on anX-ray sCMOS camera (C12849-101U,
HAMAMATSU) combining with a capillary plate, i.e., aggregate lead-glass collima-
tors with a thickness of 1 mm and each capillary hole-size of 6 μm in diameter. This
camera can connect with the Mössbauer spectroscopic mapping system mentioned
above. The new camera achieves 4× 106 pixels and 5μm resolution. Figures 9.53(b)
and (c) show the transmitted γ-ray images of Fe-2.73 at% C foil consisting of ferrite
and austenite phases for the areas of 400 × 400 μm. The space resolution appears
to be less than 10 μm. The maximum exposure time of this camera is only 30 s, and,
therefore, we create the contour pictures by the sum of all the images accumulated
for several hours. To improve signal to noise ratio, also, each one is made by subtrac-
tion between the OFF-resonance and ON-resonance images. Finally, smoothing is
performed, considering the capillary hole-diameter, 6 μm. With this technology,

Fig. 9.53 (a) MSC setup [97]. Figure 9.53 (b) and (c) MSC images of Fe-2.73 at% C foil [From
Ref. 97]
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measuring the time necessary for one picture becomes drastically shorter than that of
the mapping technique. We can apply these imaging technologies for a wide variety
of Fe containing materials, such as silicon solar cells, steels, and even biomaterials
soon.

9.6 Diffusion and Segregation Studies by Mössbauer
Spectroscopic Camera

Recently, the imaging techniques in Mössbauer spectroscopy are opening a new
possibility to study the diffusion process not only in homogeneous but also inhomo-
geneous materials for a diffusion-length from μm to mm. The materials provide
different spectral components due to their atomic structure as well as complex
micro-structures. For instance, a Si-solar cell is often contaminated with Fe impuri-
ties, leading to severe degradation in the light-energy conversion efficiency [71]. To
clarify the origin of the Fe contaminations, however, one has to investigate the Fe
diffusion and segregation processes in the p–n junction, which contains electrodes,
anti-reflection coating layer, crystal grains, grain boundaries, dislocations, and strain
distributions. In such systems, the atoms aremoving and gathering on different lattice
sites with other chemical states under operation.

In the next two paragraphs, we are going to explain the diffusion studies of Fe
in Si wafer [87] and also in a multi-crystalline Si wafer [90]. The former system is
supposed to be homogeneous, and the latter inhomogeneous. The MSM technique
provides unique information on the diffusion process, i.e., on the diffusion profiles
belonging to the spectral components selectively.

9.6.1 Fe Impurity Diffusion in Single-Crystalline Si
Wafer [87]

We deposited a 2 nm-thick 57Fe layer in an area of 10 mm × 10 mm on a CZ-
Si wafer (1015B/cm3) with 30 mm × 30 mm × 500 μm shown in Fig. 9.54(a) and
subsequently annealed at 430 °C for 1 h in a vacuum furnace. AMössbauer spectrum
at room temperature consists of three components corresponding to substitutional
Fes0, and interstitial Fei0 and Fei+, which are shown in Fig. 9.55. Subsequently,
1/3 of the sample was polished with an angle of 6° to the surface, as is seen in
Fig. 9.54(a). Three MSM electron mapping images were obtained corresponding to
the three spectral components. The focal size of the lens is 250μmφ. We evaluate the
diffusivity of Fe in Si in twomapping areas of (A) and (B) as indicated in Fig. 9.54(b):
(A) along the grinded surface, and (B) along the original wafer surface crossing
through the 57Fe-deposition boundary. By integrating the mapping intensity, we can
evaluate the diffusivity of each Fe component along with two different directions by



9 Mössbauer Spectroscopic Studies on Atomic Diffusion in Materials 501

Fig. 9.54 (a) 57Fe-deposited Si wafer, and 57Fe-deposited area is shown by red broken-line rect-
angular, (b) MSM mapping for red-line square area in (a), (c) EDS mapping of Fe–Lα1 X-ray.
The mapping areas of (A) and (B), which are shown in (b), are evaluated for the 57Fe diffusivities
along the angle-polished area and along the surface crossing through the 57Fe-deposition boundary,
respectively. Reprinted by permission from Springer Nature: Springer, Feasibility study to inves-
tigate diffusion of Fe in Si using a Mössbauer spectroscopic microscope, Y. Yoshida, Y. Ino, K.
Matsumuro, T.Watanabe, et al., © Springer International Publishing Switzerland 2016.), © Springer
International Publishing Switzerland 2016
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Fig. 9.55 Mössbauer Spectrumof 57Fe depositedSiwafer,whichwas annealed at 430 °C.Reprinted
by permission from Springer Nature: Springer, Feasibility study to investigate diffusion of Fe in
Si using a Mössbauer spectroscopic microscope, Y. Yoshida, Y. Ino, K. Matsumuro, T. Watanabe,
et al., © Springer International Publishing Switzerland 2016
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Fig. 9.56 Three mapping images of (A) along angle-grinded surface, corresponding to different
spectral components, i.e., (a) substitutional Fesub0, and (b) interstitials Feint0 and (c) interstitial
Feint+, respectively. The diffusion profiles are plotted as function of depth, which is deduced by
correcting the angle of 6°. Reprinted by permission from Springer Nature: Springer, Feasibility
study to investigate diffusion of Fe in Si using a Mössbauer spectroscopic microscope, Y. Yoshida,
Y. Ino, K. Matsumuro, T. Watanabe, et al., © Springer International Publishing Switzerland 2016

Gaussian fitting. We compare these diffusivities further with the total Fe diffusivity
in Si, which is measured by EDS mapping of Fe–Lα1 X-ray for the area presented in
Fig. 9.54(c).

Figure 9.56(a)–(c) present three mapping images of (A) along the angle-grinded
surface are presented, corresponding to (a) substitutional Fesub0, and (b) interstitials
Feint0 and (c) interstitial Feint+, respectively. We use the same colouring scale for
all the images between 500 and 800 counts/mapping points. The broken line on the
left-hand side of each mapping indicates the position of the surface deposited with
57Fe. After the diffusion annealing at 430 °C for one hour, the 57Fe diffusion profiles
appear to be different from each other, suggesting different diffusivities for different
Fe states in Si. The mapping intensity is substantially proportional to the number of
the Fe atoms which distribute down to about 100 nm from the surface in the case of
Si. The average counts of Fig. 9.56(a) is higher than those of (b) and (c). This effect
might be due to a different signal to noise ratio during the mapping measurement
on the substitutional Fesub0. For simplicity, however, we analyze only the relative
changes of the integrated mapping intensity as a function of the distance from the
surface. These 1D-diffusion profiles can be obtained by summing up the counts along
the direction perpendicular to the depth. By considering of 6°, i.e., the angle between
the grinding plane and the surface, we estimate the diffusion depth. Accordingly, we
can deduce the diffusivity for each Fe component as a function of depth from the
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Table 9.1 Fe Diffusivities in Si evaluated from the MSM mapping images

Methods Diffusion profiles Fe states D/cm2s−1

EDS Depth Total 8.0 × 10–9

Parallel to surface 1.1 × 10–9

MSM Depth Total 5.7 × 10–9

Substitutional Fesub0 8.3 × 10–9

Interstitial Fei0 5.6 × 10–9

Interstitial Fei+ 4.5 × 10–9

Parallel to surface Total 6.1 × 10–6

Substitutional Fesub0 7.4 × 10–6

Interstitial Fei0 4.4 × 10–6

Interstitial Fei+ 7.0 × 10–6

Reference [71] Total 1.7 × 10–8 at 430 °C

Reprinted by permission from Springer Nature: Springer, Feasibility study to investigate diffusion
of Fe in Si using a Mössbauer spectroscopic microscope, Y. Yoshida, Y. Ino, K. Matsumuro, T.
Watanabe, et al., © Springer International Publishing Switzerland 2016

surface by assuming a Gaussian distribution. We evaluate the total diffusivity of all
Fe components to be as 5.7 × 10–9 cm2/s. The value is close to those obtained from
the EDS mapping image, 8.0 × 10–9, and 1.7 × 10–8 cm2/s from the reference [71].
We summarise the results in Table 9.1.

On the other hand, we show the mapping images of (B) along the surface and their
diffusion profiles in Fig. 9.57(a)–(c), respectively. The broken line on the left-hand
side indicates the 57Fe-deposition boundary. Surprisingly, the diffusivity along the
surface is three orders of magnitude larger than that of along the depth, although the
EDS image shows only 1.1 × 10–9 cm2/s. This significant discrepancy may be due
to the detection range: 100 nm for MSM and 300 nm for EDS. We notice that there
is oxygen distribution, which coincides with the 57Fe-deposition area and may have
an influence on the diffusivities.

We conclude that theMSMmappingmethodmakes it possible tomeasure directly
the diffusion profiles and their diffusivities separately for different Mössbauer
components, which correspond to the various lattice sites and the chemical states
in the homogeneous system. The present results, therefore, suggest strongly that the
Fe impurities deposited on the surface diffuse into Si crystal not only via interstitial
Fei+, but also via both interstitial Fei0 and substitutional Fei0, and that the diffusion
must proceed with the strong correlations between all the components. The diffusion
mechanismof Fe in Si appears to be completely different from that generally accepted
in the semiconductor community, i.e., a simple interstitial diffusion [71].
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Fig. 9.57 Three mapping images of (B) along the surface, corresponding to different spectral
components, i.e., (a) substitutional Fesub0, and (b) interstitials Feint0 and (c) interstitial Feint+,
respectively. The diffusion profiles are plotted as function of surface distance from the 57Fe-
deposited boundary. Reprinted by permission from Springer Nature: Springer, Feasibility study
to investigate diffusion of Fe in Si using a Mössbauer spectroscopic microscope, Y. Yoshida, Y. Ino,
K. Matsumuro, T. Watanabe, et al., © Springer International Publishing Switzerland 2016

9.6.2 Fe Impurity Diffusion in Multi-crystalline Si Wafer [90]

The MSM images can be directly compared with the Raman and Photo-
Luminescence (PL) mappings, which provide information on the crystal grains and
the electroactive defect distributions, respectively. The concentrations of 57Fe impu-
rities and the PL intensities must correlate each other. We cut a Multi-Crystalline-Si
ingot (1016 B/cm3) into a square plate of 30 mm × 30 mm × 1.3 mm. After mirror
polishing and chemical etching by 5%-HF, we performed Raman and PL mappings
for 1 mm × 1 mm areas. A micro-PL spectrometer (Photon Design Co., Ltd.) uses
a wavelength of 532 nm line emitted from a diode-pumped solid-state (DPSS) laser
as an excitation source.

Figure 9.58(a) and (b) show Raman and PL images, respectively, for the areas of
23 mm × 23 mm and 1 mm × 1 mm. In the figures, small squares indicate the MSM
mapping areas where we deposited 57Fe impurities and subsequently annealed at
200 °C, and finally at 800 °C for 1 h. In the Raman map, (a), we find three grains and
their boundaries. In the PL images, (b), on the other hand, there are “blue regions”
containing the carrier traps along the grain boundaries. However, the electro-active
defects exist also in the upper grain. After the mappings, we chemically etched the
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Fig. 9.58 (a) Raman and (b) Photo-Luminescence mappings of mc-Si wafer are measured after
mirror polishing and chemical etching by 5%-HF. Two different areas are mapped on the wafer
using a micro-PL spectrometer, their intensity histograms are also shown on the right-hand side
of each mapping. The MSM mappings are performed in the same areas which are shown in the
figures, after 2 nm-57Fe deposition followed by the annealing at 200 and 800 °C for 1 h. Reprinted
by permission from Springer Nature: Springer, Hyperfine Interactions, Mössbauer spectroscopic
microscope study on diffusion and segregation of Fe impurities in mc-Si wafer, Y. Yoshida, T.
Watanabe, Y. Ino, M. Kobayashi, et al., © Springer International Publishing Switzerland 2020

wafer to get a fresh surface again and deposited 2 nm-thick 57Fe by an electron beam
gun on an area of 30 mm× 30 mm of the wafer. We subsequently annealed the wafer
at 200 °C for 1 h and measured a Mössbauer spectrum in a vacuum of 10−5 Pa at
room temperature. The spectrum consists of a substitutional Fesub0, and interstitials
Feint0 and Feint+2 components, as is shown in Fig. 9.59. To obtain the MSM images
for 1 mm × 1 mm area, we accumulated the electrons and the γ-rays simultaneously
for 35 s at 80 × 80 points with a mapping step of 50 μm. The focal distance and
size of the Multi-Capillary X-ray lens were 50 mm and 75 μmφ, respectively, for
the whole experiments. After the mappings, we annealed it at 800 °C for 1 h in a
vacuum furnace of 10−5 Pa. Then, the mapping measurements were done with the
same conditions again.

TheMSMelectron andγ-ray images are shown inFigs. 9.60 and9.61, respectively,
to the areas of 1 mm × 1 mm. We draw the contour maps by cutting a part of 20 ×
20 points from the whole 80 × 80 points. Subsequently, we compare the Raman and
the PL mappings with the MSM mappings for the same area. In the MSM images,
we depict the positions of the grain boundaries and the defects in the grains by the
red dotted lines. Seen is that all the Fe components appear to localize adjacent to
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the grain boundaries and the defects. Since the electro-active defects exist before
the 57Fe deposition followed by the annealing at 200 and 800 °C, we consider such
defects have a strong influence on the diffusion process of Fe impurities in the mc-Si
matrix.

Fig. 9.59 Mössbauer Spectrum of 2 nm-57Fe-deposited mc-Si wafer after the annealing at 200 °C
for 1h.Reprintedbypermission fromSpringerNature: Spring-er,Hyperfine Interactions,Mössbauer
spectroscopic micro-scope study on diffusion and segregation of Fe impurities in mc-Si wafer, Y.
Yoshida, T. Watanabe, Y. Ino, M. Koba-yashi, et al., © Springer International Publishing Switzer-
land 2020

Fig. 9.60 MSM electron images for 1 mm × 1 mm area, which correspond to the Fe spectral
components of substitutional Fe0Sub, and interstitials Fe

0
int and Fe

+2
int , are compared with the Raman

and PL mappings for the same area. Reprinted by permission from Springer Nature: Springer,
Hyperfine Interactions, Mössbauer spectroscopic microscope study on diffusion and segregation of
Fe impurities in mc-Si wafer, Y. Yoshida, T. Watanabe, Y. Ino, M. Kobayashi, et al., © Springer
International Publishing Switzerland 2020
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Fig. 9.61 MSM γ-ray images for 1 mm × 1 mm area, which correspond to the Fe spectral compo-
nents of substitutional Fesub0, and interstitials Feint0 and Feint+2, are compared with the Raman and
PLmappings for the same area. Reprinted by permission from Springer Nature: Springer, Hyperfine
Interactions, Mössbauer spectroscopic microscope study on diffusion and segregation of Fe impuri-
ties in mc-Si wafer, Y. Yoshida, T. Watanabe, Y. Ino, M. Kobayashi, et al., © Springer International
Publishing Switzerland 2020

Moreover, we deposited 2 nm-thick-57Fe on the present p-type Si wafer with 1 ×
1016 B/cm3. After the annealing at 200 and 800 °C for one hour, 57Fe concentrations
are 3 × 1019 and 3 × 1017 57Fe/cm3, respectively, if we estimate the diffusion depth
using the former diffusivity data yielding 5 and 550 μm in the Si crystal [87]. We
think that B dopants distribute homogeneously as the charge state of -1 in contrast
to that of + 1 of interstitial Fe, which we expect from the Fei energy level of 0.4 eV
in the Si bandgap. Accordingly, one assumes that Fe impurities are at least forming
Fe-B pairs partly. In the Mössbauer spectrum in Fig. 9.59 there exists a “yellow
component” assigned to interstitial Fei0. We reported [81] that the isomer shift of
the pair to be quite similar to that of Fei0. Besides, there must be strong correlations
between the PL intensity and theMSMelectron and γ-ray intensities of substitutional
Fesub0, and interstitials Feint0 and Feint+2 components, but the present statistic and the
space resolution appear to be good enough to find the correlations. There seem to be
different correlations between the PL suggesting these components are associating
with the electro-active defects existing be intensity and the MSM electron and γ-ray
images. The former originates from the depth regions close to the surface and in bulk,
respectively: After the annealing at 200 °C, the MSM electron images of interstitials
Feint0 and Feint+2 yield small negative correlations, for the 57Fe deposition. After the
annealing at 800 °C, on the other hand, a negative correlation of substitutional Fesub0

is found only close to the surface, while no correlations of all the Fe components
in bulk. These results appear to be reasonable because the Fe impurities are trapped
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in the defects at low temperature, while they can diffuse overcoming the trapping
barriers at high temperature. The MSM image seems to be quite helpful in studying
such diffusion and segregation processes in such an inhomogeneous matrix.

9.6.3 Carbon Diffusion in Fe Steel

Here we are going to show another potential of the MSM imaging technique, i.e.,
direct observation of the carbon diffusion and segregation processes in Fe steel, which
is a vitalmaterial in ourmodernworld. The systemcontains a complexmicrostructure
consisting of Martensitic and Austenite phases, which will change drastically as a
function of the annealing temperature. Finally, it will be followed by the phase
separation to ferrite and cementite phases. These phenomena are indeed a long-
standing research theme for Mössbauer Spectroscopy: Already in 1971, F. E. Fujita
reported his pioneering works on Fe carbon alloys in a review book edited by Gonser
[4]. In Sect. 9.3, we have already shown the experimental results on Fe-7.8 at. % C
alloy using the thermal scanning combined with the spectrum measurements.

After half-century, low- to medium-carbon martensitic steels have been one of the
essential subjects due to their potential for saving the weight as well as for improving
the crash resistance of structural parts in automobiles. It is, therefore, crucial to
understand not only the phase evolution during quenching and tempering but also
the relationship between the microstructure and mechanical properties. The strength
of martensite dominates by its carbon contents, distributing and even diffusing in
the solid. Fe steel is a mixture consisting of carbides, retained austenite, carbon
at dislocations and grain boundaries in martensite. It is, however, still not fully
understood how all the phases and the lattice defects contribute to the mechanical
properties. The main reason could be due to the lack of an evaluation technique
to determine the concentration and their distribution of carbon in martensite under
operation. Especially crucial is to obtain atomistic information. We expect the MSM
imaging technique enables us to follow the development of the microstructure at
high temperatures. As a first step toward an operand measurement on the carbon
diffusion and segregation processes at high temperature, wemeasured theMössbauer
spectra and their mapping images of Fe-1Mn-2.7C foils [at%] with a martensitic-
transformation start-temperature (Ms) of 210 °C after different heat treatments [98].

Wefirst annealed the samples at 1100 °C, andwater-quenched to room temperature
with a cooling rate of 500–2000 °C/s, and subsequently put into liquid nitrogen. We
tempered five foils separately at various temperatures from 100 to 700 °C. The
Mössbauer spectra were measured at room temperature with a 1.85 GBq 57Co-in-
Rh source. Figure 9.62(a) and (b) show the Mössbauer spectra and their successive
subtractions, respectively. After quenching, there are four components for martensite
phase and one singlet for retained austenite [4]: The green one corresponds to α-Fe
(bcc), the light blue to the Fe atom on the 1st Nearest Neighbour of Octahedral-site
carbon atom, the dark green to Fe atom on the 2nd NN of O-site carbon, and the
yellow to the 1st NN of Mn, and the red singlet to Austenite phase. The successive
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Fig. 9.62 (a) Mössbauer spectra after the annealing from 100 to 700 °C, and (b) their successive
subtractions [from Ref. 98]

subtractions indicate clearly that the first segregation of carbon atoms appears to start
after the annealing 100 °C. The overall phase separation from martensite to ferrite
+ cementite occurs at 400 °C, which is accompanied by the transformation from
“retained austenite” to “ferrite” phases.

Figure 9.63 summarizes the MSM electron and γ-ray images of the Fe steel for
the annealing at 100, 200, 400 and 700 °C as well as the spectral components of
Ferrite, Austenite, 1st NN Fe of O-site Carbon in Ferrite, and Cementite. Since we
measured five different samples after quenching and annealing at high temperatures,
you could compare the contour maps for the different components. Although the
present sample contains many components, we obtained the mapping images sepa-
rately for the different components by tuning to the 1–6 lines among all the sextet. In a
ferromagnetic sample, however, we have to considermagnetic domains bymeasuring
all six lines to get the concentration distributions of the different phases. To study the
carbon diffusion in the microstructure of martensite and austenite phases, we have
to investigate one sample either after isochronal annealing at high temperatures, or



510 Y. Yoshida

Fig. 9.63 MSM electron and γ-ray images measured after the annealing at 100, 200, 400 and 700
°C, corresponding to the spectral components of Ferrite, Austenite, 1st NN of O-site carbon, and
Cementite, respectively. We used an MCX lens with a γ-ray spot size of 75 μmφ [from Ref. 98]

after isothermal annealing. Finally, I only mention that the MSM imaging technique
was also applied to study the microstructure of BiFeO3 Thin Films [99–102].

9.7 Summary

This chapter has demonstrated several newmethods in 57FeMössbauer spectroscopy
specially designed and constructed to study diffusion and point defects on an atom-
istic scale in metals and semiconductors. We performed various international joint
ventures from 1980 to 2019 with different research groups in Japan, Germany,
Austria, and Belgium. In-beam and on-line Mössbauer techniques were developed
using heavy-ion accelerator facilities at the HahnMeitner Institute Berlin, and later at
RIKEN. The experimental set-ups provided unique possibilities for in-situ observa-
tions on atomic jump processes of 57mFe in homogeneous materials for the diffusion
lengths to a few nanometers and the specific times from 10–6 to 10–8 s, respectively.
Secondary, we have shown both mapping and imaging techniques of Mössbauer
spectroscopy, accessible to the studies on Fe diffusion and segregation selectively for
different chemical and physical states in inhomogeneous solid such as Si-solar cells
and Fe steel. Soon, the Mössbauer camera will play a vital role to clarify unsolved
problems in solid-state physics and material science. We have started to perform
“operand observations” on a fracture process ofmetallicmold, onmagnetic domains
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in magnetic materials, as well as a pattern formation during Belousov–Zhabotinsky
reaction.
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