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Message from the CSA 2019 General Chair

International Conference on Computer Science and its Applications (CSA 2019) is
the 11th event of the series of International Scientific Conference. This conference
takes place in Macao, China, December 18–20, 2019. CSA 2019 will be the most
comprehensive conference focused on the various aspects of advances in computer
science and its applications. CSA 2019 will provide an opportunity for academic
and industry professionals to discuss the latest issues and progress in the area of
CSA. In addition, the conference will publish high-quality papers which are closely
related to the various theories and practical applications in CSA. Furthermore, we
expect that the conference and its publications will be a trigger for further related
research and technology improvements in this important subject. CSA 2019 is the
next event in a series of the highly successful International Conference on Computer
Science and its Applications, previously held as CSA 2018 (10th Edition: Kuala
Lumpur, Malaysia), CSA 2017 (9th Edition: Taichung, Taiwan), CSA 2016 (8th
Edition: Bangkok, Thailand, 2016), CSA 2015 (7th Edition: Cebu, December 2015),
CSA 2014 (6th Edition: Guam, December 2014), CSA 2013 (5th Edition: Da Nang,
December 2013), CSA 2012 (4th Edition: Jeju, November 2012), CSA 2011 (3rd
Edition: Jeju, December 2011), CSA 2009 (2nd Edition: Jeju, December 2009), and
CSA 2008 (1st Edition: Australia, October 2008).

The papers included in the proceedings cover the following topics: Mobile and
ubiquitous computing, Dependable, reliable and autonomic computing, Security
and trust management, Multimedia systems and services, Networking and
communications, Database and data mining, Game and software engineering, Grid
and scalable computing, Embedded system and software, Artificial intelligence,
Distributed and parallel algorithms, Web and Internet computing, and IT policy and
business management.

Accepted and presented papers highlight new trends and challenges of Computer
Science and its Applications. The presenters showed how new research could lead
to novel and innovative applications. We hope you will find these results useful
and inspiring for your future research. We would like to express our sincere thanks
to Steering Chairs: James J. (Jong Hyuk) Park (SeoulTech, Korea), Yi Pan (Georgia
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vi Message from the CSA 2019 General Chair

State University, USA), Han-Chieh Chao (National Ilan University, Taiwan), Young-
Sik Jeong (Dongguk University, Korea), and Vincenzo Loia (University of Salerno,
Italy).

Our special thanks go to the Program Chairs, Arun Kumar Sangaiah (VIT
University, India), Mu-Yen Chen (National Taichung University of Science and
Technology, Taiwan), Houcine Hassan (Universitat Politècnica de València, Spain);
all Program Committee members; and all the additional reviewers for their valuable
efforts in the review process, which helped us to guarantee the highest quality of
the selected papers for the conference.

We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible without
their support. Thanks are also due to the many experts who contributed to making
the event a success.

CSA 2019 General Chair
Simon James Fong, University of Macau, Macau, China

Kyungeun Cho, Dongguk University, Seoul, Korea
Kim-Kwang Raymond Choo, The University of Texas at San Antonio, USA

Victor Leung, The University of British Columbia, Canada
Jungho Kang, Baewha Women’s University, Korea



Message from the CSA 2019 Program Chairs

Welcome to the 10th International Conference on Computer Science and its
Applications (CSA 2019) which will be held in Macao, China, December 18–20,
2019. CSA 2019 will be the most comprehensive conference focused on the various
aspects of advances in computer science and its applications.

CSA 2019 provides an opportunity for academic and industry professionals to
discuss the latest issues and progress in the area of Computer Science. In addition,
the conference contains high-quality papers which are closely related to the various
theories and practical applications in Computer Science. Furthermore, we expect
that the conference and its publications will be a trigger for further related research
and technology improvements in this important subject. CSA 2019 is the next event
in a series of highly successful International Conference on Computer Science and
its Applications, previously held as CSA 2018 (10th Edition: Kuala Lumpur,
Malaysia), CSA 2017 (9th Edition: Taichung, Taiwan), CSA 2016 (8th Edition:
Bangkok, Thailand, 2016), CSA 2015 (7th Edition: Cebu, December 2015), CSA
2014 (6th Edition: Guam, December 2014), CSA 2013 (5th Edition: Da Nang,
December 2013), CSA 2012 (4th Edition: Jeju, November 2012), CSA 2011 (3rd
Edition: Jeju, December 2011), CSA 2009 (2nd Edition: Jeju, December 2009),
and CSA 2008 (1st Edition: Australia, October 2008).

CSA 2019 contains high-quality research papers submitted by researchers from
all over the world. Each submitted paper was peer-reviewed by reviewers who are
experts in the subject area of the paper. Based on the review results, the Program
Committee accepted papers.

For organizing an International Conference, the support and help of many people
is needed. First, we would like to thank all authors for submitting their papers. We
also appreciate the support from program committee members and reviewers who
carried out the most difficult work of carefully evaluating the submitted papers.

vii



viii Message from the CSA 2019 Program Chairs

We would like to give our special thanks to Profs. James J. (Jong Hyuk) Park, Yi
Pan, Han-Chieh Chao, Young-Sik Jeong, and Vincenzo Loia, the Steering
Committee Chairs of CSA, for their strong encouragement and guidance to
organize the symposium. We would like to thank CSA 2018 General Chairs: Profs.
Kim-Kwang Raymond Choo, Victor Leung, and Jungho Kang. We would like to
express special thanks to committee members for their timely unlimited support.

CSA 2019 Program Chairs
Arun Kumar Sangaiah, VIT University, India

Mu-Yen Chen, National Taichung University of Science and Technology, Taiwan
Houcine Hassan, Universitat Politècnica de València, Spain
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Message from the CUTE 2019 General Chairs

On behalf of the organizing committees, it is our pleasure to welcome you to the 14th
International Conference on Ubiquitous Information Technologies and Applications
(CUTE 2019), which will be held in Macao, China, during December 18–20, 2019.

This conference provides an international forum for the presentation and showcase
of recent advances in various aspects of ubiquitous computing. It will reflect the state-
of-the-art computationalmethods, involving theory, algorithm, numerical simulation,
error and uncertainty analysis, and/or novel application of new processing techniques
in engineering, science, and other disciplines related to ubiquitous computing.

The papers included in the proceedings cover the following topics: Ubiquitous
Communication and Networking, Ubiquitous Software Technology, Ubiquitous
Systems and Applications, and Ubiquitous Security, Privacy, and Trust. Accepted
papers highlight new trends and challenges in the field of ubiquitous computing
technologies. We hope you will find these results useful and inspiring for your
future research.

We would like to express our sincere thanks to Steering Committees: James J.
Park (SeoulTech, Korea), Doo-Soon Park (Soonchunhyang University, Korea),
Young-Sik Jeong (Dongguk University, Korea), Hsiao-Hsi Wang (Providence
University, Taiwan), Laurence T. Yang (St. Francis Xavier University, Canada), Hai
Jin (Huazhong University of Science and Technology, China), Chan-Hyun Youn
(KAIST, Korea), Jianhua Ma (Hosei University, Japan), Mingyi Guo (Shanghai
Jiao Tong University, China), and Weijia Jia (City University of Hong Kong, Hong
Kong). We would also like to express our cordial thanks to the Program Chairs and
Program Committee members for their valuable efforts in the review process,
which helped us to guarantee the highest quality of the selected papers for the
conference.
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xiv Message from the CUTE 2019 General Chairs

Finally, we thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible without
their support. Thanks are also due to the many experts who contributed to making
the event a success.

CUTE 2019 General Chairs
Simon James Fong, University of Macau, Macau, China

Yi Pan, Georgia State University, USA
Luis Javier Garcia Villalba, Universidad Complutense de Madrid, Spain



Message from the CUTE 2019 Program Chairs

Welcome to the 14th International Conference on Ubiquitous Information
Technologies and Applications (CUTE 2019), which will be held in Macao, China,
during December 18–20, 2019.

The purpose of the CUTE 2019 conference is to promote discussion and
interaction among academics, researchers, and professionals in the field of
ubiquitous computing technologies. This year the value, breadth, and depth of the
CUTE 2019 conference continue to strengthen and grow in importance for both the
academic and industrial communities. This strength is evidenced this year by
having the highest number of submissions made to the conference.

For CUTE 2019, we received a lot of paper submissions from various countries.
Out of these, after a rigorous peer-review process, we accepted only high-quality
papers for the CUTE 2019 proceeding, published by Springer. All submitted papers
have undergone blind reviews by at least two reviewers from the technical program
committee, which consists of leading researchers around the globe. Without their
hard work, achieving such a high-quality proceeding would not have been possible.
We take this opportunity to thank them for their great support and cooperation.

Finally, we would like to thank all of you for your participation in our conference,
and also thank all the authors, reviewers, and organizing committee members. Thank
you and enjoy the conference!

CUTE 2019 Program Chairs
Muhammad Khurram Khan, King Saud University, Kingdom of Saudi Arabia

Neil Y. Yen, University of Aizu, Japan
Yunsick Sung, Dongguk University, Korea
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AMethod for Nocturia Monitoring
in Smart Home Using Decision Trees

Siriporn Pattamaset, Kwang Yong Kim, Min Kyu Joo, and Jae Sung Choi

Abstract Nocturia is widely regarded as urological with the symptom of the need
to wake during bedtime one or more times, which causes to sleep loss. In this paper,
we presented the method for nocturia monitoring with number of times of urination
during bedtime and duration time of sleep before wake to urinate. The proposed
method is the use of a few required sensors and decision trees. This method can be
used for a follow-up to the symptom of a person with nocturia.

Keyword Sleeping monitoring · Activity detection · Urination ·Micturition

1 Introduction

Nocturia or frequent nighttime urination defined as the necessity to wake to urinate
during bedtime by the International Continence Society (ICS) [1]. People with
nocturia does arouse from sleep to voluntarily urinate that differs from enuresis
or bedwetting. The symptom of nocturia is the complaint that the individual has to
wake at night one or more times to void [1].

This paper presents a method for nocturia monitoring in smart home using deci-
sion trees. The use of required sensors and tree models so as to produce nocturia
monitoring report to a caregiver. The contribution of this proposed method can be
used for follow-up to the symptom of a person with nocturia.
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2 Related Work

Nowadays, these few studies of nocturia monitoring. The first study developed a
low-cost device that detects micturition event based on the impedance method [2]. In
[3] presented an unobtrusive and non-stigmatizing device, based on an ambulatory,
with measurement of bedtime micturition purpose. Another study described in [4],
where a proof of concept application of the use of pressure mats to monitor nocturnal
fluid intake and bladder voiding events can be tracked.

In this work, we propose the method to monitor nocturia through a count of times
of urination during bedtime and duration time of sleep before wake to urinate using
a few required sensors and decision trees.

3 Proposed Method

In this section,wewill explain ourNocturiamonitoringmethodwhich consists of five
processes: measured data access, data pre-processing, sleeping detection, bedtime
urination detection, and nocturia monitoring report. The step of the procedure is
shown in Fig. 1. The data measuring from sensors are accessed and processed for
missing value case. The other processes will be explained in detail in Sects. 3.1, 3.2,
and 3.3.

3.1 Sleeping Detection Tree Model

Our method for sleeping detection employs decision trees, we build the tree model
with the use of a few numbers of sensors with good performance of activity detection.
The tree model is not only built for sleeping detection but also considering the case
of person wake at night to urinate in order to achieve our purpose. The result of this
process is the prediction of whether a person is sleeping or not.

We explore the main required sensors that smart homemust have them. Although,
more required sensors might be needed since a difference of environments and a
person’s behavioral pattern. Figure 2 shows the sleeping detection tree model with
the main required sensors which are bedroom door sensor, bathroom door sensor,
and bedroom luminosity sensor.

Fig. 1 The process of the proposed method
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Fig. 2 The tree model for sleeping detection

3.2 Bedtime Urination Detection Tree Model

Bedtime urination detection tree model will be used for prediction in case of a person
may wake at night to urinate. The model utilizes the same required door sensors and
historical sleeping activity at 30ms before. Even though this process is the prediction
of a situation when the person likely wakes up to urinate during bedtime, the result is
not a final result that will be sent to a caregiver since the final result will be analyzed
and produced in Fig. 3.

3.3 Nocturia Monitoring Report

This process analyzes the output from the previous process to produce nocturia
monitoring report to a caregiver. The report contains the information as follows:
total sleep time, number of times that a person wakes to urinate during bedtime, and
duration time of sleep before wake to urinate. The report was produced using an
algorithm as shown in Table 1.
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Fig. 3 The tree model for detecting when a person likely wakes to urinate during bedtime

4 Experiments and Results

The experiment was on a real-life smart home dataset, ContextAct@A4H Real-
Life dataset [5]. Therefore, we can explore the main required sensor for sleeping
detection with nocturia monitoring purpose. The dataset provides a dataset in two
different periods, 7 days in July 2016 and 21 days in November 2016. An occupant
annotated a start and stop time of activity. Nevertheless, the dataset noticed that the
occupant forgot to annotation some activities.

Even the dataset was recorded from 28-year-old woman, who is not a person with
nocturia, our method was proved that can detect urination during bedtime. The result
of sleeping and urination during bedtime prediction on July dataset is shown in Fig. 4
and November dataset in Fig. 5, where the orange line stands for the prediction result
from sleeping decision tree model, purple line stand for the prediction result from
bedtime urination detection tree model, and purple line within dash line stands for
the result from nocturia monitoring report process. In Fig. 6 and Fig. 7 showed the
report that will be reported to a caregiver in July and November respectively. The
July 26 and November 24 at 2nd urination reports were wrongly reported urination
during bedtime, which is the effect of the wrongly sleeping detection result as shown
in Fig. 5. The overall performance of our method is shown in Table 2.

5 Discussion and Conclusion

In this paper, we proposed a method for nocturia monitoring in smart home using
decision trees which the use of a few of the required sensors. The results showed
that our method was able to predict sleeping and urination during bedtime, in other
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Table 1 The pseudocode for Nocturia detection report

word, it can be used for nocturia monitoring since the system reports a number of
times of urination during bedtime and duration time of sleep before wake to urinate,
which can be used for follow-up the symptom of a person with nocturia.

The wrongly predicted results can see on the Figs. 4 and 5 that mostly seem to
mistake from the cause of the dataset lacked annotation of some activities. Addi-
tionally, the mistake of sleeping prediction can affect urination during bedtime
report.
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Fig. 4 The result of predicted sleeping and urination activity (during bedtime) compares to real
activity for July dataset

Fig. 5 The result of predicted sleeping and urination activity (during bedtime) compares to real
activity for November dataset

Fig. 6 The report of nocturia monitoring in July dataset
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Fig. 7 The report of nocturia monitoring in November dataset

Table 2 The performance of
sleeping activity prediction

Performance
metrics

July dataset November
dataset

Average (%)

Accuracy 88.72 90.72 89.72

Recall 99.62 78.53 89.08

Precision 53.33 78.16 65.75

F1 69.47 78.34 73.91
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Efficient Data Aggregation for Human
Activity Detection with Smart Home
Sensor Network Using K-Means
Clustering Algorithm

Siriporn Pattamaset and Jae Sung Choi

Abstract Smart home sensor network utilizes various sensors to measure physical
and send data to a base station. The pattern of measured data in each room can be
considered as an active pattern when activity occurrence in that room and a irrelevant
pattern when no activity in the room. In order to improve data aggregation in smart
home, we propose human activity pattern-based data aggregation, which applies
K-means clustering algorithm based on human activity into cluster heads of cluster-
based sensor network. The result of simulation shows that the clustering algorithm
can detect active event by calculating the similarity between the active pattern of
collected data and human activity according to room usage.

Keywords Cluster head · Human activity · Pattern recognition · WSN

1 Introduction

Smart home operates over wire or wireless sensor network which needs some tech-
niques to aggregate occupant activity through embedded sensor nodes for many
purposes, such as assisted living, health monitoring, and operation of home appli-
ances [1–3]. In order to thoroughly aggregate information in smart home, it might
need to deploy a large number of ambient sensors. Indeed, the information consists of
useful and useless information. However, data aggregation techniques help to collect
useful information in a region of interest. As a consequence, energy consumption can
be decreased and the network lifetime [4] can be increased for ensuring sustainable
operation of smart home.

In this work, we design smart home sensor network with a cluster-based hierar-
chical architecturewhich consists of three levels as follows: sensor node, cluster head,
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and base station. We focus on data aggregation in cluster heads of data representing
human activity in smart home. In data aggregation, sensor nodes produce dataset
providing real-world scenario parameters that can be clustered into different patterns
of event. For examples, a pattern of human activity occurrence (active pattern) and
a pattern of no activity occurrence (irrelevant event). The patterns of data measuring
from sensor nodes can be clustered by using a clustering algorithm.

This paper presents an aggregation technique of using K-means clustering algo-
rithm for clustering collected data patterns based on human activity in smart home
sensor network. The collected data in cluster heads are grouped and selected the
pattern that can represent human activity based on room usage. The contribution of
this proposed approach is to reduce the size of data passing the transmission and
energy consumption in a smart home. Additionally, it can be applied to use in human
activity classification purpose as data pre-processing to be features of a classifier.

2 Related Work

The different ways are used to operate the internal communication network between
sensor nodes and a base station and help to aggregate data that can improve the
lifetime of the network. Maraiya et al. [5] categorized data aggregation approach into
four approaches based on methodologies including Tree-based algorithm, Cluster-
based algorithm, Multipath-based algorithm, and Hybrid-based algorithm.

Our sensor network is a cluster-based sensor network that can reduce the band-
width overhead because of less of transmitted data packets since this approach has
several cluster heads that gather data from numerous source nodes. Each cluster
head needs intelligently aggregation data measured from numerous sensors in smart
home for human activity interest and network lifetime by finding a pattern of human
activity representation amongwhole data in a cluster head fixed and distributed based
on room usage. The clustering algorithm is one of unsupervised learning algorithm
that can be used to finding different patterns in a dataset without a label.

One of the simple clustering algorithms is K-means algorithm which considers
mean of feature into k groups based on Euclidean distance. K-means algorithm has
been used to enhance data aggregation in sensor networks. Harb et al. [6] used
the K-means clustering algorithm group similar data sets into generated clusters
before applying a prefix frequency filtering (PFF) in periodic sensor networks. They
presented KPFF technique which enhanced a PFF technique using K-Means based
clustering approach for data aggregation.The same researchers enhanced their similar
previous purpose based on a one-way ANOVA model to identify generating nodes
identical data sets and to aggregate these sets before sending them to the sink in [7] so
as to eliminate redundancy from sensor node members that generate redundant data
sets. Idrees et al. [8] used a modified K-means technique to remove the data redun-
dancy in data aggregation for enhancement the lifetime of the sensor network. They
proposed a Distributed Data Aggregation based Modified K-means (DiDAMoK)
Technique, which consists of three stages. The first stage, a sensor node measures
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and collects the data. The second stage, the modified K-means is employed on the
collected data to convert them into clusters of them. The last stage is to transmit the
representative collected data of each cluster to the sink.

Most of the researchers used theK-means algorithm to eliminate redundant data in
the sensor network. Thanks toK-means algorithmprovides the ability to group sensor
information that can capture redundant data. In other words, K-means algorithm
could be able to find pattern of human activity in collected data that can enhance data
aggregation in smart home.

3 Human Activity Pattern-Based Data Aggregation

This section explains our data aggregation technique based on human activity, which
utilizes correlation of measured information from sensor nodes and human activity
in a smart home environment. Our approach enhances the performance of data aggre-
gation by collecting data representing human activity and ignoring other data packets
that are unrelated to human activity based on room usage.

In cluster-based sensor network, the physical environment and human activity are
measured through all sensor nodes employed throughout the smart home. The sensor
nodes updates data every minute (e.g., srt,1 = 1, srt,2 = 25.5, . . . srt,n), where n is the
total number of data measured from sensor nodes in the cluster head r at t timestamp.
The cluster head level consists of all cluster heads distributed into each room based
on usage. Every cluster head plays a role of aggregator that receives data measured
from their own children placed in the same room with them. The data are aggregated
as CHr

t vector (e.g., CHbathroom
t = {

sbathroomt,1 , sbathroomt,2 , ..., sbathroomt,n

}
,CHr

t =
{srt,1, srt,2, ..., srt,n}), where r is the name of room. The CHr

t vector contains much
data measured from sensor n nodes at t timestamp.

The example of information in kitchen cluster head vector (CHkitchen
t={0,...,T }) includes

both information that has a correlation to the occurrences of human activity and
information that does not contain any relevant data or wanted data. In order to find
pattern of collected data in each cluster head, we need to do offline learning from
historical data before using for data aggregation in the cluster head. We use a clus-
tering algorithm to cluster patterns of collected data at cluster head when it possibly
contains data of activity occurrence so that the collected data is aggregated before
forwarding to the base station. The clustering algorithm applies the simplest unsu-
pervised learning, which is k-means++ algorithm [9]. The algorithm utilizes a whole
data of cluster head in a dataset so as to cluster patterns of collected data into k clus-
ters. We calculate an appropriate number of k (cluster) in each cluster head using
Elbow method. The visualization in Fig. 1 shows the average of within-cluster sum
of square distances and the optimal number of k at the red cycle.
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Fig. 1 The Elbow method plotted from bedroom (left) and kitchen (right) cluster heads

4 Simulation and Results

The simulation was performed to validate our proposed approach on Contex-
tAct@A4H Real-Life dataset [10], which is the rich-sensor smart home scenario
dataset. The dataset provides a dataset of daily living activities during July 2016
(1 week) and November 2016 (3 weeks) in an apartment equipped with 219 sensors
and actuators. All sensors are ambient sensors deployed in a bedroom, bathroom,
kitchen, study room, and around hallways. We used the November dataset with 168
data properties from different sensors to find data patterns of sleeping, cooking,
taking shower, and using toilet activity. We set cluster heads based on room usage
and gather data properties (bathroom (46), bedroom (57), kitchen (65)) from sensor
nodes in each room. The dataset is log dataset with activities annotation (start time
and stop time). However, the occupant reported missing some annotation of activity
annotation. We modified the loc dataset to time series dataset with minute interval
since we set all sensor nodes to transmit data to cluster head every minute.

The sensors are locally distributed based on room functioning and defined a fixed
cluster head to each of them. Every cluster head applies the clustering algorithm
to learn patterns of sensors while human activity is happening in a room (active
event) and nothing is happening in the room or disinterested activity happening
(irrelevant event). The example of sensor pattern clustering results is shown in Fig. 2.
The number of patterns is following optimal k from Elbow method. Nevertheless,
the correct number of optimal k is often ambiguous. Thus, we choose one cluster,

Fig. 2 The matching between different transmission time of bedroom cluster head and the activity
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represents information when human activity occurrence (active event), among all
clusters in different k from two clusters to k clusters by calculating Eq. (1), where
M is a cluster that has a maximum of the percentage of the correspondence with
information in each cluster and activity label, Gi,t is a label of transmitting time at t
in a cluster i , At is a relative activity label, with Gi,t , At ∈ {0, 1}.

M = argmax
i={1,...,k}

(∑T
t=0

(
Gi,t ↔ At

)

T

)

(1)

The chosen cluster that represents when data packet is aggregated in a cluster
head as shown in Fig. 3. The performance of our data aggregation technique is
calculated from percentage of active event in each cluster head matching with the
relative activity as shown in Table 1.

Fig. 3 The chosen clusters and the relative activity

Table 1 The percentage of
active event in each cluster
head matching with the
relative activity

Cluster head Chosen cluster i
from k clusters

Relative
activity

Matching (%)

Bathroom i = 5, k = 5 Taking
shower

96.2

Bathroom i = 1, k = 7 Using
toilet

88.5

Bedroom i = 1, k = 3 Sleeping 90.4

Kitchen i = 1, k = 3 Cooking 97.4
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5 Discussion and Conclusion

This approach is able to improve data aggregation in order to contribute to less energy
consumption in smart home for the purpose of human activity interest. Our approach
uses of K-means clustering algorithm to find patterns of active event in cluster head.
However, the human activity pattern-based data aggregation can be used when we
know a relative activity in the room, such as kitchen, bedroom, and bathroom. On the
contrary, other cluster heads that have no specific activity or multi-functional usage
in the area, it will be difficult to cluster patterns of wanted data in the area.

In the future, we are going to apply human activity pattern-based data aggregation
technique into smart home sensor network before transmitting collected data to a base
station for human activity classification purpose so as to design sustainable sensor
network of smart home.

Acknowledgements Thiswork is result of studies on the “Leaders in INdustry-university Coopera-
tion” Project, which is supported by the KoreanMinistry of Education, and Institute for Information
& communications Technology Promotion (IITP) grant funded by the Korea government (MSIT)
2018-0-01865, Sunmoon University, and the National Research Foundation of Korea (NRF) grant
funded by the Korea government (MSIT) (NRF-2018R1C1B5045953).

References

1. Rashidi P, Mihailidis A (2013) A survey on ambient-assisted living tools for older adults. IEEE
J Biomed Health Inform 17:579–590

2. Yassine A, Singh S, Alamri A (2017) Mining human activity patterns from smart home big
data for health care applications. IEEE Access 5:13131–13141

3. Kaiwen C, Kumar A, Xavier N, Panda SK (2016) An intelligent home appliance control-based
on WSN for smart buildings. In: 2016 IEEE international conference on sustainable energy
technologies (ICSET). IEEE, pp 282–287

4. Rault T, Bouabdallah A, Challal Y (2014) Energy efficiency in wireless sensor networks: a
top-down survey. Comput Netw 67:104–122

5. Maraiya K, Kant K, Gupta N (2011) Wireless sensor network: a review on data aggregation.
Int J Sci Eng Res 2:1–6

6. Harb H, Makhoul A, Laiymani D, Jaber A, Tawil R (2014) K-means based clustering approach
for data aggregation in periodic sensor networks. In: 2014 IEEE 10th international conference
on wireless and mobile computing, networking and communications (WiMob). IEEE, pp 434–
441

7. Harb H, Makhoul A, Couturier R (2015) An enhanced K-means and ANOVA-based clustering
approach for similarity aggregation in underwater wireless sensor networks. IEEE Sens J
15:5483–5493

8. Idrees AK, Al-Yaseen WL, Taam MA, Zahwe O (2018) Distributed data aggregation based
modified K-means technique for energy conservation in periodic wireless sensor networks. In:
2018 IEEEMiddle East and North Africa communications conference (MENACOMM). IEEE,
pp 1–6

9. Arthur D, Vassilvitskii S (2007) k-means++: the advantages of careful seeding. In: Proceedings
of the eighteenth annual ACM-SIAM symposium on discrete algorithms. Society for Industrial
and Applied Mathematics, pp 1027–1035



Efficient Data Aggregation for Human Activity Detection … 15

10. Lago P, Lang F, Roncancio C, Jiménez-Guarín C, Mateescu R, Bonnefond N (2017)
The ContextAct@ A4H real-life dataset of daily-living activities. In: International and
interdisciplinary conference on modeling and using context. Springer, Cham, pp 175–188



Indoor Positioning System Using
Pyramidal Beacon in Mobile Augmented
Reality

Hyeon-woo An and Nammee Moon

Abstract This paper presents an accurate and fast indoor positioning system using
beacons and a server that manages pyramidal beacons in a mobile augmented reality
environment. The proposed system consists of a beacon shaped for easy recognition
in the image, a detector for recognizing such a pyramidal beacon and extracting 6
degrees of freedom relative to the beacon, and a management server that manages
the ID and location information of each pyramidal beacon. Because of the character-
istics of the proposed method, the posture estimation including the position is also
performed in the positioning. Therefore, it is possible to implement the augmented
reality with a high degree of immersion and to manage a plurality of pyramidal
beacons, thereby positioning them in a wide space like a large shopping mall. To
manage a large number of beacons, an LED for identifying an ID exists in the center
of the beacon, and the management server maps the beacon to the coordinates of the
room. The positioning is performed by recognizing the pyramidal beacon through the
model learned by deep learning in the mobile device, extracting 6 degrees of freedom
relative to the pyramidal beacon recognized through the image-based technology, and
receiving the indoor position through communication with the server. The proposed
system can be applied to a user guidance service based on mobile augmented reality
in a complex and wide indoor environment.

Keywords In-door positioning · Augmented reality ·Mobile positioning

1 Introduction

It is an important goal to estimate the position of an object in technologies that
combine the real and the virtual, such as digital twins, virtual reality, and augmented
reality. Recent positioning methods using various technologies have been studied,
such as image based, sensor based, finger printing, and cell ID method which use
visible light, positioning with high accuracy is possible by covering and utilizing
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various technologies according to the situational context. However, in the case of
mobile devices mainly used for augmented reality, there is no navigation system
with an accuracy high enough to utilize dead reckoning, and there are not enough
sensors to accommodate various methods unless they are specially manufactured for
positioning. Even if the positioning method is possible in the mobile environment,
such as with GPS or WiFi Fingerprinting, it is difficult to implement augmented
reality with high immersion owing to inaccurate results.

In this paper, we present a system that can overcome the limitations of mobile
devices for positioning in augmented reality and enable highly accurate positioning.
The systemdetects a fixed formof pyramidal beaconusing an artificial neural network
in a mobile augmented reality environment and calculates the relative position of the
user byutilizing the imageof the detected beacon.Thus,more accurate and immersive
augmented reality-based information can be provided; moreover, the marker-based
stable information can be provided.

2 Related Works

2.1 Multiple Object Detection

The method of detecting objects in the image is largely divided into an algorithm-
based method using the image characteristics and a method using a learned neural
network. The algorithm-basedmethod using image qualities has a limit that cannot be
individually reflected in the situations where there is a possibility of false positives,
and there is a disadvantage that the detection method may need to be modified
as a whole according to the change of the target object. Contrarily, in the case of
the artificial neural network-based method, it is possible to reduce false positives
according to the quantity and quality of the learning data, and to efficiently detect
bad conditions.

There are Faster R-CNN, YOLO (You Only Look Once), R-FCN (Region-based
Fully Convolutional Network), SSD (Single Shot Detector), etc., in the multi-object
detection method based on the artificial neural network, and each detection method
generally has inherent inaccuracy and is inversely proportional to the fps (frames per
second) [1–3]. In this study, we decided to use YOLO v3, which has a faster detection
speed than other methods, because the pyramidal beacon should be detected close to
real time in mobile environments [4].

2.2 Mobile-Based Indoor Positioning

Several well-known indoor positioning methods that can be used in mobile devices
include WiFi Fingerprinting, BLE beacon, and the camera-based methods.
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Fig. 1 Light based
positioning. This method
emits light at independent
frequencies in each led bulb,
and the imaging device uses
the frequency of the captured
led bulb as an ID to identify
the cell where it is currently
located

TheWiFi Fingerprinting scheme is a method of constructing a table (a radio map)
mappingMAC addresses and absolute positions to three or more APs and measuring
the received signal strength with each AP of the device through a trilateration [5].
In this case, the intensity of the signal changes depending on various factors such
as the device state, temperature, humidity, and obstacles. Consequently, detailed
positioning is difficult unless it is a special situation.

The positioning method using the BLE beacon is based on the intensity of the
signal, similar to the WiFi Fingerprinting method [6]. In addition, it is possible to
perform trilateration by the indoor positioning method. However, it is difficult to
precisely locate it because it is possible to measure the approximate position by the
influence of various interferences.

Finally, with the improvement of the camera performance and processing speed
of the mobile device, the method using the image can be positioned with a relatively
higher accuracy than the previous two methods. For example, there is a technique of
locating the front camera data of a mobile device by adjusting the blinking of each
LED so that it can not be perceived by a person [7]. This is applicable to immersive
augmented reality implementation because the error is in units of cm. However, the
camera device must be shooting seamlessly towards the LED Bulb and must capture
two or more LED Bulbs in the image for more accurate position measurements.
Figure 1 illustrates the VLC based positioning method described above.

3 Pyramidal Beacon-Based Positioning System

The system can be largely divided into the learning part, the augmented reality
computing part, and the pyramidal beaconmanagement server part. The learning part
learns the beacon image for area detection by using YOLO, and the learned model is
used for area detection in the augmented reality operation part. The augmented reality
operation part aims to output augmented information based on the camera input data
in a mobile environment. The pyramidal beacon management server manages the
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Fig. 2 System overview

absolute coordinates of each beacon to estimate the relative distance between the
beacon and the mobile device, while mapping the beacon information with the ID
bulb for providing information. The Fig. 2 shows the system overview and outlines
the overall process up to the positioning.

3.1 Pyramidal Beacon

The structure of the pyramidal beacon is shown in the Fig. 3 below. To more easily
detect geometric features in the image, LEDs of different colors are present at each
of the three vertices, and the ID bulb for identifying the beacon is included in the
center. The ID bulb can be split and assigned to a mobile device recognizable unit in
the color spectrum.

Estimating the transformed orientations from the captured beacons is performed
using homography. Homography is the most general model that can explain the
transformation relation of planar objects, and it is suitable formeasuring the rotational
state of the pyramidal beacon [8].

In this study, YOLO v3 was adopted as a method of detecting on pyramidal
beacons because it is most important to reflect on the mobile device in real time. The
learned model operates in a mobile application, and it is used to detect the area of a
pyramidal beacon.

The data set for training is generated by combining the images of the beacons (as
foreground images) and the VOC data sets (as background images). The training is

Fig. 3 The pyramidal
beacon model drawing
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Fig. 4 The entire process of positioning

carried out through about 10,000 generated images; consequently, a model is created
with an average loss value of 0.06, enabling the detection of beacon areas in the
image.

3.2 Pyramidal Beacon Management Server

The pyramidal beacon management server maps each beacon location and ID bulb
value, and the, information of each pyramidal beacon can be added.

For relative positioning with installed pyramidal beacons, the information about
orientation (roll, pitch, and yaw) is needed, as well as the information about position.
Therefore, six pieces of state information describing the location are stored and
matched with the ID bulb.

When the ID of the pyramidal beacon is detected by the mobile device, the bulb
color is transmitted to the server and; the server refers to the ID bulb value in the
managed radio map and returns the corresponding beacon information. The ID bulb
color values may vary depending on the performance of the illumination or the
camera. To compensate for the ID bulb color values, the color values of the three
vertices are received and compared with the predetermined color values, thereby
helping to identify the ID Bulb color more clearly.
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3.3 Positioning

Positioning of mobile devices is shown in the Fig. 4 and consists of the below
processes: First, pyramidal beacon detection is performed based on the camera input
data of the mobile device. As described above, a YOLO v3 model that has been
learned in advance is utilized for detection. If the detection proceeds normally, then
the orientation is obtained through the homography operation on the detected pyra-
midal beacon. At this time, one surface having three vertices (p1, p2, p3) is extracted
from the beacon to obtain a changed rotation state of the beacon through homog-
raphy and subsequently compared to the front state image that was previously stored
for the surface. In the following process, the captured beacon face is converted to
the frontal state using the H matrix obtained through homography, and the relative
distance to the beacon is obtained by comparing the zoom value and the aspect ratio
of the photographing device.

The management server then uses the ID-Bulb color value of the detected pyra-
midal beacon to obtain the 6-DOF of the beacon. This 6-DOF consists of the abso-
lute coordinates and orientation of the pyramidal beacon installed in the indoor
space. Contrasting the obtained 6-DOF with the orientation of the captured pyra-
midal beacon can create a vector describing the orientation relationship of the mobile
devices in the indoor space. Then, the captured region is transformed into the frontal
state using the homography property of the pyramidal beacon, and the distance
between the pyramidal beacon and the mobile device is calculated by obtaining the
scale conversion. At this time, because the conversion relation of the scale can not
be explained through simple image-based contrast, the camera profile information
of the mobile device is utilized.

4 Conclusion

In this paper, we proposed a system for real-time indoor positioning in a mobile
augmented reality environment. For this purpose, the YOLO v3 was used to capture
region of beacon in real time, and homographywas used to explain the transformation
relation of the beacon in image. The proposed system is similar to the marker based
on the ID bulb included in the pyramidal beacon, but it can bemanagedmore flexibly,
and will help to realize immersive augmented reality. The system is designed to only
be capable of positioning when a beacon is captured within the camera of the mobile
device. Therefore, in the case of functions that require continuous positioning such
as route finding, it is considered necessary to develop more advanced techniques
such as auxiliary positioning of a space where no beacon is captured through dead
reckoning.

Acknowledgements This work has supported by the National Research Foundation of Korea
(NRF) grant funded by the Korean Government (MSIT) (No. NRF-2017R1A2B4008886).



Indoor Positioning System Using Pyramidal Beacon in Mobile Augmented Reality 23

References

1. Ren S, He K, Girshick R, Sun J (2015) Faster r-cnn: towards real-time object detection with
region proposal networks. In: Advances in neural information processing systems, pp 91–99
(2015)

2. Dai J, Li Y, He K, Sun J (2016) R-fcn: object detection via region-based fully convolutional
networks. In: Advances in neural information processing systems, pp 379–387 (2016)

3. Liu W, Anguelov D, Erhan D, Szegedy C, Reed S, Fu CY, Berg AC (2016) Ssd: Single shot
multibox detector. In: European conference on computer vision. Springer, Cham, pp 21–37

4. Redmon J, Farhadi A (2018) Yolov3: an incremental improvement. arXiv preprint arXiv:1804.
02767

5. Haeberlen A, Flannery E, Ladd AM, Rudys A, Wallach DS, Kavraki LE (2004) Practical robust
localization over large-scale 802.11 wireless networks. In: Proceedings of the 10th annual
international conference on Mobile computing and networking. ACM, pp 70–84

6. Faragher R, Harle R (2015) Location fingerprinting with Bluetooth low energy beacons. IEEE
J Sel Areas Commun 33:2418–2428

7. Kim HS, Kim DR, Yang SH, Son YH, Han SK (2012) An indoor visible light communication
positioning system using a RF carrier allocation technique. J Lightwave Technol 31:134–144

8. Sukthankar R, Stockton RG, Mullin MD (2001) Smarter presentations: exploiting homography
in camera-projector systems. In: Proceedings eighth IEEE international conference on computer
vision. ICCV 2001, vol 1. IEEE, pp 247–253

http://arxiv.org/abs/1804.02767


Design and Implementation of Real-Time
Vehicle Recognition and Detection
System Based on YOLO

Hyeonmoo Jeon, Gilwoo Lee, Byeongcheol Jeong, Jae Sung Choi,
Jeong-Dong Kim, and Bongjae Kim

Abstract Researches are continuously carried out to provide various services based
on the recognition of vehicles and their recognition results. For example, related
technologies can be used in various intermitted cameras. In this paper, we proposed
a real-time vehicle recognition and detection system based on YOLO. The proposed
method is designed and implemented to recognize vehicles using CNN based on
YOLO. The proposed method has the advantage of recognizing the vehicle number
and the type of vehicle at the same time, and it can be applied to applications such
as the prevention of various crimes using vehicles.

Keywords Vehicle recognition · License plate recognition ·Deep learning ·YOLO

1 Introduction

A variety of services can be provided based on the recognition of the license plate
of the vehicle. Typical applications include various crackdown services such as a
crackdown on illegal parking regulations. In such applications, recognizing vehicle

H. Jeon · G. Lee · B. Jeong · J. S. Choi · J.-D. Kim · B. Kim (B)
Division of Computer Science and Engineering, Sun Moon University, 70, Sunmoon-ro 221
Beon-gil, Tangjeong-myeonChungcheongnam-do, Asan-si 31460, South Korea
e-mail: bjkim@sunmoon.ac.kr

H. Jeon
e-mail: sever5619@gmail.com

G. Lee
e-mail: dlrfdnwkd12@gmail.com

B. Jeong
e-mail: jbilly8349@gmail.com

J. S. Choi
e-mail: jschoi@sunmoon.ac.kr

J.-D. Kim
e-mail: kjd4u@sunmoon.ac.kr

© Springer Nature Singapore Pte Ltd. 2021
J. J. Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 715,
https://doi.org/10.1007/978-981-15-9343-7_4

25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9343-7_4&domain=pdf
mailto:bjkim@sunmoon.ac.kr
mailto:sever5619@gmail.com
mailto:dlrfdnwkd12@gmail.com
mailto:jbilly8349@gmail.com
mailto:jschoi@sunmoon.ac.kr
mailto:kjd4u@sunmoon.ac.kr
https://doi.org/10.1007/978-981-15-9343-7_4


26 H. Jeon et al.

license plates is a very important problem because they operate their services based
on license plate recognition results. However, license plate recognition alone is not
enough because there may be vehicles whose license plates are stolen or changed
illegally.

In this paper, we propose a real-time vehicle recognition and detection system
to solve this problem. The proposed vehicle recognition and detection system can
recognize the license plate and the type of vehicle at the same time. The proposed
vehicle recognition and detection system is designed and implemented based on the
YOLO (You Look Only Once) [1]. The prototype of our vehicle recognition and
detection system provides aWeb-based management tool to manage and monitor the
detection and recognition results. The average recognition accuracy of the vehicle
typewas about 87%, and the recognition accuracy of the license platewas about 90%.
We think that if we do more study to improve the performance further, the proposed
system can be effectively used for preventing various crimes using vehicles.

The rest of this paper is organized as follows. In Sect. 2, some related works
will be described. In Sect. 3, we will explain the structure and service flow of the
proposed real-time vehicle recognition and detection system. In Sect. 4, wewill show
the implementation results and its performance in terms of recognition accuracy of
the license plate and vehicle type. Finally, we conclude this paper with future works
in Sect. 5.

2 Related Works

Typical vehicle identification systems based on image processing techniques consist
of three stages: license plate detection, character segmentation, and character recog-
nition. The process of license plate detection is the most important part of the three
stages. This is because other processes proceed after the detection of a license plate.
Therefore, if the license plate is not recognized correctly, it is difficult to recognize
the number constituting the license plate. In order to alleviate this problem, studies
related to license plate detection and recognition based on deep learning are also
being carried out [2, 3]. Apart from this, vehicle recognition and detection systems
for traffic surveillance systems are also being studied [4, 5].

3 Proposed Real-Time Vehicle Recognition and Detection
System

Figure 1 shows a service flow of the proposed vehicle recognition and detection
system. The proposed system has two major components. The First one is YOLO
based real-time vehicle detection recognition component. The last one is the Web-
based management tool.
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YOLO based Real-Time Vehicle Detection Recognition
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Fig. 1 A service flow of the proposed vehicle recognition and detection system

The service flows are as follows. As shown in Fig. 1, streaming video data is
received. The received streaming data is divided into frames by the Frame Capture
Module (FCM). Then, the License Plate and Number Detection Module (LPNDM)
analyzes each framedata and recognize the car number byusingYOLO.Similarly, the
Vehicle TypeDetectionModule (VTDM) recognizes the type of vehicle. Recognition
results are stored in the database in real-time.

Vehicle recognition and detection functionalities are implemented based on
YOLO v3. In our system, we modified the size of the input image when using
YOLO. The image sizes for vehicle identification and number recognition are set
differently. 832 × 832 pixel image was used for vehicle type identification to train
and test the model. Similarly, 608 × 608 pixel image was used for recognizing the
vehicle number to train and test the model. This is a parameter that shows the best
performance from the experimental results.

The stored recognition results are visualized in real-time by the Web-based
management tool and can be confirmed by the user or administrator. The Web-
based management tool supports three major functionalities: real-time monitoring,
statistics, and data export functionalities.

4 Implementation Results and Performance Evaluations

Figure 2 shows an example of the proposed real-time vehicle recognition and detec-
tion system. Figure 3 shows an example of the detection and recognition results of the
proposed system. As shown in Figs. 2 and 3, the user and administrator can manage
and monitor detection and recognition results via the Web-based management tool.
As shown in Fig. 2, the location information on which the vehicle is recognized and
detected is displayed on the map when the officially registered information of the
vehicle is different from the recognized vehicle information.
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Fig. 2 An example of the proposed real-time vehicle recognition and detection system

Fig. 3 An example of detection and recognition results of the proposed system

Our prototype can recognize five types of vehicles: Hyundai I40, Hyundai
Morning, Hyundai Santa Fe, Hyundai, Starex, and Kia Ray. The average precision
of the detection of vehicle type was about 87%.

Figure 4 shows an example of the detection and recognition result of a license
plate and its number. In Fig. 4, the license plate of the vehicle was blurred because it
contains personal information. The average precision of detection of license plates
and its number was about 90%.
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Fig. 4 An example of
detection and recognition
result of a license plate and
its number

5 Conclusions and Future Works

In this paper, we proposed a real-time vehicle recognition and detection system
based on the YOLO framework. The proposed system can detect and recognize the
number of a license plate and the type of vehicle at the same time. Because of this
advantage, it is possible to detect vehicles which have different license plate number
from officially registered vehicle information in real-time. Based on the performance
evaluation results of our prototype, the average recognition accuracy of the vehicle
type was about 87%, and the recognition accuracy of the license plate was about
90%. In the future works, we will focus on increasing the recognition accuracy and
the number of types of vehicles that can be recognized in the system for practical
use.
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Purchase Predictive Design Using
Skeleton Model and Purchase Record

Jae-hyeon Cho and Nammee Moon

Abstract The depth camera has enabled the skeleton and joints of the human body
to use skeleton data in 3D space. Behavior recognition using skeleton data is mainly
based on artificial neural networks such as RNN. This study classifies behaviors
observed by the consumer into four categories using skeleton model learning for
purchase predictive design. Skeleton model learning collects 25 skeleton joints using
several Kinect v2s in unattended stores where four racks of items can be purchased.
Torso, left arm, right arm, left leg, and right leg to five body joints are performed
by BRNN, and as the layer becomes deeper, each part is then joined to the body.
Finally, the 25 joints are grouped together andBRNN-LSTMis performed to solve the
vanishing gradient problem (Jun et al. in J KoreaMultimedia Soc 21:369–381, 2018,
[1]). Supervised learning involves four behaviors used as input and the purchase
record status as output. A GRU is employed to reduce computational complexity
while maintaining the benefits of LSTM.

Keywords BRNN · Purchase prediction · Skeleton model

1 Introduction

Behavior awareness can be used in various fields such as the detection of dangerous
behavior, robot vision, and game control, and is considered an important field in
computer vision research today. The Kinect sensor is a device that provides the
ability to track the human skeleton based on acquired depthmap information, thereby
making it possible to construct a low-cost non-contact motion capture system.

As the behavior of a person is determined by the progress of movement according
to the passage of time, the time series problem must be considered to improve the
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accuracy of behavior recognition. Recurrent Neural Network (RNN) is a machine
learning technique for learning and solving problems affecting data in the previous
sequence in the time series. Recently, HBRNN has been proposed, where joints in
skeleton data are divided into five body parts including torso, left arm, right arm, left
leg, and right leg to generate RNNs and hierarchically combine those corresponding
to body parts in close proximity to each other [2, 3].

In early 2018, Amazon opened the San Francisco grocery store Amazon Go.
Amazon Go is designed for people who prefer not to stand at the checkout counter.
Just Walk Out Technology offers a more convenient service by tracking purchases
with sophisticated technology, where consumers leave the store with purchases
automatically charged to their account. This technique is similar to that used in
autonomousvehicles. The foundation is backedby cutting-edge computer technology
such as computer vision, sensor fusion, and deep learning. Multiple cameras are
recognized and tracked individually from the moment the customer enters the shop.
Microphones, pressure sensors, and weight sensors installed at each stand record
every move of the purchaser. Payment is made by actively utilizing the propensity
of the purchaser who has been confirmed and past purchase data [4].

In this study, we used Kinect with a built-in RGB camera and a depth camera
to classify behaviors using skeleton model learning. Using this behavior and the
consumers past purchase records, purchase predictive learning is performed to
determine whether or not the consumer will purchase the product.

2 Related Work

In this study, it is important to maximize the collection rate of Skeleton Joints and
the accuracy of learning between Skeleton Joints. In this session, you will find out
the BRNN used for learning from Kinect and Skeleton Model Learning, who are
responsible for Skeleton Tracking.

2.1 Kinect

Kinect is a peripheral device that connects with theXBOX360, a gaming console and
entertainment system that detects input via gestures from the human body instead of
using the traditional gaming controller. Kinect recognizes user actions through the
sensor and recognizes voice using the microphone module. Kinect sensors are low-
cost depth cameras that provide real-time depth information as well as RGB images
and joint tracking information. Data provided by the Kinect sensor eases the effort
involved in human body part detection and pose estimation necessary for gesture
recognition, making it easier to develop human–computer interaction applications.
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2.2 BRNN

BRNN is a type of deep learning algorithm based on the existing RNN. The BRNN
algorithm is composed of an input layer, a forward layer, a backward layer, and an
output layer. The forward and backward layers act as the hidden layer of the RNN
algorithm [5].

3 Method

Figure 1 presents a flow chart of our system design. Kinect collects the consumer’s
behavior in front of the rack to obtain a skeleton model. The consumer record infor-
mation is used to obtain the behavior and purchase status in the experimental envi-
ronment. The skeleton model learns by classifying behaviors into four specific cate-
gories using BRNN. In the course of supervised learning, this result is learned so
that purchaser record information is purchased or not.

3.1 Data Set

Shoot people with Kinect to collect data. The skeleton tracker measures data
such as the height, angle and distance and this information is used to recog-
nize a person, and to select the location with the lowest error value. The
pygame module is used to receive both the RGB and depth maps at the same

Fig. 1 System design flow chart
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Fig. 2 Skeleton model collection

time. A total of 25 joints are collected by the Skeleton Tracker, these include:
SpineBase, SpineMid, Neck, Head, ShoulderLeft, ElbowLeft, WristLeft, HandLeft,
ShoulderRight, ElbowRight, WristRight HandRight, HipLeft, KneeLeft, AnkleLeft,
FootLeft, HipRight, KneeRight, AnkleSight, FootRoot, HandTipLeft, ThumbLeft,
HandTipRight, ThumbRight. When saving, 50 pieces of data are accumulated per
frame by storing the x and y coordinates of each part in order in each frame. The data
is stored by converting the model on the left into coordinates on the right, as shown
in Fig. 2. Each action is represented by a single action to make learning easier.

The 25 stored skeleton joints go through three preprocessing steps before being
used as input data for learning. The first step is to convert absolute coordinates to
relative coordinates. Skeleton joints subtract SpineMid values so that the values do
not change wherever a person is located in the image. SpineMid represents the center
of the body and the same relative coordinates appear if a person behaves in the same
way even if they are located at different coordinates. The second process is to cut the
frame to a certain length, and this is achieved by storing data from the first frame to
the 2000th frame. When shooting, certain joints are not collected due to occlusion,
overlapping, or poor recognition, resulting in an error value, so the third step is to
correct the error value.

3.2 Skeleton Model Learning

Preprocessed data are used as input data for skeleton model learning. In 2000 frames,
25 x, y coordinates are used as data of the form [2000 * n, 50]. Four foldedmotions are
used as output data as shown in Fig. 3. These are pick-up motion, drop motion, arm-
twisted motion and motion that brings one’s face to an object. Motion is expressed
as data of [2000 * n, 4] form. Of the data collected, 80% is used for training and 20%
is used for test data.

To teach the skeleton model, we use HRNN, which consists of three mixed layers
and 1 BRNN-LSTM layer. A mixed layer consists of learning incoming data using
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Fig. 3 Four skeleton behavioral classifications

BRNN and combining these results. The coordinates obtained during the data collec-
tion process are grouped into the torso, left arm, right arm, left leg, and right leg.
These data are used as the input value and BRNN is performed for each. BRNN is
then performed in combination with the torso and the remaining joints, and finally
BRNN-LSTM is performed in its entirety. The results are then classified into four
behaviors using Softmax.

The first mixed layer consists of five BRNNs. To model adjacent body parts, the
torso group is combined with the other four to obtain four new groups from the
convergence layer. The four groups created are composed of four BRNNs, as is the
first blending layer. The left arm and right arm groups are combined to model the
upper body, while the left foot and right foot groups are combined to model the lower
body. Finally, the two groups obtained from the previous layer are composed of two
BRNNs and reassembled to represent the entire body. Time series representations
throughout the body consist of BRNNs, which are different from previous layers.
Once the final feature of the skeleton model is obtained, the fully connected layer
and the Softmax layer are performed to classify the behavior appropriately [6].

3.3 Purchase Predictive Learning

Purchase prediction executes the supervised learning process by setting the
consumers purchase history as a result value with GRU used for purchase fore-
casting. Recent comparisons with LSTM, which is widely used as a circular neural
network, have shown higher accuracy as the amount of data increases. The result of
the behavior classification learning is used as the input value of the GRU and the
result is 1 if the purchaser purchased it and 0 if the purchaser did not purchase it [7].
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4 Conclusion

Although Amazon Go has an innovative unmanned store model, the Korean retail
industry is focused on reducing costs through unmanned payment technologies.
Related technology development is also focused on building payment systems and
security technologies rather than data collection. In order for future similar stores
to emerge in Korea, it is necessary to analyze past purchasing patterns of individual
consumers and collect high quality data.

This study proposes a model that predicts consumer purchases using Kinect and
existing purchase records. We have shown that it is possible to obtain good quality
data at relatively low cost in predicting the purchase pattern of consumers. Future
work will establish how this research can support unattended stores emerging in
Korea that lack data collection technology.
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Intelligent Digital Signage Using Deep
Learning Based Recommendation
System in Edge Environment

Kihoon Lee and Nammee Moon

Abstract This paper proposes a highly intelligent digital signage system based on
the IoT (Internet of Things) edge equipped with a learned advertisement recommen-
dation model. The proposed system consists of a server and an edge. The server
manages the data, learns the advertisement recommendation model, and the edge
determines the advertisement to be promoted in real time using the learned advertise-
ment recommendation model. The ad recommendation model consists of a selection
of products and a prediction of their purchasing probabilities. In the screening phase,
the user-based information and product metadata vectored into DNN are entered to
derive the product that is worth purchasing. We use a soft max function to predict the
purchase probability of selected goods. Finally, the most suitable advertisement is
selected by using the predicted purchase probability of the community. The proposed
system does not communicate with the server. Therefore, decides the advertisement
with the learned model on the edge. This also applies to digital signage that requires
immediate response to many users.

Keywords Edge computing · Digital signage · Deep learning · Recommended
system

1 Introduction

Digital signage provides various forms of services to various displays or billboards
using digital technology for advertising in public and commercial spaces. Digital
signage works by serving various media contents to various indoor and outdoor
displays.With the continued development of IoT technology and ICT, digital signage
has evolved with various technologies in the fourth industry [1]. In addition, in
outdoor advertising, which simply leads to information transmission, it is possible
to interact with consumers by using given real-time information. The value has been
increasing for a service that is friendlier and more interactive with consumers [2].
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In ISE 2018, Samsung introduced “Target Ad Signage Solutions,” which can be
used in advertising. Using the display along with the camera, basic information
such as the sex and age of individuals within the advertisement range are identified
using artificial intelligence to display the customized advertisement. The display
conveys one-sided information of a person and also provides a customized view so
that the user can see the related content that the user wants to view. The core of
such intelligent digital signage is artificial intelligence technology. An area of AI,
consumer behavior prediction technology based on machine learning, is becoming
more sophisticated, and large amount of data produced daily is used as a basis for
predicting consumer behavior. The key of extracting meaningful information from
the data is the artificial neural network. The accuracy of the learning result depends
on the type of layer constituting the artificial neural network and the learning data
[3]. It has been shown that the accumulation of massive amounts of data and the
development of rapid semiconductor technology, which is called the Big Data Age,
can considerably improve the accuracy of artificial neural networks [4, 5].

Previously, artificial intelligence was commonly used to transfer all data to the
data center or the cloud [6]. However, recently, edge computing is moving to change
artificial intelligence to the edge [6]. Edge computing does not process data centrally
but processes data directly at the edge where the data is generated. This allows the
user to analyze and utilize the data in real time by reducing the traveling time of
the data to the cloud [7]. The most active field of edge computing is autonomous
vehicles. The autonomous vehicle produces about 4 TB of data per hour from various
sensors. Autonomous vehicles are required to analyze and process data continuously
generated during driving in real time, which is directly related to passenger safety
[8]. For this, we analyze and judge data in real time using artificial intelligence in
vehicles with sensors, that is, the edge, and deal with the various situations. Edge
computing has the advantage of minimizing the delay time by quickly analyzing and
determining data in the module where the data is directly generated [9, 10].

In this paper, we propose an intelligent digital signage system that selects themost
suitable advertisement for the user’s community in the current situation through an
artificial intelligence model in the edge environment. We estimated the purchasing
probability of each user by using the soft max multiple classification function. The
score for each product is derived using the derived purchase probability. The user’s
past purchasing history, current weather, and user-customized product list are derived
based on the score. The final advertisement list is selected by considering the product
list of all users within the advertisement range. We propose an intelligent digital
signage system in an unmanned shop by applying this edge-based system to the
digital signage that must interact with the user in real time.
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2 System Overview

This system proposes an intelligent digital signage system using edge computing in
the IoT environment. The proposed intelligent digital signage system is shown in
Fig. 1 is divided into a server and an edge.

The server has a Product DB that stores information on items displayed such as
price, product type, and product location. Moreover, it has a data center that stores

Fig. 1 System overview
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the user’s purchase history and user information. In addition, we use the data in the
data center to learn product metadata and users’ purchasing history to develop an ad
recommendation model.

In the edge, raw data obtained from the application and various sensors in real time
is used as the input values for the server and recommendedmodel in the preprocessing
process. In addition, by using the user information and weather data as the input
values, the advertisement recommendation model derives the recommendation list
for each user. The final advertisement item is selected considering the purchase
probability list of all users in the advertisement range.

Finally, the advertisement for the recommended article is used to reproduce the
advertisement to the user through the in-store display. After playback, it grasps the
user’s behavior pattern, such as purchases, and uses it to strengthen the model.

2.1 Product Cadidate Generation

The ad recommendationmodel consists of a two-level in-depth neural networkmodel
like Fig. 2. The reasons for making the recommendation are as follows. First, limited
information is used to first narrow the data that must be analyzed by the network.
This is done to use more information on the second network within the narrowed data
range to accurately recommend a product that the user wants to view. The ad recom-
mendationmodel consists of a product candidate generationmodel stage that predicts
the goods to be purchased and a DNN-based recommendation model that predicts
the purchase probability of the candidate’s products. Second, the product candidate
group generation model embeds the basic information along with the product infor-
mation of the customer and inputs it into the DNN. By using this information, the
model extracts the product to be purchased by the customer among other products.
In the Product Candidate Generation phase, we use the Softmax function to predict
the purchase probability of a product for each user.

Fig. 2 Advertisement recommendation model
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Fig. 3 Softmax function

Figure 3 shows the process of vectorizing various data such as gender, age, occu-
pation, and income of the user through the embedding process. It also plays a role of
updating weights and biases until the minimum error value is obtained by using the
error between the predicted purchase probability and the real purchase probability.

And to forecast the user’s purchase probability of the selected recommendation
item as shown in the equation below.

Pi = ez j
∑k

j=1e
z j

f or i = 1, 2, . . . k. (1)

In the k-dimensional vector, z j is the i-th element, and Pi is the purchase
probability for the ith product.

Figure 4 is a product preference score matrix for all users within the advertising
scope. Based on the above user-to-product purchase probability matrix, the product
to be advertised is selected by choosing the product with the highest preference score
when it is advertised to people within the signage advertisement range.

3 Conclusion

This paper proposes a highly intelligent digital signage system based on the IOT
edge equippedwith the learned advertisement recommendationmodel. The proposed
system consists of a server and an edge. The server managed the data, learned the
advertisement recommendation model, and Edge could determine the advertisement
to be advertised in real timeusing the proposedmodel. The ad recommendationmodel
consists of two steps: selecting products and predicting the purchase probability. In
the selection step, the product that can be purchased is derived by inputting vectorized
user basic information and product metadata in the DNN. Furthermore, the soft
max function was used to predict the purchase probability of the selected products.
Finally, the most suitable advertisement was selected using the predicted purchasing
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Fig. 4 Preference matrix

probability of the community. The proposed system does not communicate with the
server and decides what to advertise by using the learned model on the edge. This
is suitable for digital signage requiring immediate response to many users. In this
study, we applied the intelligent digital signage to the uninhabited store to measure
the purchase frequency of the advertisement and showed the validity of this system.
In future studies, we will strengthen the model by studying the method of learning
the model used and judging whether the user will purchase the product.
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Performance Analysis of Single-Pulse
Modulation in Factory Environment
Based on LiFi Standard

Ho Kyung Yu and Jeong Gon Kim

Abstract Internet of Things (IoT) technology is also widely used in industry.
However, in recent years, various products tend to be mass-produced in a short
period of time. Therefore, it is necessary to frequently change the location of the
machine in the factory. In this situation, it is effective to communicate with wireless
Light Fidelity (LiFi) instead of wired communication. In this paper, we compare
the bit error rate (BER) and throughput by using Channel Impulse Response (CIR)
betweenLight EmittingDiode (LED) andPhotoDiode (PD) in the IndustrialWireless
environments using On-Off Keying (OOK), 4-Pulse Amplitude Modulation (PAM),
and 8-PAM in single carrier model. we use the frontend model filter for realistic
implementation.

Keywords LiFi · VLC · Single carrier modulation

1 Introduction

With the development of Internet Of Things (IoT) technology, IoT technology is
used in various fields such as life, commerce, and industry. In the recent industrial
field, the period of the trend is shortened, and a product is produced in a short period
of time in a large amount. And after the trend of the product, it became an industrial
environment to produce other products. This environment is an optimal condition
for using IoT technology.

In the conventional industrial sector, after the machine was installed, the product
was produced bymoving the product through the conveyor belt. Andwhen the factory
had to produce another product, it had to reposition the machine. In an environment
where these machines are fixed and connected by wire, it takes a lot of money and
time to install a new wired network while changing the position of the machine.
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Thus, connecting the machines wirelessly can save these costs and allow flexible
placement of machines to produce various products

In wireless communication, there are existing Radio Frequency (RF) communica-
tion and a new standard Light-Fidelity (LiFi) communication method. An industrial
environment is an environment in which many machines communicate in a narrow
space. When RF communication is used in this environment, severe interference
occurs. And to reduce this interference, we need to build a radio map. Therefore,
when the location of the machine is changed, the maintenance cost is newly incurred
because the Access Point (AP) must be installed by constructing the radio map again.

However, using LiFi solves this problem. LiFi is a technology that uses a light-
emitting diode (LED) and a photo diode (PD) to communicate using high frequencies
in the visible light band. LiFi can communicate over a wide spectral range using
visible light bands from 430 THz to 790 THz. Therefore, even if many machines
communicate, they are not interfered. In addition, since the industrial environment
is performed indoors, interference from external light is blocked. As a result, the
reliability of communication is enhanced, and the internal light does not go outside,
thereby enhancing security. This advantage makes effective use of IoT devices in
industrial environments using LiFi [1].

IoT devices require the use of various modulation methods depending on two
situations. The first is a situation in which a low reliability is required but a high-
speed communication is required, and a second is a situation in which a reliable
communication is required even if the speed is low. This communication speed and
reliability should be adjusted according to the environment. Themodulation schemes
largely include single-carrier modulation and multi-carrier modulation.

Single carrier modulation requires high reliability even at low speeds. On-off
keying (OOK), Pulse Amplitude Modulation (PAM), and Pulse Position Modu-
lation (PPM) methods are available. Multicarrier modulation is relatively unreli-
able but is used when high-speed communication is required. Direct current-biased
Optical Orthogonal Frequency DivisionMultiplexing (DCO-OFDM) and Asymmet-
rically Clipped Optical Orthogonal Frequency DivisionMultiplexing (ACO-OFDM)
have. And the modulation method based on LiFi using visible light is Color Shift
Keying (CSK) [2]. Reliable communication is more effective in industrial wireless
environments. Therefore, single carrier modulation is used in this paper.

In this paper, the simulation is performed using the Channel Impulse Response
(CIR) value in the industrial radio environment provided by the IEEE 802.11 TGbb.
Using the frontendmodel filter, realistic simulation is implemented by further consid-
ering losses in LED and PD. The Frontend Model Filter implements drivers attached
to theLEDs andPDs that serve as Tx andRx, respectively.As themodulationmethod,
we compare the change of BER and throughput according to each Eb/No usingOOK,
4-PAM and 8-PAM of Single Carrier Modulation. And it discusses how to use the
LiFi effectively in the Industrial wireless environment.

In this paper, we describe the system model in Chap. 2 and proceed to Single
Carrier Modulation Simulation in Chap. 3. The results and analysis will be presented
in Sect. 4 while a conclusion will be given in Sect. 5.
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(a) (b)

Fig. 1 a Location of LED in industrial wireless b location of PD in industrial wireless

2 System Model

In this paper, we use the simulation environment provided by IEEE TGbb to realis-
tically realize the Industrial Wireless environment using VLC. Figure 1 shows two
robots in one cell in the IndustrialWireless environment. The wall and floor are made
of Concrete and the ceiling is made of aluminummetal. The size of the roomwith the
machine is 8.03 m × 9.45 m × 6.8 m. The height of the robot is 2.7 m and the height
of Plexiglas boundary is 2.5 m. Figure 1a and b shows the position of transmitter and
receiver, respectively. The transmitter is placed in the shape of a cube, with the LEDs
on each side. Six LEDs are composed of S1—S6. The half viewing angle and power
per each luminaire are 60° and 1 cm2. In this paper, we use 6 LEDs to communicate.
The receiver is attached to a simple wall 2.5 m high. The total number of receivers
is 8, and each name is D1—D8. In this paper, we use D7 receiver. The FOV and the
area of the detector are 60° and 1 cm2.

3 Single Carrier Modulation Simulation

In this paper, realistic VLC simulation using pulse modulation in Industrial Wireless
environment was conducted through MATLAB. The pulse modulation process is
shownas a blockdiagramas shown inFig. 2. First, a randombit sequence is generated,
and mapping is performed using the OOK scheme, the 4-PAM scheme, and the 8-
PAM scheme. The OOK method is divided into 2 steps, 4-PAM is divided into 7
steps, and 8-PAM is divided into 15 steps. It then passes through the Tx Frontend
Model Filter.

The optical frontend for LC imposes impairments, which have a non-negligible
impact on the performance, on the signal. Hence, these effects must be modeled
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Fig. 2 Single carrier modulation block diagram

in addition to the propagation channel. The optical frontend model uses a highpass
filter and a lowpass filter to create a filter model with MATLAB. The TX fron-
tend comprises a driver electronics and a LED or laser diode. And the RX frontend
comprises a photo diode and a bootstrap transimpedance amplified (TIA) [3].

After passing through the Tx Frontend model filter, the signal passes through the
CIR provided by TGbb according to the simulation environment, and the equation
of CIR is as follows.

h(t) =
Nr∑

i=1

Piδ(t − τi ) (1)

h (t) is the CIR value between the LED and the PD. Where Pi is the optical power of
the i-th ray, τi is the propagation time of the i- th ray, δ(t) is the Dirac delta function
and Nr is the number of rays received at the detector [4].

y(t) = h(t) ⊗ x(t) + n(t) (2)

Equation (2) is an equation to generate the output signal by convolving the original
signal using CIR and then outputting the result. y(t) is the output signal and x (t) is
the original signal. And n(t) is AWGN and Noise Floor.

The signal passed through the CIR recovers the signal through the Rx frontend
model filter. The recovered signal is demapped to determine the bit. The decoded
signal is converted into a serial signal and compared with the original bit to calculate
the BER value and throughput.
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4 Results

In this paper, we have performed in the Industrial Wireless environment. The loca-
tions of Tx and Rx are fixed, and the main simulation parameters are summarized in
Table 1.

Figure 3 shows the results of the simulation in the industrial wireless environment,
in which data is transmitted using all six LEDs and received at D7. In the simulation,
6 LEDs each using 1Wwere used. As a result, it was confirmed that the Eb/No value
corresponding to the BER value of 10−5 was 91.1 dB for OOK, 99.3 dB for 4-PAM,
and 102.3 dB for 8-PAM.

As a result of simulations, Eb/No, which is a BER of 10−5 required by data
communication, was the lowest in OOKmethod and 8-PAMwas the highest. This is
because in the indoor LiFi communication simulation environment where the CIR
value is low, the OOK method in which the power level of the signal is divided into

Table 1 Simulation
parameter

Parameter Value

Number of bits 1,000,000

Number of repeated counts 100

Bit time duration 100 ns

Bandwidth 10 MHz

Noise floor −70dBm

Environment Industrial Wireless

Point of Tx All LEDs (S1–S6)

Point of Rx D7

Optical CIRs Overall—D7

(a) (b)

Fig. 3 a BER simulation results in industrial wireless b throughput simulation results in industrial
wireless
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two is low in the probability of occurrence of error due to the wide level interval. In
the case of 8-PAM, It is possible to confirm that an error is likely to occur due to a
large influence of noise.

The result of throughput is as follows. When OOK modulation method is used, it
is confirmed that throughput is 10Mbps at 93 dB. 4-PAM requires 99 dB of Eb/No
value to achieve throughput of 20Mbps. For 8-PAM, the throughput needs to be
102 dB for the Eb/No value to be 30Mbps. Throughput simulation results show
that the throughput of 8-PAM is steadily high because 4-PAM sends 2 bits while
OOK sends 1 bit, and 3-bit sends 8-PAM. However, when compared with the BER
simulation results, 8-PAM requires higher Eb/No than OOK in order not to generate
an error. Therefore, OOK should be used when reliable communication is required.

Through this paper, LiFi simulation in industrialwireless environment can confirm
that OOKmethod is most effective for reliable communication considering BER and
throughput.

5 Conclusion

In this paper, the simulation was performed using OOK, 4-PAM and 8-PAM pulse
modulation in a realistic indoorLiFi environment. Simulation results show thatEb/No
requiring BER value of 10−5 is influenced by LED power, number and modulation
method.Depending on themodulation scheme,Eb/No required byOOK is the lowest,
which is expected to be effective in environments requiring reliable communication
like a factory. In the future, research will be conducted to compare with multi-carrier
modulation schemes DCO-OFDM and ACO-OFDM
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Deep Learning-Based Experimentation
for Predicting Secondary Structure
of Amino Acid Sequence

Syntia Widyayuningtias Putri Listio, Ermal Elbasani, Tae-Jin Oh,
Bongjae Kim, and Jeong-Dong Kim

Abstract The growth of biological databases has been increased in the past decades
makes a protein structure prediction is one of the most important and challenging
problems in Bioinformatics. The recent growth of Neural Network that have been
shownpromising result and also became indispensable tools inBioinformatics.Using
ConvolutionalNeuralNetwork andRecurrentNeuralNetworkwithLong-Short Term
Memory to predicting the secondary structure, our experiment shows a high result
for RNN LSTMwith accuracy 88.74% and loss rate 3.64%. In addition, for the CNN
methodswith an accuracy 87.74%and loss rate 3.85%prove that the latest technology
of neural network also effective to be applied in secondary structure prediction of
the proteins.

Keywords Protein secondary structure · Convolutional neural network · Recurrent
neural network · Deep learning
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1 Introduction

The development and rapid growth of numerous biological databases that store DNA
and RNA sequence, protein sequence and other macromolecular structure data and
make Neural Networks gradually became one of the tools in Bioinformatics. One
of the popular challenges in Bioinformatics fields is to determine the structure of
protein [1]. Proteins are macromolecules and have four different levels of structure
that are primary, secondary, tertiary and quaternary. Secondary structure, refers to
local folded structure that formwithin a polypeptide due to interaction between atoms
of the backbone.

The mostly protein structure is largely determined by its primary structure that
is simply the sequence of amino acids in a polypeptide chain [2]. In advanced
studies show that accurate prediction of tertiary structures which is the overall three-
dimensional structure of polypeptidewas considered as a challenge but still with poor
performance recently. The prediction of protein secondary structure from sequence
is then considered as an intermediate problem bridging the gap between the primary
sequences and tertiary structure prediction [3]. Protein secondary structure is the local
three-dimensional (3D) organization of its peptide segments. There were two regular
secondary structure states: Helix (H) and sheet (E), and one irregular secondary
structure type: coil (C). In 1983 Sander [4] developed a secondary structure assign-
ment method DSSP (Dictionary of Secondary Structure of Protein), which classified
secondary structure into eight states (H = α-helix,E= extended strand,B= residues
in isolated β-bridge, G = 310-helix, I = π-helix, T = hydrogen bonded turn, S =
bend and C = coil, the remaining). These eight states were often reduced to three
states termed helix, sheet and coil respectively. The most widely used convention
was that G, H and I were reduced to helix (H); B and E were reduced to sheet (E),
and all other states were reduced to coil (C) [5–7].

In the challenge of predicting secondary structure of the protein there were many
different algorithm and method, mostly of them were machine learning method such
as Hidden Markov Model (HMM) [8] and support vector machines [9]. And also,
there were many machine learning algorithms that can be applied to predicting the
secondary structure of protein. This paper presented the comparison of predicting the
secondary structure of protein using two neural network methods CNN, and RNN
that has been showed a promising result to predicting protein secondary structure
based on the sequence [10] and optimized it with LSTM. The purpose of this paper
is to make modification on the hyperparameter of the network to prove that the
modification on the experiment can optimize the result of the network for a better
prediction.
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2 Experimental and Datasets

CNN and RNN LSTM chosen as the prominent methods in Bioinformatics for
predicting the secondary structure of the protein based on the sequence or primary
structure. Using primary structure as an input the network train and test the date
to make a highly accurate prediction of secondary structure of the protein. In this
experiment, using the same data as an input the data trained using both of the models
which developed in python and Keras library use similar code that available from
[11].

3 Experimental Methods

In Fig. 1 shows the CNNmodel consists of 6 parts: embedding layer that will convert
the dictionary integer input into float, three convolutional layers and also 2 dropout
layouts with rate 0.3 between the convolutional layers.

For the RNNLSTMmode that we use for the experiment consists of 3 parts which
is starting with embedding layers that have the same function to convert the input
into float and then it’s feeding the data into bidirectional layer to be trained and the
last part is Time distributed dense layer as can be seen in Fig. 2.

3.1 Datasets

The data that used in this experiment, it is available for download from [7] that
acquired from RSBC Protein Data Bank downloaded at 2018-06-06. The dataset has
been transformed to complete the requirement of the network. Which are both eight
state (Q8) and three states (Q3) structure sequence are listed. Also, all nonstandard
amino acids, which includes B, O, U, X and Z are masked with “*” character. Also,
there was an additional column to indicate whether the protein sequence contains
nonstandard amino acids. The columndescription of the datasets explained at Table 1.

Fig. 1 Proposed CNN model
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Fig. 2 Proposed RNN LSTM model

Table 1 Description of dataset for experiment

Column id Description

pdb_id The id used to locate its entry on protein data bank

chain_code When a protein consists of multiple peptides (chains), the chain code is needed
to locate particular one

seq The sequence of the peptides

sst8 The eight-state (Q8) secondary structure

sst3 The three-state (Q3) secondary structure

len The length of the peptide

has_nonstd_aa Whether the peptide contains nonstandard amino acid (B, O, U, X or Z)

3.2 Experimental Result

In this experiment, using the same data as an input it trained using both of the models
which developed in python programming language and Keras library. The proposed
our model converged with only 30 epochs and learning rate at 0.001 with maximum
length of the sequence that will be train is 40, shown in Figs. 3 and 4 is the graphic
picture of the accuracy in training and test on using CNN and RNN LSTMmethods.
In the training phase the accuracy from the RNN LSTM achieve currency 87.42%,
which was slightly higher than CNN (87.19%). Also, in the loss rate score, the
performance of RNN LSTM method (3.79%) still show a better result than CNN
method (3.87%) as can be seen in the Figs. 5 and 6.

To improve the performance of the network, modification with altering the hyper-
parameter which is the learning rate, epoch and also the maximum length of the
sequence. With increasing the epochs from 30 into 50, decrease the learning rate in
0.0005 and also increase the maximum length of the sequence from 40 into 70 so the
variability of the input data also could be increased. As can be seen from the graphs
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Fig. 3 The accuracy of CNN (epoch = 30, learning rate = 0.001)

Fig. 4 The accuracy of RNN LSTM (epoch = 30, learning rate = 0.001)

in Figs. 7 and 8. The accuracy rate from both methods increase even though the RNN
LSTM model (88.51%) still show a better result than CNN (87.74%). The similar
result also shown on the Figs. 9 and 10 that present the loss rate of the methods.

4 Discussion

Deep Learning has been used in many fields in bioinformatic since its performance
showed a promising result and one of them in the sequence predicting field. Based
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Fig. 5 The loss rate of CNN (epoch = 30, learning rate = 0.001)

Fig. 6 The loss rate of RNN LSTM (epoch = 30, learning rate = 0.001)

on the experiment result on the both CNN and RNN LSTM methods showed that
both deep learning methods achieve a good result both on the accuracy and loss rate.
Furthermore,modification of the experimentwith changes on the epoch, learning rate
and also themaximum length of the sequence the network also shows an improvement
on the accuracy rate. The growth of biological databases also could affect the result
of the training and test using neural network, that’s why this also could be a future
work to find out the optimal number of epochs, learning rate and with the latest data
to increase the performance of the deep learning methods to gain a better prediction.
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Fig. 7 The accuracy of CNN (epoch = 50, learning rate = 0.0005)

Fig. 8 The accuracy of RNN LSTM (epoch = 50, learning rate = 0.0005)

5 Conclusion

In this paper, deep learningmethods CNN and RNNLSTM applied tomake a predic-
tion of secondary structure of the amino acids based on the sequence as the input.
In this experiment with some data input RNN LSTM method showed better perfor-
mance with an average training accuracy of 88.51% and loss rate 3.64%.Meanwhile,
with small different CNN achieved training accuracy 87.74% and loss rate 3.85%.
This result we accomplish with some modification on the number of the epoch,
decrease the learning rate and increase the maximum length of the sequence. Based
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Fig. 9 The loss rate of CNN (epoch = 50, learning rate = 0.0005)

Fig. 10 The loss rate of RNN LSTM (epoch = 50, learning rate = 0.0005)

on this experiment we can see that deep learning will find a widely application in
protein prediction on bioinformatics.
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A Study on Vulnerabilities of Linux
Password and Countermeasures

Sanghun Kim and Taenam Cho

Abstract Linux is a representative operating system running on many servers and
password is the primitive authentication way. In this paper, we analyze the vulnera-
bilities of Linux password filemanagement and show that it is possible to use spoofed
attack using system administrator privileges. We also suggests countermeasures to
prevent this.

Keywords Linux · Password · Shadow file · Root privilege

1 Introduction

All computer systems use passwords as themost basic means of authenticating users.
Linux is widely used by attackers because it is an open source operating system
and widely available in various distributions. In order to protect the passwords of
many users stored on Linux servers from attackers, the passwords are stored after
encrypted using the one-way hash function. This makes it impossible for a system
administrator, including root, to know other users’ passwords. However, root has
privileges including file access rights including password related files. If the root
exploits this, he can disguise others to act maliciously and capture victims. This
paper shows that this behavior is possible and suggests preventive measures.
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Fig. 1 Access rights for passwd and shadow files

Fig. 2 Format of shadow file

2 Linux Password Management Scheme

Linux comes in many distributions, including Fedora, RedHat, CentOS, and Ubuntu.
Since the core functions of distributions are the same, this paper is aimed at Ubuntu
which is widely used.

2.1 Linux Password File Structure

Password related files are/etc./passwd and/etc./shadowfiles. The passwd file contains
all user ids, passwords, home directories, and default shells. Only root has write
permission to this file, but read access right is given to all users at risk. Therefore,
Linux removes passwords from the passwd file and stores password-related infor-
mation in the shadow file, allowing write access for this file only to root and no read
access to others (Fig. 1) [1].

The structure of the shadow file is shown in Fig. 2 [2]. Each field is separated by
a colon (:), where the second field is the information of user’s password. This field
consists of three sub-fields separated by $. To prevent even root from getting user’s
password, one-way hash functions is applied to the password. The first sub-field is
the hash function id used and the third sub-field is the hashed password. The second
sub-field is a random number called “salt” generated by the system to prevent the
dictionary attack. The password is concatenated with the salt before it is hashed. That
is, stored_password = hash_function (user’s password || salt).

2.2 Scheme of Password Management

All users can change their own password using via passwd command [3]. But it
requires users their current password. root has a privilege for userswho have forgotten
their password. However, since no one knows the hashed password, root can just



A Study on Vulnerabilities of Linux Password … 63

set the password with a new value using passwd command. If root changes the
password without a user’s consent to impersonate the user, the user recognizes it
when he tried to login. root has almost all privileges because it must cope with
system malfunction or user’s mistake. By default, in order to protect a root account
with powerful privileges, Ubuntu forbids root from remote login. However, any user
who knows the root password can execute commands that require root privileges
through the “sudo” command. In this paper, the user who knows the root password
is referred to as root.

3 Impersonation Attack

3.1 Observation

As shown in Fig. 1, root has read and write access to the shadow file. So root can not
only access the shadow file via passwd, but he can also copy, delete, overwrite the
shadow file and modify it with an editor like vi. A hash function always produces
the same value for the same input. Because of this property, system can authenticate
a user by hashing the password entered by the user with the salt stored in the shadow
file and comparing the result with the value of the shadow file.

3.2 Attack Scenario

The scenario was run on an “ITLinux” system on which Ubuntu-18.04 was installed
with kernel-image-5.2.1, and the user id as root is “master”.

(1) master selects a target user “victim”.
(2) master copies the shadow file or copies the victim’s password field from the

shadow file (Fig. 3).
(3) master sets the password of victim to a newpasswordusing the passwdcommand

(Fig. 4). In our experiments, the old password was “victim” and the new one
was “not”.

(4) master logs in as the victim using the new password and perform the malicious
task as he wants (Fig. 5).

(5) master logs in with his id and restores the shadow file with the copied file or
modifies the shadow file with the copied previous password field of the victim
(Fig. 6).

Fig. 3 Backup of the original shadow file
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Fig. 4 Reset of victim’s password

Fig. 5 Impersonated behavior

Fig. 6 Restore of shadow file

3.3 Results of Experiments

After master restores the shadow file, we confirm that the user victim can log in with
the previous password, “victim”. (Figure 7).

Fig. 7 Login using victim’s original password
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4 Countermeasures

4.1 Key Ideas

The above scenario is possible due to the vulnerability that root can modify the
/etc./shadow file with not only passwd but also other commands. To compensate for
this vulnerability, we modified the kernel so that even the root cannot modify the
/etc./shadow file in any way except by passwd command.

4.2 Requirements

The modified kernel should support the following:

(1) No one including root can modify shadow file with editors such as vi.
(2) No one including root can overwrite shadow file with other files.
(3) No one including root can access illegally with any relative path name.
(4) Any other file access control remains as it is.

4.3 Implementation

We modified Kernel-image-5.2.1 in Ubuntu-18.04 to meet the requirements, ported
it to the server named “test”, and then tested whether the requirements were met.
Whenever commands to access files are executed, do_sys_open() in openat() is called.
Access is controlled using information about the file to be accessed as shown in Fig. 8.
The functions modified or added are shown in Table 1.

4.4 Result of Experiments

We tested whether the modified system meets the requirements. The administrator
id for the root role in our experiment is “newmaster”.

(1) Modifing shadow files with a editor

It failed when root attempt to save the shadow file with vi editor (Fig. 9).

(2) Replace with shadow_backup (the copied shadow file) /etc./shadow

Attempting to overwrite the backed up shadow file (shadow_backup) to
/etc./shadow failed (Fig. 10). When he tried it with relative path, it also failed.

(3) Changing password using passwd command
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Fig. 8 Flowchart of modified do_sys_open() code

Table 1 Related System
Functions

Name Function

openat() Accept user’s file related command

do_sys_open() Check target file name and access mode

real_path() Extract Absolute path

get_cwd() Extract current working directory

Fig. 9 Fail of modification using vi

Fig. 10 Fail of overwriting using mv

Changing the password of the victim using the passwd command by root or victim
worked fine. (Figure 11).
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Fig. 11 Renew password
using passwd

5 Conclusions and Future Works

In this paper, we show that it is possible to exploit the privilege granted to root
to manage Linux system and change a user’s password and disguise it as the user.
Also, to prevent this, we modified file related system functions in Linux kernel to
prevent root from abnormal access for the shadow file. In the future, we will study
for vulnerabilities using other commands or ways to access shadow file such as
chpasswd and symbolic /hard links. We will also study how to use logs related to
root’s abnormal behavior for the shadow file.
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Analysis of Learning Model
for Improvement of Software Education
in Korea

Ji-Hoon Seo and Kil-Hong Joo

Abstract The importance of domestic software education is emphasized and the
implementation of mandatory education is gradually spreading. Therefore, in this
paper, the overall current state of software education inSouthKorea andfive examples
of teaching-learning methods that are currently applied were analyzed and problems
in the teaching-learning methods were presented. Unstructured data were collected
mainly from domestic software education relatedweb sites to extract elements neces-
sary in software education thought by teachers and learners, and based on the result,
improvement points of five learning models that are currently used in South Korea
were derived.

Keywords Software education · Data analysis · Computational thinking · Big data

1 Introduction

Civilization and science are advancing exponentially thanks to the creative efforts
of mankind. Consequently, humans are looking forward to the age of the fourth
industrial revolution beyond the third wave of Alvin Toffler. The Fourth Industrial
Revolution is a software revolution that can be the beginning of a hyper-connected
society based on IT, and accordingly, a new future society is anticipated. Predicting
such changes in the environment, new educational model crazes are breaking out in
educational circles all over the world. Thus far, domestic and foreign education has
been using cramming education, which is gathering many students into each class-
room and inducing learning, focusing on finding employment, from the 19th century
in North America and Europe [1]. The cramming education and environment as such
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had been applied as they are even in the 21st century until they began to be changed
little by little only very recently. Currently, in South Korea, rather than cramming
education, creative education intended to derive learners’ creative ideas and improve
problem solving abilities is being implemented, and the national education system
is also being changed based on the introduction of the free semester system intended
to encourage learners’ aptitudes and originality, and communication and coopera-
tion centered convergence talent cultivation [2]. In addition, the education that is
becoming a big issue along with the fourth industrial revolution is SW education.
Thanks to the opinions that SW education is essential to be prepared for the future
and that SW education should be implemented early centered on many leaders and
influential entrepreneurs in theworld, SWeducation is actively implemented in South
Korea. However, the introduction of SW education into South Korea exhibits many
problems despite that SW education is indispensable in future. In this paper, such
problems were sought and a Korean style SW education class model suitable for
South Korea will be presented centering on statistical cases of big data.

2 Related Works

2.1 Current State of Global Software Education

In the future information society, software-related capabilities will be regarded as
very important due to diverse occupations and changes in jobs. Accordingly, various
countries have been preparing diverse educational systems and environments to
cultivate software-related capabilities [3] (Table 1).

The UK has been implementing a national curriculum that includes computing
education as a required course in elementary and secondary schools since September
2014 and the United States has also announced a plan to carry forward computer
science educationpolicies for all elementary andmiddle school students fromJanuary
2016.Major countries are actively introducing software education, computer science,
or computing including algorithms and programming into curricula as a required

Table 1 Current states of software education by country

Year Implementing country Current states of SW education

2014 England Operates the subject “Computing” as a required subjects for
students aged 5–16 years

2015 Estonia All elementary schools conduct computing education

2016 Finland Added ‘ICT’ to elementary, middle, and high school to educate
on the principle of algorithm and coding

2016 United states Determined to conduct AP course, the subject “computational
thinking”
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subject. Therefore, it can be predicted that software education will become an
important measure for national competitiveness in the future [4].

2.2 Current State of Software Education in Korea

In response to the rapidly changing trends of global education, the South Korean
government held a software-oriented society realizing strategy briefing session
centering on four departments in July 2014 to begin discussion on software educa-
tion in earnest through the announcement of plans to strengthen elementary/middle
school SW education by the Ministry of Education. Thereafter, the South Korean
government announced the “Plan to Carry Forward Talent Cultivation for Software-
Oriented Society” in July 2015. In order to prepare a foundation according to the
plan, on-the-job education was conducted for 60,000 elementary school teachers
accounting for 30% of all elementary school teachers by 2018. Intensive training
was carried out for 6,000 teachers among them. Intensive training was promoted
for the entire 1,800 middle school ‘information’ subject teachers and teachers who
had ‘information computer’ licenses. From 2018, software education was applied to
elementary/middle/high school curricula in stages. The primary goal of the foregoing
is to cultivate ‘futuristic creative talents’ equippedwith problem-solving abilitieswho
can implement their creative ideas with software by 2020 through software education
for elementary/middle school students in South Korea [5].

2.3 Connectivity of Domestic Software Education

In South Korea, after the revision of curricula in 2015, all elementary school students
andmiddle school students commonly became to be able to complete software educa-
tion and after entering high school, the students were allowed to complete enrichment
learning connected to careers (Table 2).

The software education presented in elementary school is organized in the prac-
tical course [6]. The subject consists of play centered activities intended to enhance
learners’ understanding and provide fun and was made to enable students to easily
and interestingly learn problem-solving methods centering on experience through
the Educational Programming Language (EPL).

3 Proposed Method

Although the terms that refer to software education vary slightly from country to
country, they are generally used together with terms such as computing education,
computer science education, algorithm education, programming education, coding
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Table 2 Connectivity of domestic software education

(Goal) to creatively and efficiently solve diverse problems in daily lives and other 

subjects based on the basic concept, principle, and technologies of computer science

Elementary School Middle Education High School

Practical Course Information
Elective Subject Specialized Subject

Information Information Science

Common Curriculum Elective Curriculum

Learn interestingly through plays and 

experience, learn basic concepts and 

principles through educational tools

Learn in connection with careers through 

deepened contents, and cultivate the 

ability to efficiently solve problems of 

other subjects

Information and culture refinement

Computational thinking Cooperative problem-solving ability

Table 3 Domestic software education learning intended to enhance computational thinking

Class model Learning type

Demonstration centered model (DMM) Demonstration-modeling-making

construction centered model (UMC) Use-modify-recreate

Development centered model (DDD) Discovery-design-development

Design centered model (NDIS) Needs-design-implementation-share

CT element centered model (DPAAP) Deconstruction-pattern
recognition-abstraction-algorithm-programming

education, and information science education. This paper will present such problems
and improve the models to present customized learning models suitable for Korean
style software education (Table 3).

The five types of learningmodels are oriented toward domestic software education
and composed to fir diverse environments.However, according to cases of application
of these models, whereas there are cases where learning types were successfully
improved, there are some other cases where these models were not suitable for
Korean style software education. This paper will present such problems and improve
the models to present customized learning models suitable for Korean style software
education.

3.1 Analysis of the D-D-M Demonstration Centered Model

The demonstration centered model is a direct teaching model technique, which is
a teacher-centered learning method that explains new technologies and concepts to
large groups of learners in the stages of task assignment, responsibility assignment,
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imitation, practice, and completion and assigns training according to the instruction
of the teacher. Learning methods as such are useful when teaching EPL(education
programming language) such as scratch and entry for the first time. This learning
method is efficient for learning the functions of the educational software, but it
just improve program execution speed and proficiency and not suitable for inducing
problem solving methods and creativity. Since software education is not to learn how
to use programs that have been alreadymade but to learn the thinking process to solve
problems creatively using the basic concepts and principles of computer science and
develops the capability to solve problems based on computational thinking, education
using this learning method is highly likely to become cramming education.

3.2 Analysis of the Reconstruction Centered Model

The reconstruction centered model is a method in which the learners first carry out
an experience learning play and reconstruct the play into their programs while under-
going stages to modify and revise the play. This is a program in which the teacher
intentionally modifies existing modules and algorithms and presents the outcomes
to learners so that learners will reconstruct existing learning activities. Although this
learning method can give curiosity and interest to students, the diversity of learning
plays is important to graft it onto software education. However, it is not easy to
connect plays under diverse themes to software education thereby grafting them
onto software education.

3.3 Analysis of the Development Centered Model

The development centered model is a model for understanding of entire process
of software development in terms of software engineering. The learning type was
constructed based on the overall research process and design process for the programs
that individual learners want to develop. This model is divided into three stages
of research, design, and development. It induces research into algorithms through
diverse unplugged activities for subjects that trigger interest to learners and carries
out design based on resultant stakeholders’ requirements thereby conducting coding
education. Although this learning method is affective for getting jobs in South Korea
and cultivating development talents, it is difficult to learn the stages to research into
IoT technology to be prepared for the fourth industrial revolution and other physical
computing, decompose algorithms, recognize patterns, and conduct abstraction.
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3.4 Design-Centered Model

This learning method is a class model in which students experience and participate
in the entire processes ranging from selecting a topic with a critical mind to survey,
data collection, study, presentation, and evaluation based on the project class model.
Teachers present only advices or simple feedback on diverse problems faced by
students, and play only the role of helpers to help the learners derive meaningful
results by themselves. This model can enhance the creativity of learners and it is
a learning method widely used at universities both at home and abroad based on
requirements analysis, creative design, development tool centered implementation,
and sharing. This model, however, is useful for application to learners skilled in
coding education to some extent and give interest to initial learners but does not
provide a personal customized solution.

3.5 CT-Centered Model

The CT-centered model is implemented through the stages of decomposition, pattern
recognition, abstraction, algorithm, and programming. This model presents cases
for problem situations centering on the problem—solving learning method, identify
resultant goals, and sets hypotheses to clearly identify problems thereby presenting
solutions. The solutions are based on the process to explore problems, problem
solving activities, and methods to understand the principles to learn the strategies.
Since this method is based on the premise of KS3 and the four-stage module strategy
presented by Google, clear components by stage according to CT are not defined in
South Korea and learningmethods that decompose the four-stage strategy to increase
stages are also presented. Therefore, to graft this method onto Korean style software
education, transparent clear stages should be set.

4 Analysis and Improvement Plan

In this paper, centering on the five types of learning models for software education
being utilized as such, improvement plans will be presented through analysis of
learner questionnaire data collected from the web. The following analysis figure
showswordswith features of software education extracted by collecting unstructured
data for one year from the time point at which software education becamemandatory
centering on the web sites related to domestic software education and classifying
learner data and teacher data using the clustering technique (Fig. 1).

From among certain words, sentiment based words were collected in order of
frequencies beginning from those with the highest frequency in order to analyze the
importance of software education thought by learners and that thought by teachers,



Analysis of Learning Model for Improvement of Software … 75

Fig. 1 Element necessary in software education thought by learners

which are necessary in this paper. Accordingly, the words thought to be the most
important by teachers and learners were derived through analysis centering on the
words, interest, the importance of coding, the importance of problem solving and
teamwork among the most important elements in software education.

The first item is the elements necessary in software education thought by learners.
The learners selected fun and interest as the elements thought to be themost important
and presented coding learning method, problem solving ability, and teamwork as the
next important elements. This indicates that rather than the importance of problem
solving ability to carry out programming, learners first preferred leading effective
learning through interest-oriented learning (Fig. 2).

The second analysis figure shows the analysis of the elements necessary in soft-
ware education thought by teachers on the contrary. According to the results of the
analysis, teachers greatly emphasized the problem-solving ability pursued by the
advanced education, and presented coding ability, interest, and teamwork as next
important elements. As shown in these results, different opinions appeared from
the viewpoint of learners who receive software education and from the viewpoint of
teachers who teach. Therefore, it can be recognized that the educational philosophies
pursued by learners and teachers are different from each other in terms of education.

Through these results, in can be seen that to improve the five types of class models
in SouthKorea, an effectivemethod is first presenting curricula centering on learners’
position. Although the problem solving ability thought to be important by teachers
cannot be excluded because it is also important, the decomposition and abstrac-
tion model is still too difficult for young elementary school students to implement.
Therefore, as the first improvement, reconstruction centered models should be first
implemented by young learners in elementary education; provided that the learners
should be led to encounter EPL in the demonstration centered model to construct
demonstration learning methods based on convergence type plays. In addition, in the
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Fig. 2 Element necessary in software education thought by teachers

case of middle and high school students, excellent developers should be cultivated
through curricula that actually emphasize teamwork and problem solving based on
the stream of domestic IT. Therefore, the CT—centered model should be deepened
to construct models than enable learning; provided that, the project technique of the
design centered model should be fused with the forgoing model to construct personal
customized curricula to be prepared for the future rather than interest for efficiency.

5 Conclusion

In this study, problems in Korean style software education were identified centering
on five types of learning models, and education based unstructured were collected
from the web to classify, compare, and analyze the important elements in soft-
ware education thought by learners and teachers. Although the educational curricula
pursued by learners and those pursued by teachers were derived differently in the
results, if the five types of learning models are fused together centering the opinions
as such considering learning ages, more effective Korean style software education
methodologies can be obtained.
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Implementation and Experiment of Join
Optimization Algorithm for Inverted
Index in an RDBMS

Yoonmi Shin, Odsuren Temuujin, Minhyuk Jeon, Jinhyun Ahn,
and Dong-Hyuk Im

Abstract In a relational database management system (RDBMS), when a user
searches for a keyword included in a document, a keyword search is attempted using
various join methods. When a keyword search is performed using a merge join in
an RDBMS that stores a large number of documents, the retrieval time for the query
is increased due to unnecessary comparison operations. In this study, we propose
a keyword search using a Skip Merge Join that minimizes unnecessary compar-
ison operations when a keyword search is performed using a row direction relational
inverse index table.We confirmed the results of improving the keyword search perfor-
mance by implementing the Skip Merge Join algorithm using the relational database
PostgreSQL and verifying it through experiments.

Keywords Keyword search · Join processing · Inverted index · Documents ·
Aggregates · Relational database · SQL

1 Introduction

The demand for big data processing is increasing rapidly due to the increase in
data utilization. Therefore, text search support for big data is a major issue in rela-
tional database management systems (RDBMSs). Recently, a special Information
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retrieval (IR) engine has been integrated into the RDBMSs to optimize query execu-
tion and storage for text retrieval [1]. Text search for big data mainly uses complex
query combinations andmultiple searcheswithin a relational database. Because these
queries can take a considerable amount of time, the search system uses the index to
increase its effectiveness.Commonly used index-basedwide-range keyword searches
use merge join to produce valid results in most cases. However, when using a merge
join in the index, unnecessary comparison operations increase the retrieval time of
the query.

ZigZag merge join [2] have been studied to reduce the search time of traditional
merge joins in RDBMSs. The ZigZagmerge joinminimizes unnecessary comparison
operations using a Gallop search [3] and shortens the search time. However, when
a keyword search is performed using a Gallop search in a ZigZag merge join, if the
comparison value is overpassed, the cursor is moved to find the comparison value
using a binary search.

In this study, we propose an efficient keyword searchmethod that can be applied to
large document sets stored in database to solve these unnecessary cursor movements.
By using the aggregate functions of the database, we can skip the correct number
of rows and minimize unnecessary cursor movement. Therefore, it is shown that the
merge join using exact skipping not only shortens the retrieval time but also reduces
the number of cursor movements.

2 Related Work

Keyword searches in databases have been regularly studied [4–8]. BANKS [4] is a
system for performing keyword-based retrieval in relational databases. The study in
[4] proposed a heuristic algorithm for locating and ranking query results and was
designed to avoid unnecessary tuple tree creation, while improving space complexity.
The result of a query consists of a root tree that links the tuplesmatching the individual
keywords in the query. The study in [5] proposed that compute all the interconnected
tuple structures for a given keyword query using SQL. There are two steps. The
reduction step remove the tuples that do not participate in any results using SQL. And
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the join step handles relational algebraic representation using SQL on the reduced
relation. The study results showed that efficiency was improved by the new tuple
reduction approach, effectively eliminating unnecessary tuples in relationships and
reducing the relationship to handle the final result.

3 Skip Merge Join

In this study, we propose two queries divided into conjunctive and phrase queries.

Algorithm 1. Skip Merge Join algorithm for conjunctive query
Begin

Set cousor1 at beginning of row1
Set cousor2 at beginning of row2
While row1 is not null and row2 is not null loop

If row1.docid = row2.docid then
Return row2
Move cousor1 to the next row of row1
Move cousor2 to the next row of row2

Elsif row1.docid < row2.docid then
countTemp = SkipRow (row1.term,row1.docid,row2.docid)
Move cursor1 by the countTemp of row 1

Else 
countTemp = SkipRow (row2.term,row2.docid,row1.docid)
Move cursor2 by the countTemp of row 2

End if
End loop

End

A conjunctive query is a query that finds a document containing n searched
keywords. For example, if a user were to search for the two keywords “apple” and
“fruit,” the query will find a document containing the two keywords. SkipMerge Join
algorithms do not performunnecessary comparison operations by skipping document
ID smaller than the comparison value. This Skip Merge Join process uses aggregate
functions. When the aggregate function is used, the cursor is moved to the correct
position by determining the precise interval at which the cursor should move. The
pseudo-code for the conjunctive queries is shown in Algorithm 1.
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Algorithm 2. Skip Merge Join algorithm for phrase query
Begin

Set cousor1 at beginning of row1
Set cousor2 at beginning of row2
While row1 is not null and row2 is not null loop

If row1.docid = row2.docid then
If row1.offset = row2.offset-1 then

Return row2
Move cousor1 to the next row of row1
Move cousor2 to the next row of row2

Elsif row1.offset < row2.offset-1 then
countTemp = SkipRow(row1.term,row1.docid,row1.offset,row2.offset-1)
Move cursor1 by the countTemp of row 1

Else
countTemp = SkipRow (row2.term,row2.docid,row2.offset,row2.offset)
Move cursor2 by the countTemp of row 2

Elsif row1.docid < row2.docid then
countTemp = SkipRow (row1.term,row1.docid,row2,docid)
Move cursor1 by the countTemp of row 1

Else 
countTemp = SkipRow (row2.term,row2.docid,row1,docid)
Move cursor2 by the countTemp of row 2

End if
End loop

End

Phrase queries in pseudo-code form inAlgorithm 2 are extended types in conjunc-
tive queries. A phrase queries is a query that finds documents with n keywords in
succession. In [9], a restricted multi-predicate merge join algorithm was added to a
Skip Merge Join. This query first moves the cursor to the document ID. If a discrep-
ancy exists between two document IDs, the aggregate function is used to move the
cursor to a document ID greater than or equal to the comparison document ID. If the
document ID matches, then the offset of the keyword is compared. At this time, the
keyword offset cursor movement uses the same method as that of the document ID.

The data storage method uses a row-oriented relational inverse index table. The
main table consists of a term column and a docid column indicating the document
that contains the term. The offset table contains the offset column, which indicates
the term in the document. The main table is used for conjunctive queries, and the
offsets table is used for phrase queries.
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4 Experimental Results

In this study, we implemented ZigZag and Skip Merge Joins algorithms as functions
using the relational database PostgreSQL. The query speed of 1–5 kb documents
was compared with 50,000 and one million documents. The data from the inverted
index table was used by the Westbury Lab [10] of USENET with 50,000 and one
million documents out of approximately 21 million documents. For each document,
inverted index data were generated by stop-word and stemming processing, which
are natural language processing methods.

The performance test of the conjunctive query was compared with data from
50,000 and one million documents. First, two search keywords in a document were
randomly selected and established as one set, and then the query speed and number
of comparison results of 100 keyword sets were averaged.

The performance test of the phrase queries was compared with data from 50,000
and one million documents. The performance test of the phrase query selected 100
search keyword sets at random. We then produced a set of keywords in which one
keyword is groupedwith a subsequent keyword based on the selected keyword. In this
manner, we averaged the execution time of the phrase search query and the number
of comparisons in 50,000 and one million documents for the set of two keywords.

Figure 1 shows the results of the conjunctive and phrase queries. Specifically, it
shows the query execution time and number of comparisons of 100 keyword sets in
50,000 and one million documents. According to the performance test results, Skip

Fig. 1 Results of conjunctive and phrase query performances from experiments on 50,000 and
1 million documents. The left graph shows the query execution time; the right graph shows the
number of comparisons
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Merge Joins perform better than ZigZag merge joins in a set of two keywords. In
addition, we confirmed that the query speed with one million queries was relatively
reduced compared to that with 50,000 documents.

5 Conclusion

In this study, we proposed a Skip Merge Join algorithm to store large documents
in a database and effectively process keyword searches of documents. Experimental
results showed that both the query speed is fast and number of comparisons are
reduced by using Skip Merge Join with an aggregate function of a database in
conjunctive and phrase queries. In addition, the higher the number of documents
in conjunctive and phrase query experiments, the faster the execution time in the use
of Skip Merge Joins. Therefore, Skip Merge oins can yield better query performance
than can ZigZag merge joins when extensive keyword searches are performed in
large documents.

A future study will add a paragraph column that can be saved as a paragraph of
documents to enable faster searches in which unnecessary offset rows are skipped
during phrase queries. We will also explore means of saving space using partitioning
techniques.

Acknowledgements This work was supported in part by the National Research Founda-
tion of Korea (NRF) Grant funded by the Korean Government (MSIT) under Grant NRF-
2017R1C1B1003600, in part by the Ministry of Science and ICT (MSIT), South Korea, through
the Information Technology Research Center (ITRC) Support Program Supervised by the Institute
for Information&Communications Technology. Promotion (IITP), under Grant IITP-2019-2018-0-
01417, and in part by theBasicScienceResearchProgram through theNationalResearchFoundation
of Korea (NRF) funded by the Ministry of Education under Grant NRF-2018R1D1A1B07048380.

References

1. Hamilton J, Nayak T (2001) Microsoft sql server full-text search. IEEE Data Eng Bull 24(4)
2. Rae I, Halverson A, Naughton J (2014) In-RDBMS inverted indexes revisited. ICDE 2014, pp

352–363
3. Bentley JL, Yao AC-C (1976) An almost optimal algorithm for unbounded searching. Inf Proc

Lett 5(3):82–87
4. Bhalotia G, Hulgeri A, Nakhe C, Chakrabarti S, Sudarshan S (2002) Keyword searching and

browsing in databases using BANKS. In: Proceedings of the 18th international conference on
data engineering. San Jose, CA, USA, February 26–March 1, 2002

5. Qin L, Yu JX, Chang L (2009) Keyword search in databases: the power of rdbms. In:
Proceedings of the 2009 ACM SIGMOD international conference on management of data,
pp 681–694

6. Hristidis V, Papakonstantinou Y (2002) DISCOVER: keyword search in relational databases.
In: International conference on very large data bases, pp 670–681



Implementation and Experiment of Join Optimization … 85

7. Agrawal S, Chaudhuri S, Das G (2002) DBXplorer: a system for keyword-based search over
relational databases. In: ICDE, pp 5–16

8. Liu F, Yu C, Meng W, Chowdhury A (2006) Effective keyword search in relational databases.
In: Symposium on principles of database systems conference, pp 563–574

9. Zhang C, Naughton J, DeWitt D et al. (2001) On Supporting containment queries in relational
database management systems. In: Symposium on principles of database systems conference,
pp 425–436

10. Shaoul C, Westbury C (2011) A USENET corpus (2005–2010), Edmonton, AB: University of
Alberta. http://www.psych.ualberta.ca/~westburylab/downloads/usenetcorpus.download.html

http://www.psych.ualberta.ca/%7ewestburylab/downloads/usenetcorpus.download.html


Real-Time Subscriber Session
Management on 5G NSAWireless
Network Systems

Kwan Young Park and Onur Soyer

Abstract 5G mobile network systems are known for their speed, security and dura-
bility. Speed and durability are rely on to security. To be able to realize these three
core points, performing sessionmanaging in real-time is very important. In this paper
we look in depth and discuss to achieve high performance session management on
5G NSA mobile networks.

Keywords 5G wireless networks · Security · Denial-of-Service · Session
management · Distributed systems

1 Introduction

The vision of 5G wireless networks lies in providing very high data rates and higher
coverage through dense base station deployment with increased capacity, signifi-
cantly better Quality of Service (QoS), and extremely low latency [1]. In terms of
QoS, system must be durable, reachable and secure all the time.

5G NAS wireless networks is introduced to public use in 2019 in Korea. Starting
from that day number of 5G NSA subscribers reached 1 million in 69 days [2]. It
is clear that the number of subscribers of 5G service will reach significant amount
very soon. Subscribers of 5G wireless networks are users who are given access to
network with a sim card. Sometimes sim cards might be embedded into the device
itself. When a subscriber turn on the phone, it starts to communicate to the network
for new session. Sessions in 5G NSA (Non-standalone) is the core point to handle
subscriber connection and authorization to the network.

Each time a data sent from user’s device, session status is the first to check before
moving to the next step. Thus this is the first step to detect malicious attacks, such
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as Signaling DoS [3], to the system. Mainly the aim of these attacks are to damage
the system and to damage subscriber in terms of QoS and bill.

In the next sections, we will talk about how session manager works.

2 Distributed Session Management

System is composed of multi-server. Each server contains Kafka processes and for
in-memory calculation each server has Redis processes. For the sake of real-time
processing speed, all modules are developed in GO with multiprocessing.

Streaming GTP-U, GTP-C data are grouped from 0 to 9 and each group is kept in
its ownKafka Topics. Producers are responsible to stream data fromdata pool and put
it into Topics. After that each group of GTP data is consumed by Consumer processes
and send to Session Management Modules. Each Consumer only consumes from its
assigned topic which is the latest of number of IMSI (Figs. 1, 2 and 3).

Consumer sets data to Redis in order and Session Handling Methods to get each
data one by one. Data in Redis is kept as Key, Value.

IMSI, EBI and Request Type values are parsed from GTP data. At first, we create
a unique key value using the following formula;

KEY = IMSI + EBI (1)

After calculation we need to check if the key is already exists to determine Session
status. If this is the first user attempt to connect to network, then key must not exist.
If key cannot be found, it is added to Redis and GTP data as its value. In the next

Fig. 1 Distributed session
manager handling flow
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Fig. 2 Session traffic stream handling module

Fig. 3 Session map

step, Request Type control logic checks whether Request Type is ‘Delete Session’
type. If it is then the user’s session is deleted and logic ends Fig. 4.

When Session Type is ‘Modify Bearer’ or ‘Release Bearer’, session must be
checked whether it exists. If not, then add the key with value. Each of Modify and
Release Bearer requests are logged in a map. After each Release and Modify request
is received, request count is increased by one and inserted to the map (Fig. 5).
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Fig. 4 Session handling module

Fig. 5 Modify/Release map

3 Results

We have used 3 nodes to perform our tests. Specs of each node are identical. 12
Core Inte l(R) Xeon (R) CPU E5645 @ 2.40 GHz, 125 GB of RAM, 2 TB. of disk
space. On each node, Kafka, Redis, Zookeeper and 5G Stream Session Handler are
installed on all three nodes. Kafka Topic is set with a replication-factor 1.

After all processes are executed, data is streamed continuously for 20, 60 and
120 s. Size of streaming data is 300 byte. We took a record of each result also shown
in the table below (Tables 1 and 2).

Table 1 Unoptimized
random session data
processing performance

Count/sec 20 s 60 s 120 s

Processed data count 9,352 9,983 9,660



Real-Time Subscriber Session Management on 5G … 91

Table 2 Avg. session data
processing performance

Count/sec 20 s 60 s 120 s

Processed data count 31,187 32,172 31,810

According to the results, reading andwriting task performance increase steadily up
to 120 s which is its peak point. After that it continuous at the same rate.We observed
that reading speed is around 1.2 million data per second and writing speed is 300
thousand data per second. However, after enabling session module, we observed that
data processing rate drop to 30,000 data per sec which is expected due to heavy work.

For unoptimized random session data processing, the performance result is almost
3 times less than the optimized session data processing.

4 Future Works

This approach described in this paper belongs to an ongoing project. Our plan is to
implement other types of attack on 5G networks system until the end of the project.
Currently our main drawback is the lack of data. When we are able to get a stream of
5G data sample, we will perform more tests to make this approach more complete.

sIn the next step, we will implement Signaling DoS detection to prevent attacks.
Also we will containerized each of the modules presented in this paper for the sake
of modularity, easy management, versioning and security.
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Abstract The advancement of big data in biology, has made that the computa-
tional tools will become increasingly important and will be widely incorporated with
various of analysis stream. Bioinformatics and particularly DNA sequence analysis
is a challenging and trend topic. This study, use Principle Component Analysis and
K-means cluster techniques are used to locate the genes within a genome sequence of
the bacteriaHymenobacter sp. PAMC26628. Themethod is able to discover pattern in
sequence and identify gene position in the genome,without prior known homology or
gene annotation. Additionally, when the 64-dimensional space of codon probability
distribution is applied for the first two and three principle components, a seven-cluster
structure has resulted.
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1 Introduction and Background

The emergence of modern medicine has fundamentally changed the nature of human
existence. Thanks to the continuous development of medicine, the life expectancy of
patients in developed countries has been greatly increased. Many diseases, among
them hepatitis C, that were considered largely untreatable 10 years ago, are now treat-
able. The development of genetics can curemanydiseases, and it can be treated imme-
diately. With the innovation of diagnosis and measurement, doctors can specifically
identify and target human diseases [2].

Fields that rely heavily on a single human observation now employ data sets that
cannot be analyzed manually. Machine learning is now used daily to classify images
of cells. The results of this high-level computational model are used to identify
and classify tumor cases and evaluate the effectiveness of treatments for underlying
diseases.

1.1 Genome Analysis

In the 1980s biologists would conduct single experiments and produce single results.
This type of data can bemanipulatedmanually with the support of simple calculators.
Looking in prospective in current biology, it could generate millions of experimental
data points in a day or two. Experiments such as gene sequencing, which can generate
huge data sets, are not much expensive and easy to possess.

With the development of gene sequences, a database has been established linking
individual genetic codes tomany health-related outcomes, including genetic diseases
such as diabetes, cancer and cystic fibrosis. Scientists are using computational tech-
niques to analyze and mine data to develop an understanding of the causes of these
diseases and to use that understanding to develop new treatments [1, 3]. For coding
regions detection in genome, several methods have been applied among the most
used are based on sequence comparison and the so-called ab ignition method [9].
Modern DNA sequencing has brought forth the extensive amount of genomic data.
Computational methods, such as FASTA, BLAST, Hidden Markov Models, Inter-
polated Markov Models and Information Theory [4], provide efficient and reliable
means towards analyzing these data sets and gene prediction.

1.2 K-means Clustering via Principal Component Analysis

Principal component analysis (PCA) is a widely used statistical method designed to
reduce unsupervised dimension. K-means clusters are data clusters used for undi-
rected learning tasks. The results of size reduction go beyond previous explanations
of noise reduction and provide new insights into the observed effects of PCA base
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data reduction. Mapping data points into a higher dimensional space via kernels, we
show that solution for Kernel K-means is given by Kernel PCA. The results of this
report suggest an effective technique for K-means clustering [6].

2 Hymenobacter sp. PAMC26628 Genome Analysis
with PCA and K-means

PCA and K-means methods are able to determine genes with unknown homology,
without context related to bacteria family, whereas the BLAST and FASTA algo-
rithms can identify new genes with similar homology to known genes, the use of
phylogenetic tree [8], This study is focused in Statistical methods that are particular
useful for prokaryotic genomes, which are typically compact (10–20% noncoding
DNA).

This study tests theHymenobacter sp. PAMC26628 genome sequence formNCBI
data bank. PCA is performed on theDNA sequence and fragment lengthN = 300, but
varying codon length n∈ 1, 2, 3, 4. Figure 1 clearly shows thatDNAhas an underlying
structure and symmetry only in the n = 3 case evidently forming 7 clusters structure
compare to figures when singlet, duplet and quadruplet codons. This is consistent
with the genetic code,which describes how information is encoded in nonoverlapping
triplets [5].

K-means is then used to identify seven distinct clusters in the flower-like structure.
The correct phase-shift of the data is identified by looking at the mutual information
of each fragment in the genome is shown Fig. 2.

The location of each of these data points in the DNA sequence is in Fig. 3. The
location of each of these data points (e.g. each fragments) in the DNA sequence
is in Fig. 3. There are assigned different colors for the cluster points. The cluster
vary from the genes that correspond. Some gene (sequence fragments) overlap in a
way that the information can be read with the correct shift, whereas other clusters
contain the shifted information. The problem stays to find the cluster corresponding
the correct shift. Connecting the centers of each of the clusters reveals an orbit with
approximate C3 symmetry. These orbits have been identified in [7] as corresponding
to the 3 different phase shifts in the forward and backward strands of the DNA.
The mutual information (1) is used to calculate the correct phase shift, as well as
determine the information content in the central cluster. The mutual information
measures the information in each fragment

M =
∑

i jk

fi jk log

[
fi jk

pi p j pk

]
(1)

where pk for k ∈ {A, C, G, T} corresponds to the probability of observing the k-
nucleotide and f ijk is the probability of observing the codon triplet i j k for i, j, k ∈
{A, C, G, T}. When one or more nucleotides uniquely determines a codon, mutual
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Fig. 1 Projected data along first two principle components for varying codon length of n = {1, 2,
3, 4}. Only the overlapping triplet’s case (n = 3) has an underlying structure and symmetry

information is maximized. If pi is a random variable that is independent, each codon
Probability is simply the multiplication of each nucleotide probability, f ijk = pipjpk .
At this limit, all information regarding the nucleotide location is lost and M = 0.
The non-coding areas of the bacterial genome are well represented by the state of
maximum entropy.

3 Result and Discussion

On the basic Biology knowledge, from the experiment above, in order to verify more
accurately, the mutual information was measured for a randomly generated. Figure 4
shows the mean mutual information per cluster. Cluster 1 has the minimum mutual
information, which suggests the data in this region corresponds to fragments in the
noncoding regions of theDNAsequence. In Fig. 5 shows that clusters 6 and 7 have the
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Fig. 2 K-means separates the flower-like structure into seven distinct clusters

Fig. 3 Cluster number of each fragment within the DNA sequence

highest amount of mutual information. To verify which cluster is the correct phase
shift, the average number of stop codons per cluster is measured. So, the correct
triplet probability, will have the minimum number of stop codons TAA, TAG and
TGA, in a gene stop codons can appear only once to terminate the transcription.

It is clear from this figure that cluster 7 is the correct shift of the forward strand,
as it has the minimum number of total stop codons. Therefore, it is highly likely
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Fig. 4 The average mutual information per cluster. The figure suggests that the correct phase shift
is either cluster 6 or 7, and the non-coding region is likely cluster 1

Fig. 5 The average number of stop codons per cluster

the PCA provides a meaningful representation of the data and that the flower-like
structure correlates with the information embedded within the DNA sequence.

From the result above we are able to receive information form a simple clus-
tering method in DNA analysis. This demonstrate that from analyzing only one
genome sequence can detect and categories which fragments of sequence with high
probability will find functionalities and easily to be annotated for later research and
application. Distinguishing similarities in the DNA code using simple methods in
difference with other current methods use based on homogeneous relation of the
sequence.
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4 Conclusion

This study provides an insight of using PCA and K-means as tool for analyzing
genome analysis. These methods still have advantages to compared complex clas-
sification methods when come to implementation and prior data required to get
knowledge from data.

Some limitation is to bementionedwhen use PCAwithK-means, despite the good
clustering result, it is needed to specifyK every time the algorithm run and is sensitive
to outliers. In addition, this work was able to perform experiment based on bacteria
genome sequence Hymenobacter sp. PAMC26628. On this study we were able to
receive result by using cluster methods like PCA with K-means, that bring us to see
also on the unsupervised learning complex methods. As a future work is to advance
the research on neural networks to deal with network data, which is a common data
type in bioinformatics. generative networks, Generative adversarial networks (GAN)
and Variational autoencoder (VAE), which can be useful for biological and protein
or drug design.
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On Invariance of Concept Stability
for Attribute Reduction in Concept
Lattice

Fei Hao, Erhe Yang, Lantian Guo, Aziz Nasridinov, and Doo-Soon Park

Abstract Formal Concept Analysis (FCA) methodology, as an efficient knowledge
representation and knowledge discovery tool and has been widely used in various
fields, such as data mining, expert systems, and others. Knowledge reduction is an
essential issue for knowledge discovery. This paper focuses on attribute reduction
in FCA and explores the internal relation between concept stability and attribute
reduction. By observing the concept stability of concepts in original concept lattice
and reduced concept lattice, a theorem about the invariance of concept stability for
attribute reduction in concept lattice is presented and proved mathematically. It is
believed that the proposed theorem provides a novel solution for quick attribute
reduction and benefit for other social system applications.
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1 Introduction

Formal Concept Analysis (FCA), as an effective methodology for knowledge
discovery, has attracted much attention from the artificial intelligence community.
At present, FCA has been widely used in machine learning [1], pattern recognition,
expert systems [2], decision-making and data mining, and other related fields [3].

Knowledge reduction is an essential direction for knowledge discovery. In partic-
ular, attribute reduction in concept lattice provides powerful data reduction solution
for knowledge discovery and data mining. Besides, attribute reduction as a key issue
of FCA, its goal is to find minimal attribute set to maintain the invariant property.
Generally, attribute reduction in FCA can be categorized as follows in terms of
different reduction purpose: (1) concept lattice complexity based attribute reduc-
tion: this reduction aims to reduce the number of nodes in concept lattice and to
delete the redundant concepts [4]; (2) rule-based attribute reduction: this reduction
aims to maintain the rule sets unchanged [5]; (3) lattice structure based attribute
reduction: this type of reduction is commonly studied in literature. It targets to keep
the same structure of concept lattice and deletes the redundant attributes [6]. The
attribute reduction in this work falls into the category (3).

This paper focuses on investigating the relation between concept stability in the
original lattice and reduced lattice. For this, we introduce the definition of concept
stability, which is used to measure the strength of dependency between intent and
objects of extent. The main contributions of this paper are two-fold: (1) we present
a theorem to prove that the concept stability is not changed during the attribute
reduction of concept lattice (2).

The rest of this paper is organized as follows. Section 2 provides the preliminaries
about Formal Concept Analysis methodology and elaborates the attributes reduction
in concept lattice. By observing the concept stability of concepts in original concept
lattice and reduced concept lattice, a theorem about the invariance of concept stability
for attribute reduction in concept lattice is presented and proved mathematically in
Sect. 3. Finally, Sect. 4 concludes this work.

2 Attribute Reduction in Concept Lattice

Before the presentation of attribute reduction in concept lattice, we briefly provide the
preliminaries of FCA. FCA is a powerful methodology for describing the binary rela-
tionships between object and attribute and has been applied to many areas. Formally,
a formal context is formulated as C = (O, A, I) where O indicates the object set and
A denotes the attribute set respectively, and the relation I ⊆ O× A refers to a binary
relation between object and attribute. Generally, o ∈ O and a ∈ A, (o, a) ∈ I is
interpreted as objective o has the attribute a.

For the sake clarity of formal concept lattice and its generated formal concepts,
the following two operators are given [7].
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(Operator for extracting the common attribute of objects subset X) For X ⊆
O , we define a set of common attributes of X,

X↑ = { a ∈ A|(x,a) ∈ I, ∀x ∈ X} (1)

(Operator for extracting the common objects of attributes subset X) For
Y ⊆ A, we also define a set of common objects of Y,

Y ↓ = { o ∈ O|(o,y) ∈ I, ∀y ∈ Y} (2)

In a formal context C = (O, A, I), for X ⊆ O , Y ⊆ A, if X↑↓ = Y , then this pair
(X,Y) is called as a concept where X, Y are the extent and intent of the concept. Let
Ext(C) be the set of extents w.r.t. the formal context C. With the above operators,
a concept lattice L(C) can be defined as concepts organized according to a special
hierarchical partial order, i.e., (X1, Y1) ≤ (X2, Y2)⇔ X1 ⊆ X2 (⇔ Y1 ⊇ Y2).

Suppose that C = (O, A, I) is a formal context, D ⊆ A, ID = I ∩ (O × D), then
CD = (O, D, ID) is a formal context as well and regarded as a sub-formal context
of C.

Theorem 1 Suppose C = (O, A, I) as a formal context, if D ⊆ A, then Ext(C)⊇
Ext(CD) holds.

Theorem 1 demonstrates that the set of extents of sub-formal context is contained
with the set of extents of original formal context.

Definition 1 Let C1 = (O, A1, I1) and C2 = (O, A2, I2) be two formal contexts,
L(C1) and L(C2) be the corresponding concept lattices. For any concept (X2,Y2) ∈
L(K1), there exists (X1,Y1) ∈ L(K2) that satisfies X1 = X2, then we say that L(C1)

is a refined version of L(C2), denoted as L(C1) ≤ L(C2).

Particularly, if L(C1) ≤ L(C2) and L(C2) ≤ L(C1) hold simultaneously, then the
concept lattices of C1 = (O, A1, I1) and C2 = (O, A2, I2) are isomorphism, i.e.,
L(C1) ∼= L(C2).

Definition 2 Let C = (O,A, I) be a formal context,D ⊆ A. If L(C) ∼= L(CD), then
D is the consistent set of C. Additionally, for any d ∈ D, L(CD) � L(CD−{d}), then
D is the reduction of C.

For the sake of better presentation, this paper takes the above consistent
set/reduction as the consistent/reduction of the concept lattice. As matter of fact,
a consistent set D of a formal context C is a type of attributes set that maintains the
invariant of extent set, i.e., Ext(C) = Ext(CD).

Example 1 Table 1 shows a formal context C = (O,A, I), O = {1, 2, 3, 4}, A =
{a, b, c, d, e}, the corresponding concept lattice and its reduction are presented as
follows.
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Table 1 A formal context C = (O,A, I)

a b c d e

1 1 1 0 1 1

2 1 1 1 0 0

3 0 0 0 1 0

4 1 1 1 0 0

(a) (b)

Fig. 1 Concept lattices L(O,A, I) and L(O, R1, IR1)

By invoking the concept lattice generation algorithm, the corresponding concept
lattice for C = (O,A, I) is shown in Fig. 1(a). Particularly, there are 6 concepts:
(1, abde), (24,abc), (13,d), (124,ab), (1234,φ), (φ, abcde), denoted as FCi (i =
1, 2 . . . 6).

There are two reductions of this formal context, i.e., R1 = {a, c, d}, R2 =
{b, c, d}. In this example, the attributes c and d are core attributes, attributes a
and b are relatively necessary attributes, while attribute e is the redundant one.
Figure 1(b) is the concept lattice of the formal context (O, R1, IR1). Obviously,
L(O, R1, IR1) ∼= L(O,A, I).

As can be seen from Fig. 1a, b, the extent of concepts are not changed, and the
intent (i.e., attribute) are reduced from Fig. 1a. The structure of the lattices is an
isomorphism.

3 On Invariance of Concept Stability for Attribute
Reduction in Concept Lattice

In this section, we attempt to explore the relation between concept stability and
attribute reduction in concept lattices. Firstly, we define concept stability. Further,
the relation between concept stability and attribute reduction in concept lattices is
figured out.
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Definition 3 (Stability Index) [7] Let c = (X,Y) be a concept of formal context
C = (O,A, I), then the intensional stability of (X,Y) is defined as follows.

σ(c) = |{e ∈ ℘(X)|e′ = Y }|
2|X | (3)

In Eq. (3), intensional stability σ(c) is used to measure the strength of dependency
between the intent Y and the objects of the extent X. Specifically, it expresses the
probability to maintain Y closed when a subset of noisy objects in X are deleted with
equal probability. In other words, this index quantifies the amount of noise in the
extent X and overfitting in the intent Y.

Inspired by this stability index, we think the redundant attributes will not affect
the intensional stability σ(c) when we delete some of them. Therefore, to answer
our guess, it is necessary to investigate the relation between concept stability and
attribute reduction in concept lattices.

Let us continue the Example 1, the stability for each concept in L(O,A, I) can be
obtained (as shown in Table 2) according to Definition 3.

Similarly, the stability for each concept in L(O, R1, IR1) are also obtained as
shown in Table 3.

By observing the above concept stability, we found that there is no any change
from the original concept lattice to the reduced concept lattice which is obtained after
deleting the redundant attributes. Therefore, the following theorem can be derived.

Theorem 2 Given a formal context C = (O,A, I), its corresponding concept lattice
is represented as L(O,A, I). After deleting the redundant attributes, the reduced

Table 2 Concept stability of
each concept in L(O,A, I)

Concept Extent Intent Stability

FC1 1 a,b,d,e 0.5

FC2 2,4 a,b,c 0.75

FC3 1,3 D 0.5

FC4 1,2,4 a,b 0.375

FC5 1,2,3,4 φ 0.0625

FC6 φ a,b,c,d,e 1

Table 3 Concept stability of
each concept in L(O, R1, IR1)

Concept Extent Intent Stability

FC1 1 a, d 0.5

FC2 2,4 a, c 0.75

FC3 1,3 d 0.5

FC4 1,2,4 a 0.375

FC5 1,2,3,4 φ 0.0625

FC6 φ a,c,d 1
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concept lattice is L(O, R1, IR1). The stability of concepts is not changed during the
reduction.

Proof Since the extracted concepts (X,R),R ∈ R1 in reduced concept lattice
L(O, R1, IR1) have the same extent with original concept lattice L(O,A, I). In addi-
tion, the redundant attributes are deleted from original attributes, that is to say, the
|{e ∈ ℘(X)|e′ = Y }| equals to

∣
∣
{

e ∈ ℘(X)|e′ = R
}∣
∣. Due to these, redundant

attributes cannot affect the discernibility for a given extent X. Hence, we have the
following equation:

σ(c) =
∣
∣
{

e ∈ ℘(X)|e′ = R
}∣
∣

2|X | = |{e ∈ ℘(X)|e′ = Y }|
2|X |

The above Theorem 1 holds.

4 Conclusions

This paper is the first work to explore the internal relation between concept stability
and attribute reduction. First, this paper introduced the definition of stability index,
then the concept stability of concepts in original concept lattice and reduced concept
lattice are observed respectively; further, a theorem about the invariance of concept
stability for attribute reduction in concept lattice is presented and proved mathemat-
ically. In the future, we will fully adopt the proposed theorem and devise a quick
attribute reduction algorithm that can be used in other social system applications.
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A Study on Evidences Stored in Android
Smartphones

Moses Kwak, Jisun Kim, Sungwon Lee, and Taenam Cho

Abstract Smartphones have become a necessity of modern people and have been
used for various purposes beyond simple call and text transmission and reception.
Therefore, various personal information has been stored in smart phones, which has
become an important evidence of digital forensics. In this paper, we study the logs
of messenger and web browser in Android smartphone which is widely used.

Keywords Digital forensics · Android · Smartphone · Security ·Messenger ·Web
browser

1 Introduction

As smartphones are widely used as portable computers, various applications such
as chatting, online shopping, and online banking are provided. Data maintained by
these applications is not only sensitive user’s personal information but also important
evidence of digital forensics. Messengers are used as a major means of communica-
tion. These programs are used not only for simple chatting but also for web access
for remittances and logins. Basic web browsers adopted by smartphones include
Chrome, Firefox, Safari, Opera, and browsers developed by smartphone makers. In
this paper, we investigate the information stored in the database used in the widely
used web browsers and messengers and analyze the possibility of extraction.
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2 Experimental Environment and Object

2.1 Experimental Environment

To access a database stored on a smartphone, we clone the storage of smartphone
and analyze the cloned image using forensics tools. We use specialized forensics
tool for smartphone, AXIOM, and ADB (Android Debug Bridge) for direct access
to databases as shown in Table 1.

2.2 Experiment Target

We used Samsung smartphone with Android as the experiment target. The detailed
types are shown in Table 2.

We chose the five most widely used Web browsers and three Messengers for our
experiments. The browsers and messengers and their version are shown in Table 3.

Table 1 Experiment
Environment

Application Version

AXIOM [1] 2.6

ADB 1.0.39

Table 2 Version of Target
Device

Target Version

Device Galaxy A5 (2016)

Operating system Android 7.0

Kernel 3.10.61–15139562

Knox Knox 2.8

SQLite [2] 3.10.1

Table 3 Applications for
experiment

Type Application Version

Web Browser Chrome 76.0.3809.111

FireFox 68.0.2

Opera 53.0.2569.141117

Safari 4.8.8

Samsung browser 9.4.00.45

Messenger Default SMS
KakaoTalk
Line

4.1.28.68
8.5.4
9.14.1
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The sites accessed through Web browsers are two portal sites and three shopping
malls.

3 Messenger

One of the services that are used frequently on smartphones is messenger. In partic-
ular, recent messengers support not only texts, pictures, files, but also online banking,
and support link to web pages. In this paper, we investigated the text transfer logs of
major messengers and web page connection through the text link.

3.1 Text Messages

When you use any messenger, if you stop the program while writing a message and
go back to the app, you can see the messages you have entered. If so, these messages
would be stored in areas other than “transmitted messages,” and this data could be
evidence of digital forensics.

On default SMS, KakatoTalk [3] and Line [4], we had 3 experiments. (1) Sending
a message (2) Activating another application (deactivating the messenger) after
entering amessage without sending it. (3) Terminating themessenger after entering a
message without sending it. The data survey was conducted in parallel with AXIOM
and ADB. The results of the experiments showed that not only the transmitted
messages but also the untransmitted messages are stored in the database. However,
the message is stored as a readable text or as an unreadable text as shown in Table 4.

3.2 Links to Websites

When the receiver access thewebsite by clicking the receivedURL, the browsers used
to access website for each messenger are shown in Table 5. In the case of KakaoTalk,

Table 4 Stored data in case text message transmission

Messenger Action

Send message Inactivate without message
sending

Close without message sending

Default SMS Readable Unreadable Unreadable

KakaoTalk Unreadable Readable Readable

Line Readable Unreadable Unreadable
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Table 5 Stored web brower
data

Messenger Used web brower Logs

Default SMS Samsung browser Stored

KakaoTalk KakaoTalk browser Not Found

Lie Line browser Stored

website access logs were not found. In the case of Line, related information that can
infer URL was found.

4 Website Login Record

To get various useful services via website, we must put our credential information
such as id and password on the login page. The database for access log of each
browser is shown in Table 6. As in the messenger, we analyzed saved information
before and after the user entered the login information and pressed the send button.

4.1 Experiment Results

We tried to log in to three portal sites (P1, P2 and P3) and two shopping sites (S1 an
S2) and tested whether they record logs user’s login information in databases. Like
for the experiment in messenger, we observed logs for login ID and connection time
before and after submitting login information. Unlike messenger, we couldn’t find
any information before submit. The password was not saved even when submitted.
The stored sensitive information is shown inTable 7.As shown inTable 7,whether the
data can be found depends on the target site or the browser used, and it is understood
that the web page itself provides a function to prevent the storage or to prevent the
web browser from storing.

Table 6 WebBrowser’s
dataBase

WebBrowser DataBase

Chrome [5] Web data

FireFox [6] Formhistory

Opera [7] Web data

Safari [8] Not known

Samsung Web data
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Table 7 Stored login information for each brower

Browser Target site ID First time Last time Count

Chrome/firefox P1 Stored Stored Stored Stored

P2 Stored Stored Stored Stored

P3 Not found Not found Not found Not found

S1 Stored Stored Stored Stored

S2 Not found Not found Not found Not found

Samsung/opera/safari P1 Not found Not found Not found Not found

P2 Not found Not found Not found Not found

P3 Not found Not found Not found Not found

S1 Not found Not found Not found Not found

S2 Not found Not found Not found Not found

5 Conclusion and Future Study

Most popular smartphone applications includemessenger and web browser.Messen-
gers allow users to access websites via links as well as send messages. Most websites
require users to log in. We investigated the web browsers used to access websites via
messengers.We also examined the login information stored in the smartphone before
and after login for several popularwebsites. In addition,we examined the information
stored before and after the message transmission through messengers. Experimental
results show that information is stored before and after sending messages, depending
on the messenger or website. The results of this experiment can help to collect digital
forensic evidence through various channels. In the future, we will investigate foreign
sites and study the relationship between web page design and browser and logged
data.
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Divide the FCA Network Graph
into the Various Community Based
on the k-Clique Methods

Phonexay Vilakone, Min-Pyo Hong, and Doo-Soon Park

Abstract The current research trends many researchers apply the community detec-
tion method in the graph generated from the social network to create various real-
world applications. The different result of used this method given the high perfor-
mance and high accuracy, especially in the field of prediction the information
which matches the information of the user requirement. Therefore, in this paper,
we proposed a divide the FCA network graph into the various community based
on the k-Clique method. We offer a brief description of the relevant techniques and
present an innovative technology on how to create a community of users from the
FCA network graph using the k-clique method.

Keywords Formal concept analysis · k-Clique · Network graph

1 Introduction

In recent years; research on the field of community detection in the social network
or the large network graph has attracted more attention from the researchers. Many
researchers try to develop on the different new technique on how to create the commu-
nity from social network graph [1, 2] and apply the result of thismethod to the various
real-world applications and the effect of using this method also given the high perfor-
mance. However, there are a few research that tries to make the community from the
network graph that created from the formal concept analysis and prove this method
is more high performance [3]. Therefore; in this article, we proposed on a divide the
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FCA network graph into the various community based on the k-clique methods. The
main idea of this proposal is after we used users’ personalized information to create
the network graph based on the formal concept analysis method and its related soft-
ware. Then, we used the k-clique method to detect the community from this graph.
The result of the experimental give more beneficial, and researcher might use this
method to their work.

The structure of this paper organized as follows. The next part describes the
relevant to the work in Sect. 2. The idea of this paper will then explain in Sect. 3.
Finally, we conclude our work and future study in Sect. 4.

2 Related Work

In this sector; the brief description of the relevant method that used in this paper will
present, such as a formal concept analysis and k-clique method.

2.1 The k-Clique Method

The k-Clique method is a community detection in social network analysis and is
a complete communication graph with k nodes. In general, the value of k is more
significant than or equivalent to 3 [4].

In the Fig. 1, picture in the left-hand side; the set of nodes {1, 2, 3}, {2, 3, 4},
{3, 4, 5}, {6, 7, 8}, {7, 8, 9}, {8, 9, 10}, {7, 8, 10} and {6, 8, 9} represent groups
of 3-clique because all nodes are completely connected to each other. Similarly, the
picture in the right-hand side; the sets of nodes {6, 7, 8, 9} and {7, 8, 9, 10} represent
groups of 4-clique.

Fig. 1 An example of a
graph with its k-clique
communities for k = 4 and
k = 3



Divide the FCA Network Graph into the Various … 115

2.2 Formal Concept Analysis

Formal concept analysis (FCA) is a method for displaying knowledge, data manage-
ment, and data analysis [5–9]. Formal concept analysis applied in many areas such
as medicine, sociology, mathematics, psychology biology, or economics. The most
exciting applications of FCA has expertise in computer science and can use for
information retrieval, data mining, source code error correction, data analysis, and
machine learning [10–12]. We expand on our previous paper [13]. The input data
for the FCA method is displayed in a matrix format so that each row shows objects
of the interest, and each column defined attributes. The matrix input element can
assume only Boolean values, such as an object with or without specific properties. If
an object has a unique feature, the “X” sign will be at the intersection of that row of
the object and the column of that attribute. Otherwise, if the object does not have a
specific property, the intersection of that object’s row and the column of that attribute
will be empty.

3 Proposed Method

The process of gathering data and work processes for the guidance system is present
in Fig. 2.

Process 1; In this process, theMovie lenseDataset [14] used as a training dataset. The
800 users’ ID assigned as an object and 30 different user’s personalized information
assigned as an attribute. As stated earlier, an “X” marks in the formal context matrix
on the intersection of the object and attribute, as shown in Table 1.

Fig. 2 The proposed
method’s workflow
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Table 1 Formal context of a Fundamentals of user’s personalized characteristic

a b c d e f g h i j … dd

1 x x x x

2 x x x

3 x x

4 x x x

5 x x x

… x x x

800 x x

In Table 1, at first row of a table, letters “a” refers to the user has age below
20 years, letters “b” refers to the user has age between 21 and 30 years, letters “c”
refers to the user has age between 31 and 40 years, letters “d” refers to the user
has age between 41 and 50 years, letters “e” refers to the user has age between 51
and 60 years, letters “f” refers to the user has age between 91 and 70 years, letters
“g” refers to the user has age over 71 years, letters “h” refers to the user gender
is male, letters “i” refers to the user gender is female, letters “j” refers to the user
has occupation as administrator, letters “k” refers to the user occupation as artist,
letters “l” refers to the user has occupation as lawyer, until letters “dd” refers to the
user occupation as writer. In the first column of a table, the number from 1 to 800 is
represented to the user id.

After preparing the training dataset then import this dataset to the Lattice Miner
2.0 program.

Process 2; when the formal context is displayed in the software then using lattice
function to generate the network graph. The result of this process is shown in Fig. 3.

In Fig. 3, letters “o” to “f” was present the attribute of the user, the number “713”
and other numbers which display in the Fig. 3 are represented to the user id and line
are represent to the connection of user id and user attribute.

Process 3; After network graph has appeared, then function association rule in the
Lattice Minor 2.0 program is used for checking the connection of each object. After
that, the result of this process will export to the XML file. Table 2 shows a list of
some association rules with the best support (minimal support of at least 10%).

Process 4; The XML file will Import to the R program. Then, the network graph
from XML will create with the help of graph function in R as shown in step 2 of
Algorithm 1 below. After that, the k-clique algorithm will use to detect a user in the
network graph and divide them into the various community as a start from step 3 to
step 5 ofAlgorithm 1 below.While the k-clique algorithm is running. The community
will find and create from the value of k = 3 until the value of k can not found. The
algorithms that use for community detection based on k-clique is shown below.
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Fig. 3 Network graph

Table 2 List of association rules with minimal support of 10%

# Antecedence => Consequence Support (%) Confidence (%)

1 {h} => {d, h, j, i} 12.24 19.31

2 {e} => {j, k, l, bb} 15.72 23.31

3 {h, n} => {b, j, k, m} 27.24 38.56

4 {c, h, n} => {c, f, g, k} 18.07 27.15

5 {e, i, j} => {h, u} 15.54 63.91

6 {c, h, m} => {h, x, y} 17.32 69.57

7 {f, h, j} => {b, g, k, l} 15.0 58.15

8 {b, dd, h} => {h, k} 29.24 83.74

… … => … … …

N {aa, b, h} => {h, l} 19.47 52.59

Algorithm 1: Community Detection Based on k-Clique

Input: XML file 
Output: Community 
Step 1: my_network, community, k 
Step 2: my_network <- graph.XML 
Step 3: for k = 3 to n 
Step 4:  community <- clique(my_network, min = k, max = k) 
Step 5:  write.table(community, file = “community.txt”)
Step 6: end 
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Table 3 Result of the
community in case value of
k = 3

Group id User id in the group

1 user21, user63, user95

2 user97, user267, user95

3 user123, user156, user612

4 user591, user597, user791

5 user80, user221, user669

6 user51, user220, user749

7 user340, user288, user422

8 user07, user45, user723

9 user42, user375, user391

10 user561, user461, user727

… …

1358 user703, user475, user603

Process 5; At the last operation, the result of communities has appeared. Some of
the results from this process are shown in Table 3. In Table 3 shown the result in case
of the value of k = 3. The total community when k = 3 is 1358 communities.

4 Conclusions and Future Study

In this paper, we presented a brief description, the significant concepts, and explained
themain features of the formal concept analysis method. Besides that, a brief descript
of the k-clique process also present in this paper. In the end, we gave a short example
showing how to create a network graph using the formal concept analysis. Then,
we offer a brief explanation on how to divide a network graph which generates
from formal concept analysis into the various communities. The advantage of the
proposed method is to offer a new technique to the researcher on the community
detection method in the FCA network graph, and we firmly believe that this idea will
be beneficial to them. The goal of our future research work, we intend to prove the
accuracy of the concept of using this method and for the quality of the efficiency in
the field of recommendation system.

Acknowledgments This research was supported by the MSIT (Ministry of Science and ICT),
Korea, under the ITRC (Information Technology Research Center) support program (IITP-2019-
2014-1-00720) supervised by the IITP (Institute for Information & communications Technology
Planning&Evaluation) and theNationalResearch Foundation ofKorea (No. 2017R1A2B1008421).



Divide the FCA Network Graph into the Various … 119

References

1. Hao F, SimDS, ParkDS, SeoHS (2017) Similarity evaluation between graphs: a formal concept
analysis approach. J Inf Process Syst 13(5):1158–1167

2. Hao F, Park DS,MinG, JeongYS, Park JH (2016) k-cliquesmining in dynamic social networks
based on triadic formal concept analysis. Neurocomputing (Elsevier) 209:57–66

3. Hao F, Park DS, Pei Z (2017) Detecting bases of maximal cliques in social networks. In:
MUE2017, Seoul, Korea, pp 1–1

4. Hao F, Min G, Pei Z, Park DS, Yang LT (2015) K-clique communities detection in social
networks based on formal concept analysis. IEEE Syst J. https://doi.org/10.1109/jsyst.243
3294

5. Wille R (1982) Restructuring lattice theory: an approach based on hierarchies of concepts. In:
Rival I (ed) Ordered sets. Reidel, Dordrecht-Boston, pp 445–470

6. Ganter B, Stumme G, Wille R (2005) Formal concept analysis—foundations and applications.
Springer, Berlin, Heidelberg

7. Wolff KE. The first course in formal concept analysis. In: Faulbaum F (ed) StatSoft ‘93. Gustav
Fischer Verlag, pp 429–438

8. Ganter B, Wille R (1999) Formal concept analysis-mathematical foundations. Springer, Berlin
9. Belohlavek R (2008) Introduction to formal concept analysis. Olomouc. Belohlavek.inf.upol.

cz/vyuka/IntroFCA.pdf
10. GanterB,GodinR (2005) In: Third international conference on formal concept analysis, ICFCA

2005. Springer
11. Kuznetsov SO, Schmidt S (2007) In: Fifth international conference on formal concept analysis,

ICFCA 2007. Springer
12. Ferré S, Rudolph S (2009) In: Seventh international conference on formal concept analysis,

ICFCA 2009. Springer
13. Vilakone Ph, Xingchang Kh, JooWS, Park DS (2019) A network graph using the FCAmethod

from user’s personalized characteristic. In: BIC2019
14. Harper FM, Joseph AK (2015) The MovieLens datasets: history and context. ACM Trans

Interact Intell Syst (TiiS) 5(4):19, Article 19

https://doi.org/10.1109/jsyst.2433294
http://Belohlavek.inf.upol.cz/vyuka/IntroFCA.pdf


An Efficient Micro-Service Placement
Scheme Based on Fuzzy System
for Edge-Enabled Digital Signage Service

A.-Young Son, Yeon Soo Lim, and Eui-Nam Huh

Abstract With the rapid increase in the development of the Internet of Things,
a large amount of data are expected to be generated, which result to in increased
latency. To reduce the latency, service placement method has been researched for
resource management from mobile devices to nearby edge server. However, most
of the related studies did not provide sufficient service efficiency for multi-objective
such as energy efficiency, resource efficiency, performance improvement. Also, most
of the existing approaches did not consider various metrics. Thus, maximize perfor-
mance and reduce cost, we consider multi-metric by combining decision method
according to user requirements. In order to satisfy the user’s requirement based
on service, we propose an efficient service placement scheme based on Fuzzy-
AHP, Finally, we prove the performance of the proposed scheme by using different
placement schemes.

Keywords Cloud computing · Fuzzy system · Internet of thing · AHP · Service
placement

1 Introduction

As the number of cloud providers and services increase, the composition of many
services from different providers becomesmore sophisticated in a real cloud environ-
ment. With the rapid increase in the development of Internet of Things (IoT) service,
A large amount of data and micro-services such as digital signage are expected to be
generated, which result to in increased latency. The digital signagemarket is expected
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to witness a CAGR of 8.0% by 2025, owing to increasing demand as per a study
by Grand View Research, Inc [1]. Under these environments, by placing resource-
rich nodes in close proximity to mobile or IoT devices, edge-enabled distributed
computing is required more responsive services, along with higher scalability and
lower latency than traditional cloud platforms [2, 3]. To address challenges, we
propose an efficient service placement schemebasedonFuzzy in edge-enabled digital
signage service.

Organization of the paper is as follows: In Sect. 2 analysis related studies to solve
the limitation. In Sect. 3, we present proposed placement scheme. In Sect. 4, we
proved performance with exiting scheme. The last section conclude this paper.

2 Related Work

The optimization techniques are one of the most popular methods for the resources
management. By describing the predicted workload and the available resources as
the constraints of the optimization problem, the optimal or the near optimal config-
urations of resources are found. Thus, the time complexity of the optimization tech-
niques should be reasonable to find the optimal configurations according to the work-
load dynamics. As shown Table 1, previous work designed based machine learning
techniques [3–5]. In order to solve the limitation, we will apply fuzzy system. We
proposedmicro-service placement scheme based onMulti-CriteriaDecision-Making
(MCDM) [6]. This method useful when the decision is applied in practice. Each
metric affects the target machine selection for resource management. So we used
this method in order to the selection of VM through the assigned priority based on
MCDM. It used in many areas due to the ability to decision of alternative according
to weight.

Table 1 Related work Techniques Advantage Disadvantage

ARIMA Simple Dynamic workload

Bayesian theory Simple Inability to adapt to
workload changes

Reinforcement Dynamic
workload

Performance
Poor scalability in the
large state space

Fuzzy Modeling
uncertainties and
ambiguities

Complexity of rule set
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Fig. 1 Fuzzy-AHP system

3 Proposed Scheme

As shown in Fig. 1, it consists of two main modules: placement manager and service
orchestrator

Placementmanager is decide service placement based on information for resource
status and service status. It consists of service manager, resource manager and
placement decision.

• Service manager: in this module, we categorize service according to service type
based requirements. After service categorization, it send to placement decision
for categorization information.

• Resource manager: we analysis resource status based on resource monitoring
• Placement decision is designed based on fuzzy for making the decision on

service placement situation whether or not. Depending on inputs such as CPU
computation, RAM computation, it can control service placement efficiency.

In service orchestrator, we can action of placement based on result of placement
manager considering of requirements. As shown Fig. 2, step of fuzzy-AHP has three
processes.

4 Evaluation

In this section, we show the result of evaluation for proposed scheme and existing
algorithm.Tocompare efficiency,weuse simulation tool calledCloud sim3.0.Table 2
shows evaluation scheme explanation. We consider three workloads defined in terms
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Fig. 2 Step of Fuzzy-AHP system

Table 2 Existing scheme

Scheme Description

ARIMA ARIMA stands for Autoregressive Integrated Moving Average models. ARIMA is a
forecasting technique that future values of a series based entirely on its own metric

LSTM LSTM is type of learning algorithm based on time series data

of the number of concurrent users accessing the application: low usage (100 users),
normal usage (300 users) and heavy usage (600 users).

We selected target machine based on Fig. 2 according to the result of Fuzzy-AHP
score. According to case, We also compared the results of the execution time and
for proposed scheme with ARIMA and LSTM. In Figs. 3, 4 and 5, we can see the
decrease in execution time less than LSTM. Thus, our scheme is proved efficient
service placement more than existing scheme.

5 Conclusion

This research aims to make a scheme based decision system on distributed cloud
computing environment. Users move frequently, thus it is necessary for data centers
to periodically service placement to improve the resource efficiency of the system.
According to evaluation result, our proposed scheme is able to efficiently manage
the resource.
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Fig. 3 Case1 (low): time and cost

Fig. 4 Case2 (normal): time and cost

Fig. 5 Case3 (heavy): time and cost
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Rethinking Blockchain
and Decentralized Learning: Position
Paper

Sandi Rahmadika and Kyung-Hyune Rhee

Abstract Blockchain technology and decentralized learning are attracting growing
attention. Most existing methods of machine learning is in the centralized form
which relies upon the third party in terms of the raw datasets and mining resources.
Blockchain solves world centralization problems that keep the system secure through
complex mathematical computations puzzle solved by blockchain miners. Concur-
rently, decentralized learning such as federated model allows the user to collab-
oratively access the updated prediction model without revealing the training data
to the public. By doing so, it provides less power consumption, lower latency that
respects the user’s privacy concern. Therefore, we study the extent to which these
two technologies can be applied in the real world for faster convergence without
compromising user’s security.

Keywords Blockchain technology · Decentralized learning · Federated model ·
User’s privacy

1 Introduction

In recent years, blockchain technology has become front and center of the latest
influence technology that affects transactions systems in the real world. It is widely
discussedwith various intuitive applications which are beingmanaged by blockchain
network architecture. Unlike the centralized system in general, the transactions on
the blockchain network are executed by the system without the third party involve-
ment. The emergence of this technology resolves the problem of centralized systems
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in terms of reliance on third parties to manage every transaction that occurs [1].
Furthermore, blockchain is secure by design since it is applying cryptographic proto-
cols which are embedded with an identical timestamp for each transaction. Explicitly
speaking, blockchain is tamper-proof from the attacker’s attempt in modifying the
history of the transaction [2].

Along with the popularity of the decentralized system pioneered by the
blockchain, decentralized learning in the artificial intelligence (AI) area has also
been developed lately. Decentralized learning system provides a breakthrough in
the machine learning area since it changes the centralized form of raw data into a
decentralized system [3] such as federated learning (FL) model which is introduced
by Google AI research team in 2016 as a solution to improve the efficiency [4]. The
emergence of decentralized learning can be interpreted as an intersection of edge
computing, internet-of-things (IoT), and on-device AI environment.

According to the statistical data of IoT analytic [5], the IoT devices will continue
to grow until it reaches 10 billion in 2010 and 22 billion in 2025. Due to the number
of connected devices is growing all the time in the IoT environment, decentralized
learning is not impossible to be realized on a large scale to overcome the problems in
a centralized system. Therefore, in this paper, we explore the extent to which decen-
tralized learning can be applied to overcome problems in a decentralized system.
Collaborative models of decentralized learning and blockchain are also elaborated,
along with other essential matters.

The structure of the paper is as follows. In Sect. 2, we present a decentralization
in Blockchain technology. We select a number of points that we consider essential
to be presented in this section. The emergence of decentralized learning whipped
up the motivation for researchers to develop this technology. One way to develop
it is to utilize blockchain technology. These are discussed in Sect. 3 and Sect. 4,
respectively. Finally, Sect. 5 concludes the paper.

2 Decentralization in Blockchain

Blockchain peer-to-peer (P2P) network appears to the public is an architecture
network that manages workload partitions between the parties in the system. It keeps
a tamper-proof transaction record. The parties are also called as peers or nodes which
are connected in the same network. The nodes manage every transaction that occurs
in the blockchain network [6].

The consensus mechanism is essential in the blockchain network. The consensus
is used by miners to validate every transaction that appears. Table 1 presents an
overview of blockchain consensus after the emergence of proof-of-work, which is
first adopted by Bitcoin.

Intuitively, blockchain is a chain-shapeddata structured knownas a chain of blocks
[8]. It allows data being distributed to all nodes in the same network. When the node
receives a new notification of the transaction in the network, the node verifies the
incoming message as follows:
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Table 1 The blockchain consensus after the emergence of proof-of-work [7]

Permission-less access Permissioned access

Decentralized validation • Proof-of-work
• Proof-of-stake
• Proof-of-work based derivatives
• Federated Byzantines
agreement

• Proof-of-work
• Proof-of-stake
• Proof-of-work based derivatives
• Federated Byzantines
agreement

Centralized validation • Delegated proof-of-stake • Redundant Byzantine fault
Tolerance

• Ripple consensus Bilateral
node-to-node (N2N)

• RAFT and derivatives
• Delegated proof-of-stake

• Block verification, the recipient verifies the block received in advance. If the block
is valid, then the recipient sends the inventory message to the sender. Otherwise,
the message is rejected.

• Inventory message, it contains information about the block that will be checked
by the recipient to ensure the block is never received before.

• Sendgetdatamessage, thismessage canbe understood as a data request.Afterward
the recipient gets the whole information of the block.

3 Decentralized Machine Learning

One of the most substantial effects of blockchain is not engaging third parties nor
intermediaries in managing the transactions. Unlike most centralized systems where
every transaction requires intermediaries, the decentralized system is running by the
node in the same blockchain network [9]. The principle of a decentralized system can
be used in various fields of science, including in the AI area. Large companies with
rich datasets control centralized AI. These companies can form a costly data science
team to develop models from available datasets. The combination of these technolo-
gies has gained much attention due to tremendous advantages over conventional AI
method such as efficient in training, and less power consumption.

The merits of decentralized machine learning (on-device machine learning) by
leveraging blockchain technology can be summarized as follows:

• On-device learning (no dataset extraction), it protects the privacy of the parties
on the network.

• Multi-blockchain and interoperability, decentralized machine learning makes it
possible to connect withmulti-chains to achieve the blockchain-agnostic protocol.

• Running the algorithmon the owner’s devices, due to the cryptographic techniques
are embedded within the system, the algorithms received can be directly run on
the owner’s devices in the same blockchain network.
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Fig. 1 Federated learning
architecture in general. Each
data owner has a local update
model that is sent
periodically to the
aggregation server [10]

• Federated parties to aggregate the results of AI algorithms. For instance, by lever-
aging the federated learning technique [11], as shown in Fig. 1. The encrypted
algorithm is broadcasted to the individual institution. Only the updated model is
sent to the central model aggregator.

4 The Directions of Decentralized Learning

Research that combines blockchain and decentralized learning has not been much
researched because this sort of topic is relatively new. However, since decentralized
learning began to be developed by Google recently, research to combine blockchain
and decentralized learning began to be widely developed, and startups also emerged.

In this paper, we narrow down decentralized learning to the federated learning
model. Decentralized machine learning through a federated model is vital to enable
a decentralized group of parties to contribute to the knowledge of an AI model. This
protocol is a breakthrough in the AI area that converts centralized raw data into a
decentralized form. The conventional machine learning model relies on a centralized
form to train the dataset. However, the nature of the centralizedmodel brings upmany
advantages, such as a single point of failure, and bottleneck issues. Moreover, it has
been proven to be challenging in use cases of a large number of endpoints involved
in the same model. Therefore, the federated learning technique appears to the public
in 2016 as a solution to address the issues.

f (w) = 1

n

n∑

i=1

fi (w) (1)

n∑

n=1

cn
c
wn
t+1 (2)
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In the federated learning model, there is a fixed set of clients with a fixed local
dataset. For the initial phase, a random fraction of clients is selected by the aggrega-
tion server, and afterward, the server sends the updated global model to the clients.
Every selected client computes by using their local computation (on-device), and
later, the clients send the updated model to the server. The aggregation server then
uses these updates as a current global state, and the steps repeat.

Intuitively, fi (w) = l
(
xi , yi;w

)
which can be defined as a loss of the prediction

on example (xi , yi ) [12] managed by model parameters w as shown in (1). It also
can be interpreted as IoT devices send gradients or parameters to the cloud server
�w1 + �w2 + �w3 + · · · + �wn , which is partitioned homogenously. Then, the
server aggregates the values and applies it to the new parameters as defined in (2)
(Fig. 2).

The decentralization of the federated model is the same as blockchain. Each data
owner gets a reward every time they send an updated model to the aggregation
server. As in the general, the blockchain has a role in maintaining the consistency
of the ledger and in managing revenue generation. We calculate the time needed for
a straightforward transaction and the accuracy of the communication. The number
of parties involved is five parties, with one aggregation server within ten rounds.
Overall, the average time needed for one transaction is 2.82 s, with an accuracy level
of 0.89. However, the federated model used affects performance. There are many
types of federated models such as vanilla federated learning and its categorization,
for instance, horizontal model, vertical, and federated transfer learning.

In order to implement a decentralized AI model in the real world, several
challenges must be solved, including:

Fig. 2 The results of the federated model over distributed devices in the same network (in terms
of execution time and accuracy)
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• The privacy issue. The parties can train the AI model without having to reveal
their datasets.

• The influence issue. Third-party influences in the knowledge of AI model is also
a concern.

• The economic difficulties. Providing incentives to miners and parties involved
must be done correctly and fairly to maintain the quality of an AI model.

• The transparency issue. The system must be able to manage every activity in the
network that is transparent without the need to trust centralized authority.

5 Conclusion and Prospects

The merits of decentralized learning in the AI area can overcome the issues of the
centralized AI system in general. Dependence on third parties can be eliminated, and
data owners can contribute directly without having to disseminate their data to the
public (privacy concern). Blockchain technology is used to maintain the consistency
of the ledger and manage rewards for the parties. The system is tamper-proof, and
transaction records are adequately maintained since it is protected by cryptographic
protocols. However, some challenges must be addressed before decentralized AI is
applied. For an example is the privacy issue of the user. Although the dataset is not
available to the public, the addresses used on the blockchain and transaction types
can still be seen publicly. Therefore, several cryptographic techniques are suitable to
tackle these problems such as ring signature protocol, stealth address, and to name a
few.
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A Study for Accelerating of Convolution
Operations Based on Multiple GPUs
with MPI

Boseon Hong, Geunmo Kim, Sungmin Kim, Jeong-Dong Kim,
and Bongjae Kim

Abstract Advances in hardware and software can handle large-scale data in the
field of deep learning. It generally uses a parallel GPU to perform large-scale oper-
ations, but there is a limit to the number of GPUs available on a single node. Using
multiple nodes can overcome this constraint. In this paper, we designed and eval-
uated a convolution operation method using the Message Passing Interface (MPI)
to accelerate the performance using constant memory which is a kind of the GPU’s
memory, and multiple nodes with the multiple GPUs environment. According to
the performance evaluation results, the use of constant memory of GPU reduces the
convolution operation execution time and the convolution operation execution time
decreases as the number of GPUs increases in the multiple computing nodes.

Keywords Convolution ·Multiple nodes ·Multiple GPUs ·Message passing
interface · CUDA
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1 Introduction

As the advancement of the hardware and software, it enables large-scale operation
processing. For example, the research area related to deep learning using large-scale
data has also advanced. The GPU has made a major contribution to this advance.
Generally, a GPU has more computing power than a typical central processing unit
(CPU). The GPU has a hardware configuration and architecture different from that
of a general CPU. The operating speed of the CPU core is higher than the each GPU
core. However, GPUs can do more parallel processing jobs due to a large number
of GPU cores. Also, the GPU is composed of onboard memory (global memory)
and on-chip memory (shared memory, constant memory, etc.) [1]. On-chip memory,
which reads and writes faster than onboard memory, it can be used to customize and
optimize computing operations. Therefore, it is more effective to properly use the
GPU’s on-chip memory than global memory of GPU only to enhance the efficiency
of the computing.

Depending on the hardware specification of each computing node, the maximum
number of GPUs supported is limited. Using multiple compute nodes allows using
more GPUs over the limitation. MPI (Message Passing Interface) is a programming
library used to exchange information between compute nodes and is widely used
for cluster computing [2–4]. However, the overhead on the message to exchange the
results of the operation may increase as the number of computing node increases.
Therefore, when designing an algorithm that is operated based on multiple nodes,
it is necessary to consider the overhead in terms of data transmission among each
computing node. In this paper, we proposed an accelerating scheme of convolution
operation which is widely used in the deep learning-based application fields. Our
scheme is devised to be effectively operated and applied on multiple nodes with
multiple GPUs.

The rest of this paper is organized as follows. In Sect. 2, our scheme for convo-
lution operation is explained. Section 3 describes the experimental environment and
the experimental results. In Sect. 4, the experimental results will be explained and
discussed. We will conclude this paper with some future works in Sect. 4.

2 Acceleration of Convolution Operation Based
on Multiple Nodes and Multiple GPUs with MPI

In order to operate on multiple nodes and multiple GPUs, convolution operations are
implemented based onMPI and considering the memory structure of the GPU. There
are three existing algorithms for calculating convolution. There is direct convolution,
unrolling based convolution, andFFTbased convolution [5]. The direct convolutional
computation method used in this paper allows the use of constant memory of GPU
memory based on multiple nodes and multiple GPUs using MPI.
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Fig. 1 A concept of convolution computation algorithm based on multiple GPUs and multiple
computing nodes

GPU kernel functions use constant memory in on-chip memory to accelerate
computational performance. Constant memory is read-only memory. Considering
this characteristic and limitation, it was designed and implemented to be used as
a filter in convolution. MPI enables data communication with other processes in a
multi-node computing environment. The point-to-point communication method is
used as the communication method.

Figure 1 shows the procedure of our convolution operation algorithm based on
multiple GPUs and multiple nodes. In (1), each thread of the GPU cores performs
convolution operation on the size of a filter of one channel. In (2), the result of the
convolutional operation is transmitted and received at each rank of MPI environment
through point-to-point communication to collect results. Ranks can be thought of
as a process, and each rank has a unique value. In (3), the results of the convolu-
tion operations collected in the one-dimensional array are reduced according to the
number of filters.

3 Performance Evaluation Environment

Table 1 shows the experimental environment to evaluate the proposed accelerating
scheme of convolution operation based on multiple GPUs with MPI. As shown
in Table 1, each computing node has different CPU specifications. In the case of

Table 1 Cluster computing
environment used in the
performance evaluation

Features Computing node 1 Computing node2

CPU Intel i7-6850 K
(6core, 3.6 GHz)

Intel i7-8700 K
(6core, 3.7 GHz)

RAM 64 GB (8 × 8 GB)

GPU NVIDA GTX 1080Ti × 2

OS Ubuntu 16.04

CUDA versions CUDA 9.0

MPI versions MVAPICH2-2.3
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Table 2 Measurement results
of data transfer rates between
cluster compute nodes

Features Description

Network bandwidth 9.43 Mbits/sec

the RAM and GPU, each computing node has the same specifications. The oper-
ating system is Ubuntu 16.04 and the CUDA [6] version is 9.0. The MPI version is
MVAPICH2-2.3 [7]. Table 2 shows the network bandwidth performance between
Computing Node 1 and Computing Node 1. As shown in Table 2, the network
bandwidth is 9.43 Mbits/sec.

The experiment was conducted in two parts. First, we experimented about the
performance of using main memory which is onboard memory and constant memory
which is on-chip memory in a single computing node with a single GPU environ-
ment. This is an experiment on memory access efficiency of the memory sharing of
each core of GPU by using constant memory. The performance of the convolution
operation was measured when the input size was fixed at 1 × 3 × 1024 × 1024
(meaning: batch size × channel size × height × width). The other experiment is
about the performance of convolution operation based on multiple GPUs in multiple
computing nodes. In the experiment, we changed the input size and filter size to
overload the convolution operation. In all experiments, the stride size was set to 1
and there was no padding value. The number of threads in the GPU was set to 1024.
1024 is the maximum size of the GTX 1080 Ti. The number of blocks of the GPU
was set based on Formula 1.

Number of Blocks = (Output Size× Input Channel) /1024+ 1 (1)

4 Evaluation Results

Figure 2 shows the result of the convolution operation. As shown in Fig. 2, the
execution time of convolution using constant memory was reduced by up to about
77%, the average reduction was 67% when compared to the global memory only.
Therefore, we can confirm that using constant memory is much more efficient than
global memory only.

Figure 3 shows the performance results of the convolution operation withmultiple
GPUs and multiple GPUs. The time spent on convolution operation was reduced by
up to 74% when using multiple nodes and multiple GPUs. However, if the filter size
and input size are relatively small, using multiple nodes and multiple GPUs is rather
inefficient. This is due to that the communication overhead of convolution results
sending and receiving between the computing node and multiple GPUs is relatively
high. Besides, it can be seen that as the number of GPUs increases linearly, the
convolution operation time does not decrease linearly.
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Fig. 3 The performance results of the convolution operation with multiple nodes and multiple
GPUs

5 Conclusion and Future Works

In this paper, we proposed an accelerating scheme of convolution operation which
is can be applied on multiple computing nodes and multiple GPUs by considering
the characteristics of GPU architecture. The proposed technique uses not only the
global memory of the GPU but also constant memory that operates at high speed.We
also performed and analyzed the performance of the proposed scheme. Based on the
experimental results, convolution operation using constant memory showed better
performance than using the global memory of the GPU only. We also found that if
the input data is small, it is inefficient to use multiple nodes and multiple GPUs.
However, as the computations covered by the GPU increased, we found that using
multiple nodes and multiple GPUs was effective.

GPU’s constant memory has the disadvantage that it can only be used to read
operation. The shared memory of the GPU is capable of both read and write oper-
ations and is faster than global memory. In the future works, we will improve the
computational efficiency by additionally applying shared memory of the GPU to
overcome this drawback.
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Requirements of Future Network
for Blockchain Platform Operation

Suyeon Kim

Abstract In this paper, we discuss requirements of Future network to support
Blockchain platform. Blockchain is an innovative trading system and which is
expected to be used in various fields with stable security function of each node
taking part in the system without central server control. However, due to its three
functional limitations (excessive traffic generation, lack of distributed control, and
unfairness of network resources) presented in this paper, it is hard to provide complete
service in the present network. Future network operating Blockchain services should
provide an appropriate protocol and network configuration according to Blockchain
applications or their service type. In addition, based on the number of the node partic-
ipated in Blockchain and the amount of data transmitted, it is necessary to provide
appropriate QoS and the subnetwork should provide stable protocol function and effi-
cient traffic operation. This Future network structure will be proposed as the future
network structure of ISO/IEC JTC1 SC6 being standardized.

Keywords Future network · Blockchain · Blockchain subnetwork · P2P network ·
ISO/IEC JTC1 SC6

1 Introduction

Blockchain first proposed to implement electronic cryptography called Bitcoin is a
system that can be traded without the control of a reliable central server in a P2P
based network and is drawing attention as a core technology of the fourth indus-
trial revolution. Recently, with the increase of O2O (Online to Offline) transactions
using PC and smart phone, new businessmodels applying Blockchain technology are
increasing to overall industry area. Especially Blockchain Technology which cannot
be hacked, tampered and counterfeited have been increasing in the Fintech industry.
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In addition, global financial institutions are pursuing Blockchain system develop-
ment and standards development through partnership, and Blockchain Platforms are
expected to be activated around the world.

However, since the first proposed Blockchain technique was developed as the
implementation technique of cryptography, the data structure or protocol method is
not universal and is still evolving for deploy. Recently, various kinds of Blockchain
platforms have been made to be applicable to other fields. The Blockchain system
is expanding into a variety of e-commerce companies including securities compa-
nies, banks, trading solution companies, and O2O. It is expected that start-up,
virtual money developers, Fintech companies, information protection companies,
copyrights, ownership and registration agencies will actively participate in the
development and build an ecosystem of Blockchain.

Until now, Blockchain system is operated using an existing network like internet,
however it is expected that various Blockchain platforms and application programs
different from existing transaction methods will appear in a short period of time.
The need for a subnetwork that fits to Blockchain platform and runs it smoothly is
expected as shown in Fig. 1.

In this paper, we analysed the problems that can be caused by various Blockchain
applications in the current network system. And if we apply these problems to future
network requirements that are being standardized in ISO/IEC JTC1 SC6, the optimal
future network running Blockchain will be constructed as a new network platform.
We think that such a future network will provide users with optimal trading system.

For this purpose, Sect. 2 of this paper briefly introduces theBlockchain system and
introduces the problems that can occur in the current network environment. Section 3
presents the requirements of the future network to solve these problems and suggests
to apply these requirements to future network standardization in progress. Finally,
Sect. 4 presents conclusions on the requirements for future networks and presents
future research plans.

Fig. 1 Blockchain platform over future network
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2 Introduction of Blockchain System and Problems at Its
Subnetwork

Unlike the conventional method of handling transactions in a centralized server,
Blockchain system, core technology of Bitcoin, uses resources (processing power,
disk capacity, network bandwidth, etc.) held by participants on a P2P network to
which general nodes are connected. This Blockchain technology has emerged as an
innovative technology. Bitcoin system based on Blockchain core technology has the
same flow chart as Table 1.

In Table 1, the creation of an account in step A is action for creating an individual
account in the same way as a bank account. At this time, a private key and a public
key are generated. Transactions in step B can be transmitted or received in Bitcoin
data using the public key as the receiving address (or account number). The data
could represent money, contract, deeds, medical record, customer details, or any
other asset that can be described in digital form. The transaction verification of step
C is performed by transmitting the transaction generated in stepB to the neighbouring
nodes. If the transaction is judged to be appropriate through this verification process,
it is propagated again, and if it is judged that the transaction is not appropriate, the
transaction is deleted. The transaction is either verified instantly or transcribed into
a secured record and placed in a queue of pending transactions.

The block configuration and creation of step D stores the transaction judged
appropriate by each node in the memory pool for block production. Each block is
identified by a hash, a 256-bit number, created using an algorithm agreed upon by the
network. The mining and compensation of step E is the process of solving the block
by making incremental changes to one variable until the solution satisfies network-
wide target. Block validation of step F confirms the appropriateness of the block
from the neighbour node by transferring the generated block to the neighbour node.

Table 1 Overall flowchart of
bitcoin transaction

Life cycle Action

A. Account creation Electronic wallet creation

B. Transaction creation Bitcoin exchange

C. Transaction verification Transaction data broadcasted
to P2P network

D. Block configuration and
creation

Transaction combined to form
a data block

E. Mining and compensation A block contains a header, a
hash and a goup of transaction

F. Block validation Check hash function and
Select majority blockchain

G. Blockchain creation Adds the block to the majority
blockchain

H. Estimated difficulty
retarget

Bitcoin hash rate
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If more than half of all nodes agree with the appropriateness of the generated block,
it is approved as a new block.

In the step G, the node that receives the block generated in step F completes the
verification of the convex and connects to the existing block chain. Because of the
distributed data structure, themined blocks can be created at the same time fromother
nodes, which can result in Blockchain branching (Forking) due to the propagation
delay of the network. In fact, in the Bitcoin, only the longest block chain survives
and the remaining chains disappear into short orphan blocks. The degree of difficulty
of step H adjusts the probability of self-occurrence that difficulty in mining so that
the block generation cycle can be adjusted every 10 min.

Since the Blockchain is a distributed data structure, the mined blocks can be
simultaneously generated at different nodes at the same time. Such blocks may be
transmitted to the nodes participating in the platform at the same time, resulting in a
large number of branching phenomena. An example of an agreement algorithm for
solving the branch phenomenon is ‘The Byzantine Generals Problem’(BGP). BGP
solution is to remove these orphaned blocks if less than one-third of the nodes present
an orphan block [1].

As the branching phenomenon occurs more frequently, the number of orphan
blocks not connected to the chain is increased, resulting in network congestion and
a waste of bandwidth. In the Blockchain system, since only the longest block chain
survives, the slower the network processing speed, the more often the orphan block
is generated.

Howmany blocks to process per second is important for Blockchain performance.
However, the Blockchain performance such as the finality of each transaction, the
cycle in which blocks are generated, the amount of processing variation depending
on the block size, the number of nodes showing decentralization, the efficiency of
the algorithm, and parallel scalability, should be considered together [2].

In this way, I am studying on Blockchain from a network perspective, i.e., how
information (transaction and blocks) is disseminated or propagated in the network.
However, the problems that may occur in the subnetwork due to the Blockchain
system cannot be overlooked. In this paper, we are going to bring up the following
three problems.

(1) Possibility of excessive traffic on the subnetwork side: Mass traffic generated in
the process of blocks, transactions and validations caused by various Blockchain
applications, and large amounts of traffic due to frequent data exchange for
block validation process through block transmission and consensus process to
all participants in the network.

(2) Absence of decentralized control: Subscription and transaction of Blockchain
can be done by anyone, and some nodes can generate large amount of data
locally. Because of this problem, it is impossible to control the traffic load in
the Blockchain system overwhelming network bandwidth.

(3) Fairness of network resources: In Blockchain system, a node with a lot of
computing resources monopolizes block generation, resulting in unfairness in
network bandwidth usage due to unbalanced computing resources.
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3 Requirements of Future Network to Support Blockchain
System

In addition to the problems that the Blockchain system mentioned in Chap. 2 may
cause in the subnetwork, there may be more problems. However, in this paper, we
consider the requirements of the future network focusing on the above three problems.

In ISO/IEC JTC1 SC6, we are already studying the subnetwork to support various
application programs including Blockchain, and its standardization is in progress
taking into account the expected requirements. The details of the future network
requirement are defined in the document TR 29181. Based on this document, stan-
dardization of ISO/IEC 21558: future network structure and ISO/IEC 21559: future
network protocol is currently underway [3, 4]. ISO/IEC 21558 and ISO/IEC 21559
Future network documents are subdivided into areas as shown in Table 2.

For smooth operation of the Blockchain system, the requirements of the future
network belonging to the lower layer are analysed as follows.

(1) Necessity of Traffic Control: It is necessary to control traffic by measuring the
number of the blocks occurring in each node and to adjust it so that excessive
traffic does not occur in the network. In order to adjust the traffic, we need
to study and enhance the routing protocol of the future network considering
the tree configuration for verifying the chain validity of the Blockchain. This
work is related to the routing configuration of ISO/IEC 21558-2 and ISO/IEC
21559-5.

(2) To construct an effective Blockchain system, various subnetwork configurations
need to be constructed for each Blockchain platform, and subnetwork should
support these configurations. For this purpose, the network is configured to
minimize the generation of orphaned blocks and the network can be reconfigured
if a large number of orphaned blocks are created.

(3) The subnetwork should grasp the usage of computing power and network
resources in a legitimate way, controls nodes that use many resources, and
equally distribute resources to maintain fairness of network traffic. If the partic-
ular node uses excessive traffic on the specific platform, the subnetwork has to
adjust the value of QoS in ISO/IEC 21558-3 and ISO/IEC 21559-6 to control
the traffic usage in proportion to the cost.

Table 2 Future network
standardization area

Document number Topic

ISO/IEC 21558-2 Architecture part 2: switching and routing

ISO/IEC 21558-3 Architecture part 3: quality of service

ISO/IEC 21558-4 Architecture part 4: network of everything

ISO/IEC 21559-5 Protocol part 5: switching and routing

ISO/IEC 21559-6 Protocol part 6: quality of service

ISO/IEC 21559-7 Protocol part 7: network of everything
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(4) For the smooth operation of the Blockchain system, the subnetwork needs to
provide stability and robustness. As Blockchain platforms becomemore diverse
and the number of transactions is expected to increase exponentially, the subnet-
workmust be stable independent to the amount of traffic theygenerate.Anumber
of nodes participate in the Naming scheme of NoE (Network of Everything) and
a lower network layer should be configured to facilitate traffic management by
the switching scheme of NoE.

4 Conclusion

Blockchain platforms are expanding into securities companies, banks, trading solu-
tion companies, and e-commerce companies including O2O. It is expected that
various development agencies will participate in building a new ecosystem for
Blockchain. In this paper, we study on the necessary requirements of the future
network as a subnetwork structure to provide stable protocol function and efficient
traffic operation of several Blockchain Platforms.

After analysing the problems that may arise from Blockchain applications in the
current network system such as how information in the Blockchain is disseminated
in order to synchronize the information of each node and how Blockchain fork
occurs,we introduced the requirements to solve these problems in theFutureNetwork
standardized by ISO/IEC JTC1 SC6.

Based on the requirements presented in this paper, we will define the services of
the Blockchain platform over the Future Network [5]. I believe that standardizing
the protocol mechanisms to provide such services is now a matter of preparation. If
this standard work is completed, the Blockchain and the optimal Future subnetwork
will be able to provide the optimal trading system to the users as a new Blockchain
infra-structure.

As considering the fast processing speed that will be the basis of the 5G network
or the future network, the generation of orphan blocks may be minimized according
to the network configuration method in the long term. And if you have to charge a
fee based on network usage, you can simplify the algorithm of the Blockchain or
you can save the network usage fee and computing power by managing the network
bandwidth. This changes may mitigate the problem of Blockchain fork in the long
term.

Acknowledgements This paper was prepared by the support of the ‘National Standard Tech-
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20002532).
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TELL ME: Design
of an Intelligence-Empowered
Recommendation System

Kuan-Hua Lai, Neil Y. Yen, and Jason C. Hung

Abstract With the advances in science and technology, the life becomes smarter and
more convenient. In recent years, the Artificial intelligence (AI) is a popular topic. AI
can be used inmany areas such as healthcare, Automotive, Finance, etc. For instance,
the smart phone could be a multi-function entity such as voice connecting, data
storing, information displaying, etc. These are expected to provide more significant
and precise function for each user based on personal requirement. This study, with
the concern on high-quality service provision, seeks for the possibility in developing
location-based service(s) based on the concept of anticipatory computing.We attempt
to achieve the concept of request-free and realize the scenario of ‘act before you act.’
Hence, three main portions will be discussed.

Keywords Anticipatory computing · Location-based service · User
understanding · Personality model · Cognitive-Behavior model

1 Introduction

Nowadays, use of virtual assistant, that serves individual’s needs, becomes more
and more popular. The smart phone become more convenience than before that can
provide lots of services, for example user can use virtual assistant to set alarm, search
weather, search information, etc. Nowadays, there are lots of virtual assistant such
as, Siri, Alisa, Amazon Alexa, Google Assistant, etc. TELL ME is a recommenda-
tion system based on virtual assistant. The purpose of this research TELL ME is
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recommended something to the user at the specific time and location. This is need to
analyzed users’ past behavior. Based on users’ past behavior to get the user person-
ality traits data that based on Big-Five personality traits model. The cognitive model
combined Big-Five personality traits to build a user model. The user to do some
things that will be get feedback from the user that is state transformation. The state
transformation with the decision processes have two type. The first type is complete
situation to decision that is user follow the TELL ME recommendation. The second
type is incomplete situation to decision that is user no follow TELL ME recommen-
dation to decision. As mentioned above, in the traveling area, TELL ME can base
on user location, time to recommend what can user do. TELL ME is an integration
of three aspects, the temporal, the spatial, and personality traits.

2 Related Work

2.1 Mobile Behavior Change User Life

Nowadays, a lot of people use smartphone. The smartphone changes people’s life.
The smartphone is powerful, moreover includes powerful function of handling infor-
mation, a good of interaction interface and an easy operating of sensors such as light,
location, proximity, and acceleration sensors. The smartphone become more and
more convenient and smart. It is completely change users’ life.

The smartphone can automatically monitor users through sensors. Furthermore,
smartphones can use sensors to guess the user’s physical activity, movements, stress,
and emotional states. This is can predict users’ behavior.

For example, the Bewell use smartphone monitoring to record user activities such
as sleeping, exercising and socialization based on sensors [1]. Bewell usingwellbeing
model user behavior patterns and estimate wellbeing score. Moreover, it can design
users’ health situation. Hypothetically, the user changes the behavior, the sensors
will tell the user how to improve.

2.2 Application Predictive User Behavior

The user can be recommended, and reminder based on location-predicting. For
example, the application reminds the user need to pack up the book when user on a
day past the library. The Magitti recommendation system have user and other’s past
activities record, as well as can recommend other user in the correct location to do
same things [2]. The predictive ability, such as Magitti recommendation system can
recommended some activities to user a specific point in time and remind user need
to prepare something [5].
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There are some predictive applications based on location, such as Global Posi-
tioning System (GPS) navigation application can guide user when user miss a turn or
road. The “opportunity knocks” systems can remind user when user take the bus to
his/her destination [3]. In other words, the user takes the wrong bus or misses the bus
stop, in addition the application can guide the user to correct route. The application
has a feature is reminded the user need to get off the bus.

2.3 Spatial-Temporal Prediction

The spatial-temporal prediction (STP) can apply in our life such as the user will
appear in a specific time or location. The prediction result can show to user what
the user did before. Meanwhile, the system can recommend what can user do at
that time. The social media base on spatial-temporal to recommend the similar user
personal traits people to. In addition, the user can easily connect to other users. In
our research, based on spatial-temporal to predict where the user shows up and what
can user do [4].

3 Proposed Approach

The TELLME is an intelligence-empowered recommendation system. The scenario
structure as show in Fig. 1. The system will crawl the data from cyber world and

Fig. 1 TELL-ME structure
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physical world. In addition, the users’ wearable devices will provide the environ-
mental context to system. The system will analysis users’ data, moreover, the system
will suggest the prediction result to user. There are four steps in TELL ME.

I. Data collection

In this research, the data sources are from Cyber data and Physical data. The Cyber
data is user in virtualworld behavior such as surf the internet, use the socialmedia, and
read E-book etc., on the online internet. The Physical data is user do some behavior
in real world such as heartbeat/blood-pressure, moving distance, and location etc.

II. Data Pre-Analysis

The data pre-analysis after date collection. In this step, we will create user profiling
model. The user may have different background, different habit, and different ability
etc. In addition, we can have based on user profiling model to do personalized anal-
ysis. For example, the user personality traits are happy and humanize, furthermore,
the user can accept the positive news higher than negative news.

III. Post-Data Processing

There are three calculation process in post-data processing. The post-data processing
calls Anticipatory Model. First, this research has modified and optimize the Markov
Decision Process (MDP). In addition, using MDP to get predictive result, user selec-
tion, and the feedback of state transfer process. Second, according to Theory of
Planned Behavior (TPB) lead to a serial feedback result about user input the different
information. Based on TPB to modify the MDP. Third, this research has designed a
new method about user expected feedback of tolerance interval. This method is
description the user’s good or bad selection in specific situation. Moreover, the
relevance of possible feedback.

IV. Result display

Finally, this research designs an application about user oriented. This application
focus on expected results based on past models. This application design style is
simply and directly. This design style makes the user obtain the information easily
and clearly. At the same time, get the feedback immediately. Additionally, putting
the social media concept in an application. The users calculate by himself/herself,
he/she also can switch to another users. To browse another user’s expected result in
the same situation. This is can improve users’ interactive.

In this research,modified some techniques.Moreover, developed some algorithms
to achieve the expected outcome.
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4 Method

In this research, we aim to predict user behavior that we design two models. So that
we through cognitive action model to design user personality traits.

1. User Cognition Action Model

We will through Theory of Reasoned Action (TRA) to discuss and analysis. This
theoretical model is mainly from the perspective of psychology. Through four main
variables: belief, attitude, intention, and behavior, explain why the user takes action
in a particular situation. At the same time, through this process to further speculate
on the user’s action pattern as shown in Fig. 2.

Moreover, we design a function for user to do pre-calculate. The first is to explain
the relationship between the user’s intention (I) and the actual action (B) of the
specific behavior. The user’s behavioral intention is affected by two factors, one is
the behavioral attitude (AB). The other is social pressure (SN) outside the user who
takes the action.

B ∼ I = (AB)wx + (SN )wy (1)

B is the user’s code of conduct, I is the user’s intention for behavior B, AB is the
user’s attitude toward behavior B, and SN is the user’s social subjective norm for
behavior B. Among them, we can deeply explore the user’s attitude towards a certain
behavior, and this attitude will be revised due to the change of the user’s current
thoughts (or beliefs).

AB =
∑

biei (2)

Bi is the i result produced after taking action B, and ei is the evaluation of the
feedback for the selected i. Finally, it is the subjective normative factor of the external
environment for the user. We take into account the expectations of the factors such

Fig. 2 Cognitive-action model diagram
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as, specific people or groups that the user wants to be specific behaviors. And the
user tries to satisfy this expectation.

SN =
∑

b jm j (3)

Bj is the number of expectations that the user believes that a particular external
factor j is taking action B, mj is an attempt to obey j, and m is expected.

5 Result

In the result, we aim to find the suitable house to guest. So, we need to know the
user personality traits and the user thinking. The user personality traits method is
cloning the IBM Personality Insights. This method is personality traits based on text
analysis. The personality traits can largely apply in several areas. The data source is
based on Airbnb. We have written a crawler to get data.

The analyze result as shown in Fig. 3. In addition, there are three primary models
in visualization result. The blue area is Big Five personality traits that includes
Agreeableness, Conscientiousness, Extraversion, Emotional range, and Openness.
The comments show the guest personality trait is Openness. Moreover, the guest is
energetic: he/she enjoys a fast-paced, busy schedule with many activities. He/she is
self-assured: he/she feels he/she have the ability to succeed in the tasks he/she set out
to do. The green area is Needs which meaning is aspects of a product are likely to
resonate with a person. The guest’s Needs result is Closeness whichmeaning is being
connected to family and setting up home. The red area is Values which meaning is
motivation factors that influence a person’s decisionmaking. The guest’s Value result
is Conservation which meaning is emphasizing self-restriction, order, and resistance
to change.

6 Conclusion

TELL ME is a recommendation system based on virtual assistant. Moreover, this
is based on personality traits recommendation system. The recommendation system
can provide users with suitable and expected needs in various fields. This study is
looking forward to the development of a set of advanced technologies that can be
fully utilized.Modules andmethods that the next generation of intelligent computing
can more effectively achieve the purpose and use in more fields.

The reference of the user behavior and the design of the recommendation system
have been researched and developed in recent years. Whether it is in a search engine
such as Google or a social network such as Facebook’s push system, it is often found
that the user’s suggestions are often accurately marketed. This will further increase
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Fig. 3 The visualization results of the user personality traits

user loyalty. Nowadays, in the mobile system, the combination of the Internet of
Things and we arable devices is booming. These related applications must be abler
to meet the needs of users.
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Estimation of Weights in Growth Stages
of Onions Using Statistical Regression
Models and Deep Learning Algorithm

Wanhyun Cho, Junki Kim, Myung-Hwan Na, Sangkyoon Kim,
and Hyejin Lee

Abstract Generally, the problem of predicting yields of onions grown in a year is of
utmost concern to both the farmers who grow vegetables and the government depart-
ments that manage them. In this study, we first considered five environmental vari-
ables, Mean Wind Speed (MWS), Mean Temperature (MT), Mean Ground Temper-
ature (MGT), Mean Humidity (MH), Daily Sunshine (DS) and Daily Rainfall (DR),
which have high influence on onion weight at different stages of growth. Second, we
use the partial least square (PLS) regression, support vector machine (SVM) regres-
sion, multilayer perceptron (MLP) network as statistical predictionmodel and LSTM
network as deep learning algorithm in order to predict the weight of onion using the
collected data. Third, we conducted an experiment to investigate the performance of
four predictionmodels for its weight and the influence of six environmental variables
on onion growth. Finally, from the experimental results, we first note that the optimal
cultivation strategy to increase onion growth is to lower the MWS, MGT and DR
below a certain level and at the same time increase the MT, MS and DS values above
a certain level. Secondly, we note that for raw data, the weight of onions is not well
predicted at the stages of growth by four prediction methods, but for log transform
data, it is well predicted during the growth stages. Thirdly, we can also see that the
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SVMR method is slightly more predictive than the other three methods, PLS, MLP,
and LSTM for both raw data and transformation data.

Keywords Estimation of onion weight · Raw and log transform data ·
Environmental variables · Statistical regression models · Deep learning algorithm ·
PLSR · SVMR · MLP network · LSTM network · Accuracy measure

1 Introduction

Generally, governments and agencies want to know how much harvest of Chinese
cabbage or onions this year is harvested. Because of the principle of supply and
demand of agricultural products, if too much is produced, the price of agricultural
products is lowered. On the contrary, if too little is produced, the price of agricultural
productwill increase sharply.Therefore, ifwe canknowabout the yield of agricultural
products this year, the government and related organizations can prepare appropriate
policies for price control.

On the other hand, how much of the year’s yield depends on how farmers culti-
vated vegetables during the year. Farmers are therefore interested in tillage techniques
that can improve yields. Recently, with the development of smart farm technology,
various fields such as supply of water and fertilizer and control of pests and diseases
are being implemented automatically in farmcultivation [1, 2]. In addition, the related
organizations collect data on the environmental factors and growth factors of vegeta-
bles daily through various farms in order to check the growth status of the vegetables
[3, 4]. However, suitable tillage technique that can perfectly improve the yield of
vegetables in Korea has not yet been fully realized.

In this paper, we consider a statistical prediction problem that can automatically
predict the development of onions grown in open fields. In general, the yield of onions
depends on the state of development in the cultivation process, and this development
is also determined by environmental factors or soil levels. Therefore, we are going to
develop a prediction system to understand how various environmental factors such
as temperature, sunlight or moisture, affect onion weight.

2 Dataset and Methods

2.1 Dataset

In this study, we used datasets of the various environmental factors and the weight
of growth stages of onion corrected from farmers in several regions of Korea during
fromMarch 2019 to June 2019. We used six factors such as mean wind speed, mean
temperature, mean ground temperature, mean humidity, daily sunshine, and daily
rainfall as the explanatory variables of the model, and the weight of onion growth
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Table 1 The environmental
variables used in data set

Role Variable name Time lag Unit of measure

Response
variable

Weight of
onion

7 days g/1 unit

Environmental
variables

Mean wind
speed

7 days mps

Mean
temperature

7 days °C

Mean-ground
temperature

7 days °C

Mean
humidity

7 days %

Daily
sunshine

7 days h

Daily rainfall 7 days mm

stage was used as a response variable. A description of each variable is given in Table
1. We collected a total of 178 data from 28 farms and used them in the experiment.

2.2 Method

Here we briefly review their algorithms for PLSR, SVMR, MLP and LSTM, which
are the methods used to analyse the collected data. First, the Partial Least Square
Regression (PLSR), like principal component regression analysis, is designed to
solve the problem of going through a large number of highly correlated independent
variables. Second, the objective of the least-squares SVMregressionmethod is tomap
this into a high-dimensional nonlinear feature space using the appropriate transform
function φ(x) : Rk → R

l given the observation x. And in this feature space, we
try to predict the estimated value y

∧

(x) of the response variable using the following
linear function.

y
∧

(x) = wTφ(x) + b

where b represents the y-intercept and w represents the vector of regression coef-
ficients in the nonlinear feature space. Third, the Multi-layer perceptron (MLP)
networks are robust in dealing with the ambiguous data and the kind of problems
that require the interpolation of large amounts of data. The MLP network consists of
three layers, which are input, hidden and output. Nodes also known as neurons are
present in each layer. Activation function is in hidden layer and output layer. Fourth,
Long-Short Term Memory (LSTM) is an extension of Recurrent Neural Network
(RNN) which has not only the recurrent learning unit inside the network but also
several gates to capture the longer states from the beginning unit and the shorter
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states from the last unit. By having this feature, LSTM has been broadly used to
solve time series forecasting problems.

3 Experimental Results

3.1 Accuracy Measures for Model Performance

We adopted the following threemeasures to evaluate the perdition accuracy of onions
weights for four methods. They are the root mean square error (RMSE), the mean
absolute error (MAE), and the mean absolute percentage error (MAPE), which are
defined as follows:

RMSE =
√
√
√
√1

n

n∑

i=1

(yi − y
∧

i )
2
,MAE = 1

n

n∑

i=1

|yi − y
∧

i |2,MAPE = 1

n

n∑

i=1

|yi − y
∧

i |
yi

.

3.2 Performance Evaluations of Four Methods

In order to examine the performance of the four methods considered, we experi-
mented with two cases of raw data of onion weight and its log transformation data.
Figure 1 shows a two-dimensional plot of actual observations and predicted values
of onion weights at the growth stages by using the four methods such as PLSR,
SVMR, MLP and LSTM. The left side shows a two-dimensional plot of raw data
and the right side shows a two-dimensional plot of log transformation data. From
these graphs, we note that for raw data, the weight of onions is not well predicted
at the stages of growth by four prediction methods, but for log transform data, it is
well predicted during the growth stages.

We have calculated the measure of the RMSE, MAE and MAPE defined above
to compare the performance of the four methods of PLSR, SVMR, MLP and LSTM
that predict the weight of onion considered so far. Table 2 shows the values of the
error rates by the four prediction methods using raw data and log transformation
data. From the results of this table, we can see that the result of applying the log
transformation data rather than the raw data reduces the error rate significantly. In
addition, it can be seen that the SVMR method lowers the error rate in comparison
with other three methods, PLS, MLP, and LSTM.

Next, we calculated the beta coefficients through PLS regression to see how each
environmental variable affects the weight of onion growth stage. Table 3 shows the
beta coefficient values of each environmental variable over time. From these results,
we can see how each environmental variable affects the weight of onions. First,
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(a) Raw data for weight  (b) Log transformation data for weight

Fig. 1 Prediction of onion weight for PLSR, SVMR, MLP, LSTM
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Table 2 Error rates for PLSR, SVMR, MLP, LSTM using raw data and log transformation data

RMSE MAE MAPE

RD LTD RD LTD RD LTD

PLS regression 70.24 0.386 54.04 0.297 0.647 0.087

SVM regression 69.19 0.406 47.94 0.283 0.436 0.092

MLP network 74.10 0.441 49.37 0.329 0.375 0.098

LSTM 70.08 0.409 51.92 0.318 0.530 0.090

RD Raw Data; LTD Log Transformation Data

Table 3 Beta coefficients of environment variables

Period MWS MT MGT MH DS DR

t-7 −7.69445 15.76528 −8.23461 5.838677 2.063574 −0.64000

t-6 −0.60166 −10.1232 31.97899 2.617675 12.43185 −1.65507

t-5 −20.6856 −16.4733 −20.9158 −8.64566 −16.8606 −0.05359

t-4 −41.7138 10.28594 1.187904 −1.00089 −8.01451 −19.7768

t-3 96.57724 −19.5029 3.649576 0.360455 −31.2989 −26.3721

t-2 −54.5091 −9.2566 32.37667 3.591376 1.716278 −0.62559

t-1 −5.27819 12.84363 −7.21797 3.325923 9.096893 −1.62334

MWS Mean Wind Speed; MT Mean Temperature; MGT Mean Ground Temperature; MH Mean
Humidity; DS Daily Sunshine; DR Daily Rainfall

there is a negative correlation between the values of MWS (Mean Wind Speed),
MGT (Mean Ground Temperature) and DR (Daily Rainfall) and the weight of onion.
As these values increase, the weight of onion tends to decrease. In contrast, MT
(Mean Temperature), MH (Mean Humidity), and DS (Daily Sunshine) have positive
correlations with onion weight, and as these values increase, onion weight tends to
increase. Therefore, the optimal cultivation strategy to increase onion growth is to
lower the MWS, MGT and DR below a certain level and at the same time increase
the MT, MS and DS values above a certain level. It can be seen that this is given as
a cultivation strategy to maximize the weight of the onion.

4 Conclusions

Here, we considered the problem of predicting the weight of onion at each stage of
growth that finally affects the yield of vegetables using traditional predictionmethods
and deep learning algorithm. Experiments were carried out to evaluate a performance
of three prediction methods such as PLS regression, SVM regression, MLP network
and a deep learning algorithm-LSTM.
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From the experimental results, we first note that the optimal cultivation strategy to
increase onion growth is to lower the MWS, MGT and DR below a certain level and
at the same time increase the MT, MS and DS values above a certain level. Secondly,
we note that for raw data, the weight of onions is not well predicted at the stages of
growth by four prediction methods, but for log transform data, it is well predicted
during the growth stages. Thirdly, we can also see that the SVMRmethod is slightly
more predictive than the other three methods, PLS, MLP, and LSTM for both raw
data and transformation data.
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Dynamic Projection Mapping Based
on the Performer’s Silhouette

Injae Jo, Youjin Koh, Taewon Kim, Sang-Joon Kim, Gooman Park,
and Yoo-Joo Choi

Abstract This paper presents a novel dynamic projection mapping which tracks a
silhouette of a stage performer and projects a video image on the tracked silhouette
region. In the proposed method, the printed calibration board is not required for the
camera-projector calibration. It allows the simple camera-projector calibration for
the wide space is possible. The image can be accurately projected on the body of the
performer moving freely on the stage due to the calibration considering the different
distance from the camera. In the experiments, the video images were projected onto
the body of the performer moving freely, not only from left/right to right/left but also
from front/back to the back/front of the stage.

Keywords Dynamic projection mapping · Camera-projector calibration · Body
projection mapping
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1 Introduction

Projection mapping is a technology for visually augmenting information by
projecting the virtual information onto the surfaces of the real objects that exist
in the three-dimensional space. In general, projection mapping allows a number of
users to simultaneously experience the augmented world without wearing the special
devices and holding the equipment in their hands, which makes the immersion to be
improved [1, 2].

Recently, human body projectionmapping has been actively researched for artistic
stage performances or education [2–6]. Human body projection mapping is a type of
dynamic projection mapping technology which tracks the motion of the human and
projects images on the body of the moving human. However, most methods allow
the performer to move only within a limited narrow area, or to move their face or
limbs in the same place [2–5]. Sometimes, the special types of equipment or sensors
are attached to the human body to fastly track the body movement [6].

In this paper, we propose a novel dynamic projection mapping which tracks a
silhouette of a performer moving freely on the stage and projects a video image on
the tracked silhouette region without attaching the special sensors to the human body.
In the camera-projector calibration step of the proposed method, the homography
matrices for multiple depth levels are computed without the printed chessboard and
the scale factors are defined for each depth level. In the dynamic projection mapping
step, the silhouette of a performer is extracted based on the depth images of Kinect
V2 and the orthogonal distance from the camera to the performer is computed. The
silhouette image and projected video image are converted from the depth image
coordinate to the window coordinate using the homography matrix of the proper
depth level and the scale factors selected based on the orthographic distance. Finally,
the video image is projected on the stage performer’s body by drawing the video
image in the converted screen region using the extracted silhouette image as a mask.
In the experiments, the video images are projected onto the body of a performer
moving freely, not only from left/right to right/left but also from the front/back to
the back/front of the stage.

2 Camera-Projector Calibration

The camera-projector calibration is performed by applying the method of [7] in
which the homography between the screen image and the camera image is computed
by projecting the chessboard image on the whiteboard and capturing the projected
images using a camera. Figure 1 shows the screen image and the chessboard projected
on the whiteboard.

The camera image coordinates [x, y] of fifty-four corner points of the chess-
board are extracted using cv::findChessboardCorners() function of OpenCV library.
In order to define the 3D stage space, the chessboard is projected on the whiteboard
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Fig. 1 The chessboard
image on the screen window
and the chessboard which is
projected on the whiteboard

located in several different depth positions which mean different distances from the
camera to the whiteboard. The homography for each depth level is defined. That is,
n homographies are defined for n depth levels. And the orthogonal distance from
the camera to the whiteboard is also saved for each depth level. Figure 2 shows the
chessboard projected on the whiteboard located in the different depth level.

Fig. 2 The chessboard projected on the whiteboard located in the different depth level
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3 Silhouette Tracking and Projection Mapping

Using Kinect V2 which includes an RGB color camera with 1920 × 1080, a depth
sensor with 512 × 424 and an infrared sensor with 512 × 424, we can track 25
human body joints and silhouette. The coordinates of the body tracking points of
Kinect V2 are aligned with the depth image. Since the homography computed in the
camera-projector calibration step is based on the color image, the coordinates of the
body points of Kinect V2 should be realigned with the color image. Figure 3 depicts
the RGB color camera image and the body silhouette image realigned with the color
image. The red points in Fig. 3 are the human body joint points tracked by Kinect
V2.

The spine-mid point and head point among the human body joint points are
selected in order to define the square region in which the video image is rendered.
The length of five times the distance between the spine-mid point and the head point
is set to the length of one side of the square on which the video image is drawn. The
center of the square is set to the spine-mid point. The yellow square in Fig. 4 depicts
the region which the video image is rendered in the RGB color camera image space.
The orthogonal distance d from the camera to the spine-mid point is computed and it
is used as the depth level for selecting the proper homographyHd . The yellow square
and white silhouette points of Fig. 4 are aligned with the screen window space using
the homography Hd . Finally, the video image is rendered in the converted yellow
square by using the converted silhouette image as amask. Figure 5 shows themasking
result which is rendered in the window space.

Fig. 3 The RGB color camera image (left) and the body silhouette image realigned with the color
image
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Fig. 4 The square region
which the video image is
rendered in the RGB color
camera image space

Fig. 5 The masking result
which is rendered in the
window space

4 Experiment Results

For the experiment, we installed a Kinect V2 and a wide-angle projector in the front
of the moving whiteboard as shown in Fig. 6. Figure 7 shows the human joint points
and silhouette image extracted usingKinectV2when a performerwears large sleeved
clothing. Even though most of the human joints were extracted incorrectly due to
large sleeves, the head and spine-mid points were extracted correctly so that the
video was rendered in the correct position while masking by the silhouette image
as shown in Fig. 8. Figure 9 shows the results of the projection mapping onto the
human body located in the different depth position. The spine-mid point is projected
onto the middle of the body correctly, but the some errors in the silhouette boundary
were shown. Therefore, it is found that the fine-tuning of the scaling is necessary
after applying the homography.

Figure 10 shows the results of the projection mapping onto the panel when the
performer is moving while holding the panel in his hand. The video image was
projected properly onto the panel regardless of the depth level.
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Fig. 6 The Kinect V2 and the projector used in the experiments

Fig. 7 The human joint points and silhouette image extracted using Kinect V2 when a performer
wears large sleeved clothing

5 Conclusion

In this paper, we proposed a dynamic human body projection mapping method that
allows the performer to move freely on the stage. The proposed method applied the
simple camera-projector calibration that considers the different distance from the
camera and doesn’t require the printed calibration board. In the proposed method,
the humanbodyprojectionmapping is implemented by deciding the projection region
based on the head and spine-mid points of the human body, and by masking using
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Fig. 8 The result of video rendering with masking using the silhouette image

Fig. 9 The results of projection mapping onto the human body in the different depth level

Fig. 10 The results of projection mapping onto the moving panel
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the human silhouette image. As future work, we’d like to improve the accuracy of
the projection mapping and to reduce the projection delay.
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Reinforcement Learning for Rate
Adaptation in CSMA/CAWireless
Networks

Soohyun Cho

Abstract Herein, we propose a reinforcement learning agent to control the data
transmission rates of nodes in CSMA/CA-based wireless networks. We designed a
reinforcement learning agent based on Q-learning. The agent learns the environment
using the timeout events of packets, which are readily available in the data sending
nodes. The agent controls the data transmission rate by adjusting the modulation and
coding scheme (MCS) levels of the packets to effectively utilize the available band-
width in dynamically changing channel conditions.We used the ns3-gym framework
to simulate reinforcement learning. Simulation results show that the proposed rein-
forcement learning agent adequately adjusts the MCS levels according to changes
in the environment and achieves a high throughput comparable to that of Minstrel, a
well-known data transmission rate adaptation scheme.

Keywords Reinforcement learning · CSMA/CA · Q-learning · ns-3 · ns3-gym

1 Introduction

Currently, technologies for artificial intelligence (AI) are being developed rapidly,
and they are starting to be applied to many areas. Among the many technologies for
AI, we are particularly interested in reinforcement learning (RL) [1] because it can
manage dynamic or interactive systems. RL uses observations and rewards from its
environment in a series of time steps and applies actions to the environment for the
next time steps to achieve its final goal. Q-leaning [2] is a basic scheme of RL that
uses aQ-table, which represents the states of the environment and the possible actions
for each state. An RL agent based on Q-learning selects the best action based on the
current state and the Q-values of the actions; subsequently, it applies the selected
action in the next time step.

Recently, the adoption of the deep neural network [3] in RL resulted in deep
RL, e.g., the deep Q-network (DQN) [4]. It has been reported that the DQN could
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Fig. 1 The ns3-gym
framework with the ns-3
network simulator

outperform experts in some interactive games such as the Atari 2600 games [5].
However, in this study, we used the basic Q-learning scheme to control the data
transmission rates of nodes in carrier sensingmultiple accesswith collision avoidance
(CSMA/CA)-based wireless networks because of the simplicity of the scheme.

In many RL studies, researchers use a simulation framework called OpenAI Gym
[6], which provides a simulation environment for various applications such as the
Atari games. Recently, the authors of [7] introduced a framework called ns3-gym,
which provides a simulation environment resembling that of OpenAI Gym to study
RL in network research. ns3-gym functions in parallelwith ns-3 [8], which is awidely
used network simulator. Using ns3-gym, an RL agent can learn the environment
through the observations and rewards from the simulated network, and the actions
selected by the RL agent for the next time steps can be applied to the simulated
network, as shown in Fig. 1.

Herein, we propose a novel RL agent based on Q-learning to control the data
transmission rates of nodes in CSMA/CA-based wireless networks and evaluate its
performance using the ns3-gym framework.

2 Rate Adaptation in CSMA/CA Networks

To control the data transmission rates of the nodes in CSMA/CA-based wireless
networks such as the IEEE 802.11 standards [9], the nodes can select a different
modulation and coding scheme (MCS) for their packets. Table 1 shows theMCSs and
their physical data rates in IEEE 802.11a [10], whichwe used for the ns-3 simulations
in this study. Each of the MCS levels requires a certain signal-to-interference and
noise ratio (SINR) for the successful reception of the packets of the MCS level at
their receivers.

Because a high MCS level requires a high SINR, the sender nodes must select
adequate MCS levels for the data packets to their receivers to achieve a high
throughput, especially when the channel conditions are changing. To accurately
adjust the MCS levels, many algorithms have been proposed, such as Minstrel [11],
which is a popular data transmission rate control algorithm for CSMA/CA wireless
networks. Minstrel adjusts the MCS levels of data packets using the results from
probing data packets at different MCS levels. Figure 2 shows the achieved applica-
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Table 1 Modulation and
coding schemes of IEEE
802.11a [10]

MCS level MCS Data rate [Mbps]

0 BPSK, 1/2 coding 6

1 BPSK, 3/4 coding 9

2 QPSK, 1/2 coding 12

3 QPSK, 3/4 coding 18

4 16-QAM, 1/2 coding 24

5 16-QAM, 3/4 coding 36

6 64-QAM, 2/3 coding 48

7 64-QAM, 3/4 coding 54

Fig. 2 Changes in
application throughputs
achieved by the receiver
when the sender uses
different MCS levels or
Minstrel

tion throughputs by a receiver when its sender uses different MCS levels or Minstrel
while the receiver is moving away from the sender.

The simulation results show that when a fixed MCS level is used, the sender does
not fully utilize the available bandwidth of the network. With high MCS levels (such
as 7 and 6), the receiver achieves a high throughput1; however, it could not achieve
any throughput beyond 200 m. With low MCS levels (such as 1 and 0), the receiver
could receive packets when it was far from the sender (up to approximately 900 m
for MCS level 0). However, it could not achieve a high throughput when the sender
and receiver were close to each other. By contrast, from the simulation results of
Minstrel, it is clear that the receiver achieves a high throughput when it is close to the
sender, and that it still receives packets when the distance is approximately 900 m.

For the simulations, we used the IEEE 802.11a implementation in the ns-3 version
3.29. In the simulated network, only one sender node and one receiver node exist.

1The achieved throughputs were less than the physical data rates in Table 1 because we measured
the application throughput, and the CSMA/CA mechanism consumed bandwidth.
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Both the sender and receiver operate in the distributed coordination function (DCF)
[9] mode. During the simulations, the sender node sends a constant bit rate traffic
of 60 Mbps to the receiver node for 15 s, while the receiver node moves away from
the sender at a speed of 80 m/s. Both the sender and the receiver use 100 mW as the
transmit power. For signal propagation, we used the TwoRayGroundPropagation
model in ns-3, and fading was not considered. The noise figure was set to 7 dB.
To compute the success probability of the received packet, the NistNetErrroRate
model in ns-3 was used. The data packet size was set to 1,000 bytes, and the request-
to-send/clear-to-send scheme was not used. Other settings were left unchanged from
the ns-3 distribution unless otherwise mentioned.

3 Rate Adaptation Using RL

In this section, we describe the RL agent proposed to control the data transmission
rates of nodes in CSMA/CA wireless networks. The ns3-gym framework that we
used for RL research could report all the network situations such as the queue sizes
of the nodes at each time step in the form of the observation. However, we used
only the information readily available in the sender node of the CSMA/CA wireless
networks, such as the contention window (CW) size. This is because we assume that
each node adopts its own RL agent that operates with limited information available
in the node, and we consider that a CSMA/CA wireless network in the DCF mode
is inherently a distributed system of multiple participants.

In the DCF mode, each CSMA/CA node selects its random backoff time based
on the current CW size to avoid collisions with packets sent by other nodes in the
network. When a CSMA/CA node sends a packet for the first time, it sets the CW
size to its minimum value (CWmin), which is 15 in IEEE 802.11a. Whenever the
acknowledgement frame from the receiver of the packet does not arrive in a given
time (i.e., a timeout event occurs), the sender doubles its CW size before the retry
limit is reached (seven in the short retry limit case). Therefore, with the nth timeout
event, the CW size in a node is given as Eq. 1, and the CW size can be from 15 to
1,023 (as in IEEE 802.11a) with the short retry limit.

CW = 2n(CWmin + 1)−1. (1)

We considered the CW size as an indicator of the network situation that can be
used for the RL agent of the sender. However, we used the number of consecutive
timeout events (i.e., n) to reduce the size of states of the Q-table in the RL agent.
The number of consecutive timeout events can be obtained from the CW size using
Eq. 2, and it can be an integer from 0 to 6.

n = log2(CW + 1)−4. (2)
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Fig. 3 Changes in average
MCS levels used by the
sender node

We used n as the observation that an RL agent obtains in the ns3-gym framework
for its sender node at each time step.

For the reward, we let the sender node count the number of acknowledged packets
from the receiver during each time step and use it as the reward in the time step.
The number of acknowledged packets represents the number of packets successfully
received by the receiver.With the given observation and the reward for a time step, the
RL agent selects the best MCS level from the Q-table, and the ns3-gym framework
applies it to the sender node as the action that will be used by the sender node for
the next time step. The time step was set to 1 ms considering the simulated network
topology and the network parameters, such as the frequency (5.18 GHz) and the
bandwidth (20 MHz) used for the simulations.

4 Simulation Results

To evaluate the performance of the proposed RL agent in Sect. 3, we performed ns-3
simulations in the ns3-gym framework with the same scenario used for the fixed
MCSs andMinstrel in Sect. 2 (i.e., the receiver is moving away from the sender). We
performed 10 episodes with different seed values for randomness. Figure 3 shows
changes in the average MCS levels used by the sender for every 0.1 s in the 10th
episode2 along with those used by Minstrel. The simulation results show that the
RL agent adequately adjusts the MCS levels according to the changes in distance
between the sender and receiver. Furthermore, the simulation results show that the
RL agent adjusts the MCS levels more accurately than Minstrel except when the
receiver moves beyond 800 m.

2After several episodes for learning, the following episodes showed similar results.
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Fig. 4 Changes in
application throughput
achieved by the receiver

Figure 4 shows the changes in the throughput achieved by the receiver in the 10th
episode for every 0.1 s and also that achieved by Minstrel. The simulation results
show that the sender nodewith the RL agent can utilize the available bandwidthwhile
the receiver is moving away from the sender. By comparing the results with those
of Minstrel shown in Fig. 4, it is clear that the RL agent can achieve a performance
comparable to that of Minstrel, which uses probing data packets.

5 Conclusions

Herein, we introduced an RL agent based on Q-learning to control the data trans-
mission rates of CSMA/CA nodes. The RL agent learned the environment using
the readily available information in the nodes and controlled the MCS levels of the
data packets. Simulation results using the ns3-gym framework indicated that the
proposed RL agent adequately adjusted the MCS levels of the data packets sent to
the receiver after several episodes for learning. Consequently, a sender node with the
RL agent could effectively utilize the available bandwidth while the receiver node of
the packets moved away. Comparing the simulation results with those of Minstrel,
we demonstrated that the RL agent could achieve a performance comparable to that
of Minstrel.

In future studies, we will consider adopting a deep neural network for the RL
agent and perform experiments in more complex scenarios.
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Biometric-Based Seed Extraction Scheme
for Multi-quadratic-Based Post-quantum
Computing

Aeyoung Kim and Seung-Hyun Seo

Abstract PQC (Post-Quantum Cryptography) is rapidly developing in order to
provide stable and reliable quantum-resistant cryptography throughout the industry.
Like the existing public key cryptography, it does not prevent a third-party using the
secret key when the third party obtains the secret key by deception, unauthorized
sharing, or unauthorized proxying. The most effective alternative to prevent such
an illegal use is the utilization of biometrics. In this paper, we propose a biometric-
based seed extraction scheme by applying PCA (Principal Component Analysis)-
based CI (Confidence Interval) as a feature extraction method. The bio-seed can be
a good helper data to generate biometric-based secret key in PQC such as Rainbow.
It is helpful to prevent using the secret key by an unauthorized third party through
biometric recognition as well as to generate a shorter secret key.

Keywords Biometric-based seed · Seed extraction · Key generation · Biometric
cryptography · Post-quantum cryptography

1 Introduction

The high speed PQC (Post-Quantum Cryptography) is the latest public key cryp-
tographic technique that has been actively studied for the emergence of quantum
computers, which threaten the security of the industry’s existing cryptosystems. The
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existing public key cryptographic algorithms such asRSA,ECDSA, etc. are no longer
secure, because all of such cryptographic algorithms are based on the difficulty of
factorization or discrete logarithm problems that can be decrypted by the quantum
computers. Therefore, the need for a new public key cryptography technique resistant
to the quantum computation of quantum computers goes up, and quantum resistant
cryptographic algorithms are being actively researched.

The basic building blocks for designing quantum resistant cryptographic algo-
rithms are lattice, code, hash, and MQ (multivariable quadratic). Among them, the
MQ signature algorithm shows faster performance than that of the existing RSA and
ECDSA [1]. The representative MQ signature algorithm, rainbow signature scheme,
with Quantum Security Level 128-bit is 145 times faster than RSA’s and 3 times
faster than ECDSA’s for signature generation, and 2 times faster and 7 times faster,
respectively, for signature verification.

However, like the existing encryption algorithm, the quantum-resistant crypto-
graphic algorithm does not block the use of the third party’s encryption key by decep-
tion, unauthorized sharing or unauthorized proxying of the key. The most effective
alternative to prevent unauthorized third-party use of cryptographic key-based secu-
rity solutions such as digital signatures and encryption algorithm is the utilization of
biometrics on the existing crypto system.

Biometrics such as face can be used for user authentication because it is a unique
characteristic that cannot be separated from the original owner. However, biometrics
is unstable information obtained with different values with noise. This is true even
though the same part of the same person is repeatedly acquired many times at short
intervals such as seconds with the same device under the same conditions. In the
conventional cryptosystem, since input values having a difference of one-bit lead to
a very large difference for authentication, the most important problem for generating
the key from the biometrics is how to find a scheme which can stably reproduce the
exact bit string that looks random using the noisy input.

Some researchers have studied how to generate or bind a biometric-base key and
cryptography. Their biometric-based key generation or binding schemes have been
attracting much attention for additional authentication. However, biometric-based
helper data extractors in their schemes are still difficult to realize due to noise and
error elimination problems, computation problems, and storage size problems for
helper data.

In this paper, we propose a biometric-based seed extraction scheme for using
helper data or key in a post-quantum cryptographic algorithm that can effectively
apply biometrics and satisfy a certain level of security such as quantum security level
in 128-bit. Our target post-quantum cryptographic algorithm is Rainbow signature
scheme [2], which is a kind of MQ-based public key cryptography. This scheme can
also be quantum-resistant and implemented in resource-constrained IoT devices,
performing at high speeds. The proposed scheme gives us usable biometric-based
data as a seed to be a key which is smaller than the key in Rainbow and identifies an
authorized user.
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2 Related Works

2.1 Biometric-Based Helper Data Extraction Schemes

Biometric cryptosystemapplied to retrieve or generate keys frombiometrics.Because
biometric variance makes it difficult to extract consistent keys directly, many related
researches have addressed by “fuzzy” concepts and helper data, which is driven from
biometrics: fuzzy commitment scheme, fuzzy extraction or secure sketch scheme,
and fuzzy vault scheme. These approaches focus on how these systems deal with
biometric variance. For this, some schemes apply error correction codes and others
introduce filter functions, correlations, and quantization. While these method in
binding helper data with keys are independent on biometrics, they for generating
key from helper data are dependent upon biometrics, i.e. biometric features take
influence on the constitution of keys.

The quantization of biometric features can be used to construct helper data or to
directly generate keys or hash values. In order to provide keys, most schemes provide
a parameterized encoding of intervals. Generally, in the quantization-based scheme,
appropriate feature intervals to quantize are defined for each single biometric feature
based on its variance. In this approach, Davida et al. [3] proposed the private template
scheme, which serves a secret key and error correction check bits as a helper data.
Feng andWah [4] proposed a private key generation scheme in 40 bits of security level
with “good-quality” signature-based helper data, which is extracted by using the user
boundary as an interval by defined them.Li et al. [5] proposed a fuzzy extractor,which
is by using pre-aligned fingerprints and Principal component analysis. This scheme
concerned about the strength of the secret key extracted by using definition of interval
bound, which is theminimumdistance between codewords and an upper bound based
on the logarithmof theVarshamov-Gilbert Bound.Rathgeb andUhl [6] also proposed
a biometric-based key generation scheme by using interval-mapping scheme. These
several approaches have been published applying Interval to fingerprints and faces.
However, there are commonly the limitation of bit length related to security level
of keys. It is not enough for post-quantum cryptography and does not show the
feasibility as much as the fuzzy extractor does.

The fuzzy extractor proposed by Dodis et al. [7, 8], one of the representative
studies for solving the problem, generates a key from biometrics so that it can be
applied to any public key cryptographic algorithm. However, the proposed fuzzy
extractor has high computational complexity for getting helper data and a very large
space in units of Giga or Tera to store the helper data. To solve this problem, Fuller
et al. proposed a model using the LWE (learning with error) problem. Cheon et al.
[9] also applied the LWE problem to the model proposed by Canetti et al. [10] to
solve the problem and create models with more realistic storage sizes.

Unlike a general biometric-based key generation model that can be applied to
any cryptographic algorithms, Conti et al. [11] proposed Biometric RSA, which is
a model for generating private keys from two fingerprints stored on smart cards by
mapping a prepared large prime number list, for targeting RSA. Thus, models for
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generating a secret key of a specific cryptographic algorithm like RSA have been
proposed, but most of them are simple mapping or linking methods like Biometric
RSA. It is difficult to find a representative study because their proposals do not
provide a reasonable and concrete method. Some researchers tried to use other noise
sources such as multifactor, PUF (Physical Unclonable Function), and image link,
but the result is also insignificant.

2.2 PCA-Based Feature Extraction

PCA (Principal Component Analysis), one of the most popular multivariate statis-
tical techniques that uses an orthogonal transformation, has been broadly applied
to multivariate data analysis, pattern recognition, and signal processing [12, 13]. It
has also driven variants of PCA such as Quaternion PCA, L1-norm PCA, patch-
based PCA, and 2D2 PCA in various aspects [14]. Such PCA has been wildly used
in biometrics. Especially, PCA applied to face images is called Eigenfaces, which
were first developed by Sirovich and Kirby for recognition and used by Turk and
Pentland [15] in face classification. They tried to find a lower-dimensional space for
the simplest approach to recognize faces as a template matching problem.

3 Biometric-Based Seed Extractor

The proposed scheme extracts a bio-seed, called BS, from noisy data such as biomet-
rics to applyMPKC. ThisBS is used as a secret key for the generation of a private key
in MPKC. In order to design the BS extraction scheme, we consider some properties
of MPKC such as Rainbow as follows:

• The MQ signature scheme can be applied over galois field GF(256) as well as
many other signals including images that can be represented in 8 bits.

• The private key consists of the central map Q and two affine transformations S−1

and T−1. These are made of random numbers over GF(256) as well as acquired
biometrics, which also appear as random numbers because of their variance noise.

• The central map is a subspace of n × n × m matrix, and this appears as a
subspace of K3 matrix simply in terms of size, where K ≥ n > m.

The basic idea of the proposed scheme is to generate biometric-based secret
information BS from FNNM to F3K by using signal processing. The BS can be used
to derive a map from F3K to FNNM and to replace the existing central map with the
BS-based central map in the private key in MQ-based PQC. The basic processes of
this scheme include 4 stages as shown in Fig. 1. The input of the first to third stages
is deleted after it is used. BS is the only information that must be kept in a secure area
as SK, as it is impossible to be regenerated without using the same biometrics. BS
is stable data for the mid-term. Our chosen methods (Cm) for each stage are camera
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Fig. 1 The proposed bio-seed extraction process (St: step name, Cm: chosen method, Ot: output
type, Ex: example, Sv: discard or save mode, Ss: state of data stability)

for acquisition, gray scaling for transforming into the grayscale, PCA for dimension
reduction, and CIA (Confidence Interval Analysis) for BS extraction.

(1) Acquisition Stage: The N × N face images I = [I1, …, IM] are acquired.
(2) Gray-scaling Stage: The acquired images are converted into grayscale imageGI

= {GI1, …, GIM}. GI is represented by 8 bits, so that each pixel is the same as
an unsigned byte in various computer programming languages such as C. Each
pixel has 256 difference values {0, … 255} and can be applied for operations
over GF(256).

(3) Dimension Reduction Stage: We used PCA for dimension reduction of the gray-
scale face image GI by projecting it from an N2-dimensional space to a K-
dimensional space, where K >> N2 and K ≥ n. In this paper, the PQC model
used to fuse the face images is Rainbow, and the central map is replaced with a
BS-based central map. Therefore, we need n dimensions at least, where n is a
parameter in Rainbow.

(4) Bio-Seed Extraction Stage: We consider that the n× n × m central map can be
a subspace of aK3 bigger cube as a candidate of the new central map. To use this
for generating the cube in the key generation stage, we represent the dimension
reduced faces into K groups including upper bound, median, and lower bound
by CIA, and call them BS as SK for generating a private key map and a public
key map of Rainbow (Table 1).

The target post-quantum cryptographic algorithm in this experiment is Rainbow to
show how the proposed bio-seed extractor can be applied to MQ signature schemes.
The parameter set (F28,36,21,22) for Rainbow is considered the optimal secret key
size at a 128-bit post-quantum security level. The parameters for RSA and ECDSA
are 3072 and 256e are also selected at 128-bit post-quantum security level for a
comparison. When the PQ Security Lv. is 128 bits, SK is 237 bytes and about 92.3
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Table 1 Size (byte) of signature, PK, and SK

Schemes QSLv Signature PK SK

RSA 128 361 384 3,072

ECDSA 128 64 64 96

Rainbow 128 79 139,320 105,006

Bio-seed-based rainbow 128 79 139,320 237

and 99.8% shorter than that of RSA and Rainbow. The total key size is 139,557 bytes
which is about 42.9% shorter than that of Rainbow.

4 Conclusion

We proposed a new biometric-based seed extraction scheme for a multivariate
quadratic-based signature scheme such as Rainbow, which is one of PQC algorithm.
When the proposed scheme was applied in rainbow, we can get the suitable bio-seed
as a helper data, which can be applied to generate or bind with the secret key in key
pair, the public key in key pair, the vinegar variables in the first layer. To the best of
our knowledge, such a fusion model is being proposed for the first time.

Since the bio-seed can be get by biometric recognition in the proposed scheme, it
prevents an unauthorized user using the secret key. When we apply PCA-based CIA
as the feature extraction method for the bio-seed extraction, the secret key by using
the bio-seed is shorter than the length of the secret key in Rainbow. We believe that
this proposed scheme is a practical biometric-based seed extractor to generate the
secret key for quantum-resistant cryptography. We also expect that this belief will be
proven in the future by experimenting with more feature extraction methods, various
biometric templates, and biometric sensors.
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Lighting System to Maintain Color
Temperature of Natural Light
by Reflecting Changes of the Incoming
Light

Se-Hyun Lee, Seung-Taek Oh, and Jae-Hyun Lim

Abstract This paper proposes a lighting system that maintains color temperature of
natural light by reflecting the changes of external incoming light. For that, charac-
teristics of indoor lighting environment are measured and experimental environment
to control the light is constructed. The color temperature of the natural light by solar
terms are derived by analyzing measured natural light database. After that, color
temperatures from various points inside the room are measured and LED lighting
is controlled by linking it with the measured color temperature data. The results
indicated that the lighting system that adaptably reproduce the color temperature
of natural light even if external incoming light is changed. The color temperature
changes of the indoor lighting environment are measured and analyzed before and
after implementing the proposed system to validate the performance of the proposed
lighting system that maintains color temperature of natural light.

Keywords Natural light · Biorhythm · Color temperature · Lighting system

1 Introduction

Sunlight is being changed at 24 h interval and is closely related with human health.
Especially, color temperature among the characteristics of sunlight is known to
greatly affect the human biorhythm [1, 2]. However, as indoor activity time of
modern people increases and most of the indoor lighting environment provide a
uniform color temperature, a problem of imbalance of biorhythm is raised [3, 4].
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In order to resolve this problem, methods to provide color temperature and circa-
dian characteristics of natural light have been introduced [5]. However, most of
the indoor lighting environment is constructed with natural light and artificial light,
therefore indoor lighting environment is changed by incoming natural light, which
consequently disable maintaining intended lighting environment.

In this paper, a lighting system that maintains color temperature of natural light by
reflecting changes of external incoming light is proposed. First, the characteristics of
color temperature are analyzed based on the measured natural light database and the
color temperature standard by solar terms is extracted to control the light. In addition,
an experimental environment is constructed to investigate characteristics of indoor
lighting environment, and changes of color temperature inside the room by external
incoming light are measured. After that, individual control for the indoor LED light-
ings is realized so that the color temperature of indoor lighting environment that is
changing by incoming external light would be in conformity with color temperature
standard by solar terms. In addition, possibility of color temperature reproduction
of natural light through implementing the proposed system is examined through
experiment conducted under the environment of changed incoming light.

2 Lighting System to Maintain Color Temperature
of Natural Light

The proposed lighting system was constructed to adapt and reproduce the color
temperature characteristics of natural light. A lighting system composed of sensors,
controllable LED lighting, and measured natural light DB was constructed. Figure 1
is a schematic diagram of the proposed lighting system.

Fig. 1 Schematic diagram of lighting system to maintain color temperature of natural light



Lighting System to Maintain Color Temperature of Natural … 193

The color temperature and illuminance in Fig. 1 were measured by using RGB
sensor (TCS34725) and illuminance sensor (TSL4531).The color temperature values
were used after comparing and calibrating the output values through RGB based
calculation with the spectral radiometer (CAS 140CT, Instruments). In addition, the
indoor lighting was constructed with Warm/Cool 2 channels and LED lighting that
could realize color temperature of 2687–6000 K and illuminance of 0–1000 lux
through controlling the 256 stages per each channel. In addition, ZigBee based wire-
less communication environment was adopted so that lighting control and sending
and receiving the sensed data could be realized. Additionally, a server and a gateway
were implemented to support loading the natural light data base and operation of
lighting system.

The circadian characteristics of the color temperature by solar termswere analyzed
based on the measured natural light database in order to draw control standard of
lighting to reproduce color temperature of natural light. The spectral radiometer (CAS
140CT, Instruments) was used for analysis fromMarch 2017 till Aug. 2019 by using
measured natural light database. The circadian characteristics of color temperature
of natural light by solar terms are as shown in Fig. 2. While, Table 1 presents the
color temperature analysis results for the subdivision of solar terms (‘Cheoseo’) that
fell nearest time to the lighting control experiment.

The proposed lighting system was adjusted its initial control stage to Warm = 0
and Cool = 0, and color temperatures and illuminances from various points in the
room were measured. The illuminance and color temperature at each point that are
measured in real-timewere compared if thesewere in conformitywith reference color
temperature in Table 1.When differencewas observed, repeated control functionwas

Fig. 2 Characteristics analysis for color temperature of the natural light by solar terms

Table 1 Example of characteristics analysis for color temperature of natural light by solar terms
(‘Cheoseo’)

Time 06 07 08 … 12 … 16 17 18

Color temperature (K) 5565 5650 5699 … 5812 … 4778 4376 3922



194 S.-H. Lee et al.

realized by LED lighting stage that adjusted the color temperature at each point in
the room to be near to the reference color temperature.

3 Experiment and Evaluation

An experimental environment was constructed to measure optical characteristics
changes at each point of room after implementing the proposed system. Experimental
space was set at laboratory in the 4th floor of building located at latitude of 36˚ and
longitude of 127˚. The size of experimental setup was 630× 720× 270 cm (W× L
× H) and two windows of dimension 140 × 165 cm (W × L) were located towards
south. Figure 3 shows the perspective drawing of the experimental set up.

Experiment was conducted from 06:00–19:00 on the Aug. 21, 2019. The weather
conditions on the day of the experiment corresponded to an average cloudiness of
6.8 (heavily cloudy, based on data provided by the Korea Meteorological Adminis-
tration). The experimental environment was categorized into the experimental group
which was the proposed lighting system environment that reproduced the color
temperature of natural light by adapting the changes of external incoming light and
a control wherein general color temperature reproduction method was applied. The
illumination in each of the experimental lighting environment was maintained to
400–500 Lux. In addition, the optimal angle of the blind that can maintain above
illumination was derived as 150° in the preliminary experiment and this angle was
maintained all the time during experiment. The changes of color temperature charac-
teristics during one day under each environment were measured using RGB sensors
and these were compared. Figure 4 shows experimental result for the control group
(left) and the experimental results for the experimental group (right).

The color temperatures at each point (P1–P4) in the room were uneven even the
environment was arranged as reproducing the color temperature of natural light as
shown in the control group results as in Fig. 4. Particularly, at the window where

Fig. 3 Perspective drawing
of experimental environment
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Fig. 4 Color temperatures under indoor lighting environment: control group (left) and experimental
group (right)

effect of the external incoming light was greatest, the color temperature variation
was severe, resulting non-conformity with the intended color temperature standard
of natural light. Yet, the inner side of the room (P3, P4) did not match with the color
temperature standard only in some areas before 8:00 and after 18:00. Whereas, in
the experimental group results as in Fig. 4 wherein the proposed lighting system was
applied, the color temperatures at each point (P1–P4) in the roomwere similar to that
of natural light. With these experimental results, color temperature characteristics of
natural light could be perfectly reproduced by adapting to the changes of external
incoming light through the proposed system that measured color temperature of each
point in the room and lighting was controlled.

4 Conclusion

In this paper, a lighting system that maintains color temperature of natural light by
reflecting the changes of external incoming light is proposed. First, a color tempera-
ture standard by solar terms was derived by analyzing color temperature characteris-
tics of natural light by using the natural light DB. The optical characteristics of indoor
lighting environment were measured by implementing RGB and illuminance sensor
and LED lighting that could be individually controlled and an experimental environ-
ment was constructed to control the lighting. Furthermore, a lighting control system
was realized by implementing server that supported loading the measured natural
light DB and collection of the sensed data and gateway that supported ZigBee based
wireless communication. The color temperatures for each point in the indoor lighting
environment were measured and a control function of the lighting that repeatedly
performed LED lighting by channel to comply the color temperature standard in real-
time was realized. The changes of the color temperature characteristics in the indoor
lighting environment before and after implementing the proposed lighting system
were measured and compared. The comparison results showed that in the control
group which was the lighting environment that reproduced the color temperature of
natural light, color temperature changes were severe due to incoming external light.
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Particularly, the color temperatures were not in conformity with the color tempera-
ture standard in almost all the time zones at the window side (P1, P2). Whereas, with
the proposed lighting, the color temperatures in all the points of window (P1, P2) and
inner side (P3, P4) of the room were similar with that of natural light in all the time
zones. The results confirmed that when the proposed system is implemented, the
color temperature of natural light can be perfectly reproduced even under changes
of external incoming light.

Researches are needed to expand the propose lighting system in the future. For
the purpose, research and validation experiment would be performed to save lighting
energy and to improve lighting quality through implementing a blind control.
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Deep Neural Network Model
for Calculating Ultraviolet Information
with Seasonal Characteristics
from Illuminance

Deog-Hyeon Ga, Dae-Hwan Park, Seung-Taek Oh, Heon-Tag Kong,
and Jae-Hyun Lim

Abstract Ultraviolet rays have beneficial or detrimental effects on human health,
depending on the degree of exposure. Recently, with increasing interest about
health, the demand for UV-related information has also increased. Therefore, this
paper proposes a DNN model that applies seasonal characteristics to calculate the
illuminance-based UV information at the user’s location. For that, the relationship
between the UV information and natural light’s characteristics using the measured
natural light data was analyzed. After that, a data set was constructed by consid-
ering seasonal characteristics of the light, and DNN model learning is performed
through the data set. The DNNmodel which calculates illuminance-based UV infor-
mation is validated by considering accuracy of UVI calculation according to adap-
tation of seasonal characteristics in the input data. The proposed model was vali-
dated by comparing accuracy of UVI calculation according to application of the
seasonal characteristics for the DNN model that determines the illuminance-based
UV information.

Keywords Deep neural network (DNN) · Ultraviolet index (UVI) · Seasonal
characteristics · Natural light
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1 Introduction

Ultraviolet rays have beneficial effects on human health such as vitamin D synthesis,
maintenance of calcium homeostasis and prevention of osteoporosis when proper
exposure is achieved. However, overexposure can have a detrimental effect on skin
health, including skin burns and skin cancer [1]. Recently, as people’s interest in
health increases, the demand for UV-related information that has a great influence
on the human body is also increasing. Accordingly, various studies are being actively
conducted to provide platforms and services for calculating UV information [2].

In general, users must use information services provided by the Korean Meteo-
rological Agency or use data provided by the relevant agencies in order to obtain
ultraviolet information. However, the UV information provided by the Meteoro-
logical Agency is based on the data measured at limited 15 domestic UV stations.
Therefore, it does not accurately reflect the characteristics of the user’s location.
Furthermore, in order to obtain more accurate UV information, it is necessary to use
specialized measuring equipment or to operate a separate measuring module, but
there is a limit of requiring related expertise and the module itself would not satisfy
user convenience.

Therefore, this paper proposes a deep neural network model on which seasonal
characteristics of the UV are applied to calculate illuminance-based UV information.
For that, expertise light measuring equipment (spectral radiometer) is operated. The
measured and collected natural light data were used to analyze correlation between
the light characteristics such as illuminance and UV index (UVI). A data set was then
extracted for the learning of the deep neural network model for which the seasonal
characteristics of UV are considered. After that, a deep neural network model with
the input data of illuminance and seasonal characteristics was established to calculate
more accurate illuminance-based UV information. In addition, the UVI calculation
results of the deep neural network model before and after applying the seasonal
characteristics of UV were compared to validate the performance of the proposed
model.

2 Analysis of Natural Light Data and Seasonal
Characteristics

Before calculating the illuminance-basedUV information, themeasured natural light
data such as illuminance and UVI were analyzed. In addition, the seasonal charac-
teristics of natural light were also investigated. For the analysis, the natural light
data measured and collected from the roof of 10-story building of this Univer-
sity located at latitude of 36.85˚ and longitude of 127.15˚ over about two years
(Apr. 1, 2017–Aug. 13, 2019) we’re used. Natural light data were collected sepa-
rately in terms of light characteristic s such as illuminance, color temperature, chro-
maticity coordinate, and UV index. The intensity of domestic ultraviolet rays is not



Deep Neural Network Model for Calculating Ultraviolet … 199

constant and changes year-round [3]. In order to analyze the domesticUVrays consid-
ering such characteristics, the hourly solar zenith angle information provided by the
Korea Astronomical Research Institute were also collected in constructing database.
Table 1 shows the correlation between the characteristics such as natural light, UVI,
and solar zenith angle.

The analysis results presented in Table 1 show that the correlation of UVI with
illuminance is high with the value 0.76, and the correlation with the solar zenith is
also high with the value −0.93. However, the color temperature (CCT) and color
coordinate show relatively low correlation of 0.44 and −0.53, respectively. In addi-
tion, in case of the illuminance, it showed a relatively low correlation with UVI as
compared to solar zenith angle. The results were analyzed by output of scatter plots
between the illuminance and UVI classified by each season of spring (March, Apr.,
and May), summer (June, July, and Aug.), autumn (Sept, Oct., and Nov.), and winter
(Dec., Jan., and Feb.) for the natural light data. The analysis results are presented in
Fig. 1.

Table 1 Correlation between natural light data

Illuminance CCT Color coor-dinate x, y Solar zenith

UVI 0.7659 0.4461 −0.5347 −0.9314

Fig. 1 Illuminance—UVI scatter plots by season
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Figure 1 presents UVI distribution according to the illuminance values by
extracting the data on the clear days in each season. The distribution of UVI by
season shows a different trend. The maximum illuminances during spring, summer,
and autumn are similar with about 120,000. While, the maximum UVI during spring
and autumn is 8–9, and it is higher than 10 during summer. Especially, the UVI under
the same illuminance is widely distributed. In addition, during winter, the maximum
illuminance is about 110,000 and maximum UVI was as low as lower than 6. The
analysis results indicated that the correlation between illuminance andUVI by season
is different, expecting that it would be also advantageous to reflect seasonal charac-
teristics of natural light in the calculation of illuminance-based UV information in
the future.

3 Deep Neural Network Model for Calculating
Illuminance-Based UV Information

The deep neural network model for the calculation of illuminance-based UV light
information uses the illumination value as themain input variable and the solar zenith
angle that is found to be highly correlatedwithUVI. In addition,monthly information
was added as an input variable to reflect the seasonal characteristics of UVI. Figure 2
shows the construction of the deep neural network model proposed in this paper.

In the deep neural network model in Fig. 2, the input variable was set a total of 15
including illuminance, solar zenith angle, and seasonal characteristics data. While,
initialization of weight is set to arbitrary value of standard normal distribution. The
scale of illuminance was adjusted to 10,000:1 for smooth learning. In addition, the
seasonal characteristics were categorized into monthly information in order to be

Fig. 2 Schematic diagram of deep neural network model
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reflected as a more detailed seasonal characteristics before applying them as the
input variable. At this time, each weight of month is assigned by using one-hot
encoded 13-bit data to input monthly information corresponding to categorical data
instead of general integer variables. After that, the learning data was constructed
through two hidden layers. Each node consisted of 32 nodes and the active function
was constructed with ReLU. Furthermore, the loss function of the model is set to
MAE (average absolute error). ADAMwas adopted as an optimization algorithm and
MSE (mean square error) was adopted to calculate one output UVI through learning
the deep neural network model.

4 Validation and Analysis

In order to validate the proposed deep neural network model, first the performance
according to application of the seasonal characteristics data was compared. The
results are tabulated in Table 2.

Table 2 presents the resultswhen the natural data for two yearswere learned.When
the monthly data of seasonal characteristics were applied along with the illuminance
and solar zenith, the test performance was 0.29 as per MAE and 0.25 as per MSE,
showing a relatively low error. In addition, an experiment was performed to check
calculation performance of the illuminance based UVI of the proposed deep neural
network model. Arbitrary data were extracted per season for clear days and cloudy
days one day each that were not included in the learning. These data were used
in the two models constructed as above as input variables to validate performance
difference. The results are shown in Fig. 3.

In Fig. 3, errors are obtained as mean value at each hour from the UVI output
values in the deep neural network model and compared the mean of each error
(MAE) by season. In the model without reflecting the seasonal characteristics, the
error was relatively low in the winters. However, the error rates were high for other
seasons. Whereas, when the seasonal characteristics were considered in the learning,
constantly low errors were found in the spring, summer, and autumn except winters.
The comparison results for entire MAE showed that both models yield errors of 0.25
and 0.17, respectively. The results confirmed that the proposed deep neural network
model with the seasonal characteristics can calculate more accurate UVI.

Table 2 Error according to application of monthly data

Input variables MAE MSE

Illuminance, solar zenith angle 0.37 0.39

Illuminance, solar zenith angle and seasonal characteristics data 0.29 0.25
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Fig. 3 Comparison of error in the deep neural network model

5 Conclusion

In this paper, a deep neural network model in which seasonal characteristics of
natural light are reflected is proposed to calculate an illuminance-based ultraviolet
information. The correlation between the light characteristics was analyzed by using
measured natural light data. The analysis results showed that UVI, illuminance, and
solar zenith were highly correlated. In addition, the illuminance and UVI showed
different correlation according season, indicating that seasonal characteristics of
natural light need to be reflected in the deep neural network model. The learning
dataset was then extracted from the measured natural light data. The deep neural
network model to calculate the illuminance based UVI was then established by
applying 2 hidden layers, 32 nodes in each stage, and activation function ReLU. Into
the input data, one-hot encoded monthly data were also added in order to reflect
seasonal characteristics of natural light along with the illuminance and solar zenith,
and then output was set as UVI values. The performance of the proposed deep neural
network model before and after applying the seasonal characteristics were compared
and analyzed. The proposed model with input data of illuminance, solar zenith, and
seasonal characteristics showed a lower error (MAE) by 0.08 than that of model with
only illuminance and solar zenith data, confirming the proposed model has a high
degree of accuracy in calculating UVI.

In the future, additional learning and experiments would be needed to improve
performance of the proposed model in order to calculate more accurate UVI for all
the seasons. In addition, a researchwould be performed to establish a systembased on
the proposed model which not only provides UVI but also UV related information
such as erythema weighted ultraviolet light (EUV) and vitamin D to the users by
linking illuminance and locational information from smart phones.
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Model for Classifying Color Temperature
Anomalies of Natural Light in Real Time
Using Deep Learning

Geon-Woo Jeon, Seung-Taek Oh, Heon-Tag Kong, and Jae-Hyun Lim

Abstract Modern people spend longer time in artificial lighting environments, it
causes problems such as biorhythm imbalance. In order to resolve this problem,
studies are being conducted to reproduce the characteristics of natural light through
indoor lighting. However, researches for detect anomalies of color temperature
caused by cloud and weather changes during real-time measurement of the color
temperature are lacking. This paper proposes classification algorithm of real-time
color temperature anomalies of natural light based on deep learning. First, anomaly
was defined by analyzing daily color temperature pattern on the clear day and cloudy
day with the natural light data measured for two years. The factors related with
the occurrence of anomalies were explored and a data set to be used in the deep
learning model was extracted. The deep learning model that uses LSTM layer which
is beneficial to reflect time series characteristics of the extracted data was designed.
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1 Introduction

Periodic characteristics of natural light from sunrise to sunset help in maintaining
human physiological functions such as circadian rhythm and sleep cycle [1].
However, indoor artificial lighting environment that provides fixed illuminance or
color temperature can disturb circadian rhythm and sleep cycle [2]. In order to solve
this problem, studies are continued to reproduce the characteristics of natural light
through indoor lighting [3]. However, previous studies have only reproduced some
characteristics of light or periodic characteristics of the collected natural light, thus
could not reproduce the characteristics of natural light that is changing everymoment
with day, month, and year-cycles. In addition, in order to reproduce natural light in
real-time, the natural light which is periodically changing at every moment need
to be measured. The researches were conducted to measure the color temperature
in real-time, but anomalies of the measured color temperature that can occur when
the color temperature is abruptly changed due to cloud or weather could not be
investigated. Therefore, this paper proposes a classification model for the real-time
color temperature anomalies based on the deep learning to reproduce natural light
in real-time. For that, daily changing patterns of the color temperature and light
characteristics data on the clear days and cloudy days each based on the natural
light database measured over two years were analyzed and anomality value of color
temperature was defined. In addition, the factors related with the occurrence of the
color temperature anomalies were derived and data set to construct anomalies clas-
sification algorithm was prepared. And then a deep learning model wherein LSTM
layer was used was designed so that time series characteristics of the input data can
be reflected in the proposedmodel. The leaningwith the data set composed of 80% of
whole natural light data was performed and anomalies classification algorithm was
evaluated by using data for one day in which color temperature anomaly is existed.

2 Characteristics of Natural Light and Anomalies of Color
Temperature

2.1 Characteristics Analysis of Measured Natural Light

In this study, the characteristics data of sunlight were collected by tracking the sun
at one-minute interval from the roof of a 10-story building located at latitude 36.85
and latitude 127.15 from April 2017 to May 2019. The database for the natural light
was established with the collected data. The equipment for the measurement was a
spectroradiometer (CAS140-CT, Instrument Systems) that measures the spectropho-
tometric illuminance of light to calculate and provide illuminance, color tempera-
ture, wavelength ratio, and UV intensity. First, in order to investigate the changing
characteristics of light including color temperature for clear day and cloudy day,
the characteristics of the light for the days with average cloudiness of 0.0 and 4.5
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Fig. 1 Illuminance measurement data for the clear day and cloudy day

among the natural light databasewere analyzed. Figure 1 shows the daily illuminance
distribution for the selected clear day (Apr. 15, 2019) and cloudy day (Mar. 3, 2018).

In Fig. 1, the illuminance of clear days was relatively higher than those of cloudy
days, and the illuminance distribution of clear days exhibits a parabolic form with
the illuminance constantly increasing and decreasing. However, the illuminances of
the cloudy days were lower than those in the clear days by on an average 20,000 lux
and the illuminance distribution was also uneven. It might be due to sunlight that is
transmitted was reduced due to clouds or was abruptly changed. The changes of the
color temperatures and wavelength ratios during the selected clear days and cloudy
days are presented in Fig. 2.

InFig. 2, the color temperatures during the clear days and cloudydays showsimilar
distributions as in Fig. 1. Furthermore, in the graph for the clear day in Fig. 2, the color
temperature and ratio of the short wavelength (380–480 nm), medium wavelength
(480–560 nm), and long wavelength (560–780 nm) are evenly distributed. Whereas,
in case of the cloudy day, the wavelength ratio was irregular in the zone where the
color temperature was measured irregular. Yet, the change was relatively less than
that of CCT, indicating that the wavelength ratio was not affected by the clouds or
weather as much as the illuminance or color temperature. However, cloudy day in
Fig. 2, the short wavelength was instantly increased due to clouds’ blocking the sun
during 14:00–16:00 and 17:00–17:30, and it was changed in everyminute. It might be
because, the light of red series long wavelength was blocked by the clouds in a short
duration and the light of blue short wavelength reachedmore to themeasurement site.
The analysis results for the characteristics of natural light on clear days and cloudy
days confirmed that the characteristics of illuminance and short wavelength ratio of
natural light may be similar to color temperatures and distribution characteristics.
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Fig. 2 Color temperature
and wavelength ratio: clear
days and cloudy days

2.2 Characteristics Analysis of Measured Natural Light

In order to define the color temperature anomalies necessary for evaluating the real-
time color temperature anomalies, natural light data were analyzed. For that, entire
natural light data and the distribution of color temperature on the clear days having
constant color temperature distribution were analyzed and summarized. For the data
of clear days (cloudiness 0.0), one day per month was selected and the color temper-
ature values measured at one-minute interval from sunrise to sunset for 12 days were
used. While, the color temperature for all the days in the natural light database which
are not categorized by clear and cloudiness of the day were used as the total data.
In addition, after calculating the changed amounts (x2–x1, �x) of two neighboring
color temperature values measured at one-minute interval, the distribution status of
the resulting value (�x) was analyzed and the results are tabulated in Table 1.

Analysis results showed that more than 99% color temperature change data were
distributed in the zone of higher than –50–50. In addition, the distribution of the
color temperature change for whole data confirmed that color temperature change
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Table 1 Changed amount
distribution of the measured
color temperatures

Changed amounts (�x)
range

Changed amount distribution

Clear days (%) All days (%)

−30 ≤ �x ≤ 30 97.26 81.3

−40 ≤ �x ≤ 40 98.14 85.1

−50 ≤ �x ≤ 50 99.40 87.3

−100 ≤ �x ≤ 100 99.58 92.3

−200 ≤ �x ≤ 200 99.7 95.6

data are presented more than 90% in the zone higher than –100–100 and 87.3% in the
zone lower than –50–50. Furthermore, the color temperature change zone in –50–50
accounted more than 87% of the entire color change amount and accounts almost all
the data (more than 99%). Therefore, it is the zone from where the color temperature
of the clear days can be distinguished easily. Based on the above results, the zone
of –50 ≤ �x ≤ 50 was set as a reference where the measured color temperature
anomalies can be tracked. When the color temperature change became an outlier
from the zone, that color temperature was defined as an anomaly of the measured
color temperature.

3 Anomalies Classification Model for the Color
Temperature of the Real-Time Natural Light

The deep learning-based color temperature anomalies classification model was
constructed as three stages: input data construction and preprocessing, deep learning
model design, and model evaluation and analysis. First, pretreatment for the natural
light data was proceeded to process them into data that can be input into the deep
learning model. The input data for the color temperature anomalies classification
model were prepared with the illuminance and short wavelength ratio that were
confirmed as related with the color temperature anomalies through characteristics
analysis of the measured natural light. The incidental information such as relative
duration and short wavelength ratio at one-minute interval were also included in
the input data of the color temperature anomalies classification model. The relative
duration was scaled as 0 when the color temperature was at minimum after sunrise,
and as 1 when the color temperature was minimum before sunset. The data standard-
ization which converts average value to 0 and standard deviation to 1 was applied in
the short wavelength ratio and illuminance data. In addition, the data set for leaning
the model were extracted randomly at 80% of the whole natural light data. The deep
learning model for real-time color temperature anomalies classification consists of a
LSTM layer with 128 nodes, a hidden layer with 256 nodes, and an output layer with
one neuron. Furthermore, for input data, the previous 10 numbers of data collected at
one-minute interval which include themoment of anomalies classificationwere used.
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Fig. 3 Schematics of model and input data

Each data was constructed with the relative duration, short wavelength ratio, short
wavelength changes amount, and illuminance. Figure 3 shows the schematic diagram
of anomalies classification model and input data and t indicates the measurement
moment.

When building the deep learning model shown in Fig. 3, three dense layers adja-
cent to the LSTM layer used ReLU, which is advantageous for error back propaga-
tion when training the model. In the dense layer for final output, a sigmoid activation
function was applied to make the final output have probability between 0 and 1.
In addition, the model’s loss function uses binary cross entropy provided by Keras
library to achieve binary classification purposes. The optimizer used for optimization
was AdamOptimizer. The batch-size which is the sample size for weight update was
set to 64 and the maximum number of training round was set to 100.

In order to evaluate the performance of the proposed model, the color temperature
prediction results were monitored by using the color temperature data of one day
(March 3, 2018) that was not used in the training. Figure 4 shows the distribution
of color temperature for the day used in the evaluation, and the red-colored area
shows the result of detecting anomalies of color temperature which may be caused
by the effects of cloud and weather. When the non-anomalies are classified as normal
values, it is confirmed that the anomalies and normal values of color temperature can

Fig. 4 Execution of the real-time color temperature anomalies classification model and Replace-
ment of detected anomality color temperature



Model for Classifying Color Temperature Anomalies of Natural … 211

be classified with a probability of 98.87%. In addition, in order to reproduce the
periodic characteristics of natural light, actual measurement days of natural light
having a pattern like the color temperature distribution were selected and results of
replacing some of the color temperature of that day with the anomalies at Fig. 4.

Figure 4 shows replacement results of the anomalies with the color temperature
value of natural light on March 8, 2019. This enables the real-time cyclic character-
istics of the natural light to be reproduced when the corresponding part is replaced
with the normal color temperature after detecting the color temperature anomalies
through the proposed model.

4 Conclusion

In this paper, a deep learning based real-time color temperature anomalies classifica-
tionmodel is proposed. The natural light datameasured over two yearswere analyzed
to confirm that illuminance and short wavelength ratio are factors related to color
temperature anomalies. In addition, the color temperature anomaly value is defined
as the value when the color temperature variationwasmore than –50 to 50K than that
measured moment before. In addition, a color temperature anomalies classification
model was designed to classify status of color temperature anomalies by entering
the illuminance, short wavelength ratio, amount of short wavelength changes at one-
minute interval, and relative time. The proposed model was constructed with the one
layer of LSTM, 4 layers of dense layer. The leaning was performed by using 80% of
the measured natural light data. The model was evaluated and validated by using the
light characteristics data on a specific day (March 3, 2018) when the cloudiness was
4.5. The validation results showed that the anomalies and normal values of the color
temperature can be classified with the probability at 98.87%. When the anomality
values of the color temperature of natural light is judged through the proposed model
and replaced it with the appropriate color temperature, it is possible to reproduce the
periodicity of natural light in real-time. In the future, research is needed to develop
and implement measurement devices that can easily measure the illuminance and
short wavelength ratio to be used as inputs for the proposed model. In addition,
research is planned to develop a color temperature matching algorithm that replaces
the color temperature anomalies with the normal values to reproduce the periodic
characteristics of natural light.
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Low-Resolution LiDAR Upsampling
Using Weighted Median Filter

Hyun-bin Lim, Eung-su Kim, Pathum Rathnayaka, and Soon-Yong Park

Abstract This paper presents a 3D LiDAR data upsampling method to obtain dense
3D depth data from a low-resolution LiDAR, a vision camera, and the Weighted
Median Filter (WMF) algorithm. Recently, LiDAR is widely used in the field of
Computer Vision since it can obtain accurate 3D data. However, data acquisition
from the LiDAR is expensive due to the high cost of the LiDAR. We address how
to obtain large amounts of 3D data from a low-channel LiDAR. In this paper, we
acquire LiDAR data and color images from a calibrated multi-sensor platform. We
first begin the upsampling steps from linear interpolation of a depth image. And then,
we use an WMF algorithm to complement the first interpolation image. We use the
upsampling algorithm to create dense 3D depth map from the existing sparse LiDAR
data. And we generated a high-density 3D map using the ICP matching of multiple
depth data acquired by a moving robot system.

Keywords LiDAR · Upsampling · Weighted median filter · Guided image filter ·
ICP
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1 Introduction

Recently, LiDAR can be used to a variety of Computer Vision areas, such as object
detection, recognition, and 3D map generation because LiDAR can obtain accu-
rate 3D data. Therefore, LiDAR data is getting important. In addition, as LiDAR
data becomes more important, the amount of LiDAR data becomes more important.
Because, the greater the amount of LiDAR data, the better the research results. For
this reason, high-resolution LiDAR is often used to obtain large amounts of LiDAR
data. However, the larger the number of LiDAR channels, the more expensive the
LiDAR device is, which causes cost problems. Solve this cost problem, researches
[1, 2] for upsampling low channel LiDAR data are being conducted.

Two methods of LiDAR upsampling are introduced in [1, 2]. Both upsampling
methods use LiDAR and color images. And, both methods upsampling using the
depthmap.Wirges et al. [1] present an improvedmodel forMRF-based depth upsam-
pling, guided by image-as well as 3D surface normal features. And [2] use Synchro-
nized color image and Anisotropic Diffusion Tensor to upsampling. The difference
between the two studies [1, 2] and our study is the number of LiDAR channels used
in the study. Two research used 64-channel LiDAR for upsampling, but we used
16-channel LiDAR for upsampling.

Our research presents a method for upsampling low-resolution LiDAR data using
low-resolution LiDAR data and vision camera image data. First, we calibrate LiDAR
and the vision camera. Because calibration can be used to create a depth map with
the same resolution as the vision camera image. We upsampling LiDAR data using a
depth map containing the distance data of the LiDAR. Before applying the weighted
median filter, linear interpolation is performed first. Then, to compensate for the
interpolated depth map, the final upsampling is performed by applying a weighted
median filter. Through this process, the previous sparse LiDAR data can be trans-
formed into dense 3D data. Details of each method will be explained in detail in
Session 2.

2 LiDAR Depth Upsampling

2.1 LiDAR and Camera Calibration

Our research use both the color data of the camera and the 3D point of LiDAR. First,
we need a camera and LiDAR calibration. Because camera calibration can be used
to determine the relative transformations of color image data and LiDAR data. In
addition, calibration canmake a depth map and colored LiDAR data. Various LiDAR
and camera calibrations exist. However, most methods require the use of a special
calibration board. In order to easily calibrate, we used the [3] method. Because [3]
is a method of calibrating only using chessboard.
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Depth Map

Fig. 1 Depth map and color image, The black points in the depth map (top image) each contain
a LiDAR distance value. The red points in the Color Image indicates the point that corresponds to
the black points in the depth map

2.2 Depth Map

We use the depth map for upsampling LiDAR data. The depth map is an image or
image channel that contains information relating to the distance of the surfaces of
scene objects from a viewpoint. We have done camera and radar calibration in an
advanced step. Calibration can get the relative transformation of LiDAR and color
images. So, we can use relative transformation to get a depth map that is the same
size as the color image. The first image in Fig. 1 is the depth map and the second
image shows where the LiDAR data is projected onto the color image.

2.3 Four Point Selection

We interpolate using the depth map. In order to proceed with interpolation, we must
select four points of LiDAR points. Before selecting four points, the channels of
LiDAR points should be classified according to the altitude. Each channel can be
distinguished because it has the same altitude.

Each channel is called Li (i = 1, 2, 3, . . . , 16). And four points are
Pk(k = 1, 2, 3, 4). First, select P1 from Li . Second, P2 having an azimuth equal
to P1 is selected among the Li+1 channels that are next to the Li channel. Third,
select the next azimuth point adjacent to P1 as P3. Fourth, the next azimuth adjacent
to P2 among the Li+1 channel data is selected as P4. The way to select four points is
easy to understand with Fig. 2.
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Fig. 2 Select four points. P1
and P2 are points with the
same azimuth, and P3 and P4
are points with azimuths
adjacent to P1 and P2

2.4 Depth Interpolation

Perform a linear interpolation on the depth map using the four selected points. Dk

is the pixel distance from four points to the point to be newly interpolated. Wk is the
weight of each point. P ′ is a newly interpolated point. Pk is the z data of the LiDAR
point. The meaning of each parameter can be understood from Fig. 3. And the depth
interpolation formula is as below.

Wk = e−λDk (1)

P ′ =
∑4

k=1Wk Pk
∑4

k=1Wk

(2)

The weight of the distance from four points to the newly interpolated point is
calculated by Eq. (1). And the new point P ′ is obtained from Eq. (2) by applying
weights to four points. Interpolation results are shown in Fig. 4. The left image in
Fig. 4 is the depth map before interpolation and the right image is the interpolated
depth map.

Fig. 3 Four points interpolation. Dk is the pixel distance. Pk . In the second image, the blue area
shows the interpolated area



Low-Resolution LiDAR Upsampling Using Weighted Median Filter 217

Before Interpolation After Interpolation

Fig. 4 3D points before and after interpolation Compared with the left, the right has significantly
increased 3D data

2.5 Weighted Median Filter

Weighted Median Filter (WMF) [4, 5] is a filtering method that utilizes Guided
Image Filter [6]. Guided Image Filter is Edge Preserving Filter proposed by
He et al. [6]. Guided Image Filter is both effective and efficient in a great variety
of computer vision including edge-preserving smoothing, detail enhancement, HDR
compression, image matting, feathering, dehazing, joint upsampling. Guided Image
filter performs Edge preserving filtering using color information of Guide Image.
We use the edge-preserving smoothing effect of the Guided Image Filter. Using a
color image acquired with a vision camera as a guide image, and the Guided Image
Filter is performed on a depth map that is the same size as the color image. By using
edge-preserving smoothing, the parts that are not interpolated can be compensated
by the Guided Image Filter.

WMF is an improved algorithm of Guided Image Filter. Since we show better
results than the Guided Image Filter, we use the WMF to improve the interpolation
depth map. WMF is an algorithm that divides the filtering image into layers by
distance, applies a Guided Image Filter to each layer, and then applies a median
filter. We used the color image acquired through the vision camera as a guided
image, and the filtering image used the interpolated depth map. In the experiment,
we use WMF that exists in OpenCV, an open-source library. OpenCVWMF divides
the filtering range into 256 layers and applies a Guided Image Filter to each layer.
So we did the WMF by dividing the depth map by 256 cm intervals for apply 1 cm
intervals Guided Image Filter. The process can be understood through Fig. 5. And
the first image in Fig. 6 is the guide image, the second image is the interpolated depth
map, and the third image is the filtered depth map. If you compare the second image
and the third image in Fig. 6, you can see that more data is generated.
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Fig. 5 Weighted Median Filter process. The algorithm proceeds from left to right. First, we divide
the depth map by 256 cm. Then use Weighted Median Filter for each divided depth map. Finally
we can get the filtered depth map

Fig. 6 Weighted Median Filtered Depth map. First image is the guide image, the second image is
the interpolated depth map, and the third image is the filtered depth map

3 Experiments

Wemake a multi-sensor for the fusion of LiDAR and camera to collect data. LiDAR
is mounted on the top and two cameras are mounted on the bottom. LiDAR used
VelodyneVLP16.And camera usedFLIRFlea3 vision camera.And lens used 3.5mm
lens. In the experiment, the data was collected by mounting the multi-sensor on the
robot. The robot model is Pioneer P3-DX.

We obtain LiDAR data and color images 20 degrees left and right through multi-
sensor. We created a 3D map using the upsampling results to check the upsampling
result. In our research, we experimented with the Iterative Closest Point (ICP) algo-
rithm provided by Point Cloud Library (PCL) as a simple way to create 3D maps.
ICP algorithm is a method of registering current data in an existing data set. It uses
the closest point of each data to find an association and move and rotate the current
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Fig. 7 Depth upsampling result (left) and 3D map building result (right)

data accordingly. An experimental result after ICP-basedmapping is shown in Fig. 7.
The left two images are before and after upsampling results. At the right of the figure
is the front view of the 3D map made with ICP. In our experiments, we were able to
acquire a much larger amount of data than existing LiDAR data. And we can get the
high-density 3D map using the ICP algorithm.

4 Conclusion

We presented a LiDAR depth data upsampling method from a low-channel LiDAR
sensor and a vision camera. A multi-sensor setup is used in the experiment and it is
calibrated. First, we calibratemulti-sensors to get depthmaps. Second,we interpolate
the depth map. Afterward, the weighted median filter is used to compensate for the
depth map data that could not be filled by linear interpolation. As a result, we can
see from Fig. 7 that the amount of existing low-channel LiDAR data has increased
greatly through upsampling. And we created a dense 3D map using a simple ICP
algorithm.

Acknowledgements This research was supported by the National Research Foundation
of Korea (NRF) funded by the Korea government (MSIT: Ministry of Science and ICT) (No.
2018M2A8A5083266).
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Design of Tablet-Based Live Mobile
Learning System Supporting Improved
Annotation

Jang Ho Lee

Abstract In the past, we had developed a mobile learning system that delivers a
lecture to students in the distance through tablets. The students were able to watch
the lecture with presentation slides with annotation as well as to ask questions in
chat with their tablets in real time. An instructor, however, sometimes had difficulty
explaining a concept just by making annotations in the panel for presentation slides
since there is usually not enough space to draw figures necessary for explanation by
hand in real time in that panel. Therefore, we present a design of a newly improved
system with a separate whiteboard panel in which an instructor can draw figures
by hand in real time so that the students can better understand the concept being
explained by the instructor.

Keywords Tablet · Live mobile learning · Annotation ·Whiteboard

1 Introduction

Recent popularity of mobile devices has made the distance learning system based on
a smartphone or a tablet draw a tremendous attention from researchers [1].

One of the pioneers of tablet-based learning system is Classroom Presenter [2].
With this system, studentswere able to share slide aswell as annotationwith a teacher
using their tablets. However, the system was only used with a teacher and students
physically present in the same classroom since it did not support video nor chat for
real-time interaction for people who are geographically apart.

And one of the early live mobile learning systems is MLVLS [3]. The system
allowed students to watch not only lecture video but also presentation slide with
annotation on a smartphone in real time. However, the size of the smartphone display
was small for the students to see the slide comfortably and there is not interaction
capability between a teacher and students.
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We had also developed a live mobile learning system in the past [4]. It allowed
students to watch a lecture video and presentation slide with annotation being made
by an instructor in real time. Students can also ask questions with chat on a tablet
in real time. Although the annotation can be made on a slide panel in this system,
there was usually not enough empty space in the slide page for drawing a figure
in real time to help students better understand the concept in the slide page. In the
real conventional classroom lecture with an instructor and students in the same room
without any mobile learning system, this type of problem would not have occurred
because, in addition to the projector screen showingpresentation slide, there is usually
a blackboard or whiteboard for drawing figures.

Therefore,wepropose the design of a tablet-based live learning systemwithwhite-
board capability for improved annotation in order to help students better understand
the lecture. In this newly-proposed system, if the instructor needs to explain the
concept with some figure that is not in the presentation slide but the empty space in
the presentation slide is too small for the figure to fit in, he can draw this figure on the
whiteboard that are shown on the whiteboard panel in the UI of the iPad client. We
hope this will help raise the degree of students’ understanding of the lecture close to
the level of real classroom environment.

2 Tablet-Based Live Learning System with Whiteboard
to Improve Annotation

The concept of the presented tablet-based live learning system with whiteboard is
shown in Fig. 1. An iPad tablet is used for the client both for instructor and for
students. An instructor gives a lecture in front of his iPad tablet, the video and audio
of the lecture are fed to the tablets of the students who are geographically apart
via LTE/WiFi in real time. Students can also watch the slide with annotation that are

Fig. 1 Table-based live learning system with whiteboard to improve annotation



Design of Tablet-Based Live Mobile Learning System … 223

Fig. 2 Communication architecture of the tablet-based live learning system with whiteboard to
improve annotation (One instructor’s iPad and multiple student’s iPads)

being made by the instructor in real time. They can ask questions by typing messages
on the chat panel, which can be answered by the instructor via video, audio, slide
with annotation, and text chat.

Since the empty space for annotation on a slide panel is limited and too small for
a figure that the instructor needs to draw instantly to help students to understand the
lecture, we newly added a whiteboard panel in our tablet client.

Figure 2 illustrates the communication architecture of the proposed tablet-based
live learning system with whiteboard to improve annotation. The basic components
are tablet clients and a server. There are two type of tablet client.One is the instructor’s
iPad client and the other is the student’s iPad client. There is only one instructor iPad
client while student’s iPad client can be more than one.

Type 1 data is the data that are only sent from instructor’s tablet and thenmulticast
to all the iPad clients. Type 1 data includes video, audio, slide, annotation being drawn
on the slide, and the drawing data on the whiteboard. On the other hand, Type 2 data
is the data that can be sent from any iPad and then multicast to all the iPads through
server. Type 2 data includes text message on a chat, and session update message (e.g.,
joined a session, left a session).

About the architecture of streaming of video and audio of the instructor’s iPad
to the students’ iPads through server, HTTP Live Streaming (HLS) architecture [5]
was chosen. In this HLS architecture, the video and audio input is encoded as HEVC
video and AC-3 audio and output to a MPEG-4 format which is broken into a short
media files and placed on a web server with an index file containing a list of media
files so that the client reads the index and the listed media files.

The prototype user interface of the instructor’s iPad client is illustrated in Fig. 3.
The instructor starts a lecture by clicking “Open files” button and choose the

appropriate lecture file and enter the lecture title.While giving a lecture, the instructor
can move to the next slide or to the previous slide using slide control buttons at the
bottomof the slide panel. He can alsomake annotations on a slide.When an instructor
needs to draw some figure in real time to help students better understand the slide, he
can do it by using the whiteboard panel which is lower left side of the UI in Fig. 3.

The prototype user interface of the student’s iPad client is shown in Fig. 4.
The students can watch the instructor’s gesture and listen to his voice. They also

see the presentation slide with annotation made by the instructor in real time. The
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Fig. 3 User interface of the instructor’s iPad

Fig. 4 User Interface of the student’s iPad
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students can also ask questions by typing texts on a chat, which are shown at the
bottom of the video panel of UI. When a question is asked, the instructor can answer
by using voice, gesture, slidewith annotation or by sending some link through chat. If
necessary, he can draw some figure on the whiteboard panel to improve the students’
understanding as shown in the Fig. 4.

Currently, we are working on a prototype of the system. About the development
platform, the client apps for instructor and student on the tablet are being implemented
inSwift language [6] on iOS [7] usingXcode [8] integrated development environment
on macOSMojave. The tablet used in our system is 9.7 in. iPad (6th generation) with
iOS 12. For the server development, C++ language is being used with GNU compiler
on Linux.

3 Conclusion

We proposed a design of a tablet-based live learning system with whiteboard support
to improve annotation capability. In this system, when an instructor gives a lecture in
front of his iPad, students watch the lecture with presentation slide with annotation
in the slide page on their iPad in real time. They can also ask questions using a chat
panel. However, since there is not enough space for drawing large figure for detailed
annotation by the instructor, we improved annotation capability by supporting a
whiteboard component in the user interface of the iPad client. We believe that this
whiteboard support will help give students deeper understanding of the lecture on
their iPad in real time.

Currently, we are working on the prototype implementation. When it is finished,
we plan to have a group of students in our department test it and then to survey on
how much the whiteboard capability of our tablet-based live learning system help
them understand the lecture in real time.

Acknowledgements This work was supported by 2017 Hongik University Research Fund.

References

1. Wains SI, Mahmood W (2008) Integrating M-learning with E-learning. In: 9th ACM SIGITE
conference on information technology education. ACM, pp 31–38

2. Anderson R, Anderson R, Davis P, Linnell N, Prince C Razmov V, Videon F (2007) Classroom
presenter: enhancing interactive education with digital ink. IEEE Comput 40(9):56–61

3. Ulrich C, Shen R, Tong R, Tan X (2010) A mobile live video learning system for large-scale
learning-system design and evaluation. IEEE Trans Learn Technol 3(1):6–17



226 J. H. Lee

4. Lee J (2015) Live mobile learning system with enhanced user interaction. In: Park DS et al
(eds) Advances in computer science and ubiquitous computing (CUTE 2015). LNEE, vol 373.
Springer, pp 745–750

5. HTTP Live Streaming. https://developer.apple.com/documentation/http_live_streaming
6. Swift 5.1. https://swift.org
7. iOS 13. https://developer.apple.com/ios/
8. Xcode 11. https://developer.apple.com/xcode/

https://developer.apple.com/documentation/%5Flive%5Fstreaming
https://swift.org
https://developer.apple.com/ios/
https://developer.apple.com/xcode/


Gearbox Fault Diagnosis Under Variable
Speed Condition Using Frequency
Spectral Analysis with 1D Residual
Neural Network

Md Arafat Habib and Jong-Myon Kim

Abstract Stringent classification of gearbox fault conditions is indispensable for
industrial safety. Determining the best set of features by analyzing the statistical
parameters of the signals is one of themost climacteric tasks in data-driven fault diag-
nosis. For variable speed conditions, variant fault types of gearboxes have dynamic
characteristics and these statistical features fail to unveil them. To address this issue,
deep learning algorithms are used to produce a better performance of the feature
selection process. In this paper, a combination of frequency spectral analysis of the
acoustic emission signals and a 1-dimensional residual neural network (1D-RNN)
is proposed. Our proposed method through the processed 1D-RNN shows vigorous
classification performance, resulting in up to 95.6% classification accuracy in all the
considered scenarios.

Keywords Gearbox safety · Fault diagnosis · Convolutional neural network

1 Introduction

An effective fault diagnosis approach for gearboxes under invariant speed condi-
tions can reduce protection expenditure and ensure function dependability. Research
based on data-driven fault diagnosis can reduce the costs of preservation through
the consistency of the machinery [1]. Acoustic emission (AE) signals can extract
intrinsic information from low energy signals. AE signals can be more effective for
data-driven fault diagnosis than vibration signals [2]. Different approaches have been
proposed [3, 4] to prove the domain-based classification by analyzing the extracted
features from signals. Unfortunately, these approaches suffer from the inappropriate
time-window adjustment and are unable to capture high frequency resolution.
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The proposed method in this paper first takes the raw input signal and denoises
it. After that, to get the positive frequency responses, a fast Fourier transformation
(FFT) for the denoised signals is calculated. For the final fault condition analysis,
a 1-dimensional residual neural network (1D-RNN) was used. To establish the supe-
riority of our proposed approach, we compared it with various state-of-the-art algo-
rithms such as neural networks using statistical parameters accompanied by a multi-
class support vector machine [5], as well as the spectral average with the k-nearest
neighbor algorithm (KNN) [6].

The major contributions of this work can be summarized as follows:

• The frequency domain knowledge has been used instead of the statistical features
at different speeds for gearboxes to analyze the effectiveness of the AE signals.

• Frequency responses collected using FFT have been used as an input to the
proposed 1D-RNN for fault classification in a speed-invariant way. To validate our
method, we also conducted experiments under different speed conditions (revo-
lutions per minute [RPMs]) and compared them with existing state-of-the-art
algorithms.

The rest of the paper is organized as follows. In the following section, details
of the proposed methodology are presented, including the gearbox data acquisition
testbed. In Sect. 3, experimental results are presented to establish the robustness of
the proposed method. Finally, this paper is concluded in Sect. 4.

2 Methodology

There are three major sections of the proposed method. The data are collected from
an experimental testbed. The FFT is calculated to get the positive frequency, and the
classification using 1D-RNN follows this. AE sensors were used in the experimental
setup. Signals are collected from the sensors of the bearing housing end from two
channels. AE signals after passing through FFT are used as input for 1D-RNN.

2.1 Data Acquisition

For our experimental purpose, we considered a simple gearbox with a gear ratio
of 1.52:1. Two shafts, a non-drive-end shaft (NDS) and a drive-end shaft (DS), are
connected in the experimental setup. At three different RPMs (300, 600, and 900), a
three-phase induction motor is connected with a displacement transducer. Through
the gearbox, the bearing house is attached to the motor shaft. A WSα AE sensor
is kept over the bearing house in the shaft at the NDS. Using a PCI-2 system, AE
signals are collected through the AE sensor. The signals are collected at a sampling
rate of 100,000 Hz. A real-time test bed scenario for the data collection is depicted
in Fig. 1a. Figure 1b presents the experimental testbed in detail. The specification
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Fig. 1 a Real-time testbed for the experiment. b Schematic of the experimental testbed for gearbox
fault identification

Table 1 Detailed gear
specification

Gearbox specification Value

Number of draft shaft teeth 25

Number of driven coaxial teeth 38

Tooth length 9

Table 2 Specifications of the
defective coaxial driven shaft
gear

Health condition Defect length (mm)

10% crack (C10) 0.9

20% crack (C20) 1.8

30% crack (C30) 2.7

of the gears used in our setup is described in Table 1. An artificial defect is created
on the shaft gear to create variant health conditions. The specifications of the faulty
health conditions of the gear are described in Table 2.

2.2 Calculating FFT to Get the Positive Frequency Data
Acquisition and 1D-RNN

The unwanted noise in the raw AE signal after collection is removed using a white-
noise cancellation process. FFT is used next to accumulate the positive frequency
response from the input signal. The AE spectrum consists of 5 × 104 positive
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Fig. 2 Block diagram of the
proposed 1-dimensional
residual neural network

frequency components. This is not a suitable input for 1D-RNN, which is why they
are divided into several frequency bins.

A residual network has convolution layers, fully connected layers, activation func-
tions, batch normalizations, and a feed-forward nature [7, 8] like CNN. The only
difference a residual network has is the additional residual block. In our proposed
1D-RNN, 6 residual energy blocks were used. For intermediate layers, a ReLU
(rectified liner unit) activation layer was used, and for the output layer, a SoftMax
classifier was used. For the optimizer, Adam was used. Figure 2 illustrates the entire
architecture.

3 Results Analysis and Discussion

To assess the performance of the proposed 1D-RNN fault classification approach,
the following methods were used.

• 1D residual neural-network-based invariant gearbox health state visualization.
• RPM-invariant performance analysis of health state classification using [5] and

[6].

Specifications of the collected dataset are given in Table 3.
As discussed in Table 3, we considered two different datasets for the validation

of our proposed approach. The datasets have different speeds with similar health
conditions. In our first scenario, dataset 1 is used for training and dataset 2 is used for
the classification test. In the second scenario, dataset 2 is used for training and data
set 1 is used for classification. We have considered three performance metrics: the
F1 score, average classification accuracy (AC), and overall classification accuracy
(OC) [9].
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Table 3 Details of the
considered working
conditions with the same
health types

Health type Shaft speed
(rpm)

Sampling
frequency (Hz)

Dataset 1 Normal
Condition (NC)

300 100,0000

10% Crack
(C10)

300

20% Crack
(C20)

300

30% Crack
(C30)

300

Dataset 2 Normal
Condition (NC)

900

10% Crack
(C10)

900

20% Crack
(C20)

900

30% Crack
(C30)

900

The F1 score is very important for balancing between the recall and precision
scores. It can be calculated using the following equation:

F1 = Tp

Tp +
(
Fn + Fp

)
/2

× 100% (1)

where Tp is the number of correctly classified samples from a particular class and Fn

is the number of incorrectly classified samples from a particular class. The final result
is obtained as a percentage. After calculating the F1 score, the average accuracy is
calculated as follows:

AC =
∑

F1
∑

Tc
(2)

where Tc is the total number of classes. Finally, the overall classification accuracy
(OC) is calculated by considering the average of all ACs from different scenarios. In
this experiment, eightfold cross validation is used.

The performance analysis of the proposed method is given in Table 4. It achieves
95.6% overall accuracy. To prove the superiority of the proposed method, we show
a comparative analysis with existing state-of-the art algorithms. For a comparative
analysis with the proposed 1D-RNN, the following have been implemented with the
same data set: a multiclass support vector machine with a neural net that considers
statistical features [5], and the spectral average accompanied by KNN [6]. A compar-
ison of the classification accuracy is presented in Table 5. Our proposed method
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Table 4 Analytical implementation of the proposed model for various scenarios

Scenario Training
Dataset

Test Dataset F1 (%) CA (%) Overall

NC C10 C20 C30

1 Dataset 1 Dataset 2 94.96 93.42 95.49 95.59 94.87 95.6

2 Dataset 2 Dataset 1 95.44 95.37 96.79 95.42 96.33

Table 5 Comparative analysis of different methods

Scenario Method F1 (%) AC (%) Improved (%)

NC C10 C20 C30

1 Jin et al. [5] 87.52 89.4 88.9 91.4 89.31 5.56

Yoon et al. [6] 45.21 48.52 47.22 47.9 47.21 47.66

Proposed 94.96 93.42 95.49 95.59 94.87 –

2 Jin et al. [5] 87.93 89.91 87.2 88.6 88.41 7.92

Yoon et al. [6] 47.27 49.11 48.73 47.44 48.14 48.19

Proposed 95.44 95.37 96.79 95.42 96.33 –

outsmarts the methods in [5] and [6] by at least 5.56% accuracy for each scenario.
Identical settings for training and testing the data have been used.

4 Conclusions

This paper proposed a 1-dimensional residual neural-network-based classifier that
uses frequency domain features for fault classification of gearboxes. The proposed
method is invariant to the shaft speed. Many of the previous approaches opt
for statistical features that are not always robust for gearbox classification. This
study considers an invariant scenario for different fault conditions and incorporates
different RPMs (300 and 900). The proposed 1D-RNN achieved an overall clas-
sification accuracy of 95.6%. Additionally, the proposed approach outperformed
state-of-the-art approaches with an improvement of at least 5.75%.
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Health State Classification of a Spherical
Tank Using a Hybrid Bag of Features
and k-Nearest Neighbor

Md Junayed Hasan, Jaeyoung Kim, and Jong-Myon Kim

Abstract Feature analysis plays an important role in determining the various health
conditions of mechanical vessels. To achieve balance between traditional feature
extraction and the automated feature selection process, a hybrid bag of features
(HBoF) is designed for the health state classification of spherical tanks in this paper.
The proposed HBoF is composed of (a) the acoustic emission (AE) features, and (b)
the time and frequency based statistical features. A wrapper-based feature selector
algorithm, Boruta, is applied to extract the most intrinsic feature set from HBoF.
The selective feature matrix is passed to the k-nearest neighbor (k-NN) classifier to
distinguish between normal condition (NC) and faulty condition (FC). Experimental
results show that the proposed approach yields an average 100% accuracy for all
working conditions. The proposed method outperforms the existing state-of-the-art
approaches by achieving at least 19% higher classification accuracy.

Keywords Spherical tank · AE features · Boruta · Fault diagnosis

1 Introduction

Mechanical vessels play a very important role in day-to-day life with widespread
application [1]. Specifically, in the oil and gas industry, the use of spherical tanks
is required due to the cost effectiveness of building a sphere. With the increasing
use of these types of spherical tanks for different industries, the number of accidents
related to leakage from the bottoms of these tanks is also increasing [2]. As a result,
improved safety precautions and maintenance are required [3, 4].
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In this experiment, the main emphasis is on health state categorization through
signals acquired from a spherical tank. Identifying the health condition (normal or
faulty state) through signals at an early stage will make it easier to determine the
necessary precautions at later stages. The acoustic emission (AE) velocity signals are
considered for classification of the health state. Compared with old-style methods,
AE is an economical and efficient detection process [5]. Additionally, AE signals can
provide underlying information from low energy signals [6, 7] for a more substantial
data-driven fault identification approach. AE-based diagnosis methods mostly rely
on a procedure for analyzing the peak of the characteristic frequencies of the signals
[8]. Pattern generation from acquired signal domains using several signal-imaging
techniques can also differentiate between health conditions for further classification
[9]. Several automated feature learning processes driven by deep learning-based
algorithms have been studied to reduce the necessity of domain knowledge expertise
[9–11]. Due to limitations in the amount of data, deep learning-based approaches are
not capable of extracting meaningful features.

Herein, a data-driven hybrid feature extraction process is considered. The main
contributions of this research can be summarized as follows. (1) An HBoF extraction
method is designed by combining two types of analysis: analysis of the AE signal
properties, and of the time-domain and frequency-domain based statistical properties;
and (2) a wrapper-based non-redundant feature selection method, Boruta, is utilized
to analyze all the key elements of the hybrid feature pool. Finally, the k-nearest
neighborhood (k-NN) is applied for classification of the health state, using those
selected features as input.

The rest of the paper is structured as follows. Section 2 provides details of the
methodology, including the AE data acquisition system. The analysis of the exper-
imental results and comparative discussions are provided in Sect. 3. The paper is
concluded in Sect. 4.

2 Proposed Method

The proposed approach is divided into four sections: (1) data collection from a
multisensory testbed, (2) feature extraction by HBoF, (3) feature selection by Boruta,
and (4) k-NN-based classification.

2.1 Experimental Testbed and Dataset Acquisition

An experiment is performed on a self-designed test platform to collect AE signals.
One AE sensor (WDI-AST) with four different channels is attached to collect the
velocity AE signals. On the test rig, there are four different crack positions (825,
750, 1040 and 430 mm) to collect the velocity data with 1 MHz sampling frequency.
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The signal is measured through a trigger-based measurement technique for a specific
amount of time.

2.2 Hybrid Bag of Features

It is difficult to obtain intrinsic information for different health types from a raw
signal. To create the health condition-based feature matrix, two different sets of
features are considered. For the AE features, the amplitude (F1), rise time (F2), and
duration (F3) of the signals are computed. For the threshold value, the rms of the
signal is considered. The specifics of the AE features are demonstrated in Fig. 1.
For statistical analysis, from the time domain, the numerical features obtained are
root mean square (F4), kurtosis (F5), skewness (F6), shape factor (F7), and impulse
factor (F8). In the same manner, from the frequency domain, the features obtained
are root mean square (F9), kurtosis (F10), and skewness (F11). Thus, in total, 11
features are extracted to create the designed HBoF. In Table 1, the numerical details
of these statistical features are described.

Fig. 1 Illustration of
acoustic emission (AE)
signal feature

Table 1 Numerical explanation of statistical features
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F4 √
1
N

N∑
i=1

X2
i

F5
1
N

N∑
i=1

(
Xi−X

σ

)4 F6
1
N

N∑
i=1

(
Xi−X

σ

)3

F7 1
N

N∑
i=1

(
Xi−X

σ

)3

1
N

N∑
i=1

|Xi |

F8 max(|X |)
1
N

N∑
i=1

|Xi |

F9 √
1
N

N∑
i=1

F2
i

F10
1
N

N∑
i=1

(
Fi−F

σ

)4 F11
1
N

N∑
i=1

(
Fi−F

σ

)3

Here, x is the time-domain raw signal, and F is the frequency domain signal. N is the total number
of samples
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2.3 Feature Selection by Boruta

Boruta finds the most relevant and intrinsic feature information from data. As a first
step, it duplicates the original feature set and then rearranges the feature values,which
are called shadow features. Each of those shadow feature sub-sets is then trained by
the random forest classifier to validate the significance of the important feature set
by the mean decrease impurity (MDI) matrix. If the MDI value is higher, then the set
is important. In the second step, it runs a similar test for the original feature set. For
this test, Z score is calculated. Z score is the number of standard deviations a measure
is from the mean. The algorithm considers whether the original set of features has a
higher Z score than most of its shadow features. If the score is high, it is logged as a
vector named hits. Thus, the iteration is continued till reaching the predefined set of
iteration numbers and, at the end, a hit table is generated.

2.4 Fault Classification Using k-Nearest Neighbor (k-NN)

To validate the considered optimal feature sets in terms of classification performance,
a k-NN classifier is used. k-NN has a simple architecture with less computational
complexity [6]. k-NN categorizes the trials relying on the votes of the k-nearest
neighbors, which are identified by certain distance parameters [12].

3 Experimental Result Analysis and Discussion

3.1 Dataset

The standard AE dataset of spherical tanks is used to conduct a test. A 0.1 s velocity
signal with 1 MHz sampling frequency is used for consideration of each health state
(NC and FC). The particulars of the dataset are provided in Table 2.

Table 2 Details of the
considered dataset

Health condition Crack type Crack size (mm) Channels

Normal condition
(NC)

No crack No crack 4

Faulty condition
(FC)

Pinhole crack 3 4
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3.2 Result Analysis

Raw AE signals have no intrinsic information to reveal different health conditions.
Therefore, theHBoF is designed andBoruta is applied to get themost intrinsic feature
information. From Boruta, the five most important features are calculated (i.e., F1,
F3, F4, F5, andF10). These five features are collected fromAEanalysis, time domain,
and frequency domain. The robustness of the HBoF is shown by considering all the
important information from the signals.

The selected features from Boruta are each provided to the k-NN. The dataset is
divided into training and testing sets at the respective proportion of 60/40. Sensitivity
is considered for calculating the classwise accuracy. The final classification accuracy
is obtained after 6-fold cross validation. The proposed approach achieves 100%
classification accuracywhen the optimal value of k is 8 in k-NN algorithm (illustrated
in Fig. 2b). Along with the proposed approach, several comparisons are made to
establish the robustness. From theHBoF, for feature selection, instead ofBoruta, non-
dimensional feature reduction techniques such as PCA and t-SNE are applied to get
the intrinsic feature information for final classification. In Table 3, the classification

Fig. 2 a Boruta feature space. The five features selected from Boruta are embedded into 2D space
by PCA for visualization purposes only. b Various categorization accuracies as a function of the
number of neighbors (k). The optimal value is k = 8

Table 3 Classification accuracy of different methods

Approach Classification
accuracy (%)

Average classification
accuracy (%)

Decrement from the
proposed method (%)

NC FC

Proposed 100 100 100 –

HBof + t-SNE +
k-NN

75.5 35 55.25 44.75

HBoF + PCA +
k-NN

79.5 82.5 81 19
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accuracies from different approaches are described in a very detailed way. From
the information shown there, the necessity of finding out the ranked features is
demonstrated, as opposed to keeping all the information.

4 Conclusion

This paper presented a hybrid feature selection method called HBoF, which is
composed of AE feature analysis and statistical information from time and frequency
analysis. To select the most intrinsic features from the proposed HBoF, feature
wrapper Boruta is applied. Thereafter, k-NN is used for final classification, which
leads to a 100% average accuracy for both normal and faulty conditions (NC and
FC). Comparative analysis with different non-linear feature dimensionality reduction
techniques (i.e.; PCA, and t-SNE) was performed to validate the performance. The
proposed approach outperformed the PCA and t-SNE based methods by respective
19% and 44.75% classification accuracies.
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L-RDFDiversity: Distributed
De-Identification for Large RDF Data
with Spark

Minhyuk Jeon, Odsuren Temuujin, Yoonmi Shin, Jinhyun Ahn,
and Dong-Hyuk Im

Abstract Privacy protection issues for RDFs (resource description framework) have
emerged with the using to public government open data, healthcare data for indi-
viduals. As that data may include personal information, it must go through a de-
identification pro-cess that deletes or replaces part of the original data. To enable
these protections, a method have been developed to apply k-anonymization for RDF
data. However, sensitive RDF information anonymized using k-anonymization is
not entirely secure and is vulnerable to attacks. In this paper, we use an l-diversity
Anatomy de-identification method that can overcome the limitations of k-anonymity
and guarantee stronger privacy protection than k-anonymization. Since this process
for anonymization of data requires a lot of computational time, we use Spark
distribution computing to provide rapid de-identification to enhance its utility.

Keywords Privacy protection · RDF · De-identification · l-diversity · Anatomy ·
Spark
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1 Introduction

Increasing volumes of RDF (resource description framework) data are being created
and exchanged on the web, which often includes transfer of private information. To
prevent the leakage of such information, we need a de-identification process that
removes the identity of the individuals associated with the data. So that, several
models have been researched for de-identification, such as k-anonymity [1], l-
diversity [2] model. However, the application of these models for RDF data is still
the only observed use of k-anonymity [3, 4].

The l-diversity model requires at least l distinct value for a sensitive attribute, and
this model also includes the benefits of k-anonymity. And the Anatomy algorithm
[5] is the most widely used privacy protection algorithm for the l-diversity mod-el,
because it can achieve de-identification without using generalization or suppression.
However, it is difficult to apply the Anatomy algorithm for the de-identification of
RDF data that have different structures. In addition, this anonymization process can
take a long time to apply to large-scaleRDFdata. Thus,we develop a de-identification
algorithm for large-scale RDF data with a big data processing platform such as the
Apache Spark distributed processing platform [6]. To the best of our knowledge, ours
is the first study devoted to applying the Anatomy algorithm for RDF anonymization
model in Spark.

2 The Proposed Approach

In this section, we applied a de-identification process algorithm to the RDF model.
First,we parse and set input data fromRDFdata to property table. This transformation
is shown in Fig. 1.

Next we set the l value to 2. Then we eliminate (ID) identifiers such as social
security numbers, that allowyou to directly specify a particular person.Attributes that
can be identified by combining them with at least two other attributes are classified
as quasi-identifier (QI). We also select a sensitive attribute (SA) that is the most
sensitive attribute that can be targeted by an attack. In the example shown in Fig. 2,
the ID is “Name” and “SSN”, QI is “Gender” and “Address”, and SA is “Disease”.

Fig. 1 RDF data and property table
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Fig. 2 Depiction of how the useful attributes remain

As shown in Fig. 3’s above image, this classified data is divided into SABuckets
with each SA as a key. We also created a new group. Next, the data is moved to this
group one by one for each bucket. If the group contains more than l data, it creates
the next group and repeats the same task. Finally, less than l data may remain, in
which case they are added to a random group.

In Fig. 3’s below image, a group of such QIs is called an equivalence class (EC).
All of these ECs and group numbers are combined into one table as a QI table (QIT),
and the group number, SA, and the number of SAs present in the group are combined
as an SA table (ST).

In the generated QIT and ST, only the IDs are lost for existing RDF data. And
un-like other de-Identification models, the QI is not generalized. Therefore, it is
more valuable for research or statistics. These tables do not identify any specific
individual, and there are two distinct SAs in Group 1 and three in Group 2. Therefore,
the condition of the l-diversity model is satisfied. This QIT and ST are shared in the
form of a blank node in Turtle format, so that each group can be identified and
referenced.

And configuring the Anatomy algorithm with Spark requires an additional data
type called Resilient Disributed Data (RDD), although its basic framework is similar
to that of the existing Anatomy algorithm. The pseudocode of the total algorithm
using RDD is shown in Fig. 4.

3 Experimental Evaluation

In this experiment, groups of 10, 50, 100 and 300 universities were used, in Turtle
format. And we used a cluster system consisting of four machines, and each
machine has an Intel (R) Xeon (R) CPU E3-1220 V2 @ 3.10 GHz CPU, with
a memory of 24 Gb. Also, for the experiments, we modified the synthetic data.
For example, we only used professor types such as {fullProfessor, associatePro-
fessor, assistantProfessor} in-formation for de-identification. Explicit identifiers of
professors were deleted from the data, and the properties {name, researchInterest,
undergraduateDegreeFrom, masterDegreeFrom, doctorDegreeFrom} were used.
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Fig. 3 Creation of a QIT and ST (l value = 2)
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Data: HDFS RDF file, L value
Result: De-identified RDF file

// Lines 1-6 are the Conversion stages of RDF to tuples.
1. RDF is divided into as many partitions as any number at least 

executor's count.
2. tripleList = The List of associate Triples.
3. tripleRDD = parallelized tripleList.
4. mapTripleRDD = Mapping tripleRDD as {SA, SA’s Tuple}.
5. SASet = mapTripleRDD’s SA keySet.
6. SABucket; bucketCnt = 0; groupCnt = 0.

// Lines 7-8 are the Creation stage of the buckets, which are filled with 
SAs.

7. For each loopSA in SASet
8. SABucketbucketCnt = Add a list by filtering so that the keys in 

mapTripleRDD are the same as loopSA.
9. bucketCnt = bucketCnt + 1.

// Lines 10-19 are Creation stages of groups which are filled with Tuples.
10. While If there are at least L non-empty SABucket
11. Sort an SABucket by SABucket member’s Count.
12. new groupBucket
13. for idx=1 to L
14. tuple = Get a value in SABucket’s idx index.
15. Add tuple’s first value and groupCnt to the groupBucket.
16. remove a value which is added to groupBucket in SABucket.
17. groupCnt = groupCnt + 1.
18. For each bucket in non-empty SABuckets.
19. Add bucket’s first value and a random number within the 

groupCnt range to the groupBucket.
// Lines 20-22 are Division stages to QIT & ST. 

20. allTuples = parallised groupBucket.
21. QIT = Extract the required attributes from Tuples to create a QI 

partition and coalesce all partitions.
22. ST = Extract the required attributes from Tuples to create a SA 

partition and coalesce all partitions.
// Lines 23-24 are Creation stages of RDF consisting of QIT & ST. 

23. For each cnt in groupCnt
24. Add a QITcnt, SAcnt Triple through Jena.

Fig. 4 Spark-based algorithm for RDF

So, we proceeded with two methods: de-identification on the Java InMemory, and
an RDD code on Java Spark distributed clusters. First, In the case when the size of
input data is small, the InMemoryoperation ran faster thanSpark.However, asLUBM
increased in size, for InMemory, the computational speed de-creased.Moreover, data
above LUBM-(300,0) could not be executed due to lack of hardware resources. Spark
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Fig. 5 Graph showing performance comparison

consists of a manager that runs the driver and an executor that performs the actual
operation. In this experiment, we used Spark-submit to help Spark run, giving us
several optimal options, including the number of CPU cores and amount of memory
to use.

In Fig. 5, graph compares InMemory and Spark, which uses 4 workers. As the
graph shows, InMemory is more powerful for small data, but it cannot support big
files. Spark does not show stable results with low volumes of data. And, if the
substitution of a worker that is better than the cluster specification used in the current
experiment is done, faster de-identification for larger RDF data can be supported.

4 Conclusion and Future Work

In this study, we proposed a platform for distributing large-scale RDF data on Spark
and de-identifying it using theAnatomy algorithm that satisfies l-diversity.An experi-
mental evaluation demonstrated that a Spark-basedAnatomyalgorithmdemonstrated
a significant advantage with large RDF datasets.

Although the Anatomy algorithm is applied with the goal of data preservation, it
is still vulnerable to inference attack. To solve this problem, it is necessary to apply
an algorithm that satisfies the t-proximity model and preserves the utility of the data
like the Anatomy algorithm does. In addition, we will focus on l-diversity algorithms
for dynamically published datasets [7].
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Intelligent Personalized Transport Alert
System with Edge Computing

Hyolin Choi, Jiwon Hong, and Yongik Yoon

Abstract Most people’s lives are based on a repetitive routine. Despite this fact,
people check information on traffic situations manually using their mobile appli-
cations every day. Also, inconveniences may be caused due to unexpected and
constantly changing traffic situations that arise from a number of factors. Many
services that provide information on traffic, weather, and transportation are avail-
able, but there isn’t a system that provides all this information at the same time. As
a solution to this problem, we suggest a new notion called Intelligent Personalized
Transport Alert System (IPTAS). IPTAS provides information on the transporta-
tion mode and the arrival time to users automatically via speech and text notification
based on the user’s current location, time, date, weather, and traffic situation. Through
IPTAS, convenience in daily life is enhanced, andmore accurate information is given
to the user.

Keywords Artificial intelligence system · Personalized system · Public data ·
Real-time android · Notification alert system

1 Introduction

One of the many inconveniences people face on a daily basis is checking for trans-
portation information and waiting for the arrival of their transportation. The waiting
time is affected by traffic situations. There are many factors that attribute to the
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traffic situation such as weather and time, and because of this, it is difficult for users
to decide the most ideal transportation mode for themselves.

This paper researches on a system that automatically provides transportation
information via speech and text notification based on the analysis of the user’s
route, transportation mode, step count, current weather, and traffic situation. The
result of this research enhances convenience by reducing the need for users to
check for transportation information in person, and by providing notification alert
automatically.

The purpose of Intelligent Personalized Transport Alert System is providing
speech and text notification on transportation information that matches with the
user’s machine-learned route based on the user’s current location, date, and time,
and recommending whether to take a bus/subway or to walk based on the user’s step
count when the travel distance is less than 3 km.

Theplan of this paper is as follows: the secondpart consists of theflowdiagramand
the architecture, the third part consists of the system’s implementation environment
and the results, and the fourth part includes the conclusion of this paper.

2 Intelligent Model with Edge Computing

Figure 1 shows the flow diagram of Intelligent Personalized Transport Alert System.
The user’s mobile device generates the data on the day of the week, weather, and
traffic status using offloading policy. Pattern Knowledge Device then matches time
and location with the data in the database to provide transportation information based

Fig. 1 System flow diagram
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Fig. 2 Architecture of intelligent personalized transport alert system

on weather and traffic conditions. The system provides real-time arrival information
and transportation information thatmatchwith the user’s daily routine through speech
and text-based push message.

Intelligent Personalized Transport Alert System is composed of Edge Device,
Intelligent Service, and Service Providing Device as shown in Fig. 2. The data which
is generated and offloaded from Edge Device, goes through Intelligent Service and
corresponding result is provided to the user in the form of speech and text-based
notification by Service Providing Device.

2.1 Edge Device

Edge Device contains two models: Data Generating Model and Data Collection
Model. Data Generating Model generates data, and then this data goes through
offloading process in Data Collection Model. After the offloading process, data is
preprocessed and it enters the server, preventing the server from overloading and
therefore reducing the execution time. Sections 2.1.1 and 2.1.2 explains the details
of Data generating Model and Data Collection Model.

2.1.1 Data Generating Model

There are two types of generated data. First, personal data is generated from the
user’s mobile device and transportation card. Second, public data is provided by
API. Public data that was used is weather data and traffic data. The generated data
goes through the offloading process.
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2.1.2 Data Collection Model for Offloading

InDataCollectionModel, data is processed and gets ready to be patterned.Offloading
is an effective way to reduce the burden on the server. Offloading preprocesses the
data in the Edge Device. By preprocessing the data in the Edge Device, the server
gets refined data and this reduces the execution time. Offloaded data is delivered to
the Pattern Knowledge Generation Model and gets piled up in the database. These
data go through the Decision Making Model and is classified into several patterns.
Figure 3 displays the data that is accumulated in the database. There are firebase real
time data, android data and card data.

Fig. 3 Accumulated data in the database
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Fig. 4 Database schema and pattern knowledge data

2.2 Intelligent Service

Intelligent Service contains Pattern Knowledge GenerationModel, DecisionMaking
Model, and Delivery and Alert Model. Intelligent Service makes a decision based
on the data from the Edge Device. First, the Pattern Knowledge Generation Model
classifies data into specific patterns. Then, in the DecisionMakingModel, the pattern
goes through a learning process to make decisions. Lastly, the decision is sent to the
Delivery andAlertModel whichwill display the result through speech and text-based
notification to the users.

2.2.1 Pattern Knowledge Generation Model

Data stored in the database is processed and is classified into data with specific
patterns. The semantics of the pattern is then analyzed and data is stored in the
Pattern Knowledge Database according to the pattern. Figure 4 shows the schema
of the database and the pattern of data that is processed. Since the data is repeated
every week, we classified the data according to the day of the week and the time of
the day.

2.2.2 Decision Making Model

Based on the data in the Pattern Knowledge Database, data is trained to make the
correct decision. Two models are used in this study. One is for the weekly routine
decision, and the other is for weather and traffic situation decision. Data in Pattern
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KnowledgeDatabase is used as the training data, and the real timedata fromandroid is
used as the test data. The result of this model is the list of themost ideal transportation
based on the weather and the traffic situation, and the estimated time of arrival.

2.2.3 Delivery and Alert Model

Decision Making Model delivers the decision to the Delivery and Alert Model.
Delivery and Alert Model is responsible for delivering the result to the Service
Providing Device, and providing notifications to the user’s mobile device.

3 Implementation and Analysis

For implementation, Intelligent Personalized Transport Alert System uses the
following: Google Firebase, AWS,MySQL, Tensorflow, Linux, and Android Studio.

3.1 Data Gathering

Information on date, time, means of transportation, and corresponding station is
gathered using transportation card report. Step count, available on the user’s android
device, is not saved in database but is sent to the mobile device in real time instead.
The arrival time of bus/subway and information on weather and traffic are gathered
in real time using Open API provided by public data portal and Kakao API.

3.2 Preprocessing

Preprocessing is performed to process raw data into a suitable form of data. Weather
data is preprocessed into 2 types of pattern: Rain/Snow and Sunny. Traffic situation is
classified into red, yellow, and green depending on the severity of traffic congestion.

3.3 Machine Learning

Data in the Pattern Knowledge Database is used as the training data, and the real
time data from android is used as the test data.

The system has to be trained so that it can notify the users about the transportation
information at a certain day and time automatically according to the user’s routine
that is stored in the Pattern Knowledge Database.
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Fig. 5 Result screen

The decision on the most ideal transportation is made based on the analysis of
current weather and traffic situation. The combination of the weather data and the
traffic situation data determines whether to recommend a bus/subway that the user
takes in usual or a bus/subway that arrives faster than usual, to ensure that the user
gets to his/her destination on time.

3.4 Development of Mobile Application

The user’s current location and date are received from the user’s mobile device in
real time. Step count is also taken in real time from the user’s mobile device, and it
is compared with the average step count. The application is developed in a way that
it can run in background, since notification is given based on real time location and
time. The arrival time of bus/subway depending on the user’s route, is provided in
the form of speech and text notification. Speech notification is implemented using
Google TTS API. Figure 5 shows the result screen of the application.

4 Conclusion

Intelligent Personalized Transport Alert System can be used in a variety of areas.
This system is a mobile application, developed to act as a personal transport guide.
It can be used by blind or elderly people who struggle with poor eyesight, due to its
ability to provide speech notification. This researchmainly focuses on transportation,
but when user schedule and health data are provided in addition, it can further be
developed into a personal assistant system.Moreover, withmore detailed information
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on diverse traffic situation and weather, this service could include a function on
finding the shortest path to user’s destination.
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Induction Motor Bearing Fault Diagnosis
Using Statistical Time Domain Features
and Hypertuning of Classifiers

Rafia Nishat Toma and Jong-Myon Kim

Abstract Condition monitoring of induction motors plays a significant role in
avoiding unexpected breakdowns and reducing excessive maintenance costs. In the
majority of cases, bearing faults are found to be an issue in the failure of induction
motors. The detection and valuation of irregularities at an early stage can help prevent
disastrous failures. In this paper, the detection and classification of bearing faults in
an induction motor are performed using machine learning techniques. The current
signal from two different phases is recorded for threemotor conditions: healthy, inner
race fault and outer race fault. The statistical features are then applied for dimen-
sionality reduction. Finally, the statistical features are used as the input of classifiers,
including support vector machines (SVMs), random forests (RFs), and k-nearest
neighbor (KNN). The grid search method is used to estimate the best-suited meta-
parameters for each classifier to achieve the best performance in fault classification.
With the regularization parameters, all the classifiers achieve over 98% classification
accuracy.

Keywords Induction motor · Bearing fault diagnosis · Statistical features ·
Classifiers · Grid search method

1 Introduction

In industrial applications, inductionmotors are extensively used because of their high
reliability and low maintenance characteristics. The main components of an induc-
tionmotor are the rotor, the stator, themagnets in the permanent magnet synchronous
machine (PMSMs), the bearings, and the shaft. These machines work under condi-
tions with severe mechanical, electrical, and thermal stress. Components can be
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damaged due to overloading, abrasion, or unbalanced load [1]. Fault diagnosis of
induction motors is crucial to avoid losses. Continuous condition monitoring can
ensure uninterrupted operation. To address this issue, data-driven condition moni-
toring is gaining popularity. In this approach, machine learning algorithms are used
to build models using historical data. This data is collected from various sensors
installed in the motor.

One of the approaches most often used is a signature extraction-based approach
in which fault signatures are analyzed in the time domain, the frequency domain,
or the time–frequency domain [2]. In the analysis of the time domain, root mean
square (RMS) values, peak-to-peak amplitude, and higher order statistics are used [3],
while envelop analysis and higher-order spectral analysis are applied for frequency
domain analysis [4]. Time–frequency domain analysis contains wavelet transform,
Fourier transform and Hilbert transformmethods [5]. The extracted signal, including
current, voltage, vibration, power, temperature, and acoustic emission is considered
as a monitoring signal. Other parameters, such as active and reactive power, thermal
field, and magnetic flux [6] are used for fault diagnosis of squirrel-cage induction
motors (SCIMs). Recently, the most popular method for machine health monitoring
is the vibration signal, because of its facility to convey inherent information of the
mechanical system [7]. This process requires external sensors, which are costly, diffi-
cult to set up appropriately, and do not guarantee continuous online monitoring. In
contrast, the motor current signal analysis (MCSA) technique offers several advan-
tages. It is a spectral analysis method for fault analysis of an induction motor that
provides the ability to perform remote monitoring. Furthermore, it does not require
any additional sensors. Thus, it is cost effective. Another type of approach is known
as the model-based approach, in which a mathematical model is used for predicting
the fault condition of an induction motor. There is also an approach known as a
knowledge-based approach, which does not need any mathematical model or trigger
threshold to identify faults. In this approach, machine learning algorithms and arti-
ficial intelligence methods are applied for fault diagnosis for various nonlinear and
complex time-varying systems [2]. Among the various machine learning methods,
using an artificial neural network (ANN) merged with other techniques is reported
in [8].

Among various parts of a motor, we considered a bearing-related fault for this
study. There exist two types of bearings, depending on their installation position
relative to the motor; there are internal and external bearings. In this paper, machine
learning algorithms such as SVM, RF, and KNN are investigated to propose the best
model for bearing fault diagnosis of an induction motor. Statistical features, which
are used for this model, are derived from motor current signals of two different
phases. In addition, performance measures, including precision, recall, confusion
matrix, and F-measure are utilized for model evaluation.

This paper is organized as follows. In Sect. 2, characteristics of motor bearing
fault diagnosis with current signal analysis are summarized. In Sect. 3, the method-
ologies for fault feature combination and fault classification are explained briefly.
The results for the presented method and the conclusion are presented in Sects. 4
and 5, respectively.
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2 Motor Bearing Fault Diagnosis with Current Signature
Analysis

Among all fault types in induction motors, faults related to bearing failures occur
in approximately 50% of the cases [9]. The key components of induction motor
ball bearings are the ball, the outer raceway, and the inner raceway, along with the
requirement that there must be uniform distance between the balls to avoid contact
with each other, typically accomplished with the help of a cage. The flow of current
due to a bearing defect in a motor can be expressed as follows:

iF (t) = iH (t)[1 + β cos(ωct)] (1)

where β, iH (t) and iF (t) denote the modulation index, and the motor phase current
in healthy and faulty bearing conditions, respectively.

Equation (1) for bearing faults can be represented with consideration of the higher
harmonics as:

iF (t) = iH (t)[1 +
∞∑

n=1

β cos(nωct)] (2)

The current of an ideal induction motor for a healthy bearing condition can be
represented as [6, 7]:

iH (t) = Im cos(2λ fs t) = Im cos(ωs t) (3)

where fS is the supply frequency.
From Eqs. (2) and (3), the current of an ideal IM with a bearing defect can be

written as:

iF (t) = Im cos(ωs t) + Im
2

∞∑

n=1

βn[cos((ωs − nωc)t) + cos((ωs + nωc)t)). (4)

From (4), it can be assumed that the bearing defect is found at certain frequencies
based on its stator current equation, given as:

Fbng = fs ± n fc n = 1, 2, . . . (5)



262 R. N. Toma and J. Kim

3 Methodology

The dataset we use in this work was collected from Kat Data Center of the Chair of
Design and Drive Technology, Paderborn University, Germany [9]. In this work, two
current signals with a phase difference of 180º are considered. The current signals
are taken for 17 different combinations of torque, speed, and angular velocity under
three bearing conditions: healthy bearings, damage in the inner ring, and damage
in the outer ring. Initially, the data from every combination is concatenated and the
classes are labeled as 0, 1, and 2 for healthy bearings, inner ring faults, and outer
ring faults, respectively. The workflow is given in Fig. 1.

In the next stage, 10 different statistical features (mean, median, standard devia-
tion, variance, sum, skewness, kurtosis, energy, RMS, and crest factor) are extracted
from the dataset. Among them, the mean and variance are employed to define the
probability density function of the time-varying signal. The skewness parameter
helps to measure the distribution symmetry. Other higher-order statistical features
are also analyzed, such as kurtosis, which helps in comparing the divergence between
mean by a minute value with those with a high value of divergence.

In this work, three widely used and popular machine learning algorithms, support
vector machine (SVM), Random Forest (RF), and K-Nearest Neighbor (KNN), are
used to build a classification model. Each algorithm has different hyperparame-
ters. Selecting the best value for a hyperparameter is important for maximizing
performance.

For an SVM, the cost (C), kernel type, and kernel width parameter (γ), or Gamma,
are the three important parameters. The cost parameter determines the extent of
misclassification, which can be allowed for non-separable training data. Sometimes
a higher value of C can create an overfitting problem. Therefore, to avoid overfitting
(as well as underfitting), selecting an optimal value for C is critical. On the other
hand, the shape of the hyperplane is determined by the value of Gamma. If a high
value of gamma is chosen, the SVM tries to separate every train data point, and
therefore the decision boundary becomes very curvy. In such a case, the model
might not perform well for test data points. RF is an ensemble learning algorithm
that works by constructing a multitude of decision trees during the training period.
The number of trees, the maximum depth, the number of features in every split, and
the number of sample leaves are the important hyperparameters of RF. Finally, for the
k-NN algorithm, the critical hyperparameter is the number of neighboring samples it

Fig. 1 Workflow diagram
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considers. For selecting the appropriate value of the hyperparameters the GridSearch
method is used in this work. The dataset is divided into two different ratios, such
as 70:30 and 80:20, for training and testing. There are 17 subsets for various load
conditions of induction motors, and the train-test ratio is maintained for every load
condition.

4 Results

There exists many metrics to assess the performance of a classification algorithm.
In this work, the overall accuracy, confusion matrix, prediction, recall, and F1 for 3
different classes are considered as performance metrics. The precision, recall, F-1
score, and overall accuracy are derived from the confusion matrix, as shown in the
following equations:

Precision = True Positive (TP)

True Positive + False Positive (FP)
(6)

Recall = True Positive (TP)

True Positive + False Positive (FP)
(7)

F1 = 2 × Precision × Recall

Precision + Recall
(8)

Accuracy = TP + TN

TP + FP + TN + FN
(9)

Precision is an effectivemeasure for the case inwhich the cost of FP is high.On the
other hand, recall calculates the actual TP values and becomes the selection metric
for the best model in the case of a high cost with FN. However, the F1 score presents
a harmonic mean of the precision and recall, taking both metrics into account. The
confusion matrices for SVM, RF, and KNN are provided in Fig. 2.

Fig. 2 Confusion matrix for a SVM, b RF, and c KNN



264 R. N. Toma and J. Kim

Table 1 Hypertuning parameters

ML algorithms Hyper tuned values

SVM C = 10, gamma = 1, kernel = rbf

RF Random state: 42
Max features: sqrt
Number of estimators: 100
Maximum depth: 10

KNN Leaf size: 1
Number of neighbors: 10
Weights: uniform

Table 2 Result for 3 different ML classifier

Precision Recall F1 Accuracy

SVM 0.99 0.99 0.99 0.99

RF 0.97 0.99 0.98 0.98

KNN 0.99 0.98 0.99 0.99

Table 1 represents the optimum value of the hyperparameters of the three learning
algorithms, obtained from the GridSearch method.

The value of the performance parameters are shown in Table 2. The overall accu-
racy rate for all three algorithms is very high. SVM and RF demonstrated similar
performance levels. Each model has high precision and accuracy values, which
indicates that the model is classifying each class accurately.

5 Conclusion

In this paper, a novel fault detection and classification method for induction motors
using current signal data was presented. To obtain the current signal data, the MCSA
method was utilized. Ten statistical features for two different phase currents were
evaluated for the healthy condition and two faulty conditions, and fed as an input
to the SVM, RF, and KNN classifiers. We observed that all three classifiers using
the statistical features as input performed well on the current signal data. All the
performance measures, including precision, recall, F1 score, and accuracy showed
high performance for the three classifiers. In the future, we will focus on the imple-
mentation of frequency domain analysis along with machine learning algorithms for
detecting and classifying faults in induction motors.
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Crack Detection Using Fully
Convolutional Network in Wall-Climbing
Robot

Myeongsuk Pak and Sanghoon Kim

Abstract Since the wall crack inspection of structures is difficult to access and to
secure objectivity of the visual inspection, research on automatic inspection is being
conducted. This paper is a study on the automatic detection of wall cracks of the wall-
climbing robot, which aims to detect the cracks by robot itself in real time. Deep
learning techniques are also applied to crack inspection, but there are difficulties
in resource limitation in embedded environments. In this study, we examined the
performance by experimenting with deep learning method that can be applied to
embedded environment and the possibility of applying them to wall-climbing robot
was presented.

Keywords Crack detection · FCN ·Wall-climbing robot

1 Introduction

Crack inspection of large structures, such as high-rise buildings and bridges, is
dangerous for human access and is time-consuming and expensive, including the
installation of additional structures. In addition, it is difficult to secure the objec-
tivity of visual examination. In order to solve this risk and efficiency problem, many
researches have been done on the automatic crack detection technique using a robot.
In the case of the crack detection technique using UAV (drone) [1, 2], which is the
most active research, there is a disadvantage in that it cannot be photographed close
to the wall due to the danger of the UAV itself. Some studies using ground robots
[3], however, have the disadvantage that they cannot be driven on walls of structures
such as buildings and bridges. In this paper, we focus on wall crack detection using
deep learning in wall-climbing robot equipped with high performance embedded
platform and webcam. In the case of the wall mobile robot, it is attached to the wall
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and moves, so it is possible to detect the micro cracks and to drive the indoor and
the bridge.

The distribution and shape of cracks on the surface of structures is irregular
and linear, which can be seen as edge or line objects. For greater accuracy, crack
detection is treated as semantic segmentation that classifies at pixel level to obtain
crack location. In high quality images with good continuity and high contrast, cracks
can be detected with high accuracy through traditional methods such as Sobel and
Canny edge detection [4]. However, due to the high influence of lighting and wall
material, cracks may be less continuity due to noise and lower contrast.

Recently, researches to improve the accuracy of crack detection using deep
learning techniques have been conducted. Liu et al. [5] proposed a method for
concrete crack detection that achieves high accuracy with a smaller training set based
onU-Net that ismore robust, effective andmore accurate. Zhang et al. [6], inspired by
Full Convolutional Networks (FCN), proposed a full convolutional network based
on dilated convolution consisting of encoders and decoders, demonstrating faster
convergence and better generalization in concrete crack test sets. Zou et al. [7]
proposed DeepCrack for crack detection based on SegNet architecture. They effec-
tively infer the crack by pairwisely fusing the convolutional features generated in the
encoder and decoder networks at the same scale. These methods were experimented
with GPU on desktop computer and are very accurate using VGG16, Resnet18, etc.
as based network, but the speed is difficult to apply to the mobile environment.

In order to apply deep learning to mobile robots, a tradeoff between performance
and speed is required. In this study, the performance is tested and the results are
presented by applying the deep learning method that can perform crack detection
in real time on mobile robots with limited resources that can perform well on non-
homogeneous walls such as uneven concrete surfaces.

2 Crack Detection Method

The network architecture used for semantic segmentation consists of two main
components: an encoder responsible for feature extraction and a decoder that calcu-
lates the final class probability through upsampling. In this section, we look at the
state-of-the-art semantic segmentation techniques and discuss the underlying algo-
rithms suitable for mobile computing environments to drive deep learning crack
detection in wall-climbing robots. Segmentation networks such as SegNet and
DeepLab have high computational costs and requirements for specific hardware.
Since our main limitation is speed, ShuffleSeg and DeepLabv3+ are chosen.
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2.1 ShuffleSeg

ShuffleSeg [8] is a computationally efficient segmentation network that reduces
computational cost while maintaining good accuracy based on grouped convolu-
tion and channel shuffling in the encoder. It delivers 58.3% mIoU in the CityScapes
test set and runs at 15.7 frames per second on NVIDIA Jetson TX2. The encoder is
based on ShuffleNet and uses skip connection FCN8s to the decoder. For training,
weighted cross entropy loss is used, theweight decay is 5e–4 and theAdam optimizer
is used with learning rate 1e–4.

2.2 DeepLabv3+

DeepLabv3+ [9] combines the advantages of the spatial pyramid pooling module
and the encoding decoder architecture, and extends DeepLabv3 by adding a simple
but effective decoder module. Apply depthwise separable convolution to the Atrous
Spatial Pyramid Pooling and Decoder module to create a faster, more powerful
encoder-decoder network. Using the Xception model, the PASCAL VOC 2012
and Cityscapes datasets achieved mIoU of 88.9% and 82.1%, respectively. In their
implementation we use MobileNet to fit the mobile platform.

3 Experiments

3.1 Experimental Environment

NVIDIA Jetson TX2 is installed to apply deep learning to the wall-climbing robot
shown in Fig. 1. In this experiment, the model was tested using Jetson TX2, whose
specifications are shown in Table 1.

3.2 Crack Data Training

The crack image used in this study is based on the data set of [10] and contains about
11,200 images that are merged from 12 crack segmentation datasets. The crack
image consists of 9,603 training images and 1,695 test images, with a size of 448 ×
448. For the semantic segmentation, an annotation image was used by changing the
background to 0 and the crack to 1. Training of the crack data was performed on a
desktop computer with an Intel Core i7-8700 K CPU 3.7 GHz CPU and NVIDIA
Geforce 2080.
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Fig. 1 Prototype of our
wall-climbing robot

Table 1 Jetson TX2 specification

CPU GPU Memory

Dual-core Denver 2 64-bit CPU and
quad-core ARM A57 complex

NVIDIA Pascal™ architecture with 256
NVIDIA CUDA cores

8 GB

3.3 Results

Two segmentation networks were tested for crack detection. Figure 2 shows the crack
detection results. In the case of DeepLabv3+ , only part of the thin crack is detected,
as in the first column, and some crack-like patterns are detected, as in the second
column. For ShuffleSeg, both thin and coarse crack were detected well. ShuffleSeg
has a speed of 18 fps with a test images on the Jetson TX2, and is suitable for
wall-climbing robots.

4 Conclusion

In this paper, we use semantic segmentation technique to classify cracks in pixel level
for crack detection of wall-climbing robot. In the case of the wall-climbing robot, it
is attached to the wall and moves, so it is possible to detect the micro cracks and to
drive the indoor and the bridge.

We tested the performance by applying a deep learning technique that can perform
good performance even on non-homogeneous walls such as non-smooth concrete
surfaces and detect cracks in real time on mobile robots with limited resources. We
showed that we can run the crack detection algorithm using deep learning inside the
robot. Further work will require more experiments to improve detection accuracy
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Fig. 2 Crack detection results. The first row is the input image, the second row is the ground truth,
the third row is the result of DeepLabv3+ and the last row is the result of ShuffleSeg

and better detection efficiency, and it is necessary to improve the existing methods
to increase crack detection performance on wall-climbing robots.

References

1. Kim JW, Kim SB, Park JC, Nam JW (2015) Development of crack detection system with
unmanned aerial vehicles and digital image processing. In: World congress on advances in
structural engineering and mechanics

2. Kim H, Lee J, Ahn E, Cho S, Shin M, Sim SH (2017) Concrete crack identification using a
UAV incorporating hybrid image processing. Sensors 17(9):E2052

3. An S, Jang J, Han C, Kim P (2004) An inspection system for detection of cracks on the concrete
structures using a mobile robot. In: 21st international symposium on automation and robotics
in construction, Korea, pp 21–25



272 M. Pak and S. Kim

4. Abdel-Qader I, Abudayyeh O, Kelly ME (2003) Analysis of edge-detection techniques for
crack identification in bridges. J Comput Civil Eng 17(4):255–263

5. Liu Z, Cao Y, Wang Y, Wang W (2019) Computer vision-based concrete crack detection using
U-net fully convolutional networks. Autom Construct 104:129–139

6. Zhang J, Lu C, Wang J, Wang L, Yue XG (2019) Concrete cracks detection based on FCNwith
dilated convolution. Appl Sci 9(13):2686

7. Zou Q, Zhang Z, Li Q, Qi X, Wang Q, Wang S (2018) Deepcrack: learning hierarchical
convolutional features for crack detection. IEEE Trans Image Process, pp 1–15

8. Gamal M, Siam M, Abdel-Razek M (2018) ShuffleSeg: real-time semantic segmentation
network. arXiv:1803.03816

9. Chen LC, Zhu Y, Papandreou G, Schroff F, Adam H (2018) Encoder-decoder with atrous
separable convolution for semantic image segmentation. In ECCV

10. Concrete Crack Images for Classification, https://github.com/khanhha/crack_segmentation#
Dataset

http://arxiv.org/abs/1803.03816
https://github.com/khanhha/crack_segmentation


Performance Evaluation of AODV
and AOMDV Routing Protocols Under
Collaborative Blackhole and Wormhole
Attacks

Tran Hoang Hai, Nguyen Dang Toi, and Eui-Nam Huh

Abstract Mobile Ad hoc Network (MANET) is easy to be attacked than wired
networks due to its characteristics of open network topology, high mobility, lack
of physical security and independent management. This paper analyzes the impact
of routing attacks on the performance of the AODV and AOMDV routing protocol
under several collaborative routing attack scenarios (blackhole and wormhole). We
conclude that AOMDV is better than AODV in case of collaborative attacks and we
show that collaborative Blackhole and Wormhole attacks can affect much perfor-
mance of the network, especially in the case when we do not recognize the location
area of malicious nodes.

Keywords MANET · Routing attack · Network security · Blackhole ·Wormhole

1 Introduction

Mobile Ad Hoc Networks (MANET) is made up of dynamically, self-configuration
nodes in a flat network without any fixed or existing infrastructure and centralized
administrator. In MANET, the network nodes share a wireless channel without any
centralized control ormanagement. Each node inMANETworks as both end host and
router at the same time. There are several routing protocols designed inMANET such
as AODV, DSR, OLSR, etc. which can be classified by proactive routing protocols,
reactive routing protocols, and hybrid routing protocols which is the combination of
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the previous two [1–3]. In several works have been studied in the last few years [4–6],
the proactive routing protocols provide better performance (in terms of quantitative
metrics such as throughput, packet delivery ratio, end to end delay, etc.) than reactive
protocols. In this paper, we focus on proactive protocols since the hybrid routing
protocols usually use much computation resources rather than both proactive and
reactive protocols [7]. Several attacks in network layer have been identified and
studied in security research of MANET in [8], such as blackholes, wormholes, link
spoofing, gray holes, link spoofing, etc. There are related works of how an attack can
affect the operation of MANET, but we focus on more complicated attack scenarios,
i.e. mobility attacker, several attacks deploying simultaneously, etc. Understanding
howMANET works and analyzing its routing performance under attacks are always
the first important tasks to project the overall system.

2 Related Works

In MANET, an attacker can re-route network traffic, or inject itself into the path
between the source and destination and thus control the network traffic flow [8].
Several attacks have been identified and studied in security research [9–15]. One of
the most common routing attacks in MANET is the Blackhole attack. In this attack,
a “black” node within the network displays itself as having the shortest path to the
destination node. Once the packets are drawn to the attacker, they are then dropped
instead of relayed, and the communication of the MANET will be disrupted. In
wormhole attacks, the attacker receives packets at one point in the network and
tunnels them to another part of the network for malicious purposes. In MANET with
AODV routing protocol, this attack can be done by tunneling every REQUEST to
the target destination node directly. When the destination’s neighboring nodes hear
this REQUEST packet, they will rebroadcast that REQUEST packet in a normal
operation and then discard any other REQUESTS for the same route discovery [16].
There is a huge work on the study of how blackhole and wormhole can manipulate
the network traffic in MANET but mostly the authors focus on separate, single and
static routing attack. In [11], the authors analyzed the performance of AODV and
OLSR protocols individually with only one black hole attack and without blackhole
attack. In [17], the authors analyzed the performance of Mobile Ad hoc Networks
(MANET) under black hole and wormhole attack separately for AODV protocol. In
[18], AODV and DSDV protocols are analyzed in terms of routing overhead, packet
delivery ratio, throughput and end to end delay under single Black hole attack and
collaborative Black hole attacks.
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3 Collaborative Blackhole and Wormhole Attacks

Over the years, many researchers have analyzed the performance of MANET
networks against attacks of specific types of attacks. However, in reality, an active
MANET network can face many types of attacks at the same time. Those types of
attacks not only affect normal nodes but also directly impact others. In this paper,
we propose analyzing the performance of a MANET network that runs AODV and
AOMDV protocols in case of collaborative blackhole and wormhole attacks. An
attacker is only concerned with packet loss and performance degradation of the
MANET network, so Blackhole will be preferred due to its simple operation mech-
anism, less energy and computation costs than wormholes. How a Blackhole attack
can affect the network also depends on operation area of malicious nodes, their posi-
tions compared to others. When attackers want to target a large-scale attack on the
network at a given time, i.e. collaborative of Blackhole and wormhole, it is neces-
sary to distribute malicious nodes into MANET so that they can interfere with the
entire routing process. However, the unique feature of the blackhole is that it always
drops packets until the nodes in the network detect the anomalies which reduces the
ability to hide themselves. A smart strategy for an attacker is to allocate time for
collaborative attacks to hide malicious nodes in the network, combining both types
of attacks will make the attack strategy more flexible by introducing Wormhole.

4 Simulation Results

4.1 Simulation Scenarios

In this paper, we focus on analyzing the performance ofMANET running AODV and
AOMDV routing protocols under collaborative Black hole and wormhole attacks.
The simulation uses ns2.35 running on Ubuntu 14.04. The network environment is
a 1200 × 800 plane with the number of nodes is 50, 80, 100, and 120 respectively.
Since assuming that we focus on the performance of routing protocols, the semantic
scope in the wormhole attack can be ignored and nodes considered wormhole link
have a drop factor K, in this caseK= 40. For each routing protocol, to knowdetails of
the operation under collaborative attacks, we focus on three main scenarios follows:

– Script 1: The normal nodes and malicious nodes are evenly distributed and fixed
in the analysis plane.

– Script 2: The nodes are evenly distributed in the analysis plane but the malicious
nodes move evenly diagonally from the analysis plane.

– Script 3: The normal nodes and malicious nodes are randomly placed in the
analysis plane.

For more details, each scenario will be simulated in three subscripts follows:
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– Subscript 1: The network only consists of normal nodes.
– Subscript 2: The network consists of normal nodes and two blackhole nodes.
– Subscript 3: The network consists of normal nodes, two blackhole nodes and one

wormhole tunnel.

4.2 Simulation Results

In the beginning, first we look on the packet delivery ratio of the 1st scenario when
the normal nodes and malicious nodes are evenly distributed and fixed in the analysis
plane. We can see in Fig. 1 that when the network only consists of normal nodes, the
performance of both routing protocols is very good.When network having blackhole
nodes, the packet delivery ratio is decreasing but AOMDV provides better results
than AODV in this case. The similar results can be seen with AOMDVwhen network
having two Black hole nodes and one Wormhole tunnel.

We can see in Fig. 2 that in general, AOMDV provides better End-to-end delay
than AODV. In the case of network having 80 nodes with AOMDV, the End-to-end
delay increases abnormally due to its location characteristics leading to the nodes
which cannot find redundant routes leading to fail link of discovery process. In
the results of Fig. 3, AOMDV provides better Throughput than AODV generally
but the result is not so good under collaborative Blackhole and Wormhole attacks,
but it is improving along with network density. Now we look at the results of 2nd
simulation scenario in Fig. 4 when nodes are evenly distributed in the analysis plane,
but the malicious nodes move evenly diagonally from the analysis plane. We can
see that AOMDV still provides better Packet Delivery Ratio than AODV even in

Fig. 1 Packet delivery ratio
of 1st simulation scenario

Fig. 2 End-to-end delay of
1st simulation scenario



Performance Evaluation of AODV and AOMDV … 277

Fig. 3 Throughput of 1st
simulation scenario

Fig. 4 Packet delivery ratio
of 2nd simulation scenario

collaborative routing attacks. Due to the mobility of malicious nodes, the links in the
networkwill be unstable leading to an increase in discovery process. As the result, the
increasing in the number of routing packets leading to higher load and computation
time. Therefore, End-to-end delay will be higher in a network containing malicious
nodes in Fig. 5. In collaborative Blackhole and Wormhole attacks, AOMDV still
provides good throughput if the network density is high as in Fig. 6. Now we look

Fig. 5 End-to-end delay of
2nd simulation scenario

Fig. 6 Throughput of 2nd
simulation scenario
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at the results of 3rd simulation scenario when normal nodes and malicious nodes
are randomly placed in the analysis plane. When all nodes are randomly considered
in the 1200 × 800 plane, the ratio depends on the location of malicious nodes,
source node and destination node location and network density in Fig. 7. Because
the random algorithm of ns2.35 has not been optimized, the locations of the nodes
are not distributed evenly on the plane but the higher density in some areas. It leads to
a higher malicious node influence due to the presence of many neighbors. Therefore,
the node must process more information due to the high number of incoming packets
resulting in high latency in Fig. 8. Therefore, throughput result of this simulation
scenario is not promising under collaborative attacks, as in Fig. 9.

Fig. 7 Packet delivery ratio
of 3rd simulation scenario

Fig. 8 End-to-end delay of
3rd simulation scenario

Fig. 9 Throughput of 3rd
simulation scenario
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5 Conclusion

In this paper, we have shown that collaborative Blackhole andWormhole attacks can
affect performance of the network, especially in the case we do not recognize the
random malicious nodes. In general, AOMD provides better results than AODV in
most of the cases when the network survives under attacks.
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Simulation and Analysis of RF Attacks
on Wireless SCADA System

Sung-Won Lee, Ji-Hun Kim, and Jonghee Youn

Abstract Those computer systems that are in charge of the control of national and
social infrastructures are called SupervisoryControlAndDataAcquisition (SCADA)
systems. Most SCADA systems have been considered to be relatively safe in the past
as they use closed networks non-disclosed communication protocols and therefore,
the reinforcement of system security and incident responses has been neglected.
However, the SCADA system security incidents that have been occurring recently
mean that SCADA systems are exposed to security threats and as communication
technologies are developed, illegal access paths to SCADA communication networks
that use wireless communication can increase further. Since SCADA systems are
in charge of the control of national and social infrastructures, the occurrence of
security incidents can result in serious problems. Therefore, studies of related secu-
rity technologies and policies are necessary. To this end, the present paper helps
the understanding of the overall system through detailed analyses of the ZigBee
protocol among the wireless communication protocols used by the SCADA system.
In addition, the security vulnerability of wireless SCADA systems is studied through
simulations of products that use the ZigBee protocol.

Keywords SCADA system · ZigBee protocol ·Wireless system · RF attack

1 Introduction

The SCADA (Supervisory Control And Data Acquisition) systems [1] that will be
mainly dealt with in the present paper are included in major kinds of industrial
control systems together with the DCSs (Distributed Control Systems). SCADA
systems refer to those systems that control and monitor large scaled distributed

S.-W. Lee · J. Youn (B)
Department of Computer Engineering, Yeungnam University, Gyeongsan, Republic of Korea
e-mail: youn@yu.ac.kr

J.-H. Kim
Kim & Chang, Seoul, Republic of Korea

© Springer Nature Singapore Pte Ltd. 2021
J. J. Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 715,
https://doi.org/10.1007/978-981-15-9343-7_38

281

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9343-7_38&domain=pdf
mailto:youn@yu.ac.kr
https://doi.org/10.1007/978-981-15-9343-7_38


282 S.-W. Lee et al.

equipment and devices and the distributed control system, that is, the DCS generally
controls systems within relatively short distances using communication protocols
mutually connected for control [2]. However, after the beginning of themodern times,
the differences between the two representative types of industrial control system
have become obscure due to the development of information and communication
technologies (ICT).

Furthermore, thanks to the recent development of communication technologies
SCADA systems applied with wireless communication technologies instead of wire
communication have appeared and institutions that operate SCADA system have
been introducing increasingly more wireless communication based SCADA systems
for the reason of improvement in the efficiency of the access of the control system
or control flexibility. However, since most wireless communication based SCADA
systems are operated using both wire/wireless communications, they can be said to
be more vulnerable to security threats using networks and communication protocols.
The purpose of the present paper is to deal with overall security threats against
wireless communication based SCADA systems, analyze ZigBee communication
among wireless communications, and investigate security threats against SCADA
systems through simulations of various equipment units.

2 SCADA System

The architecture of general SCADA systems is largely divided into the Mater
Terminal Unit (MTU) that plays the role of data collection and control, the Remote
Terminal Unit (RTU) in charge of data transmission, the Human-Machine Inter-
face (HMI), and the network [3]. The MTU collects data from the RTU through
the communication network and monitors and controls the entire SCADA system’s
communication based on the collected data. The RTU collects information from data
collection devices such as the sensors of the SCADA system in real time and trans-
mits the data to the MTU. The HMI is in charge of the function to visualize and
display the collected data in the forms of texts and graphs for efficient communica-
tion with the person in charge of operation. The networks of SCADA systems were
based on local area network (LAN) or wide area network (WAN) based Ethernet
networks in the past. Recently, however, the networks have been configured using
diverse communication methods such as Bluetooth, Zigbee, and GPS for wireless
communication.

3 Simulation

Although directly studying ZigBee protocol based wireless communication SCADA
networks is suitable for the original intent of studies, since most SCADA systems are
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Fig. 1 Simulation flow chart

currently used to control major national and social infrastructures because of their
nature, there are quite some restrictions on the progression of studies.

In the present paper, instead of security threats to actual SCADA systems, security
threats to drones, lighting systems, and smart home kits that use ZigBee communi-
cation are demonstrated to identify the attack methods and vulnerabilities of internal
networks consisting of ZigBee communication through the demonstration. Figure 1
shows the tool and attack method used in the our simulation. The tools used for
the demonstration are OpenSniffer [4] and HackRF One [5] and the Wireshark and
GNU radio [6] programs are also used for the demonstration. The main flow of the
simulation begins with packet sniffing followed by analysis, attack signal generation,
and attacks and in addition, simulations of replay attacks and jamming attacks were
also carried out.

3.1 Replay Attack [7]

Replay Attacks are an attack issue frequently applied to wireless equipment recently
and refers to those attacks that store the communication signals between wireless
equipment units as they are and reuse the signals. An advantage of these attacks
is that there is no need to analyze signals and these attacks are easy and powerful
because the signals once stored when the attack was applied can be continuously
used. Exploiting the fact that wireless signals can be sent and received to/from the
basic library provided by HackRF One, signals between a drone and a controller
can be intercepted to carry out replay attacks and these attacks can control drones
because when the stored signals are sent more strongly at shorter periods than those
of the controller, the drone receives the attack signals first rather than controller
signals. Cases where the channels used when commands are connected between the
drone and the controller occur and the changed channels can be identified through
the channel scanning provided by the Open Sniffer web interface.
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3.2 Jamming Attack [8]

Jamming Attacks refer to those attacks that cause disturbances to wireless signals
in the frequency channel area being used so that the equipment cannot carry out the
desired operation. Because of the nature of wireless equipment, signals at the same
frequency are received first and whether the signals are proper ones or not is judged.
Exploiting this fact, the attacker transmits meaningless signals to fill a wide range of
area including the channels used by the drone and controller. Eventually, the drone
that cannot receive the next command of the controller becomes to continuously
carry out the command sent by the previous signals and get out of the user’s control.

3.3 Packet Analysis and Acquisition of Control Authority

The channels used between the drone and the controller using the channel scanning
of Open Sniffer and As shown in Fig. 1, the signals can be collected and analyzed
using Wireshark, which is a packet analysis tool. The protocol and important infor-
mation can be analyzed through the analysis of packet frames and the command part
can be guessed using the analysis results. Signals are exchanged using the channel
fixed when the drone and controller were initially connected and the information on
the channel to be changed is guessed after collecting the packets judging that the
information is included in this command. After identifying the fact that the last three
bytes of the collected packets are shown to be different from each other as shown in
Table 1, the first byte is assumed to be the new channel to replace the current channel
and the two latter bytes are assumed to be the CRC. Thereafter, many collected
packets are analyzed to identify the channel. Using such information, the channels
being used can be identified even when diverse channels are used.

If guessed values for the address, channel, and command parts are obtained
utilizing HackRF equipment and the Python open source program GNU Radio,
wireless communication can be diversely controlled. The waveforms in the OQPSK
mode, which is a ZigBee communication modulation method, can be generated and
transmitted using gr-ieee802-14-4 (Aug 7, 2016 Ver) among the open libraries of
the GNU Radio. The gr-ieee802-14-4 library is a library fabricated for control of
ZigBee protocols and for transmission to the desired packets, the mac.cc in the gr-
ieee802-14-4 library should be revised based on the packet data of the actual drone.

Table 1 Collected packets Collected packets

1st collection 007eff20a92c2caa70 04 3f 0f

2nd collection 007eff20a92c2caa70 07 e0 ff

3rd collection 007eff20a92c2caa70 03 45 5a

4th collection 007eff20a92c2caa70 05 c0 ff
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Fig. 2 Trasnsceiver_OQPSK.grc
code flow chart

Since the provided code ofmac.cc is designated to an arbitrary address and command
data, it is revised into the desired packet that has been analyzed. The control signals
identified through Open Sniffer andWireshark can be delivered to the drone through
HackRF and the GNU Radio. An advantage of this method is that since commands
are made by analyzing collected signals, even other control commands that have not
been collected can be identified using the Brute force method on the command data
part. This is an attack method that improved the shortcoming of replay attacks that
can be enabled by only collected signals and it can find out the control command to
achieve complete control.

Desired commands can be made through the library. Frequently used functions
have been fabricated as sample codes. If the transceiver_OQPSK.grc file among the
files provided as sample codes is revised to fit packet transmission as shown in the
Figure, the control over the drone can be acquired using desired packets. Figure 2 is
a code flow chart of the modified transceiver_OQPSK.grc file.

In addition to drones, studies were also conducted with Philips HUE bulbs and
Xiaomi smart home kits. When the signals collected to see the internal information
of the packet used by Hue are analyzed with Wireshark, packets in forms similar to
those of drones can be identified.

In the case of the packets of Hue and the smart home kits, an IEEE 802.15.4
data layer could be identified as with the packet information of drones and the frame
and the addresses of the point of departure and the destination could be also identi-
fied. However, those pieces of field information such as frame control and sequence
numbers were relatively not standardized and continuously changed. Therefore, the
control authority could not be obtained using HackRF One tool in methods such as
replay attacks. Largely two reasonswhy standardized packets or network keys did not
appear as such can be guessed. First, network keys cannot be identified because they
were encrypted. Even though network keys are delivered in the form of plain texts
when they are initially delivered to the Coordinator to establish connections, they
are immediately encrypted thereafter. Therefore the procedure to find the encrypted
keys is not easy. However, in such cases, the keys may be identified using firmware
reverse engineering. Second, the network layers of Philips HUE and Xiaomi smart
home kits may not use the security mechanism of the ZigBee network layer. Even if
the ZigBee security mechanism is not used, the key may be protected by preventing
the exposure of network key by using a policy to encrypt the key in the application
layer.



286 S.-W. Lee et al.

4 Analysis and Discussion

In the present paper, simulations were carried out for three different items; drones,
lighting systems, and smart home kits. The control over drones was successfully
obtained using sniffing equipment because ZigBee follows IEEE standard 802.15.4
and the detailed information, that is, the frame, sequence, and address of the relevant
standard could be identified. Eventually, this indicates that even if the security mech-
anism of ZigBee protocol per se is used even beginners can easily obtain the control
authority by utilizing communication sniffing equipment. On the contrary, in the case
of Philips HUE bulbs and Xiaomi smart home kits, despite that the packets could
be sniffed using ZigBee communication, network key information etc., could not be
identified as such information was encrypted because Philips HUE bulbs and Xiaomi
smart home kits do not follow the security mechanism of ZigBee but the application
programs use independent security mechanisms. Although quite a few threats can be
prevented by just preventing those security threats such as key exposure using inde-
pendent security mechanisms, even when such independent security mechanisms are
used, the communication keys being used can be sufficiently exposed by undergoing
reverse engineering or memory analysis processes.

5 Conclusion

Past SCADA systems have been blindly trusted to be safer than other systems in
terms of security for the reason that they used closed internal networks and non-
disclosed communication protocol. However, the simulations carried out in the
present paper indicate that at the time when wireless SCADA networks use the
standardized protocol termed ZigBee communication, the SCADA networks may
become communication networks that are not safe any longer. SCADA networks
are exposed to not only the threats of attacks such as replay attacks, sniffing, and
control authority acquisition but also those security threats such as jamming that
would paralyze the entire system leading to major accidents. Therefore, counter-
measures against such security threats should be devised. Although the development
of communication technologies greatly contributed to enhancing the level of overall
society, the tendency to have interest in only the development of technologies led
to the negligence of the reinforcement of information protection resulting in poor
responses to incidents. In particular, security incidents occurring in SCADA systems
used for control of major national and social infrastructures may cause direct adverse
effects. Therefore, related security technologies should be studied and developed to
be prepared for such incidents.
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HowWill Blockchain Technology Affect
the Future of the Internet?

Geun-Hyung Kim

Abstract Today, the Web is indispensable in daily life. However, the Web has
become centralized, because of business models. The centralized Web has brought
a few major issues that will likely get worse in the near future. In this paper, we
discuss problems of the centralized Web and the necessity of decentralized Web,
the potential of blockchain for decentralized web architecture. And then, we also
discuss the decentralized web architecture that circumvents Internet gatekeepers like
Google and Facebook and takes control of our data back from the giant social media
companies.

Keywords Blockchain · Centralized web · Decentralized web · Decentralized
Internet · Stateful web

1 Introduction

Many concepts that we have used in blockchain technology were envisioned by
Harber and Stornetta [1]. Their work focused on timestamping documents to be able
to verify that a document was at a certain time in a certain version, by storing hash
values in a timestamped block on the blockchain with which no one could tamper.
They also adopted the Merkle tree to enhance efficiency by enabling a single block
to include more documents. Satoshi Nakamoto, in 2008, conceptualized the first
peer-to-peer version of cryptocurrency with blockchain technology and described in
detail how blockchain technology was well equipped to strengthen digital trust in
terms of the decentralization aspect in which no trusted intermediary was required
[2].

The Internet was originally invented as a decentralized autonomous system in
which element technologies, such as inter- and intra-domain routing, DNS, and
so on, operate in a distributed fashion. However, the model for applications and
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several infrastructure services on the Internet has evolved to becomemore centralized
because of businessmodels that depend on centralized accounting and administration
[3].

The Web has been one of the representative open application platforms in the
Internet since its invention. The Web, which was invented by Tim Berners-Lee, is
now 30 years old. The Web connects a great deal of information on the Internet in
a hypertext manner, providing a foundation for users to search conveniently. The
Web technology basically consists of three main components as follows: the URL
(Unified Resource Locator) representing a location to a specific site, HTTP (Hyper
Text Transfer Protocol), the protocol for sending and receiving request and response
messages, and HTML (Hyper Text Markup Language), the markup language for
creating easily hypertext pages. TheWeb 1.0 andWeb 2.0 have revolutionized infor-
mation and interactions respectively. Right now, relatively few giant social media
companies are responsible for hosting essential elements of what we consider the
Internet and keeping our e-mail, social media, and web pages available to all. These
giant companies that own those hosting servers have a huge impact on how the
Internet runs. Current centralized Web platforms leave the Internet open to a few
major vulnerabilities that will likely only get worse in the near future, and the least
of which is giant companies having power vast amounts of data [4].

In this paper, we discuss problems of the centralized Web and the necessity of
decentralized Web, the potential of blockchain for decentralized web architecture.
And then,we also discuss the decentralizedwebarchitecture that circumvents internet
gatekeepers like Google and Facebook and takes control of our data back from the
giant social media companies. The remainder of this paper is organized as follows.
Section 2 provides an overview of the related works and we discuss the decentralized
Web architecture in Sect. 3. Finally, Sect. 4 concludes our study.

2 Related Works

2.1 Centralized Web Versus Decentralized Web

The Web was initially designed as a decentralized architecture, but the Web has
been significantly centralized since the early 2000s, with the advent of Web 2.0. In
the first stage of the Web’s evolution (called Web 1.0), content creators were few
and the majority of users only acted as a consumer of contents [5]. The open web
platform, the collection of open technologies enabling the Web, was emerged by
the early 90s and has driven the Web 2.0 era. Any participant in Web 2.0 can be
a content creator due to the emerge of new technologies, such as mashups, AJAX
(Autonomous JavaScript and XML), and REST (Representational State Transfer)
API in the open web platform. The essential characteristics of Web 2.0 are openness,
freedom, and collective intelligence by way of user participation [5]. With the advent
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of Web 2.0, we began to communicate with each other and to share the information
via centralized service platforms provided by giant companies.

As commercial interests grew along with the development of Web technologies,
many service platforms, related to the social media, emerged. At the moment, a small
number of very powerful platform companies controlled most of the actions on the
Internet. These giant companies are known as the FAANGs (Facebook, Amazon,
Apple, Netflix, and Google, Microsoft, and Twitter). Over time, the Web has been
becoming more centralized in the course of technology. In the centralized Web, the
giant companies have monopolized control of user data. The monopoly on data is
causing new set of problems that have emerged alongside the consolidation of our
online communication [6].

With all our data in the hands of few giant monopolistic companies, we are facing
increased hackers, surveillance, censorship, data breaches, misinformation, and so
on. For example,Google cooperatedwithChinese authorities to run a censored search
engine for China, it has been mounting concerns by human right groups about the
future of the Web [6]. The Egyptian government blocked around 500 websites as
of February 2018. Specially, internet traffic to and from Egypt across 80 internet
service providers around the world dropped precipitously on 27–28 January. Thou-
sands of websites, in 2017, had experienced downtime, because of AWS (Amazon
Web Service) failure. The source of this massive internet outage is the monopolistic
nature of major cloud service providers. With the emergence of centralized service
platforms, internet traffic has got centralized as well. Therefore, Internet users are
losing their control over the contents they wish to read. It has also compromised the
privacy of Internet users and becomes a target for hackers.

Nearly all demographic groups in the US have considered the social media as
the most dominant source of news [7]. Facebook is the dominant source of news on
government and politics for Millennials especially. From these trends, a few giant
platforms can influence significantly over whatmedia users consume on a daily basis.
So, these platforms can control what is possible to publish, and they control if others
can be likely to discover it [4, 7]. Here are what all users of the centralizedWeb need
to worry about, resulting from risks posed by the centralized Web.

• Direct Censorship: Service platforms controlled by the giant companies are more
prone to direct censorship and surveillance pressures from the government than
decentralized alternatives.

• Indirect Censorship: The potential for unintentional or intentional biases equipped
in the curation algorithms of social media platform may bring the proliferation of
“fake news” or “click-bait headlines”.

• Abuse of Curatorial Power: It has been suspected that its employees on Facebook
systematically suppressed the discovery of conservative content on their platform.

• Exclusion: Giant platforms, like Facebook and Twitter, provided important
civic spaces for social and political discourse. So, these spaces should provide
unprecedented opportunities for people to reach a global audience and engage in
conversions with others around the world. But the reality is not so straightforward.
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• Abuse of Privacy and monetize data: Users should share almost personal infor-
mation with all digital transactions and interactions in order to join social media.
Companies use personal information without an agreement to establish the
marketing model and to infer user’s decisions and make their money off of selling
your data to the advertiser who can target you better.

• Single Point of Failure: The service platform becomes a single point of failure for
the website as a whole.

• Data breach:Giant companies have often hidden their data breach from consumers
for years.

2.2 Blockchain

Blockchain technology is a decentralized data storage that stores a registry of assets
and transactions across a peer-to-peer network. It is a public registry of who owns
and who transacts what. The transactions are secured through cryptography and
the transaction history gets locked in blocks of data that are then cryptographically
linked together and secured. This creates an immutable, unforgeable record of all
of the transactions across this network. The record is replicated on every node in
the network. Unlike the existing Internet, blockchain enables users to deliver the
value without relying on the third party. Blockchain will be able to delivery various
values, economic value like cryptocurrency, stocks, computing resource, real estate,
automobile use rights in a shared economic society, and intellectual property rights.

Several cryptographic technologies such hashing and digital signature have been
used in the block-chain. Hashing is a method of calculating a relative unique fixed-
size output (called digest) for an input of nearly any size (e.g., a video stream, a text
file, or an image) and is designed to be one-way and collision-free. Since it results
in completely different digests even only single bit in input data has been modified,
it provides the integrity of a block data in the blockchain. For digital signature, the
asymmetric-key cryptography is utilized to provide the ability to verify the identity
of someone who participates in a transaction. Each user possesses a pair of private
key and public key. The private key, regarded as the identity and security credential
of the user, is used to sign transactions digitally and digitally signed transactions are
sent to whole nodes. The public key is used to validate the transactions that are signed
with the private key. When a new transaction occurs, user submits a new transaction
to the blockchain ledger. A new transaction will be copied and distributed among
every node in the blockchain platform and stored in a queue until a mining node adds
it to the blockchain by creating a block.

Blockchains allow us to write code, binding contracts, between individuals and
then guarantee that those contracts will bear out without a third part enforcer.
Blockchain redefines how digital trust mechanisms through distributed consensus
mechanisms and transparent temper-evident record-keeping.
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3 Decentralized Web Architecture

Fundamentally, the decentralization Web is about enabling choice, by breaking up
artificially coupled decisions into individual options that can be combined at one’s
pleasure [8]. From the concept of decentralized Web, we should be able to interact
with web sites and other people without commitment to single social media platform.
In terms of taking back control of our personal data, decoupling the sensitive personal
data from services. This allows users to be able to enjoy the applications they want
and to store data where they specify. We can select any service provider to store
our text, photos, and videos to store them on our own Web storage and depend on
any third-party service to interact with data, regardless of storage location. As an
example, the identity data for crucial identity service can be provided by the Web
storage.

Therefore, we can place annotations, and comments on anythingwewant, without
fear of them being censored or deleted, because we do not require any permission to
publish data in our own data storage. To guarantee highly granular access to personal
data, user gives permission selectively to friends or application to access specific
parts of their data. These permissions can be changed and revoked at any time.

Decentralized Web requires the nature of applications to evolve from silo archi-
tecture to shared architecture. In terms of MVC (model, view, and control) design
pattern, centralizedWeb combines view andmodel. On the other hand, decentralized
Web handles the model (data) separately from view and control (service logic). As
described earlier, each data can be accessed with specific permission rights. When
granted specific access rights, annotations, photo, music, video etc. uploaded into
our data storage by application can be accessed by social media applications. Events
in my personal calendar that have public visibility can be shown up the same social
media applications. Our social friends can view the parts of our data to which we
grant them access through whatever application they want to use. The applications
in the centralizedWeb compete in a single market, based on data ownership. So, new
innovative competitors in the centralized Web may have a trouble entering market
because of lack of data of customers.

The decentralized Web (called Web 3.0) has the potential to transform our expe-
riences into the new world. In the decentralized Web, services are distributed rather
than localized, when users own and control their data and where small players take
back powers for giants like Google and Amazon. The Web 3.0 has potential to revo-
lutionize contracts and value exchanges. It changes the data structures in internet
backbone introducing a universal state layer, open by incentivizing network actors
[9].

Today, the internet we use does not have a mechanism to transfer the status of who
is who, who owns what, and who has the right to do what. However, the state is a key
property formanaging values. Blockchain introduced amethod for each participant in
a network to hold and transfer value in a digitally native format, without the need for
trusted intermediaries. The consensus protocol is designed in a way that the network
can collectively remember preceding events or user interactions. The blockchain
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protocol can be seen as a game-changer, paving the way to a more decentralized
Web.

4 Conclusion

More andmore of user-generated content is nowhosted on centralized servers, belong
to a small group of giant companies. This trend has brought the centralized Web that
has several issues, not the least of which is giant companies having power vast
amounts of data. The Web 3.0 has the potentials to revolutionize contracts and value
exchanges and to decouple data and related applications. In this paper, we discussed
problems of the centralizedWeb, the necessity of decentralizedWeb, and the potential
of blockchain for decentralized web architecture. And then, we also discussed the
decentralizedweb architecture that circumvents internet gatekeepers like Google and
Facebook and takes control of our data back from the giant tech companies.

Acknowledgements This work was supported by National Research Foundation of Korea
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An Implementation of DAQ System
for a Smart Fish Farm: Based on a Semi
Circulation Filtration System in S. Korea

Joo H. Jean, Na E. Lee, Yoon H. Lee, Jea M. Jang, Moon G. Joo,
Byung H. Yoo, and Jea D. Yoo

Abstract We implemented a data acquisition system for an automated system for
smart fish farms. The fish farm is located in Jang Hang, S. Korea, and designed using
a circulating filtration system. Information from aquaculture pools is automatically
measured by pH sensors, DO sensors, and water temperature sensors and stored in
a server database. Collected data using Modbus protocol are used to optimize pool
water quality, to predict the rate of growth of thefish, and to deliver food automatically
as planned by fish farm. Collected data are delivered to the user’s PC for analysis and
monitoring and to mobile phone by using JSON protocol. The developed automation
system allows fish farmers to improve fish productivity and maximize profits.

Keywords DAQ system · Fish farm · Circulation filtration system · Database ·
LabVIEW

1 Introduction

With the development of the fourth industrial revolution using ICT technology, big
data technology, and networks, automation of existing aquaculture is proceeding
rapidly [1–3]. This is called a smart fish farm. The purpose of smart fish farms is to
systematically manage the breeding environment of fish to improve productivity and
increase the income of fish farms.

Fish farmers select fish species that are resistant to various fish diseases and have
good food efficiency and carry out large-scale farming in pools on the ground. In
order to maximize the cultivation efficiency of selected fish species, it is necessary
to create and maintain the environment of the farms optimally.
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Fig. 1 Overview of the data acquisition (DAQ) system

Typically, it is necessary to automatically collect oxygen concentration, water
temperature, and pH concentration, and analyze them to maintain constant values.
NH3 concentrations,NO2 concentrations, feed rates, andfish’s averageweight,which
are not automatically analyzed or require time for analysis, should be added later by
the user to form a complete database.

Figure 1 shows an overview of the DAQ (Data acquisition) system of the Jang
Hang smart fish farm in Korea based on the semi the circulation filtration system,
which is an environmentally friendly fish farm. The purpose of the DAQ system is
to monitor water quality and to predict fish growth rate for optimal fish farming.

Information from each aquaculture pool is automatically collected from pH
sensors, DO sensors, and water temperature sensors and stored in a server database.
The communication protocol between the sensors and the data server uses the interna-
tional standard,Modbus.Data that is not automatically collected are enteredmanually
by the user to construct a database.

Fish farmers use data transmitted from data servers to on-site PCs to monitor fish
farm conditions and analyze data to optimize fish growth. The systemwas developed
to enable fish farmers tomonitor data on theirmobile phones,with the added ability to
alert and control emergencies. JSONwas used as a communication protocol between
the data server and the PC or mobile phone.
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Fig. 2 DB management tool for a smart fish farm

2 Developed Tools for Smart Fish Farm

2.1 Fish Farm DB Management Tool

Information from each aquaculture pool is automatically collected from pH sensors,
DO sensors, and temperature sensors and stored in a server database. Data that is not
automatically collected is entered manually by the user to construct a database. Fish
farmers can view the data history of each farm as shown in Fig. 2.

This program is written using LabVIEW and uses the MS access database. Data
are automatically collected every 60 s. User can print out an Excel data sheet for
each pool.

2.2 Simulation Tool for Predicting Fish Growth

A software tool is developed to simulate the growth of target fish when aquaculture
environment variables are controlled. The fish growth model used in the simulation
was developed by Ursin [4], modified by Bolte [5], and continues to be developed.
The fish growth calculation is expressed using the difference between fish anabolism
and catabolism as shown

dW

dt
= HWm − kWn,

where
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Fig. 3 Simulation of a fish growth

W: fish weight (g)
t: time (day)
H: coefficient of anabolism
M: index of anabolism
k: coefficient of catabolism
n: index of catabolism.
The user can check the growth rate of the fish by changing the temperature of the

tank, BOD, dissolved oxygen and ammonia on a daily basis as shown in Fig. 3.
This program is written in LabVIEW. The solution of the differential equation is

calculated by the fourth-order Runge-Kutta equation.

2.3 Automatic Fish Feeder Management

As shown in Fig. 4, a tool for automatically feeding fish for each aquaculture pool
is designed. The amount of food required is automatically calculated based on water
temperature, fish weight and fish population in a pool. The user can check when
the automatic feeding machine is running out of feed or there is a problem with the
machine.
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Fig. 4 Decision table and System monitor of auto feeder

3 Conclusion

We implemented a data acquisition system for an automated system for smart fish
farms. Collected data usingModbus protocol are used to optimize pool water quality,
to predict the rate of growth of the fish, and to deliver food automatically as planned
by fish farm. Collected data are delivered to the user’s PC for analysis andmonitoring
and to mobile phone by using JSON protocol.

The system is programmed using LabVIEW and includes DB management tool,
fish growth simulation, and automatic fish feeder. The developed automation system
allows fish farmers to improve fish productivity and maximize profits.

Acknowledgements This research was supported by the Korea Institute of Marine Science and
Technology (KIMST) (Grant number: 20180352).
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Design of Middleware to Support
Auto-scaling in Docker-Based Multi Host
Environment

Minsu Chae, Sangwook Han, and Hwa Min Lee

Abstract With the spread of smart devices, the use of big data, and the proliferation
of the Internet of Things, virtualization technology for cloud servers have become
important worldwide. Also, research has been conducted to efficiently manage the
resources of hosts in VMs. Container-based virtualization has less performance
degradation than VMs because there is no emulation for the operating system. Using
theDockerAPI is slow tomeasure. In this paper, we implement the resourcemeasure-
ment module of Job nodes and design middleware that supports auto-scaling in
auto-scaling module and Docker-based multi-host environment.

Keywords Docker · Cloud · Auto-scaling ·Multi host

1 Introduction

With the spread of smart devices, the use of big data, and the proliferation of the
Internet of Things, virtualization technology for cloud servers have become impor-
tant worldwide. In addition, research has been conducted to efficiently manage the
resources of hosts in Virtual Machines (VMs) [1, 2]. However, in the case of a VM,
the VM emulates an operating system [3], so there is performance degradation of the
VM [4, 5]. Accordingly, container-based virtualization technology has been studied
[6, 7]. Container-based virtualization has less performance degradation compared to
VM because there is no emulation for the operating system [8] Because container-
based virtualization does not emulate the operating system, only the resource usage
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of the running process is required [6–8]. In the case ofVM, resource utilization is low,
because it allocates the requested resource even if do not use resource that requested
by the user [8]. Also, the VM has a disadvantage that it takes about 1 min during
the bootstrap process. In the case of a container, it takes a few seconds. Accordingly,
this paper designs middleware that supports auto-scaling in Docker-based multi-host
environment.

2 Related Works

2.1 Docker

Docker is a container-based application automation open source project. Docker
used the Linux container (LXC) in the past, recently Docker uses namespaces and
cgroups directly [6, 8]. Docker uses images that are needed to run programs, such
as environment files, runtime libraries, and system libraries. In other words, Docker
uses an image to bundle and distribute the required packages for a process. Previously
it was only available on Linux, Recently it available on Windows 10 Professional
through Hyper-V [9, 10].

2.2 Auto-scaling

In April 2008, Animoto increase VMs due to a sudden increase in traffic [11]. And
traffic dropped sharply to normal levels [11]. So, Animoto reduced the number of
VMs [11]. Because of the sudden increase in traffic, auto-scaling has emerged as one
of the key features in cloud environments. The typical cloud providers that provide
autoscaling are Amazon Web Service (AWS), Google Cloud Platform (GCP), and
MS Azure. Several studies [12–14] have been conducted on auto-scaling.

2.3 CoreOS

CoreOS is the operating system forDocker [15]. CoreOS supportsmanagingmultiple
hosts [15]. In particular, CoreOS determines the host by the priority specified when
creating the container. It also supports creating multiple containers with the same
image at once [15]. However, there is a disadvantage that does not support auto-
scaling. Accordingly, the administrator must manage the containers.
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2.4 Kubernetes

Kubernetes is a container management tool designed by Google [16]. Kubernetes
supports autoscaling when configured [16]. However, volume sharing issues remain
when using auto-scaling. If the volume sharing setting is set to hostPath, there is
a disadvantage that data cannot be obtained from the previous host when executed
on another host [17, 18]. If the volume is set to gitRepo, a site based on Contents
Management System (CMS)has a problemof uploading a version to the git repository
every time an attachment is uploaded if the file in the post is uploadable. Otherwise,
there is a problem that makes uploading attachments impossible [17, 18]. If the
volume setting is set to PersistentVolume, there is an advantage that a container
created on another host can be shared and used, but there may be a delay due to
network communication [17, 18].

3 Middleware Design

3.1 System Architecture

Figure 1 shows the architecture of the middleware proposed in this paper. Job nodes
periodically send container usage to Master nodes. The master node performs auto-
scaling when the CPU usage of the container running on the job node is higher than
the threshold.

Fig. 1 The architecture of proposed middleware
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3.2 Resource Measurement Module

If the resource measurement module uses the Docker API, it can request resource
usage measurement of one container at a time. Therefore, in this paper, we analyzed
the internal file of cgroup which is used to isolate the process in Docker container.
There is a directory named container ID in the /run/docker/runtime-runc/moby direc-
tory. A state.json file exists under the directory named container ID. We confirm the
directories path in use inside the file.

Figure 2 shows the contents of the state.json file in the /run/docker/runtime-
runc/moby directory. Inside the value of the cgroups_paths key, the directory path
used internally is stored. In the case of CPU, the corresponding virtualized CPU
resource amount and the total amount of virtualized CPU can be checked in the
corresponding directory. It is possible to check the utilization rate of each core, but
the utilization rate of all cores is unknown. Therefore, we did not parse the files under
the CPU directory.

In the case of pids, there is a “tasks” file under that directory, and inside that file
there is a list of running pids. In the case of Docker, it is isolated and running on
the host, so we can use the Top command to check the CPU usage in use. The Top
command can check CPU usage and running process name. CPU usage in the Top
command is expressed as a percentage, and 100% is the sumof the utilization running
on each core, not the total utilization of the host’s CPU. For example, suppose that
the CPU utilization is 200%. If CPU has four cores, the average usage per core can
be calculated as 50%. However, the Top command does not provide a utilization rate

Fig. 2 Sample of the
state.json



Design of Middleware to Support Auto-scaling … 305

for each core, so it uses its own value rather than dividing it by the number of cores.
Thus, we can accurately determine the workload of each container.

Algorithm 1. The resource measurement module

program measure () { 
containerIds = os.list(“/run/docker/runtime-runc/moby”) 
resources = {}
for containerId in containerIds

resources[containerId][‘memory’] = parseMemory(containerId.memory) 
resources[containerId][‘cpu] = parseCPUviaPidFiles(containerId.pids) 

return resources
} 

3.3 Auto-scaling Module

The auto-scalingmodule monitors the resource utilization of each container obtained
through the resource measurement module. If the CPU threshold for auto-scaling
specified for the service is exceeded, one of the job nodes is selected to create a
container. If the created container has CPU usage below the threshold, it will be
automatically deleted.

Algorithm 2. The auto-scaling module

program AutoScaling () { 
containers = measure()
for container in containers

if container[‘CPU’] >= thresholdLimitUp[container[‘ServiceName’]] 
containerCreate(container.image)

else if container[‘CPU’] <= thresholdLimitDown[container[‘ServiceName’]]  
container[‘check’]++ 

else if container[‘CPU’] > thresholdLimitDown[container[‘ServiceName’]] 
container[‘check’]=0 

if container[‘check’]>= thresholdCheck[container[‘ServiceName’]] 
containerRemove(container)

} 

3.4 Storage Sharing Module

In the case of auto-scaling on multiple hosts, it is important that the container must
run even if the container is created on another host. Accordingly, the master node
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sets directories to be shared for each service, and the job node and the master node
synchronize the directories to be shared.

Algorithm 3. The storage sharing module

program sharing () { 
while(true)

if user.isChangeFiles()
files = user.getChangeFiles
for file in files

file.sync()
sendAllwithoutUser(user, file) 

} 

4 Conclusion

In this paper, we designed middleware that supports auto-scaling in Docker-based
multi-host environment. The designed middleware has the following effects. First, it
provides load balancing for each service. This makes it possible to provide a smooth
service even if all the services are suddenly crowded. Second, resource efficiency is
improved by closing and deleting containers that do not have CPU utilization. Third,
using Docker provides optimal auto-scaling using a limited amount of resources. In
the future, it is expected to apply this to Edge Server to provide low service latency in
the 5Genvironment and to useminimal resources.Wewill implement themiddleware
we designed.
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Gated Convolutional Neural Networks
for Text Classification

Jin Sun, Rize Jin, Xiaohan Ma, Joon-young Park, Kyung-ah Sohn,
and Tae-sun Chung

Abstract The popular approach for several natural language processing tasks
involves deep neural networks, and in particular, recurrent neural networks (RNNs)
and convolutional neural networks (CNNs).WhileRNNs can capture the dependency
in a sequence of arbitrary length, CNNs are suitable for extracting position-invariant
features. In this study, a state-of-the-art CNNmodel incorporating a gate mechanism
that is typically used in RNNs, is adapted to text classification tasks. The incor-
porated gate mechanism allows the CNNs to better select which features or words
are relevant for predicting the corresponding class. Through experiments on various
large datasets, it was found that the introduction of a gate mechanism into CNNs
can improve the accuracy of text classification tasks such as sentiment classification,
topic classification, and news categorization.

Keywords Gate mechanism · Convolutional neural networks · Text classification
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1 Introduction

In natural language processing (NLP), text classification is the process of assigning
a piece of text to one or more classes. In recent years, as neural networks show
strong power in computer vision [1] and speech recognition [2], neural networks
models also show significant power on NLP tasks, such as recurrent neural networks
(RNNs) [3, 4] and convolutional neural networks (CNNs) [5, 6]. In neural-network-
based models for text classification, words or characters are usually mapped into a
lower dimensional space and then regulated by the parameters in neural networks to
generate a more compact representation, which is the input of a classifier. Through
hierarchical or recursive computation over the input text, neural networks can extract
high level features automatically and directly from raw data, thus enabling them to
capture global dependencies among words in a sentence and to have a much higher
efficiency in processing big data as compared to traditional approaches.

In this paper, we adapt the gated CNN architecture of Dauphin et al. [7] to text
classification tasks. In the proposed model, gates are inserted between subsequent
CNN layers, thus controlling what information can pass through it, which is consid-
ered to improve the efficiency of the networks in finding the important features. To
the best of our knowledge, this is the first study in which gated CNNs are applied to
a text classification task.

The contributions of this work are as follows:

• We first adapt the gated CNN architecture to the text classification task. Some
popular techniques for further improving the neural networks performance, such
as residual connection [8] is utilized and analyzed.

• We analyzed some of state-of-the-art neural networks based architectures of text
classification on the same datasets for comparison.

• Experiments on four large scale datasets demonstrate the effectiveness of the gate
mechanism in CNNs for text classification task.

2 Gated Convolutional Neural Networks for Text
Classification

In this study, we present a variation of the gated CNN architecture proposed by
Dauphin et al. [7] for text classification tasks. The gates are introduced in CNNs to
better control the information of the previous layer’s outputs that should be propa-
gated to the subsequent layers. Within each gated CNN layer, a “gate” operation that
is implemented by a sigmoid function is applied after each convolution operation.
The dotted box of Fig. 1 illustrates the gate mechanism in CNNs. Given an input
X ∈ R

Nm , we define the computed output of a gated convolution layer as follows:

Y = (X · W + b) ⊗ σ(X · V + c) = A ⊗ σ(B) (1)
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Fig. 1 The architecture of the gated convolutional neural networks for text classification. The gated
convolution layer is shown in the right dotted box

where W,V ∈ R
km are the convolution filters of the layer of size k × m, b, c ∈ R

are the bias terms. The input of a gated CNN layer follows one of the two paths
shown in the dotted box of Fig. 1. One path comprises a convolution operation
(X · W + b) to obtain a result, which is denoted by A. The other path comprises a
different convolution operation given by (X · V + c), the result of which is denoted
by B, after which a sigmoid function is applied to it to generate values from 0 to 1
as gate. The results of the first path A are then modulated by the gate σ(B).

The overall architecture of our model is illustrated in Fig. 1. First, the input text
is converted into vectors by using a lookup table. The first layer is a normal convolu-
tional layer without a gate, which is followed by several gated convolutional layers.
Every five layers form a residual block [8], and there exists a residual connection
from the input to the output of the block. Architectures of various depths are obtained
by adding or removing such residual blocks. Finally, a classifier comprising two fully
connected layers with a SoftMax function generates the final probability vector.
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During the back-propagation process, the gradient of the gate is computed as
follows:

∇[A ⊗ σ(B)] = A′ ⊗ σ(B) + A′ ⊗ σ ′(B)B ′ (2)

It should be noted that the first part A′ ⊗ σ(B) provides a linear path for the
gradients to back propagate without downscale, thus solving the gradient vanishing
problem.

Themain adaptation of ourmodel fromDauphin et al. [7] is the activation function,
i.e., the classifier that is applied after the fully connected layers. The architecture in
the work of Dauphin et al. [7] made use of adaptive SoftMax [9], in order to improve
the computation efficiency. In our work, the task is to classify sentences, and with
only 2 to 14 probabilities, the number of classes is required to be calculated at each
iteration. Therefore, we use the common SoftMax function as the classifier:

p(y = k|X) = exp(x · wk + bk)
∑K

k ′ exp(x · wk ′ + bk ′)
(3)

Herewe assume that there areK classes.wk is theweight in the last fully connected
layer, and bk is the bias. In addition, the hyper parameters in the networks are adjusted
to better fit the text classification task.

3 Experiments

3.1 Datasets

We test ourmodel on four large-scale text classification datasets introduced by Zhang
et al. [5]: DBPedia, AG’s news, Yelp review polarity, and Yelp review full. DBPedia
is extracted from the English edition ofWikipedia and consists of 14 non-overlapping
classes. The size of the training set is 560,000 and that of the test set is 70,000. AG’s
news is obtained from AG’s corpus of news articles distributed in four classes. The
size of the training set is 120,000 while that of the test set is 7,600. Yelp review is
obtained from the 2015 Yelp Dataset Challenge. Yelp review polarity is sampled in
two classes, positive and negative, with a training set size of 560,000 and test set
size of 38,000. Yelp review full is sampled in five classes from 1 star to 5 star, with
650,000 samples for the training set and 50,000 samples for the test set. For more
details refer to Zhang et al. [5]. Table 1 shows a summary of these datasets.
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Table 1 Summary of datasets

Datasets #Classes #Train #Test Average length

DBPedia 14 560,000 70,000 53

AG. news 9 4,000,000 790,000 42

Yelp polarity 2 560,000 38,000 147

Yelp full 5 650,000 50,000 146

3.2 Results and Discussions

We evaluate our model using several configurations and list the error rate for all the
datasets, while the configurations are set as 15 gated CNN layers with a residual
connection inserted and batch normalization applied after each convolution opera-
tion. Table 2 shows a comparison of the error rate of various architectures on the
datasets. The very deep CNNs [6] obtained the best performance when the architec-
ture is configured at 29 convolutional layers. The results of the proposed model are
competitive with those of the hybrid CNN–RNNmodel of Xiao et al. [10] and outper-
form both the character-level and word-level CNNs from Zhang et al. [5], except for
the result obtained for the Yelp Polarity dataset as compared with word-level CNNs.
Despite a slight loss on the DBPedia dataset, our model also performs better than the
common LSTM approach.

Datasetsmatters. From the results of all the architectures we listed, the classifica-
tion task is performed best on theDBPedia dataset,which is an ontology classification
dataset. The worst results are generated on the Yelp Full dataset, which is a full level
movie review dataset. We can conclude from such results that the neural networks
can capture much more distinctive features from the DBPedia text data than from the
other datasets. Therefore, how to capture more efficient features specific to a certain
dataset is a key issue for performance improvement in text classification tasks. Next,
we investigate how to better represent text from a specific dataset.

Effect of gate mechanism in CNNs. Figure 2 shows the effect of the gate mecha-
nism applied to CNNs. From the plot, the architecture with gates has a relatively slow
convergence speed at the beginning of the training process, and its accuracy increases

Table 2 Results of our model compared to the state-of-the-art architectures. The error rates from
Zhang et al. [5] are the results of models with a small feature size and without data augmentation

Model DBP. AG. N. Yelp P. Yelp F.

LSTM [5] 1.45 13.94 5.26 41.83

Character-level CNNs [5] 1.98 15.65 6.53 40.84

Word-level CNNs [5] 1.71 11.35 5.56 42.13

CNN-RNN [10] 1.43 8.64 5.51 38.18

Very deep CNNs [6] 1.29 8.67 4.28 35.28

Gated CNNs 1.49 9.27 6.25 38.58
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Fig. 2 Effect of gate
mechanism in CNNs

as the training continues on. This trend continues until the end of the training process.
In contrast, the architecture without gates has a faster convergent speed but results in
a lower final accuracy. These results show that the addition of the gates results in the
increase of the number of parameters in the networks, thus makes the convergence
slower. However, as the training proceeds, the gates can help CNNs achieve a higher
accuracy.

Depth of networks. We test the performance of our model with a residual connec-
tion inserted in the gated convolutional layers for different depths on the DBPedia
dataset. Figure 3 shows the accuracy tendency over time when evaluated on the
DBPedia development set during the training phase. From 10 gated convolutional
layers to 35 layers, the convergent speed becomes increasingly slower as there are
more parameters to train. However, the best accuracies for the various depths for the
test set are almost the same with a variance of within 0.1%. However, in the work of

Fig. 3 Comparison of
various depths on DBPedia
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Conneau et al. [6], their results showed that as the depth increases from 9 to 29 with
a residual connection, the test error decreases for all the data sets. In the future, we
intend to further explore the effect of increasing the layers with a residual connection.

4 Conclusions

This paper presents a variant of gated CNN architecture for text classification tasks.
The architecture is evaluated using several large-scale datasets including ontology
classification, sentiment classification, and news classification. The experimental
results show that the gate mechanism introduced in CNNs results in a higher
accuracy on text classification tasks comparing with some state-of-the-art neural
network architectures on the same datasets. In addition, we explore the influence
of the networks’ depth with a residual connection and the impact of the use of a
batch normalization mechanism. Our future work will include the exploration of the
applicability of gated CNN architecture on the domain of information retrieval and
recommendation systems.
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Algorithm Research of Face Recognition
System Based on Haar

Xiaoguang Deng, Zijiang Zhu, Jing Chang, and Xiaojing Ding

Abstract Face detection is to detect the face from the original image, which is
the basis of face recognition technology. Face is a kind of natural structural object
with quite complex details, which will be challenges to this kind of recognition.
Face has the variability of pattern because of the different appearance, expression
and skin color, and in general, there may be appendages such as glasses, beard and
so on. Face image as a three-dimensional object has shadows caused by light also
unavoidable. In this paper, the most mainstream Harr feature classifier algorithm is
used, innovatively propose non-human rejection algorithm to reduce the impact of
complex environment on detection results and improve detection accuracy.

Keywords Face recognition · Haar feature · PCA-LDA · Non-human rejection
algorithm

1 Introduction

The research on automatic face detection and recognition originated in the 1960s.
The representative achievement is the technical report published by Chan et al. on
Panoramic Research Incorporated in 1965 [1]. In the past decades, great progress
has been made both in technology research and technology application in the field
of face recognition. In recent years, the research on linear discriminant analysis of
face images has aroused widespread interest, focusing on how to extract effective
discriminant features and reduce dimension. The task of feature extraction research
is to find the most discriminant description of patterns and maximize distinguish
from other types of patterns; to compress the dimension of schema data description
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under appropriate situations, which is very important even indispensable when the
original data space of the description pattern has a larger dimension.

Face recognition is an important topic in the field of pattern recognition, and it
is also a very active research direction at present. It can be generally described as
[2]: to determine whether there is one or more faces in any given image or video, to
extract facial feature data and use the existing face database to identify one or more
people from the image or video. Face detection is the basis of recognition in face
recognition, how to detect face quickly and accurately in complex image or video
environment is an important measure and premise to improve the efficiency of the
system.

This paper mainly studies the optimization of non-human rejection algorithm
when detect face features extracted by PCA-LDA algorithm, to reduce the false
recognition rate of face detection and improve the recognition rate of face, so as to
reduce the impact of external factors on the accuracy of face recognition.

2 Algorithmic Optimization

2.1 Haar Features

Haar feature is a simple rectangular feature proposed by Viola et al. [3]. It is named
for its similarity to Haar wavelet, which was first applied to face representation by
Papageorgiou et al. Haar features are classified into four categories [4]: edge features,
linear features, central features and diagonal features. These features are extracted
with fixed feature templates.

As shown in Fig. 1, the feature templates contain white and black rectangles.
The Haar feature refers to the difference between the sum of gray levels of the
corresponding regions in image sub-window of the black rectangle and the white
rectangle [5].

Fig. 1 Haar features
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2.2 PCA Algorithm

The PCA algorithm [6] provides a linear transformation matrix between high and
low dimensions, which can be obtained by computing the eigenvectors of the covari-
ance matrix without other parameters. The reversible linear transformation matrix of
PCA aims at minimizing the reconstruction error on the Euclidean distance of each
dimension feature, and treats each dimension feature equally to intercept some part
of the image energy, to reduce the dimension of the acquired data and improve the
speed and accuracy of recognition.

Principal Component Analysis (PCA) is to try to combine many original related
indicators (such as P) into a new set of independent comprehensive indicators to
replace the original indicators. Usually, mathematical processing is to combine the
original P index into linear combination as a new comprehensive index. The classic
approach is to use the variance of F1 (the first linear combination selected, that is,
the first comprehensive index), which means that the larger the var (F1), the more
information F1 contains. Therefore, F1 selected from all linear combinations should
have the largest variance, so F1 is called the first principal component. If the first
principal component is not enough to represent the original P index information,
then consider selecting F2, that is, selecting the second linear combination. In order
to effectively reflect the original information, the existing information of F1 does not
need to appear in F2. To express in mathematical language is to require Cov (F1, F2)
= 0, F2 is called the second principal component. Analogous to construct the third,
the fourth… the P principal component.

Fp = a1i ∗ zx1 + a2i ∗ zx2 + · · · + api ∗ zxp (1)

a1i, a2i,…, api (i= 1,…,m) is feature vector corresponding eigenvalues of covariance
matrix � for X; zx1, zx2…, zxp is the value of original variable after standardizing
disposed. Because of different dimensions of indicators in practical application, the
effect of dimensionmust be eliminated first before calculation to standardize the orig-
inal data, the data used in this paper has dimension effect [Note: data standardization
in this paper refers to Z standardization].

A = (
ai j

) ∗ P ∗ m = (a1, a2 . . . am), Rai = λi ∗ ai (2)

R is a correlation coefficient matrix, λi, ai is the corresponding eigenvalue and
unit eigenvector, λ1 ≥ λ2 ≥ … ≥λp ≥ 0.

The main steps of principal component analysis are as follows:

1. Standardization of index data (automatic execution of SPSS software);
2. Determine the correlation between indicators;
3. Determine the number of principal components;
4. Principal component Fi expression;
5. Principal component Fi naming.
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According to the feature extraction method of the above PCA algorithm, we can
find that PCA algorithm is based on the gray statistics of face image. If the image is
large affected by external factors or the face itself has great differences, then PCA
algorithm cannot distinguish effectively. Therefore, external factors such as pose,
expression, illumination, angle and size will greatly reduce the recognition rate of
human faces. Secondly, the dimension of image vectors obtained byPCAalgorithm is
generally high, which result in high computational complexity in feature extraction.
Finally, PCA algorithm cannot improve the recognition rate of images by training
the class information of samples.

2.3 PCA-LDA Algorithm

Linear Discriminant Analysis (LDA), also known as Fisher Linear Discriminant
(FLD) [7], aims to identify and extract the most discriminant low-dimensional
features from high-dimensional feature space. These features can help to group all
samples of the same class together and separate the samples of different classes as
much as possible, that is, to select the feature that maximizes the ratio of inter-class
and intra-class dispersion Sb. Intra-class dispersionmatrix is to find the average value
of each class of training samples, and then subtract the mean value of each class with
each sample.

According to the characteristics of PCA algorithm and LDA algorithm, this paper
uses a PCA and LDA fusion algorithm (PCA-LDAAlgorithm) for feature extraction.
The projection lines obtained by PCAmethod make the projected samples no longer
separable, but the projection lines obtained by LDA method make the projected
samples still have good separability. After projection, the samples of different classes
in the low-dimensional space can be divided as far as possible, at the same time,
we hope that the samples within each class are as dense as possible. That means
the better the greater dispersion between samples, the better the smaller dispersion
within the sample class. Therefore, ifS is attached to a nonsingularmatrix, the optimal
projection directionW is the orthogonal eigenvectors maximize determinant ratio of
discreteness matrix between sample classes and discreteness matrix within sample
classes.

PCA-LDA algorithm process as follows:

(1) Use PCA method to get a person’s face space, which is the characteristic face
space;

(2) Calculate the characteristic subspace of LDA algorithm on this basis;
(3) The generalized eigenvalues and eigenvectors are combined to form the optimal

classification space;
(4) Fusion of PCA algorithm and LDA algorithm feature subspace to get the fusion

feature space of PCA LDA algorithm;
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(5) The training samples and the test samples are projected into the fused feature
space to get the recognition features, and gender identification can be completed
by using the nearest neighbor rules.

2.4 Non-human Rejection Algorithm

Non-human rejection algorithm, to detect face by comparing the similarity between
the detected face and the standard face, eliminating the interference caused bymoun-
tains, light, buildings and so on, to solve the problem of a large number of false face
detection. The principles are as follows:

Firstly, the Haar features of all faces in the face database are extracted, and the
radius R_f of all faces is calculated. If a face is detected, then further calculate the
radius of the face. If the radius of the face is less than or equal to the radius R_f of
the face, then the recognized face is considered as a face.

Secondly, the Haar features of all non-faces in non-face database are extracted,
and the radius R_uf of all non-faces is calculated. If a non-face is detected, then the
non-face radius is further calculated. If the non-face radius is greater than or equal to
the non-face radius R_uf , then the recognized non-face is considered to be non-face.

The calculationmethods of single face radius and all face radiusR_f are as follows:

1. Calculating the Radius of a Single Face

(1) Calculate the projection coordinates of a single face
(2) Calculate the Center of a single face
(3) Calculate the radius of a single face to the center, that is, the radius of a

single face.

2. Calculating the Radius R_f of all Faces

(1) Calculate the projection coordinates of all faces
(2) Calculate the center of all faces
(3) Calculate the radius of the same person to all face centers
(4) Calculate the average radius of all faces, that is, R_f for all faces.

3 Experimental Results and Analysis

The facial database used in this experiment is a hybrid facial database, which contains
400 single-face images, 200 three-face images and 200 landscape images.

Among them, the ORL face database produced by AT&T Laboratory of
Cambridge University in UK is used for single-face image sample. Each face image
has 256 gray levels, and its original size is 112*92, as shown in the Fig. 2.

In this paper, we use 100 feature space dimension to recognize the single-face
image and landscape image,multi-face image and landscape image respectivelywhen
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Fig. 2 Sample image of ORL face database

Table 1 Effect of non-human rejection algorithm on face recognition in single-face image

Non-human rejection
algorithm

Misunderstanding
number

Misunderstanding rate
(%)

Recognition rate (%)

Close 4 1.00 94.25

Open 1 0.25 94.75

Table 2 Effect of non-human rejection algorithm on face recognition in multi-face images

Non-human rejection
algorithm

Misunderstanding
number

Misunderstanding rate
(%)

Recognition rate (%)

Close 37 6.17 88.50

Open 7 1.17 90.67

non-human rejection algorithm is turned on or off in the system. The experimental
results are shown in Tables 1 and 2.

From the experimental data in Tables 1 and 2, it can be concluded that:

(1) In face recognition of 400 single-face images and 200 landscape images, non-
human rejection algorithm has only a slight impact on the recognition results,
reducing the number of false recognition from the original four to one, reducing
the false recognition rate, but the number of recognized faces has not been
greatly improved, and the recognition rate has not been greatly improved.

(2) In face recognition of 200 three-face images and 200 landscape images, there
are a lot of mistaken numbers in the recognized faces because of the complexity
of face images. Although the non-human rejection algorithm does not signif-
icantly improve the system’s face recognition rate, it greatly reduces the false
recognition rate of the face, making only 7 faces recognized wrong from 551
images, the recognition rate of the system has improved.
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4 Conclusion

The experimental results show that the proposed non-human rejection algorithm does
not improve the system’s face recognition rate dramatically, but it weakens the impact
of environment and face numbers in the process of complex multi-face recognition,
reduces the number of non-faces and the false recognition rate of faces effectively,
the recognition accuracy of the system is improved.

Recognition Rate Can Be Greatly Improved
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Personal Authentication Based on EEG
Signal and Deep Learning

Gi-Chul Yang

Abstract Personal authentication is an essential tool in this complex and modern
digital information society. Traditionally, the most general mechanism of authenti-
cation was alphanumeric passwords. However, passwords those are hard to guess or
to break, are often hard to remember. There are demands for a technology capable of
replacing the text-based password system. This paper introduces a personal authen-
tication system using a machine learning technique with EEG signal as a new type
of personal authentication system which is easy for users to use and is difficult for
others to steal.

Keywords Electroencephalography · Information security ·Machine learning ·
Personal authentication

1 Introduction

According to Wikipedia “Authentication (from Greek: αÙθεντικóς authentikos,
“real, genuine”, from αÙθšντης authentes, “author”) is the act of confirming the
truth of an attribute of a single piece of data claimed true by an entity” [1]. Personal
authentication is the process of confirming the identity of a person and an essential
tool for everybody in this modern information society. The importance of the security
of various digital devices increases day-by-day.

Traditionally, the most general mechanism of authentication was alphanumeric
passwords. Passwords are a convenient and efficient scheme of authentication, but
they do have drawbacks. Passwords should be easy to remember, but hard to break.
However, passwords those are hard to guess or to break, are often hard to remember.
That is one of the big problems of text-based passwords. An emerging research
topic on personal authentication focuses on developing a secure and user-friendly
authentication system.
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Graphical passwords have begun to be used in authentication systems based on the
fact that people can remember images better than text [1]. However, graphical pass-
words, which are generally easy to remember, have the disadvantage of being easy to
steal from others. Therefore, this paper introduces a reliable password system using
Brain-Computer Interface (BCI) as a new type of personal authentication system
which is easy for users to use and is difficult for others to steal.

Since Hans Berger’s discovery of brainwaves [2], EEG has long been used mainly
in hospitals and laboratories to assess neurological disorders, to investigate brain
function, and several studies have explored the possibility of treatment [3–5]. As
the research progresses, it has developed into a research that can interpret the brain
waves to read other people’s thoughts, and use them to adjust peripheral devices or
communicate with others [6]. Recently, researches on brain-computer interface have
been actively conducted in various areas. This paper introduces a password system
based on electroencephalography (EEG) and deep learning technique for personal
authentication.

Using brainwave as a password has the advantage that it is hard for others to
steal. However, it is difficult to guarantee its reliability because of the technical
limitations of current brainwave signal interpretation. Therefore, in order to guarantee
the reliability of brainwave information, this study suggests developing a system
using EEG based deep learning technique. This idea makes it possible to develop a
reliable password system that utilizes the difficulty of stealing brain information.

In the next section, we will learn more about EEG signals, and in Sect. 3 we
introduce a machine learning-based password system. And conclude the paper in
Sect. 4.

2 EEG Signals

Brainwave or EEG is a change in current due to the electrical current that flows when
a signal is transmitted between neurons inside the brain. The wavelength of the EEG
from the human brain is basically a frequency of 0–30 Hz and has amplitude of about
20–200μV. The frequency range of the EEG is arbitrarily classified into a delta wave
with a frequency of less than 4 Hz, a theta wave between 4 and 7 Hz, an alpha wave
between 8 and 13 Hz, a beta wave between 13 and 30 Hz, and above 30 Hz is called
gamma wave.

Alpha waves appear mainly in the occipital region, and may extend to the parietal
and posterior temporal lobes. The alpha waves of the occipital lobe increase in
amplitude when you close your eyes. Beta waves occur primarily in the frontal lobe.
Beta waves are mainly signaling in the frontal-central regions with signals related to
concentration. Electromyogram (EMG) is similar in frequency domain to beta wave.
Theta wave can appear in various areas of the brain. Theta wave occurring in the
median frontal cortex occurs mainly during cognitive processing and increases with
memory load. Theta-waves measured at electrodes other than Fz or Pz are likely
to consider as abnormal waves. Gamma waves are thought to be related to higher
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Table 1 The characteristics of EEGs

EEG Frequency domain Characteristics

Delta (δ) wave 0.2–3.99 Hz – Occurs when sleeping

Theta (θ) wave 4–7.99 Hz – Occurs when falling asleep

Alpha (α) wave 8–12.99 Hz – Occurs when you are stable

SMR wave 12–15 Hz – Occurs when attention is focused
– When the efficiency of work is optimal

Beta (β) wave 13–30 Hz – Occurs when mental activity or nervous system is
active

– Occurs during activities such as anxiety and tension

Gamma (γ) wave 30 Hz or higher – Occurs in extreme arousal and excitement

cognitive functions such as the integration of cognitions. Gamma waves are closely
related to concentration and memory, and are activated in the occipital lobe area
when visual stimuli are meaningful (Table 1).

3 EEG Based Machine Learning

The EEG password system should be able to measure a user’s intention with a simple
and inexpensive EEG device, so that a practical password system can be developed.
Therefore, analysis and classification of the accepted EEG signals are important to
distinguish certain user’s EEG signals among others. If we can distinguish each user’s
EEG signal correctly, we can use it as a password. The system proposed in this paper
is working based on EEG signals and called PassEEG.

PassEEG accepts EEG signals from a user and normalize them to use it as personal
information for authentication. After the normalization of the signal values, classify
it by using multinomial classification. For example, the Hypothesis for multinomial
classification can be:

H(x1, x2, x3) = w1x1 + w2x2 + w3x3 + b

In the process of multinomial classification apply one-hot encoding technique
in order to select final one category among many different categories. Next, store
classified EEG signal values in the password storage alongwith the user ID to register
a user’s password. All the process for login is same with the registration process but
the last step. For login, the incoming classified EEG signal is compared with the
signals stored in the password storage to identify a certain user. Figure 1 is a brief
diagram of the proposed system.

The EEG-based password system is mainly divided into steps of generating and
storing EEG and classification. To register the password, the user measures the EEG
using the EEG device and classifies the measured signal according to a deep learning
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Fig. 1 System configuration
of the proposed system
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technique and stores it in the password database with the user ID. For password
authentication, EEG is measured using an EEG device and classify a input pass-
word to compared with a password stored with the same ID to determine whether
authenticate it or not.

The important point here is whether you can recognize the password. The EEG
password system should be able to measure a user’s intention with a simple and inex-
pensive EEG device, so that a practical password system can be constructed. There-
fore, in order to guarantee reliable EEG measurement, we propose to use an incre-
mental password stacking method to accept newly classified EEG password without
making any conflict with existing passwords. Among the deep learning technique,
we recommend the multinomial classification with one-hot encoding technique in
order to accurately recognize user’s intention.

4 Conclusion

In this paper, we proposed an EEG-based password system using EEG and deep
learning technique. EEG-based Password Systemmakes it difficult for others to steal
user’s password, but it is unreliable to use in reality due to the limitation of current
brain-computer interface technology. To overcome this problem, this paper proposed
an EEG-based password system that uses not only EEG but also a deep learning
technique. The proposed deep learning technique is multinomial classification with
one-hot encoding. Therefore, using EEG and deep learning technique together is very
efficient and useful to grasp user’s intention. In the future research,wewill implement
the EEG-based system using the proposed method and show the test results.
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Security Information and Event
Management Model Based
on Defense-in-Depth Strategy for Vital
Digital Assets in Nuclear Facilities

Sangwoo Kim, Seung-min Kim, Ki-haeng Nam, Seonuk Kim,
and Kook-huei Kwon

Abstract After striking event of Stuxnet in Iran, international society recognizes
that sabotage using cyber attack on nuclear facilities is no longer a hypothetical.
The International Atomic Energy Agency, the IAEA, and the US nuclear facility
regulatory authority recommends that nuclear licensees establish security measures
to prevent/detect/response the cyber attack. Moreover, storing logs at the system
to trace and support the incident investigation and analysis by their guidelines. In
particular, since vital digital assets (VDA) to prevent and mitigate severe accidents
in nuclear facilities, that possibly be direct targets for sabotage. Therefore, secu-
rity measures for cyber attack detection and log collection are essential. SIEM is
typical attack detection model through security information and log management,
and various solutions are already used inmany IT industries. ButVDAs are difficult to
purchase and implement commercial log collection and detection solutions. Because
industrial control systems which used in VDAs are develop specifically for nuclear
facilities, designed and performing safety and safety related functions. And nuclear
facilities are necessary to meet safety and security requirements such as defense-in-
depth strategy and boundary protection system to licensees designing SIEN network
to implement central monitoring method. So we proposed DID-SIEM that is a secu-
rity information and event management model based on defense-in-depth strategy.
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DID-SIEM is SIEM model that incorporates the design requirements to meet both
the cyber security guidelines and operational constraints of nuclear facilities.

Keywords SIEM · Defense-in-depth · Nuclear facilities · Security event · Critical
infrastructure

1 Introduction

Recently, an unknown malicious code aimed at playing sabotage Iran’s Stuxnet
and cyber attack to KHNP, and thus interest for nuclear facilities in cyber secu-
rity increased [1]. Vital Digital Assets (VDA) are critical systems for safety, so
continuous monitoring and detection the abnormality of operating function is essen-
tial. This is because why the digital assets in nuclear facilities are prevented from
malfunctioning of the control system and failure to mitigate accidents due to cyber-
attacks after the initial event [2, 3]. Regulatory guidelines in the United States and
South Korea recommend collecting and analyzing logs to detect signs of cyberattack
or anomalous behavior of systems caused by malware in order to prevent radio-
logical consequence in nuclear facilities [4, 5]. The International Atomic Energy
Agency (IAEA) cybersecurity guideline “Computer Security at Nuclear Facilities
(NSS.17)” also recommends that the security-related logs are to be recorded [6].
Security Information and Event Management (SIEM) is a model that conducts cyber
attack detection and manage the collecting and analyzing security information and
events. Researchers are trying to conducted cyber security control and applied it to
infrastructure [7–9]. SIEM centrally collects, analyzes, and monitors the network
security information and security logs, and system information on each endpoint in
the operation environment to provide an environment to timely detect cyber attack
and abnormal symptoms. To build a system, such a SIEM, it is essential to configure
network environmentwith a central server for collecting andmanaging each endpoint
and security information. However, there are constraints on network configuration
because control systems in nuclear facilities, including VDAs, must comply with
physical and logical closure and cybersecurity requirements. This paper analyzed
the specificity of nuclear facilities and the constraints that should be considered in
applying SIEM, mainly by analyzing IAEA NSS.17, “NRC Regulatory Guideline
(NRC RG 5.71)” and “Regulatory Standard-Security for Computer and Information
System of Nuclear Facilities (KINAC RS-015)”, the Korean cyber security regula-
tion. Based on this, the requirements for the SIEM construction of nuclear facilities
were identified. Finally, this paper proposed the architecture and design requirements
of DID-SIEM that present as SIEM at nuclear facilities, a security log collection
and management model based on the defense-in-depth protection strategies that are
to be considered in constructing networks in nuclear facilities. This study derives
design requirements based on security requirements which referenced from regula-
tory guidelines and constraints from operating environment that must be considered
when constructing SIEM at nuclear facilities.
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2 Related Research

This chapter describes the function and configuration of VDAs and basic SIEM,
which are the main monitoring targets of DID-SIEM.

2.1 Vital Digital Assets

In IAEA nss.17, RG 5.71, defines critical digital assets related to safety, safety, secu-
rity and emergency response in nuclear facilities as a mandatory digital asset. It
requires that it be applied to cybersecurity measures. VDAs are digital assets that
can cause core damage through mitigation failure if they are cyber attacked after
the initial event of nuclear power. Vital digital assets are based on the Probabilistic
Safety Assessment (PSA) model that identifies a set of assets related to severe acci-
dents in nuclear facilities, and uses risk-informed information to prevent nuclear
accidents caused by cyber attacks as shown in Fig. 1. The PSA is a comprehensive
stability assessment that includes equipment failures, power failures, and external
environmental factors in nuclear power plants. The PSA identifies all critical acci-
dent scenarios that may occur in a nuclear power plant and quantitatively calculates
the core damage frequency of the target nuclear power.

In Korea, this methodology is applied nuclear power plants. Vital digital assets
are important devices for preventing and mitigating serious accidents such as core
meltdown, and require stronger cybersecurity measures [2, 3]. In addition, safety
function diversity may be composed of non-safety devices that are important for
safety functions and thus those asset also need to be considered when designing
SIEM model.

Fig. 1 Concept for identification method of VDAs
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2.2 Security Information and Event Management (SIEM)

SIEM is a method recently used for security control by many large organizations and
companies for identifying the immediate situation through centralized log collection
and analysis. Security control through log collection consists of user agent, database,
and collector to analyze and monitor depending on its function. The log collection
server and database collect log information in real time according to a policy set
from an agent installed in each host. The database stores log information in the
database and provides the control systemwith the information needed for monitoring
and analysis. The control system analyzes various event logs and provides analysis
information such as attack detection result and traffic to CERT as such. Thus, the
integrated comprehensive management system for collecting and analyzing security
information from the network and security equipment is called SIEM [8, 10, 11].

2.3 Defense-in-Depth Strategy

Defense-in-depth strategy, the site security framework required by IAEANSS.17 and
RG5.71 as the basis for building the SIEMnetwork, is proposed in this paper.Nuclear
facilities licensee shall apply the defense-in-depth strategy to protect the VDAs from
the cyber attack including Design Basis Threats (DBT). Cyber security defense-
in-depth structure is composed of cyber security defensive levels, and the security
controls the cyber attack detection, prevention, delay, mitigation, and recovery.

Figure 2 shows an example of cyber security defense-in-depth structure. Such
cyber security defense structure is composed of five cyber security levels divided by
cyber security boundaries. The digital communication at each boundary is monitored
and controlled. The higher cybersecurity asset should be located at the higher level
in this model. The logical model suggested in (Fig. 2) is not directly related to the
physical location [3, 6].

Fig. 2 Example of cyber
security defense-in-depth
structure
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3 DID-SIEM

3.1 Constraints in Designing Centre Log Monitoring System
for Nuclear Facilities

In today’s IT systems, SIEM is a popular security technic, and various commer-
cial or open source products such a s Arcsight, Elastic-Logstash are used. However,
computer systems used in the operation of nuclear facilities are very different environ-
ment from other general IT systems, and there are many environmental and technical
constraints for commercial SIEM products. Nuclear facilities can cause more direct
damage to human life or nature in comparison to another infrastructure and common
IT systems during cyber or safety incidents. Therefore, in order to change the control
system of nuclear facilities, it is necessary to perform safety verification such as soft-
ware V&V (Validation and Verification) to ensure the safety function is maintained
[12]. Because the safety verification process is costly and time consuming, most
nuclear facility control systems use old computer system and industrial protocols
designed for safety. In addition, in accordance with IAEA NSS.17, the network of
CDA should be protected by applying access control. This requirement also applies
to SIEMs that require network connectivity with CDA for log collection.

Regulatory guidelines in the IAEA, Korea and the U.S.A require nuclear licensees
to implement a variety of technical security measures, including defense-in-depth,
for cybersecurity of control systems.

Table 1 describes the constraints fromoperating environment and security require-
ments that must be considered in establishing a cybersecurity control using SIEM in
the control system of nuclear facilities.

Table 1 Constraints of SIEM when it design for nuclear facilities

Details

Constraints from operating environment Various type of industrial protocols and platforms

Only Authorized personal can access

Insufficient H/W resources due to aged systems

Technical constraints based on security
requirements

Network isolation between different level for
defense-in-depth

Safety function is the highest priority over security

In case of access to the boundary protection
system, use equipment designated in advance to
perform direct access (remote access is prohibited)

Access control to database that manage key

Security function should be separated from other
functions

Ref. IAEA NSS.17, NRC/RG 5.71,
KINAC/RS-015

Apply other network security function
(confidentiality, integrity, etc.)
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3.2 Design Requirements and Architecture of DID-SIEM

This section describes the design requirements and architecture of the DID-SIEM
to address the constraints in Table 1. The design requirements of DID-SIEM are
classified into network, security management/monitoring, collection/analysis and
host agent according to their function.

The design requirements for network construction of DID-SIEM are as follows:

a. Network isolation (Safety, Non-Safety, Security Control)
b. ICS network of nuclear facilities need to be isolate from office network and

internet to remove external attack vectors (Air-gapped)
c. Prohibit the data transfer from low security level to high security level
d. Dividing security policy control and key distribute function from monitoring

system
e. One-way transmission through boundary protection system for data transmission

from safety network to non-safety network.

DID-SIEM is based on defense-in-depth, a network security strategy for nuclear
facilities. Safety and non-safety networks are required to be separated according
to the DID strategy. This separation the network as requirement (a). and restricts
data transfer from high to low by a one-way deterministic device. In addition, the
control network was separated to designate the terminals accessible to the boundary
protection system and the key distributor according to RG 5.71 and RS-015. When
connecting to external network for cloud function or central monitoring platform,
any connection point to other network such as office net or internet should not be
exist.

The design requirements for the monitoring system and security policy control
service as follows:

a. Separation of control terminal and security policy/key to separate control terminal
to satisfy function separation and in-depth protection according to authority

b. The key used for encryption/authentication is transmitted from the management
console to the safety log collector and from the safety log collector to the non-
safety log collector.

c. The security protocol used for sending security information uses the protocol
available in One-way.

d. Boundary protection system is designed to control only security management
terminal.

RG 5.71 and RS-015 require to protect the database that stores the encryption
key and restriction and management of the terminals which can access the boundary
protection system. Since the monitoring device must receive both safety and unsafe
data, it must be connected to the unsafe network, and the security management
terminal must transmit security information such as security policy and encryption
key to the safe/unsafe to protect it from the safety network or higher. So DID-SIEM
separates security management terminal and monitoring system. The data flow of
security information is as follows (Fig. 3).
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Fig. 3 Security key and policy data flow diagram

The design requirements for the collection and analysis system are as follows:

a. Security information transfer from safety and non-safety peers is sent to the log
collect system in each network.

b. Log collection system existing in each network analyzes and processes the
collected information to create meaningful security information.

c. Selected and processed safety and non-safety security information and events are
transfer to the monitoring system via the non-safety network.

First, each collection/analysis server is installed in each safety and non-safety
network. Servers collect and analyze information from peers connected to each
network. The requirement (a) prevents adversely affecting different levels of log
collection if either system fails. Selected and processed safety and non-safety infor-
mation is transferred to the monitoring system and the data flow is shown in
Fig. 4.

The design requirements of the host agent are as follows:

a. Agent for collecting security information of each host (Peer) should not generate
its own log.

b. Agent collects, processes and transmits logs provided by the platform.
c. Prohibit any process that may affect the original function of the asset such as

API hooking.
d. Field devices using serial networks are converted to TCP/IP through HMI or

Protocol Convertor.

The primary purpose of the control system, the host where logs are collected, is to
perform safety and safety-related functions. Therefore, separate log collection and
hooking that can affect system processing speed and process should be avoided. It

Fig. 4 Log data flow diagram
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Fig. 5 DID-SIEM architecture

is necessary to unify the protocol to apply security measures such as confidentiality
and integrity in log transmission. Requirement (d) is necessary to prevent the effects
of SIEM network or system failures from propagating directly to the control system.

Figure 5 shows the suggested architecture of DID-SIEM reflecting the design
requirements presented above.

4 Conclusion

Log management and control is necessary for cyber threat detection in nuclear facil-
ities. However, it is difficult to apply the general SIEM model to nuclear facilities
because it is difficult to meet the operational and technical security requirements
presented in nuclear security guidelines. This study derives design requirements
based on security requirements which referenced from regulatory guidelines and
constraints from operating environment that must be considered when constructing
SIEM for nuclear facilities. And proposes SIEM architecture applying the design
requirements. DID-SIEM uses a network based on the DID strategy with network
separation and data transmission restriction between different security levels. In addi-
tion, it is a model that reflects design requirements for designating terminals capable
of boundary protection and security management and access control follows DID.
This study is a basic technology research for event detection of vital digital assets,
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and was conducted to help researchers who are considering SIEM for nuclear facili-
ties. In the future, based on the opinions of nuclear operators and experts, the model
will be improved, and safety and security evaluation will be conducted.
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A Web Archiving Method for Preserving
Content Integrity by Using Blockchain

Hyun Cheon Hwang, Ji Su Park, Byung Rae Lee, and Jin Gon Shon

Abstract Aweb archive system has become an essential topic for preserving histor-
ical information for descendantswith the explosive growth ofweb data. The reference
model for anOpenArchival Information System (OAIS) has been providing an excel-
lent guide for a long-term archiving system, and most of web archive systems follow
this guide. However, there is still a weak point in terms of content integrity due to the
archivalweb data could be altered by unauthorizedmanner. In this paper,we proposed
the BCLinked (Blockchain Linked) web archiving method which uses blockchain
technology and an extendedWARC (Web ARChive) file format to ensure the content
integrity. Furthermore, we confirmed the proposed method ensures content integrity
through the experiment.

Keywords Web archive · OAIS ·WARC · Blockchain · BCLinked web archiving
method

1 Introduction

The purpose of the web archive is to collect web content and preserve it for the
long term to deliver valuable data to descendants [1]. Consultative Committee for
Space Data Systems (CCSDS) has developed ReferenceModel for an Open Archival
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Information System (OAIS) which is ISO 14721 for long-term preservation of digital
records, and many web archive systems follow the standard [2]. However, the OAIS
reference model does not provide an implementation method but prescribe require-
ment to ensureOAIS-compliant [3]. Even though theOAIS referencemodelmentions
the long-term preservation of digital records, the weakness of content integrity exists
in current web archive system due to web retrieval content could be altered by unau-
thorized manner. Blockchain is the technology which connects a previous dataset by
cryptography key and the whole dataset will be broken in case any dataset is changed
[4]. Blockchain technology is getting widely used for IT industry who needs to keep
all transaction records without harming. In this paper, we proposed the web archiving
method based on blockchain technology which can use withWARC (Web ARChive)
file format to enhance web content integrity.

2 Related Research

2.1 OAIS

OAIS Reference Model is technical guidance for a long-term archiving system.
It developed by CCSDS in 2002 [3]. It is ISO 14721 Standard, and many digital
archive systems follow this guide for their archive system infrastructure. The envi-
ronment Model of an OAIS consists of Producers, Consumers, and Management
[2]. Producers collect the data to be preserved and deliver to the OAIS as SIP
(Submission Information Package). OAIS manages the data as AIP (Archival Infor-
mation Package), and Consumers can use the archival data from OAIS. In the
detailed description of functional entities of OAIS, there are three services guidance;
Common Services, Network Services, and Security Services. Security Services tells
data integrity service should ensure the data is not altered or destroyed in an unau-
thorized manner, and non-repudiation service should ensure to provide proof of the
origin of data [2]. Even though there is strict security guidance security in OAIS, the
reality is that the web archive system can’t keep it all.

2.2 Web Archive

The purpose of web archive is the long-term preservation of current information
from the web for descendants [1]. IIPC described four steps of the web archiving
chain as shown in Fig. 1 [5]. The web archive is one of challenging topic due to
the web data is increasing very fast, so various web archive collecting strategy has
been developing by using web crawlers for the capture and archiving stage. IIPC
has discussed WARC file format is standard ISO 28500 and it provides a standard
way to structure, manage and store billions of resources collected from the web and
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Acquisition Focused selection and Verification 
Collection storage and maintenance Access and finding aids

Fig. 1 Four steps of web archiving chain

elsewhere [6]. WARC file format is accepted in most of the web archive such as the
national library of Korea [7].

WARC file format consists of more than one WARC records. In general, the first
WARC record has the description for other records, and the records after second
have the result of retrieval from a source such as a web page, images. There are the
defined-fields inWARC record format to describe each record’s properties. There are
two defined-fields for content integrity, which areWARC-Block-Digest andWARC-
Payload-Digest [6]. However, these two fields are optional defined-fields, and anyone
can change the digest value and the content together. It means there is noway to prove
that the digest value and record value aren’t revised. So, the WARC file format has
a weakness against unauthorized content modification.

2.3 Blockchain

Blockchain technology was developed by Satoshi Nakamoto for bitcoin in 2008 [4].
It uses dataset which called a block, and these blocks are linked with the previous
block by using cryptography as shown in Fig. 2 [4]. This linked block set is called
Blockchain. Each block contains the cryptography hash value of the previous block,
a timestamp and a transaction dataset. Blockchain dataset stores across a peer to
peer network to avoid centralization of holding dataset so that anyone can access the
blockchain dataset to proof each block integrity. Because there is the possibility that
any user in peer to peer network can create a new block and it can be a conflict with
another user, Blockchain has the mechanism “proof of work”. The Blockchain is
widely used for cryptocurrency, customer contract storing in FSI and etc. due to the
characteristics of Blockchain such as (1) whole Blockchain will be broken in case
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Block header
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- Previous block: 0
- MerkleHash:
- Time:
- Bits:
- Nonce:

Block data

Block #1

Block hash: 0x00024

Block header
- Version:
- Previous block: 0x00010
- MerkleHash:
- Time:
- Bits:
- Nonce:

Block data

Block #2

Block hash: 0x00AD0

Block header
- Version:
- Previous block: 0x00024
- MerkleHash:
- Time:
- Bits:
- Nonce:

Block data

Fig. 2 Blockchain with linked blocks
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anyone block is damaged, and (2) anyone who in peer to peer network can review
the Blockchain dataset [8].

3 BCLinked Web Archiving Method

3.1 Web Archiving Method Based on Blockchain

One of the main problems in the current web archive system is that there is no
central managed archive system as well as there is no content integrity proof system.
Even though many organizations try to run a global standard web archive system for
descendants, they run their system separately and it is very hard to synchronize to
avoid duplicated web resources collection. Also, the web archive system needs to
care of web archive transaction for each domain, however, there is no relationship
among each domain. It should be enough that the web archive system can recognize
the life cycle of each domain. So, we define the BCLinked (Blockchain Linked)
web archiving method which has two levels blockchain for web archive as shown
in Fig. 3. The blockchain node in the first level which named Domain Blockchain
contains a domain name and new node will be added in case a new domain is found
for web archive. The Domain Blockchain can be used for a web domain exists in
web. The blockchain node in the second level which namedWebContent Blockchain
contains the linked information to the block node in the Domain Blockchain and the
web archive retrieval information. The number of WebContent Blockchain will be
the same as the number of nodes at the first level.
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Block header
- Previous block: 0

Block data
- Domain: 0

Block #1

Block hash: 0x00024

Block header
- Previous block: 0x00010

Block data
- Domain: www.a.com

Block #2

Block hash: 0x00AD0

Block header
- Previous block: 0x00024

Block data
- Domain: www.b.edu

Block #0

Block hash: 0x000A1

Block header
- Previous block: 0
- Domain block: 0x00024

Block data
- Web archive timestamp
- Web archive content 

Block #1

Block hash: 0x00B12
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- Previous block: 0x000A1
- Domain block: 0x00024

Block data
- Web archive timestamp
- Web archive content 

Block #N

Block hash: 0x00###

Block header
- Previous block: 0x00###

Block data
- Domain: www.###

Block #N

Block hash: 0x00###
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- Previous block: 0x00###
- Domain block: 0x00024

Block data
- Web archive timestamp
- Web archive content 

Domain Blockchain

WebContent
Blockchain 
for the domain: 
www.a.com

WARC File WARC File WARC File

Fig. 3 Blockchain architecture used in the BCLinked web archiving method
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Table 1 Definition of the Domain Blockchain and WebContetnt Blockchain node data

Field Value

Domain Blockchain WARC-Domain Web site domain name for
archive

WARC-Domain-CreationTime Creation time of the node

WebContent Blockchain WARC-Block-Digest Block digest—algorithm “:”
digest-value

WARC-Payload-Digest Payload digest—algorithm “:”
digest-value

Table 2 Extended
defined-field for WARC
record

Field Value

WARC-Added-Chain True/False

WARC-Domain-Block Block hash of the Domain
blockchain

WARC-WebContent-Block Block hash of the WebContent
blockchain

The web retrieval result from web collection tools will be added to the blockchain
of BCLinked web archiving method to ensure that the results are generated and the
integrity of the results.

3.2 Extension of WARC Record Format

We define fields for blockchain node and WARC record to integrate with blockchain
andWARC. TheDomain Blockchain nodewill have each domain description and the
WebContent Blockchain node will have each web retrieval result for each domain.
So, we define the blockchain node data as shown in Table 1. All WARC record will
be added to the WebContent Blockchain node separately. Only Block-digest and
Payload-digest value will be added as blockchain node data due to all web retrieval
result are too big for blockchain node data.Once adding digest value to the blockchain
node, the description of the node will be added into a WARC record. We define the
extended defined-fields for WARC record to describe the blockchain node as shown
in Table 2.

3.3 Process of BCLinked Web Archiving Method

The process of BCLinked web archiving method is shown as Fig. 4. A web crawler
collects web content and creates a WARC file in the content crawling stage. All
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Content crawling
Domain 

information storing
Content 

information storing
Blockchain 

information storing

WARC file
Domain 

blockchain
WebContent
blockchain

WARC file

Fig. 4 Web data archival process in the BCLinked web archiving method

WARC records are sent to BCLinked web archiving. BCLinked web archiving
method checks whether the target domain exists in the Domain Blockchain with the
WARC records. The existing blockchain node data will be used if the domain already
exists, or a new blockchain node will be added in the domain information storing
stage. Then all WARC records are added to the WebContent Blockchain node in the
content information storing stage, and the block hash is added into WARC records
for cross-validation in the blockchain information storing stage.

4 Experiment and Analysis

We verify the BCLinked web archiving method described in this paper through this
Experiment.We used the wget [9] for a web crawler and experimented the BCLinked
web archiving method by python. We modified the archived web content to simulate
how BCLinked web archiving method secure content integrity against unauthorized
modification. The result summary is shown in Table 3. We confirmed the processing
time of blockchain node calculation is a tiny portion of the whole process. About
98.4% time is consumed in the web crawling stage. The total storage consumption is
around 0.2% higher than normalWARC archive system. In the next step, we selected
one WARC file and modified the content. It took less than 0.5 s for a WARC file
modification. But it took around 99.2 s for rebuilding the blockchain node data in
BCLinked web archiving method in case the number of WARC is 100. The time
rebuilding for blockchain node data can be increased linearly with the number of
WARC files, and it is impossible to rebuild whole blockchain node data theoretically
because the blockchain node data is stored in peer to peer network and the difficulty
of calculation of blockchain can be adjusted.

Table 3 Comparison
between a conventional web
archiving and BCLinked web
archiving methods

Archiving method Conventional web
archiving

BCLinked web
archiving

Archive iteration 100 times (1 min
per each)

100 times (1 min
per each)

Processing time (s) 6,090 6,189

Total file size (byte) 43,877,480 43,994,500

Modification time
(s)

0.5 99.2
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5 Conclusion

In this paper, we proposed BCLinked web archiving method in order to preserving
content integrity by using blockchain technology and extending WARC specifica-
tion. According to the method, the archived web content is stored in WARC file
and the block-digest of the web content is added to its blockchain node. With this
block-digest value in blockchain node, we can verify theweb content integrity preser-
vation. In conclusion, BCLinked web archiving method is an enhanced web content
collecting method by resolving the weakness in terms of content integrity. Espe-
cially, the proposed method can be much more valuable in case of a web archive
system collecting integrity-sensitive content such as legally related content. In future
research,wewill try to find out how to get a specific version ofweb content efficiently.
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An SDN-Based Distributed Identifier
Locator Separation Scheme for IoT
Networks

Chan-Haeng Lee, Ji Su Park, and Jin Gon Shon

Abstract In the Internet of Things (IoT) environments, sensor devices need to
be connected to the networks for data transmission and inter-communication with
machine to machine, machine to human. Most devices connected to the network
need a distinguishable identifier and a network address, therefore, IP address is the
best solution for that. However, due to the constraints of sensor devices, it is hard to
deploy on legacy IP system directly. To solve this issue, a concept for the separation
of identifier and locator from the IP address is able to be the alternative. From the
viewpoint of the addressing separation, we propose an SDN-based identifier locator
separation architecture for IoT networks with distributed manner.

Keywords SDN · Software-defined network · IoT network · ID-LOC separating

1 Introduction

Recently, research on the Internet of Things (IoT), one of the major technologies
of the 4th industrial revolution, has been actively conducted. The IoT technology is
used to process meaningful or useful information in various industries using sensor
devices and Information and Communication Technologies (ICTs). The IoT devices
have to be connected to a network or Internet to provide information and connectivity.
In the IoT environment, most of the sensor devices use an identifier (ID) rather than
an Internet Protocol (IP) address for data transmission because of their constraints
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such as power consumption, bandwidth limitation, and transmission rate per packet.
The ID is used to identify each sensor device and to communicate with other devices.
Data collected from the sensor can be delivered through a gateway connected to the
network, and an IP address can be used to connect to an external network.

Most devices to connect to the Internet use IP address, and the IP address can be
used as an ID and a locator (LOC) to bind a device and an application. However,
the binding brings several disadvantages such as mobility, multihoming, and exten-
sibility problems. Especially, the explosive increase of mobile devices causes their
deployment and addressing problems on the network, nowadays. To providemobility,
scalable routing, and addressing, the ID and LOC of IP address need to be separated.

Several ID-LOC separation protocols are proposed [1–4]. These proposed proto-
cols use two namespaces as ID and LOC, and they are classified into two types
such as host-based protocols and network-based protocols. Host-based protocols,
such as Host Identity Protocol (HIP) and Shim6, require the modification of protocol
stack within the hosts and rendezvous server for maintaining ID and LOC mapping
information, and they have initial deployment difficulty. In contrast, network-based
schemes do not modify hosts’ protocol stack [3, 4]. The mobile nodes (MNs) do
not participate in any signaling procedure. The ID-LOC mapping is processed by
other network components such as routers, and they forward packets using tunneling
according to the mapping information.

However, they have problems such as bandwidth waste and processing overhead.
Also, the host-based and network-based protocols require a centralized ID-LOC
mapping system such as Rendezvous server, MAP server, and etc.

In this paper, we propose a Software-Defined Networking (SDN)-based ID-LOC
separation scheme for IoT networks. To manage the IDs and LOCs, we adopt an
overlaid network concept from content addressable network (CAN) in SDN [5–7].
The IDs are used to identify who the sensors or end-point nodes are, and the LOCs
are used to identify where they are located in. In the proposed scheme, we suggest
a field replacement function in the OpenFlow-enabled switches (OFSs) to reduce
tunneling overheads.

This paper is organized as follows. Section 2 presents the proposed SDN-based
ID-LOCseparation scheme. In Sect. 3,we illustrate operation process of the proposed
scheme. Section 4 provides conclusion and future works.

2 SDN-Based ID-LOC Separation Scheme

2.1 System Architecture

In the proposed scheme, it is assumed that a sensor node (SN) can send and receive
data using IPv6 over low powerwireless personal area network (6LoWPAN) protocol
[8]. For the identifier and locator of a sensor node, EID andLOCare used respectively.
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The EID is generated by address autoconfiguration specified in [8]. The EID is a
stateless address which is based on the EUI-64 assigned to the IEEE 802.15.4 [8, 9].

The LOC is a routable IPv6 address and is generated by using current network
prefixwith a SN’s layer 2 address based on the address auto configurationmechanism
[10]. This LOC is used as a general IP address in an IP-based network and represents
the current location of which a SN attached to.

In the proposed scheme, the network is partitioned into the Local and IP domain,
and the EID domain is overlaid on the local domain. IPv6 is used for IP domains
considering the scalability and compatibility for the legacy networks. The IP domain
is operated for normal IP routing. The packet with a general IPv6 address will be
forwarded using IP routing as SDN environments. The local domain is consisted of
SNs, OpenFlow-enabled Switches (OFSs) and access routers (ARs) with an SDN
controller function. SNs in the local domain transmits data via OFSs to the AR using
wireless or wired connection. Each SN communicates using its EID which indicates
each sensor separately. In the local domain, EID information is used to deliver sensor
packets. Figure 1 shows the proposed network architecture.

In the EID domain, the virtual coordinate space is used to store and maintain the
<EID, LOC> pairs on the controller in a local domain. The entire virtual coordi-
nate space is dynamically divided into the number of controllers in the domain. A
controller with EID management module is located in each zone, and is called Local
Mapping Controller (LMC). Each LMC is responsible to manage the allocated EIDs
and SNs which have to register EID-LOC mapping information.

All LMCs own their individual, distinct zone within the space, and they manage
the <EID, LOC> pairs using DHT mechanism. The basic functions of LMCs are
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Fig. 1 System architecture of the proposed scheme
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network attachment detection, mapping LOC to EID of nodes and updating the EID-
LOC mapping, mapping information maintenance and management, and the flow
table configuration of each OFS.

The ARs has three states according to their roles. The first is a home AR (h_AR)
for a SN. If a SN’s EID is included in an AR’s EID block, this AR becomes a SN’s
h_AR. The h_AR has to manage the EID-LOC mapping information, and has the
responsibility to send the corresponding LOCs for the EID queries. Second is the
serving AR (s_AR) that manages a zone in which a SN is physically located. When
the AR detects a new attachment due to the movement of the SN, it assigns a LOC
for the EID of this SN and maintains the mapping information. It also announces
and updates this EID-LOC binding information to the SN’s h_AR.

When the SN having EID for its address tries to send a packet to a CN, the s_AR
sends a query to get the LOC of CN. Once the s_AR obtains LOC information of the
SN and CN, it sets the flow tables of its OFSs with the obtained information. The
third is to act as a neighbor AR (n_AR). All the ARs except the h_AR and s_AR in
a local domain are regarded as n_ARs. The n_ARs forward received packets to the
nearest zone according to the preconfigured flow table for EID routing.

3 Operation Process

3.1 Registration

If a new SN tries to connect to the network, it has to register itself to the LMC.When
the SN attached to the network, the nearest OFS detects the attachment. Generally,
OFSs forward the received packets based on the matching rules of its flow table.
If there is no matching from the received packet, the OFS sends this packet to its
AR. Otherwise, it performs proper process according to the rule. The OFS has no
information for the SN, it notifies the attachment to its AR, and then the AR also
detects L2 attachment. From the L2 attachment, the AR can acquire the SN’s ID
and it generates the EID and LOC of the SN. The AR add a mapping table for the
EID-LOC mapping information to its LMC. And it sends a command to add a flow
table entry to its OFSs. This flow table entry is used for the ingressive LOC packets
to exchange LOC for SN’s EID.

In the proposed scheme, we add a function that converts LOCs to EIDs for the
destination address to the SDN components. The address field conversion makes
possible to find the optimal paths over IP domain, and forwards the packet through
the paths. Therefore, the end nodes such as sensors, CNs can use their EID for the
packet transmission.
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3.2 Packet Forwarding

When the SN having EID for its address tries to send a packet to a Correspond Node
(CN) who has an EID address, it first needs to figure out where the CN located. If
the OFS which received this packet has no entries for this CN, it sends a packet-in
message to its AR. The AR received the packet-in message also looks up its LMC
to find the table entry first. If the AR does not have any entries for the LOC, then it
sends a query to the other LMCs in the control domain for getting the CN’s LOC.
The AR also sends this binding information to its GW having LMC to indicate where
the packets to go. This query message is forwarded using dedicated channel to the
ARs. Once the AR of the SN obtains LOC information of the SN and CN, it sets an
EID-LOC mapping table in the LMC and sends a command to update the flow table
of its OFSs with the obtained information.

The OFS in the CN’s AR already has the flow table entry to the CN by the
registration process, the OFS performs the action in the flow table that replace the
EID_CN in destination address field to LOC_CN. After the field replacement, the
OFS send the packet to the output port of IP domain for normal IP routing.

The packet will be arrived at the CN’sAR via IP domain, and the field replacement
is occurred again from LOC_CN to EID_CN at the OFS of CN’s AR. After that, the
packet is forwarded to the CN.

The routes for the packet from SN to CN are established after the first packet
arrived, and subsequent packets will be followed the configured routes.

3.3 Route Optimization

When the afterward packets are forwarded using the established routes, the packets
are always passed to the attached OFSs of a SN and a CN’s ARs through the routes
which include several OFSs and ARs in the local domain. The routes forwarded via
IP domain are optimized by using the IP routing, but the whole routes from a SN to
a CN may not be optimized. If the OFSs which connected to the SN and CN have a
suitable flow table entry for forwarding packets via IP domain, it is obvious that the
whole paths between the SN and the CN will be optimized.

For providing optimized routes between a SN and a CN, a new rout optimization
(RO) operation is required. At the packet forwarding process, the s_AR does not
have information about CN, it sets a flow table entry to its OFSs and forwards the
packet to the n_AR which is the nearest AR toward to the destination. The s_AR
also sends a query request to the CN for obtaining the CN’s LOC.

If the CN is in the local domain, the n_ARs forward the query request to the
CN’s AR, similar with the registration process. After the CN’s AR receives the
query request, it sends a reply with LOC information to the s_AR. When the s_AR
receives the reply, it can save the SN’s <EID, LOC> mapping information. It also
sends a command to the OFS which connected to the SN for adding or modifying the
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Fig. 2 Registration and packet forwarding process in the proposed scheme

flow table entries. The command includes the action set which converts destination
address field from CN’s EID to CN’s LOC and changes the out port of packets.

If the CN is not a member of the local domain, that is, the CN is located in the
other domain, s_AR requests query for the CN to the other domain through the IP
domain. In this case, the CN’s EID cannot be used to the destination address field
within the SN’s local domain. The CN’s EID is only allowed to use within the CN’s
local domain. After receive the reply, the LMC of the GW updates its flow table
entries, and it sends the reply to the s_AR. Then the s_AR sends a command to the
OFS for updating its flow table entries. Figure 2 shows the registration process and
packet forwarding process outside of the local domain.

4 Conclusion and Future Works

In this paper, we propose an SDN-based ID-LOC separation architecture for IoT
networks.We focus on how to provide scalability without anymodification of the end
nodes in IoT network, and try to overcome the shortcomings caused by the binding
of IP addressing system. As a result, the paper introduces the basic architecture and
describe how to generate the EIDs and LOCs. Also, we illustrate operating processes
using the network architecture by dividing into the local domain and IP domain
separately. The processes of registration, packet forwarding, and route optimization
for the IoT devices are introduced. In the proposed architecture, hosts need not to
participate in the signaling procedure, and do not consider any conversion procedure
between EIDs and LOCs.
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For the future works, the proposed scheme needs to be simulated or tested
for accurate analysis and evaluation by comparing existing schemes in various
conditions.
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An Efficient Disposition for Wrist-Worn
Device Usage Time Expansion
in Wearable Computing Environment

Jong Won Lee, Ji Su Park, Hyeong Geun Kim, and Jin Gon Shon

Abstract Wrist-worn devices have merits of usability such as glanceability, faster
reaction time, and low access time. However, usability is restricted by difficulty
from mid-air interaction which can cause fatigue and muscle damage. Traditional
disposition forwrist-worn users considers only interaction between devices and users
who wear devices outside of the wrist. In this paper, we propose efficient disposition
(ED) which can expand the usage time for long time use. ED has two disposition for
glanceability and long-time use. The former turns the power on all the time for time,
blood pressure, heart rate, and blood sugar confirming with low energy consumption.
The latter uses for text entry, viewing pictures and videos and so on. Consequently,
ED can hold and sustain wrist-worn devices for a long time, therefore it enables users
to enjoy better usability.

Keywords Disposition · Interaction ·Wrist-worn device · Smartwatch ·Wearable
computer

1 Introduction

Wrist-worn devices such as smartwatch and fitness tracker have become common-
place in activity daily living [1]. Wrist-worn devices have advantages over other
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devices which are faster reaction time and access time [2]. However, their usability
is restricted by a small touchscreen, brief access time, and glanceability. Then, they
do not use as stand-alone devices, certainly usewith other devices such as smartphone
and desktop [1, 3].

As Wrist-worn device users increasingly adopt, interactions between user and
device become more important, then many researchers create new interaction to
support their needs. These interactions must be designed to consider not only at the
moment of use but also for periods of use. Users take several poses in a situation that
users use wrist-worn devices. Disposition indicates both given user poses and phys-
ical relations between user and device. Researchersmust find out efficient disposition
for users [4].

Usersmainly holdweights such as the forearm, upper extremity and/orwrist-worn
device in the air when they interact with their wrist-worn devices. That is mid-air
interaction. It can evoke fatigue and feeling of heaviness in their forearm or upper
extremity the so-called gorilla arm syndrome. In this paper, we quantify perceived
exertion with self-report Borg CD10 scale based on muscle sensation which is 12
point scale from 0 to 10. It is a category ratio scale to assess perceived exertions [5].

In Only 3 min demonstrates disposition between smartwatch on the wrist and
user’s poses such as sitting and standing. In their pose, they perform three different
input tasks such as touch, dwell and swipe. Then, researchers measured the perceived
exertion change of users who feel somewhat strong in their arm. They find out the
upper bound of time to use smartwatch, most perceived exertion task, and limits
of smartwatch application and user interfaces through perceived exertion study [2].
However, In Only 3 min does not consider other pose and physical relations between
user and smartwatch. In particular, users can wear a smartwatch on the inside of their
wrist or on the radial aspect of it.

Despite developments of wrist-worn devices, there is insufficient to consider
various dispositions between users and devices. Traditional dispositions for wrist-
worn devices are faced outside of wrist then users flex the shoulder and elbow, then
pronate their forearm for interaction their devices. So, they cannot reduce fatigue and
increase the time of use. Therefore, we propose an efficient disposition forwrist-worn
device users.

2 Design of Fatigue Reduced Disposition

ED is one of the dispositions of wrist-worn devices in upper extremities that it can
reduce fatigue and then increase the time of use. ED is consist of disposition for
glanceability and disposition for long time use. Figure 1 shows the design of ED.

Disposition for glanceability is placed wrist-worn devices on the lateral side of
forearms. This site is placed in the middle range of motion between pronation and
supination in their forearms during interactions between users and devices with
shoulder flexion and elbow flexion. In this range, pronator muscles and supinator
muscles do not contractmaximally then they feel less fatigued.Moreover, disposition
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Fig. 1 Design of FRD

for glanceability is interactions between users and the lateral side of forearms which
has narrow space. Hence, they can be used to check the time, blood pressure, heart
rate, blood sugar and so on without using their other hand.

Disposition for long time use is placed wrist-worn devices on the inside of fore-
arms. This site is placed in the end range of motion between pronation and supination
in their forearms during interactions between users and devices with shoulder flexion
and elbow flexion. In this range, elbow flexor muscles contract mainly which is the
most powerful muscle of elbow joint then it can sustain heavyweights for a long time
comparing other muscles around the elbow joint. So, they feel less fatigued for a long
time of use. Moreover, this disposition protects wrist-worn devices against damages
from external force and easy to use in a situation of holding on to something. Figure 2
shows the disposition for glanceability and disposition for long time use.

Fig. 2 Various disposition between users and devices such as in only 3 min (left), disposition for
glanceability (middle), and disposition for long time use (right)
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3 Performance Evaluation

3.1 Experimental Design

Thirty participants for the experiment have experience of smartwatch which varied
from non-users to power user. They were 18 male (60%) and 12 female (40%)
with average age of 29.83 ± 9.68. We compare perceived exertions among various
disposition for wrist-worn device users. Among various input tasks, we choose the
touch input task because text entry is a key function of smartwatch app for interaction
with other users [6]. So, participants perform touch input task with a XiaomiMi band
2 with different disposition for 300–330 s as shown in Fig. 2. These dispositions are
similar to wear a watch on the wrist in a standing position with arm raised. We
evaluate self-reported perceived exertions of participants with Borg CR 10 scale.
Participants provide their perceived exsertion by word of mouth then researchers
notate their scale once every 30 s until their perceived exertion reaches “somewhat
strong” which means 4 on the Borg CR10 scale. After that, they have a rest for
more than 5 min. Statistical analysis is performed using SPSS version 18 (PASW)
for windows. Paired t-test with the double-blind method was used and the order of
disposition to evaluate was randomly arranged.

3.2 Experimental Result

Performances in a sitting position have several problems which cannot evaluate
the influence of armrest height, the quantity of support, and the position of upper
extremity and trunk. Moreover, it takes too long to evaluate perceived exertion in the
experiment. For the reason, we perform experiment to only four participants for the
understanding tendency in the sitting position as shown in Fig. 3.

Figure 4 shows the boxplots of the perceived exertion scale over time. Borg scale
of participants correlates with time, then there is a significant influence of time on
perceived exertion statistically. Thus, perceived exertion of wrist-worn devices user
increased proportionally to time.

Fig. 3 Boxplot for borg scale for participants in sitting position for all three interactions: in only
3 min (left), disposition for glanceability (middle), and disposition for long time use (right)
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Fig. 4 Boxplot for borg scale for participants in standing position for all three interactions: in only
3 min (left), disposition for glanceability (middle), and disposition for long time use (right)

The result of the experiment on perceived exertion of various disposition for wrist-
worn device users was as follow; the average time to 4 on the Borg CR10 scale of In
Only 3 min was 230.5 ± 78.26 s, the average time to 4 on the Borg CR10 scale of
disposition for glanceability (Glance-Disp) was 271.67 ± 64.01 s, and the average
time to 4 on the Borg CR10 scale of disposition for long time use (Long Time Use-
Dispo) was 280.17 ± 49.59 s as shown in Fig. 5. Disposition for glanceability was
on average 41.17 ± 69.62 s (<0.05) longer than In Only 3 min. Also, disposition
for long time use was on average 49.67 ± 75.04 s (<0.05) longer than In Only
3 min. Whereas disposition for long time use was on average 8.50± 42.73 s (>0.05)
longer than disposition for glanceability that is not statistically significant. Figure 5
illustrates the performance evaluation and the results are given in Table 1.

Fig. 5 Result of
performance evaluation
about perceived exertion
among various disposition

Table 1 Results of
experiments

M ± SD p-value

Glance-dispo— in only 3 min 41.17 ± 69.62 0.003

Long time use-dispo— in only 3 min 49.67 ± 75.04 0.001

Long time use-dispo—glance-dispo 8.50 ± 42.73 0.285
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4 Conclusion

An efficient disposition is one of disposition of upper extremity for interaction
between users and device which is consist of disposition for glanceability and
disposition for long time use at the wrist. ED has the following contributions. It
can confirm quickly short information and message without using their other hand
through the radial aspect of their wrist. It also reduces muscle fatigue on forearms
and upper extremity and risk of musculoskeletal disorder due to biomechanical over-
load through inside and radial aspect of their wrist. Thus, it can prolong the usage
time when they interact with wearable computer especially at wrist and forearm.
According to the performance comparison, ED can reduce rated perceived exertion
then it can expand the usage time. Consequently, it can enjoy better usability than
before in extended interactions by considering efficient dispositions.
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Preserving Sustainability
for Mission-Oriented Cyber-Physical
Systems Collaboration

Horn Daneth, Nazakat Ali, and Jang-Eui Hong

Abstract Cyber-Physical Systems (CPSs) were become a widely used system in
recent smart era, and are also becoming more complex and diverse due to increasing
their application areas. The interaction and collaboration among CPSs to provide
services or achieve missions to customers are very important because their malfunc-
tioningmay cause serious accidents. This paper proposes a framework for preserving
sustainability to accomplish the given mission of collaborative CPSs. Especially, our
framework firstly monitor the violation of safety that can occur in the cooperation
among the systems and then validate the coordination of each task execution for
mission-oriented collaboration. Our framework can support building interconnected
systems for highly assured services.

Keywords Cyber physical systems · Collaborative CPSs ·Mission-oriented
systems · Sustainability framework · System safety

1 Introduction

Cyber-Physical Systems (CPSs) are co-engineered interacting networks of phys-
ical and computational components [1]. These systems will provide the foundation
for our social infrastructure, form the basis of emerging and future smart services,
and improve our quality of life in many areas. Increasingly, such systems will be
everywhere, from intelligent robots to autonomous vehicles or to smart factory.

Alongwith the advance in ICT technology, more complex and compound services
will be required more and more through the collaboration of CPSs [2, 3]. For
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example, in order to recover disasters such as earthquakes and tsunamis, a variety of
autonomous robots—firefighting robot, lifesaving robot, dismantling robot, etc.—
have to collaborate to complete their commonmission.Whereas, each robot has been
developed independently in order to perform their specific task. Therefore, a system-
atic coordination is required when they interact with each other to achieve a mission
because the behaviors of the dismantling robot can interfere with the behaviors of
lifesaving robot [4].

It is very critical issue to ensure that safe collaboration among CPSs must be
preserved continuously until the mission is achieved because failure of the coordi-
nation may cause damage, loss, injury and/or deaths [5]. We define a framework for
preserving safe and sustainable collaboration among CPSs. Our framework, SuCoF
(Sustainable Collaboration Framework for CPSs) monitors the behaviors of each
CPS and coordinates the wholemembers for safe operations when independent CPSs
were connected each other in order to complete a common mission. Our framework,
SuCoF proactively supports the dynamic reconfiguration of CPS platoon to preserve
sustainable collaboration because it needs to control and manage the CPSs through
continuous monitoring at runtime to ensure safety against unexpected situations that
did not be considered in the development of CPS.

Similar researches have also been conducted on coordination and control of
mutual collaboration. Azfar [6]’s work proposed a realistic methodology for collab-
oration between human and CPSs in industry, and Adam [7]’s work proposed
human–machine interface consideringmodel-based development inmedical domain.
However, the studies did not concern about CPSs collaboration without human inter-
vention. In our research, we propose a solution for the CPSs collaboration problems
(i.e., “dynamic reconfiguration” and “collaboration without human intervention”) in
terms of SoS (System of Systems).

This paper is organized as follows: Sect. 2 defines our SuCoF framework and
its components in details. The techniques and algorithms for safe and sustainable
collaboration are explained in Sect. 3. In Sect. 4, a case study was investigated to
validate our framework. Section 5 concludes our work and suggests further research
work.

2 Sustainable Collaboration Frameworks

Our proposing framework for supporting safe and sustainable collaboration among
CPSs is shown Fig. 1, which consists of major three parts; CPS_SM, PLTN_SL, and
PLTN_LD which are CPS service manager, Platoon subleader, and Platoon leader,
respectively. The CPS_SM has capable of check whether their states may be able to
perform thegivenmission and candecide about reachingfinal state, and thePLTN_SL
is responsible for performing the mission given from PLTN_LD in its management
platooning space. The PLTN_LDhas the same responsibility (i.e., same components)
with the PLTN_SL. But PLTN_LD only issues a mission to PLTN_SL and receive
mission list from external agent.
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Fig. 1 Overall architecture of the framework (SuCoF) supporting safe and sustainable collaboration
among cyber-physical systems

Each part has some components to perform its responsibility. The RTM (Runtime
Manager) checks for any abnormal state that may occur while the CPS_SM performs
each task. The MM (Mission Manager) checks that the CPS_SM has received a
valid mission from the PLTN_SL and that whether the result of task coordination
violates theirmission execution. TheGTC (Global TaskCoordinator) executes global
mission, i.e., coordinates tasks of the CPS_SMs to fulfill the given mission. Through
the GMV (Global Mission Validator) of both the PLTN_LD and the PLTN_SL, the
mission-list received from agent can bemapped to CPS_SMmission (i.e., set of tasks
of CPS_SM).

Through this framework, the PLTN_LD receives missions from external agent,
send them to PLTN-SL that delivers the missions to platoon members, and oversee
global orchestration. The CPS_SMs as platoonmembers perform tasks that compose
a mission by checking whether the given mission can be performed in the current
state. These behaviors allow the givenmission to be performed safely and sufficiently
in our framework.
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3 Preserving Sustainability

3.1 Potential Hazards

The potential hazards that can occur during CPS collaboration can vary. As a repre-
sentative example, a platooning system can be considered, as shown in (a) of Fig. 2,
which is configured with a leader L, three subleaders S1, S2, and S3, and platoon
members within subleader boundaries P1, P2, and P3. In collaborating situation, if
the subleader S1 malfunctions and cannot communicate with the members of the P1
range as shown in (b) of Fig. 2, the members of the platoon group P1 lose the coor-
dinator for collaboration. In order to continue to collaborate in this situation, new
subleader must be quickly selected and continued to perform their mission within
the P1 group.

In addition to these situations, there are potential hazards of collaboration that
can be considered when a leader fails or when a member of platoon group leaves or
moves to another group.

3.2 Sustainable Collaboration

When the components in the framework SuCoF basically communicates each other
based on IEEE 802.11-based VANETs (Vehicular Ad-hoc Networks [8]) (where,
data packet delivery ratio, control packet overhead, throughput, packet drop fraction
was not considered), in order to resolve the abnormal state, as shown in Fig. 2, the
following subleader (S) election algorithm can be used to accomplish the mission
through continuous collaboration within the platoon group Pk.

Fig. 2 Collaboration through subleaders in the interaction space: a configuration of normal
collaboration, b abnormal state due to the failure of the subleader S1
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Algorithm ElectSubleader()
pi∈P sends Check(Si) to ∀pi∈Pk;
∀pi send Call(Si) to subleader Si;
Wait for OK(Si) from Si; 
if (∀pi did not receive OK(Si)) then

∀pi tests ping(L) to leader L;
For (∀pi that receive Ping.Ack)  

Get ping time for L; 
Send pingTime(pi,L) to ∀pi∈Pk;

Find a pj that has Minimum{pingTime};
pj sends newSubleader(pj, Pk) to L;
L sends corresponding mission list to pj;
∀pi∈Pk set the pj as new Si;
The pj generates member list for P;

End Algorithm

Above algorithm starts when any platoon member pi did not receive commitment
for its finished task from subleader, and selects new subleader that hasminimum turn-
around time value of the ‘ping test’ for leader. This allows selecting a collaborative
coordinator who can continue to perform a mission from the dead state that could be
caused by an unexpected subleader failure.

4 Application: People Rescuing Mission

4.1 Hazardous Scenario

The behaviors of autonomous robots participating in people rescuing from disaster
can be represented with state transition diagrams, as shown in Fig. 3.

The Fig. 3a represents the behavior of the robot that dismantles and removes the
objects or obstacles, the (b) represents the behavior of detecting life by irradiating
infrared beam, and the (c) is for the behavior of performing first-aid for patient.

Even if the following situations occur when the above autonomous robots collab-
orate in unforeseen circumstances, the given mission must be maintained at a level
that can be tolerated.

Fig. 3 State transition diagrams of autonomous robots for disaster recovery
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Subleader failure. One of participating robots in mission space should be elected
to subleader when the subleader did not work. The new subleader performs its roles
continuously after receiving the mission list from leader.

Member failure. Because the subleader cannot receive amessage of task comple-
tion from a member robot that is failed, the subleader deletes the tasks of the failed
robot frommission list, and re-serializes the remaining tasks in the list. The subleader
also reports this information to the leader.

4.2 Global Task Coordination

When the robots in Fig. 3 collaborate, there is a subleader that manages them. The
subleader maintains the task list for their collaboration by serializing or parallelizing
the tasks. The mission to be achieved by the subleader can be written in the Wright
specification language [9] as shown in Fig. 4.

TheWright specification in Fig. 4 includes the phrase ‘safety contract’ to indicate
that the interface should be satisfied when independent robots interact with each
other [10]. The safety contract defines Sa (strong contract), Sg (strong assumption)

Fig. 4 Wright specification for collaborating autonomous robots in disaster situation
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and Wa (weak contract) and Wg (weak assumption) that CPSs must meet in the
interactions that occur during collaboration, which coordinates them to complete
their tasks through the normal execution of their assigned tasks.

The phrase ‘Configuror’ in Fig. 4 defines the role of the subleader; the element
‘configuration’ includes the number and roles of participating robots, and the element
‘coordination’ contains a list of all tasks that the participating robots to be performed,
and used to control for transitions of behavioral or protocol states.

In order to verify the Wright specification for safe and sustainable collabora-
tion, the specification is converted to CPS specification using the wr2fdr tool, and
the FDR2 tool [11] can verify the functional correctness of the collaboration. The
FDR2 tool provides the information of the number of states and transitions, time (in
second) to verify deadlock-freeness, time (logical time) to finish the given mission.
In the simulation of our case, the number of states and transitions are 70 and 237,
respectively. The time to find deadlock (or deadlock-freeness) is required to 0.23 s.

5 Conclusion and Further Work

This paper proposes a framework, SuCoF that enables a CPS with independent
functions to perform its tasks safely and sustainably when given a mission that
must be achieved through mutual collaboration. This framework consists of leader,
subleaders, and members managed by the subleader in order to carry out a given
collaboration mission, also provide those functions of runtime manager and mission
manager in order to ensure the safety and sustainability of their collaboration.

We identified potential hazards that might occur in the framework and suggested
algorithms and method to solve them. In addition, to verify the effectiveness of
the proposed method, we introduced the Wright specification with an extension to
specify the safety contract, and the functional simulation was made based on the
FDR2 tool.

Our future work will increase the practicality of the proposed framework by
deriving, modeling and verifying hazards that can occur during collaboration at a
more detailed instruction level.
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A 3D Object Segmentation Method Using
CCL Algorithm for LiDAR Point Cloud

Yifei Tian, Wei Song, Jinming Liu, and Simon James Fong

Abstract Environment perception and analysis are essential parts of automatic
ground vehicles (UGVs) to implement smart driving-decision making. To sense
dynamic environment information, light detection and ranging (LiDAR) are equipped
on UGVs to collect high-precision 3-dimension point cloud. Because of the unstruc-
tured and inhomogeneous characteristics of LiDAR point cloud, the fast and
accurate analysis of point cloud is hard to achieve under UGVs’ driving. Most
UGVs’ autonomous applications, such as object extraction, terrain perception, and
traversable path recognition, face technology bottleneck in both process speed and
analysis precision. In these applications, object segmentation result is a fundamental
information support, which influence the subsequent processes to a large extent
in both accuracy and efficiency performance. This paper proposed a novel object
segmenting algorithm named 3D connected component label (3D-CCL) to divide
full point cloud into subdivision point clouds of individual local object space. The
object segmenting result provide a series of basic point clouds of different obstacle
models, which benefits for the environment perception and decisionmaking forUGV.

1 Introduction

Fast and precision object segmentation of raw environment datasets is a neces-
sarily requirement in a large number of UGVs’ autonomous perception applications,
including obstacle prediction, traversable road detection, and dynamic-static scene
segmentation [1–3]. Accurate segmenting results canmaintain a reliable input for the
consistent urban environment model reconstruction, which always consists of trees,
pedestrian, building, telephone pole, and other city infrastructures [4]. The object
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segmentation and extraction from the dynamic and complex terrain information
dataset became a popular research point in autonomous driving domain [5].

Topercept environment information, digital cameras, depth cameras (e.g.,Kinect),
light detection and ranging (LiDAR), and other sensors arewidely equipped onUGVs
[6]. Compared with LiDAR, the overwhelmingly disadvantages of digital cameras
and depth cameras are that sensitive to illumination changing and limited by range of
view. 3-Dimension (3D)LiDAR is able to collect high-precision and large-scale point
cloud of distance information from UGV’s driving environment. A large amount of
LiDAR points are sensed within a short time, which make the sensor suitable to be
carried on UGVs’ to face the changeable environment.

Point cloud collected by LiDAR are sorted unstructured and inhomogeneous
so that the analyzing process of LiDAR point cloud is computational complexing
and time consuming. Besides, point cloud always distributed sparsely and without
symmetrical density, which lead to difficult pre-process for points’ to seek their
neighborhoods by using a predefined threshold. In several traditional neighbor
points seeking methods, a radius r (distance-fixed) or constant k (density-adaptive)
are defined to restrict their searching area. However, applying these methods in
LiDAR points to search neighbor points are impractical according to the disordered
arrangement, which burden massive computation to detect neighbors by recursive.

This paper proposed a 3D connected component labeling (3D-CCL) algorithm to
segment full point cloud into corresponding local objects. In the proposed method,
ground points are filtered out from the raw LiDAR point cloud as the first step before
sequence process. Then, map all the non-ground points into a predefined 3D grid
box, consisting of given-sized cube units. Through clustering valid neighborhood
cubes, adjacent 3D points mapped in the clustered cubes are grouped together based
on the 3D-CCL algorithm.

The remainder of this paper is organized as follows. Section 2 describes the 3D-
CCL algorithm by using parallel computation. Section 3 illustrates the experiment
results. Finally, Sect. 4 concludes this paper.

2 CCL Algorithm Interpretation

In the CCL algorithm, all the clustering processes are only employed on valid grid
cells defined as above. After filtering invalid grid cells, valid grid cells obtain their
corresponding index values I according to the relative locations i, j, and k in the flag
box. Thus, each I is a unique value in the flag box to identify the valid gird cell, and
at the same time the index values of each invalid cell is set as null.

To mark the grid cells belonging to a same obstacle, a same and unique label is
assigned for these grid cells as their identification. For convenience, all the grid cells
belong to a same object are assigned the minimum index values as their unanimous
labels Li, where the minimum index is searching from the grid cells’ index values
belonging to a same object. For implementing the label updating target, each cell’s
label is set as the minimum index value from its neighbor cells’ index values as the



A 3D Object Segmentation Method Using CCL Algorithm … 373

first step. Through updating index values of neighbor cells, all the cells’ labels are
set as their goal labels by several times of label updating iteration.

To detect whether the label of neighbor grid cells are the minimum one, a 3D
descriptor are utilized to define the searching areas of grid cell unit in flag box.
When the searching step equal one, the center cell contains six neighbor cells in
six different directions as up, down, left, right, front, and back. According to the
3D structure of the example descriptor, only one neighbor cell in each direction is
covered by the descriptor because of the searching step is set as one.

Every grid cells in the flag box are traversed by using the descriptor through several
iterations until valid cells’ labels are not change anymore. In each minimum label
searching, the center cell is required to be a valid one and also only valid neighbor
cells would take part in the searching process. Just like a kernel or an operator in
image domain, our descriptor is utilized to process the cells’ labels in the rasterized
3D flag box. In each local searching, when the labels Li in the descriptor are not
same, all the cells’ labels are updated as the smallest one. As shown in Eq. (1), the
searching area U of a general descriptor is defined as follow. Variable i and i′ are
the index values of the center grid cell and the neighbor grid cells, respectively. The
search step S is a three dimension vector consisting of sx, sy, sz, where all the sx, sy,
sz equal 1 in the example descriptor.

U (I ) = {(I ′) = (I + �S)|(−S ≤ �S ≤ S)} (1)

I ′ = {(i ′, j ′, k ′) = (i, j, k) + �S} (2)

�S = {(�x,�y,�z)|(−sx ≤ �x ≤ sx), (−sy ≤ �y ≤ sy), (−sz ≤ �z ≤ sz)}
(3)

In the Eq. (2), the three dimension vector �S are contains �x, �y, �z values,
whose variables’ ranges are demonstrated in Eq. (3). To find the minimum index
value in the defined descriptor, the label are updated according to the Eq. (4).

L(I ) = min(∀L(I ′))
(I ′) ∈ U (I )

(4)

After executing the label updating process, the grid cells belong to a same group
own a same label as their identification through several iterations. When the cells’
labels of in the flag box are not changed anymore, the connected cell clustering are
considered as finished thereafter the grid cells with same label are considered as
a same object. Based on the clustering result in flag box, the labels are inversely
mapped onto the 3D point cloud so that points carried a same label are considered
as belonging to a same object.



374 Y. Tian et al.

3 Experiment

Our system used a Velodyne LiDAR sensor to precept environment information
around unmanned vehicle, inwhich a laptop computer is used to store the sensed point
cloud. The distance of the collected point cloud cover 70 m within less than 2 cm’
measure error. The perception angle of the 3D LiDAR contains 360° in horizontal
and −30.67° to + 10.67° in vertical directions. Each frame contains around 96,000
high-precision points, which cause large computational consumption in segmenting
process. The segmenting program was executed on a 2.80 GHz Intel® Core™ i7-
7700HQ CPU computer with an Nvidia GT 1500Ti graphics card and 8 GB RAM.
The point cloud datasets are collected in an urban street in Beijing.

Figure 1 demonstrate three segmenting situations, including under segmented,
over segmented, and normal segmented situations shown in (a), (b), and (c), respec-
tively. When a resolution is set as a relatively big one, under segmented problem
would exist in segmenting process. Figure 1a represents the under segmented situa-
tion, in which several pedestrians as clustered into one group. Figure 1b shown the
over segmented situation, in which a wall is divided into several different pole-like
objects. The normal segmented result is shown in Fig. 1c, where the wall object is
segmented correctly and rendered in shallow green.

The segmenting results using the proposed CCL algorithm based on different
resolution are illustrated in Fig. 2, where individual objects are rendered in different
colors. The experiment used 4 different resolutions to segment 4 environment frames
consisting of large size of LiDAR point cloud. Figures in same column represent
segmenting results in a same environment based on different resolutions. The reso-
lutions in the 4 rows from up to down are 1.5, 2.0, 2.75, and 3.0, respectively. These
figures show the conspicuous segmenting differences under different resolutions
when comparing with the figures belonging to a same column.

In the first row, wall objects are not considered as a same object as shown in the
left part of (a), (b). Tree objects are also segmented as different objects because their
sparse branches and leaves in (b), (c), and (d). In second row, the over segmented
problem in (e) (f) (g) (h) is slightly better than (a) (b) (c) (d) in the first row under.
For example, the tree objects at bottom-right part of the (g) absolutely belong to two
trees, but the point cloud around it is separated as different objects in (c). Comparing

(a) Under segmented result    (b) Over segmented result    (c) Normal segmented result 

Fig. 1 Three segmented results under different resolution types
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(a) (b)           (c)            (d)  

(e)     (f)              (g)     (h) 

(i)               (j)         (k)    (l) 

(m)   (n)     (o)     (p) 

Fig. 2 Segmenting results in different frames and resolutions

the figures in third and forth row, the segmenting results in third row is better than that
in forth row. For instance, point cloud in the bottom-right part of figure (n) are not
belonging to same objects, which is segmented incorrectly as a same object rendered
in dark green. Under segmented problem exist in the forth-row figures because the
resolution in forth row is large than the suitable range.

To realize precision object segmenting, a suitable resolution is required in the
proposed 3D-CCL algorithm. Because our datasets were collected in summer, the
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leaves on both trees and bushes are mainly represented as lots of loose and unstruc-
tured sphere-like objects. Tree objects are always existed in our collected datasets,
which is a big segmenting difficulty in our proposed segmentation system. Consid-
ering the segmenting results in Fig. 2, the resolution 2.0 and 2.75 is better than that of
1.5 and 3.0 by comparing the selected 4 frames. Only the segmenting results based
on the 4 searching steps are not justifiable enough to decide which parameter is the
most suitable one faced with our collected datasets.

4 Conclusion

In this paper, we developed a fast object segmentation algorithm to divide LiDAR
point cloud into individual object point clouds in different local sub-spaces. Our
proposed 3D-CCL algorithm can realize object segmentation in high speed perfor-
mance and segmenting precision. Through comparing different segmenting resolu-
tion and searching step, the most suitable parameters obtained from our environment
datasets is 2.75 and 1, respectively. Thus, segmentation result of our proposed algo-
rithm is able to support efficient environment information for sequence applications
required on UGVs, such as object recognition, obstacle avoidance, local path plan-
ning, and so on. In the future, we will do more research on these sequence applica-
tions for improving the automatic driving safety and smart path planning by using
the segmenting result.
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A Real-Time Human Posture Recognition
System Using Internet of Things (IoT)
Based on LoRa Wireless Network

Wei Song, Jinqiao Liao, and Jinkun Han

Abstract Posture recognition technologies based on the Internet of Things (IoT)
are widely required to care industry, such as fall detection of elder persons. In order
to realize the low-power transformation of motion information in wide-area, Long
Range (LoRa) is used in this paper to develop a human posture recognition system.
The system is integrated by anmpu-9250 sensor, a LoRa Shield board and anArduino
Mega master control board, which collect human posture data and transmit them
to the cloud server remotely. Combined with a random forest algorithm, real-time
human posture movement data is carried out to recognize and classify human posture
movement. The posture recognizing accuracy calculated by random forest algorithm
is the higher than that of other classic machine learning algorithms. This way, our
proposed real-time human posture recognition system is able to assist care industry
to automatically monitor real-time posture situations of elder persons.

Keywords LoRa · IoT · Posture recognition · Random forest

1 Introduction

Monitoring elders through multiple sensors helps researchers conveniently under-
stand both the elders’ daily routines and occurrence probability of some unexpected
situations. In addition, the monitoring elderly’s life all time can effectively increase
rescue efficiency if medical personnel notice the accident happening and support
assistance timely. Besides, the human posture monitoring is a large part of daily
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routine monitoring of elders’ who living alone in their home. Therefore, the study
of human posture recognition is of great significance for daily monitoring not only
in care industry but also resident life domain.

At home and abroad, the recognition and research of human body posture are also
widely concerned by researchers. Bao et al. [1] proposed a body posture study based
on Kinect sensor, using which to identify behavioral data of the elderly. However, the
detecting range of Kinect is limited, only parts of elderly’s motion can be effectively
detected. To avoid the limitation of detecting range, Zhang’s team [2] proposed a
rolling positioning system based on Micro-Electro-Mechanical System (MEMS)
device to solve the previous problem. However, smartwatches require frequent
charging, and the data collected by the triaxial accelerometer inMEMS only contains
acceleration information in 3 axis. The nine-axis sensor named mpu-9250 that used
in this paper still collect angular velocity and magnetometer information, which
support more diverse data than smartwatches to assist human posture recognition
[3]. Besides, LoRa is a wide area protocol with low power feature so that it help
Internet of Things (IoT) system maintain abiding and extensive working situation
[4]. In machine learning field, random forest algorithm is a common and efficient
classifier to recognize human posture accurately and real-timely [5].

In this paper, a machine learning algorithm and low-power IoT devices are
combined to construct real-time human posture recognition system. In the system,
six kinds of human posture, including running, walking, standing, going downstairs,
jumping, going upstairs, are recognized timely. The rest of this article is organized as
follows. The second part introduces the application and realization of the proposed
human posture recognition system. The third part gives the algorithm details and
experimental results of this system. The fourth part is the conclusion and our future
work.

2 Human Posture Recognition System

In this paper, a nine-axis attitude sensor (Mpu-9250) is used to collect the attitude data
of human body. The sensor own several significant advantages, such as low power
consumption, low price and high functional requirements. As shown in Fig. 1, the

Fig. 1 Architecture diagram of the our proposed system
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terminal device wirelessly sends the collected posture data to the gateway by Long
Range (LoRa) Shield. The LoRa shield provides ultra-long range spread spectrum
communication and high anti-interference functions with low electric consumption.
The LoRa gateway preprocess and encrypt the received data and send the processed
data to the cloud server for subsequent steps. In the cloud server, a random forest
classifier is established and trained by using the collected data to recognize human
postures. Based the classifying results, a visualization system visualizes these human
posture data by six kinds of different animations for help users understanding current
posture situations intuitionally.

Random forest adopts random resampling technique and node random splitting
technique to generate multiple decision trees and receive the final result through
voting. First, N samples are randomly picked to generate N root nodes of initial
decision trees. Next, if the node of the decision tree satisfy the splitting condi-
tion, some properties in the sample are selected according to several rules. Finally,
let all nodes split by the above split attributes until there is no nodes split any more.
Through repeating the above steps, multiple abundant decision trees are established
to generate a random forest. To calculate their corresponding importance of different
decision trees, an importance calculation method of a feature X in the random forest
is proposed and described as follows:

First, in the random forest algorithm, each decision tree uses out of bag data (An
error estimationmethod that replace the test set) to calculate the corresponding out of
bag data error E1. After that, the random forest randomly adds noise interference to
the characteristics of all samples of the data out of the bag, which is used to randomly
change the value of samples at feature X. Next, the error of the data out of the bag E2

is calculated. Finally, assuming that there are N decision trees in the random forest
algorithm, the importance of feature X is expressed as follows:

f (x) = 1

N

∑
(E2 − E1) (1)

According to the importance of feature X, data groups with higher relevance
and importance are required for maximizing the predicted results. Meanwhile, data
groups are also encouraged tomaintain less data volume for increasing computational
efficiency. The general steps of feature selection are as follows:

First, the characteristic variables in the random forest are sorted in descending or
ascending order based on their importance. Next, several extremely low correlation
variables in the random forest are eliminated to obtain a new data set. Finally, a new
stochastic forest model is established with the new feature group, where the feature
importance is calculated as above. Repeat the above steps until M features are left,
where M is a pre-defined constant.
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3 Experiment and Result Discussion

In this experiment, the terminal device was worn on the experimenter chest as shown
in Fig. 2. The LoRa shield wirelessly transmitted human posture data made by the
experimenter from the sensor to the Gateway. The human posture data is wirelessly
sent to the cloud server using the Gateway through TCP/IP protocol. The human
posture data sets were trained on the cloud server using the proposed random forest
algorithm. The classification results were sent to the visualization platform through
TCP/IP protocol to achieve real-time human posture visualizing.

The cloud server used the random forest method to find out the feature importance
of the data. As can be seen in Fig. 3a, the overall importance of acceleration in x
axis (1Ax), angular velocity in x axis (2Gx), z axis (2Gz) and magnetometer in z
axis (3Cz) exceeded 60%. Therefore, the data in these four axes were selected out
to generate a new set of independent variables. As shown in Fig. 3b, c, compared
with the raw data performance indicators, the data performance after the first time
reductionwas significantly improved.Besides, the accuracy of the first time reduction
was 87.5%, which slightly larger than that of original data 86.9%. This was proved
that the feature selection in the first time reduction was feasible. In contrast, as shown
in Fig. 3d, the data performance after the second time reduction declines sharply,
which caused the model performance declines very seriously. However, the accuracy
of the second time reduction was not reduced much still 86.31%. It can be seen that
the second time reduction also was feasible especially under the condition in keeping
the accuracy constant.

Fig. 2 Terminal device carried on experimenter to detect real-time posture
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Fig. 3 Data reduction and feature selection. a Percentage of each feature importance, b raw data
performance, c data performance after the first time selection, d data performance after the second
time selection

The visualization system visualized six kinds of human postures on Unity3D
using the classification results that trained in the cloud server. First, after the front-
end interface of the visualization system was initialized, the program requested the
classification results from the cloud server. After that, according to different classifi-
cation results, Unity3D rendered and updated different animation of human posture,
including running, walking, standing, going upstairs, jumping and going upstairs, as
shown in Fig. 4. Finally, the visualization system requested the classification results
from the cloud server again to display the on-line and real-time posture recognizing
results.
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(a) Running (b) Walking (c) Standing

(d) Going downstairs (e) Jumping (f) Going upstairs

Fig. 4 Visualization of six kinds of human postures

4 Conclusion

In order to realize real-time recognition of human posture, a recognition system
based on LoRa protocol is proposed in this paper. Results show that the system
accurately recognize six kinds of human postures real-time, which accuracy rate
more than 86%. Besides, this paper propose an method of data reduction, which
simplify human posture data sets while ensuring accuracy rate. However, the data
volume and data type of this experiment is small, so that the generalization ability
of the classifier is limited. In the future, the algorithm will be optimized to increase
algorithm speed and improve accuracy. Moreover, different data sets of people with
different characteristics are collected in quantity to improve the generalization ability
of the classifier.
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Mobile Charger Planning for Wireless
Rechargeable Sensor Network Based
on Ant Colony Optimization

Fan-Hsun Tseng, Hsin-Hung Cho, and Chin-Feng Lai

Abstract In order to provide a more flexible wireless rechargeable sensor network,
a charger and a self-propelled vehicle are integrated into one vehicle in recent years.
The path selection problem of mobile chargers can be formulated as the well-known
travelling salesman problem. Therefore, metaheuristic algorithms can be applied to
solve the planning problem of mobile chargers. Some researches presented planning
methods based on the Simulated Annealing (SA) and Tabu Search (TS) algorithms
but the results are not satisfied. In this paper, we not only design a novel encoding
approach but also the fitness function for proposing an efficient planning algorithm
based on the Ant Colony Optimization (ACO) algorithm. Simulation results show
that the proposed ACO-based algorithm achieves a shorter planning path for a longer
network lifetime compared with that generated by the SA and TS algorithms.

Keywords Wireless rechargeable sensor network · Wireless sensor network ·
Power consumption · Network planning

1 Introduction

Wireless rechargeable sensor network (WRSN) enhance the efficiency and enrich
the flexibility of wireless sensing network (WSN) [1–3]. For the better charging
performance, mobile chargers should be consideredwhile planningwireless chargers
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in an indoor environment. The difference betweenmobile charging andfixed charging
is that mobile charging needs a sophisticated charging schedule. Besides, the cost of
fixed charging is more expensive than mobile charging, especially for a low-density
environment in a large scale area. Without loss of generality, there is a specific
distance between two sensor nodes. It needs to deploy more chargers to fill the
coverage holes, thereby the deployment cost of charger increases. Some researchers
combine a charger with a self-propelled car and plan an adaptive charging path
to guarantee there is no sensor runs out of battery power. However, there are still
many research issues need to be solved such as the power reception of sensors, the
transmission distance between a sensor node and a charger, obstacles in the terrain,
charging priority of sensors.

To charge fixed sensor nodes by a mobile charger is very complex. A simulated-
annealing-based method was proposed by other researchers but lack of charging
efficiency. In this paper, we utilize a swarm-based algorithm to overcome the draw-
back of single-solution-based methods. The planning method is proposed on the
basis of Ant Colony Optimization (ACO) algorithm. It achieves the better charging
efficiency by conducting a shorter charging path for a longer network lifetime than
others.

The rest of the paper is organized as follows. Section 2 introduces background
and related works. The mobile charging problem is defined in Sect. 3. In Sect. 4, we
design an encoding approach and a corresponding fitness function for the proposed
Ant Colony Optimization algorithm to solve the defined problem. Section 5 shows
simulation results and Sect. 6 concludes this work.

2 Related Works

There are four common wireless charging technologies, i.e., magnetic induction
[4], magnetic resonance [5], laser light [6], and microwave conversion [7]. Each of
them has pros and cons, and the timing of use. While using the magnetic induc-
tion technique, the difference between sensor and charger cannot exceed 5 mm. A
general case of charging mobile phones by a wireless charging technique is magnetic
resonance. The maximum distance of magnetic resonance is about 3 m long but it
is hard to achieve. The laser light technique provides the longer charging distance
by using an enormous transmission power, which is more dangerous. The charging
distance of microwave conversion technique is higher than 10 m and less influence
with environment.

When the distance between sensor nodes is far but charger’s charging range
is finite, more and more chargers are needed to fill the coverage holes. To solve
this problem, the authors in [8] investigated dynamic charger planning in an indoor
WRSN environment, which is similar to this work. Chien et al. also try to combine
a self-propelled vehicle and a charger into a charging vehicle, thereby the charger
vehicle is able to serve more sensor nodes along with the charging path planned.
The mobile charging problem can be mapped to a traveling salesman problem (TSP)
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which is a well-known NP-complete problem. They utilized the concept of Simu-
lated Annealing (SA) algorithm to plan a charging path. Compared with other meta-
heuristic algorithms, the charging method they proposed not only avoids falling
into local optimum solution but also finds the optimal path faster. Simulation-based
results showed that their proposed SA-based method can make WSN sustainable. In
addition, it reduces the cost of charger planning.

However, SA algorithm is a single-solution-based method that still suffers from
local optimum phenomenon when the number of sensor nodes increases. Unlike the
SA-based approach in [8], we utilized a swarm-based method to overcome the local
optimum problem in this paper. We expect that the proposed ACO-based algorithm
is superior to the SA-based method in terms of optimizing the path of mobile charger
with shorter path and higher efficiency.

3 Problem Definition

The designed charging platform in this paper is captured in Fig. 1. Sensor nodes
are represented by red points and are distributed in the indoor space randomly. The
platform is an obstacle between the charging vehicle and sensor nodes. Note that
the sensor can be charged normally as long as the platform is a nonmetal platform,
which has lower impact on charging quality. The received power of the i-th sensor
can be calculated by

Fig. 1 Schematic diagram of WRSN charging planning
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Ps
i = GcGsησ

L p

(
λ

4(di + β)

)2

Pc, (1)

where the variableσ correlateswith the used platformmaterial. The distance between
the charging vehicle and the sensor is represented by di . The notations Gc and Gs

represent the antenna gains of charger and sensor. The notation η stands for rectifier
efficiency and the notation L p represents polarization loss. The notation λ is the
wavelength of RF and the notation β is an adjusted parameter in an indoor scenario.
The transmission power from a charging vehicle to a sensor is represented by Pc.

A Boolean value Si is defined to present the status of a sensor node. When Si=1
means that the charging vehicle cannot meet the i-th sensor’s request thereby the i-th
sensor will be dead, and vice versa. The Boolean value Si is defined as

Si =
{
1, Bi + Ps

i × t ci < ws
i × tui

0, Bi + Ps
i × t ci ≥ ws

i × tui
, (2)

where Bi is the remaining power of the i-th sensor node. The notation t ci represents
the required time for charging of the i-th sensor node. Note that a sensor node still
consumes its power while a charging vehicle is charging for itself. The notation
tui represents the time period of the i-th sensor node during the charging vehicle
approaches and leaves the i-th sensor node. The notationws

i is the power consumption
rate of the i-th sensor node. Each sensor node has its power consumption rate. To
exactly design a charger planning, we should calculate the required charging time
t ci of each sensor node. While Si = 1, the required charging time of the i-th sensor
node as well as the notation t ci can be derived by

t ci = tui ×ws
i − Bi

Ps
i

. (3)

The traveling time of a charging path is also a vital issue to the path planning of
WRSN. It is denoted as ttravel , which can be calculated by

ttravel =
M∑
j=1

trj +
N∑
i=1

t ci , (4)

where the notation trj represents the time of the charging vehicle for driving along
with the j-th path. The notation N is the total number of sensor nodes. Let C =
{c1, c2, . . . ., cN } be a set of sensor nodes, and ci records the coordinate of the i-
th sensor nodes. Let V = {v1, v2, . . . ., vN } be a set of charging schedule, and v1
represents the first sensor node which will be charged. Let T = {t1, t2, . . . ., tN } be a
set of charging time for sensor nodes.
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The planning problem of WRSN in this work is formulated based on linear
programming model, which is formulated as

min
N∑
i=1

Si

s.t.

tui ≥ ttravel ,

di < R.

The major goal of this study is to minimize the number of dead sensor nodes.
Some restrictions are described and explained as follows. The equation tui ≥ ttravel
means that the maximum used time of each sensor must be longer than the time of
a charging travel. It guarantees that each sensor node will not die while the charging
travel is still in progress. The equation di < R guarantees that the charging distance
between a mobile charger and a sensor node is an effective charging distance.

4 Proposed Scheme

In this paper, a swarm-based algorithm is proposed to solve the defined planning
problem of WRSN. Firstly, a table is created to record all the positions passed by the
ants. The value is denoted as 0 once an ant visits the position, otherwise, its value will
be changed to 1. The first charged sensor has the highest charging demand. Then,
the charging path will follow the roulette wheel selection. It will be changed when
the fitness function changes. Once an ant selects a path, the corresponding positions
which have been walked by other ants in the check list will be set to 0. In this way,
duplicate paths can be avoided. When a path has been determined and ants start to
act, the pheromone will be updated. If there is a path causing the node to die, the
pheromone of such node will be increased. In the proposed ACO-based algorithm,
the fitness function depends on pheromone calculation, which is calculated by

Pα × 1
d

β × Nd∑n
i=1 P

α × 1
d

β × Nd

, (5)

where Pα represents the value of pheromone and 1
d is the reciprocal of the distance.

It implies that a farther distance has less influence. The details are captured in Fig. 2.
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Fig. 2 Proposed ACO-based charging method

5 Simulation Results

The results are simulated and performed by usingMATLAB (Version 7.11, R2010b).
There are 20–120 sensor nodes in a 20 × 25 m square outdoor environment. The
speed of charging vehicle sets to 2 m per unit time. The consumption power of each
sensor node was set 0.01–0.02 W per unit time. The charging efficiency of charging
vehicle sets to 2 W per unit time.

The result of path length is captured in Fig. 3. It can be observed that the proposed
ACO-based algorithm yields the shortest charging path comparedwith that generated
when using SA and TS algorithms. This is attributed to the fact that the proposed
ACO-based algorithm has a TSP operator. The result of number of dead sensors
is captured in Fig. 4. It is a main indicator for evaluating whether these methods
have the ability to solve the charging problem. More dead sensor nodes imply that
the network lifetime of WRSN is shorter. The proposed ACO-based algorithm is
capable of handling the mobile charging problem. It yields more remaining sensor
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Fig. 3 Results of path length

Fig. 4 Results of the number of dead sensors

nodes compared to the SA and TS algorithms. This is attributed to the fact that the
SA cannot reflect with the restrictions of continuity.

6 Conclusion

Energy consumption is a vital issue towireless rechargeable sensor networks but fixed
chargers always serve few sensors which is inefficient to cost and performance. A
more flexible charging method as known as the mobile charger deployment has been
proposed. In this paper, we designed that an automatic vehicle is able walk around
the ceiling mezzanine. The automatic vehicle equips a charger to electrify sensor
nodes. As a result, the fixed charger placement problem turns into a TSP. Since it has
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been proved that TSP is an NP-hard problem, any single-solution-based algorithm
cannot provide the best charging route. The paper presents a new encoding approach
for the proposed ACO-based algorithm, and a corresponding fitness function for
evaluating the charging route. Simulation results showed that the proposed ACO-
based algorithm is superior to other algorithms in terms of charging path length and
network lifetime. In the future, we expect to propose other meta-heuristic algorithms
to optimize the charging path of wireless rechargeable sensor networks.
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Deep Learning Based Malware Analysis

Sunoh Choi

Abstract Today, hundreds of thousands of new malicious files are being made. The
existing pattern-based antivirus solution has difficulties in coping with such a large
number of new malicious files. To solve these problems, artificial intelligence based
malicious file detection methods have been proposed. In this paper, we propose a
malicious file analysis method based on deep learning.

Keywords Malware analysis · Deep learning · Attention

1 Introduction

Nowadays hundreds of thousands of malicious files are being created every day [1].
Also, malicious files using zero-day vulnerabilities are being created [2]. For this
reason, existing pattern-based antivirus solutions have difficulty responding to new
malicious files [3].

Traditional pattern-based antivirus solutions determine malicious files based on
hash values of malicious files, special string that appear in malicious files, or mali-
cious file behavior. However, new malicious files are designed to avoid detection of
existing antivirus solutions [4].

Recently, methods for detecting malicious files using artificial intelligence have
been studied [3–9]. Artificial intelligence has beenwidely used for image recognition
and machine translation [10, 11]. Machine learning and deep learning techniques are
widely used in artificial intelligence. The advantage of artificial intelligence is that
you can make decisions about similar data through learning. For example, if feature
data of a new file similar to the feature data of a previously learned malicious files
comes in, the file can be judged as a malicious file by artificial intelligence. That is,
even if there is no pattern for the new malicious file, it is possible to judge whether
or not the new malicious file is malicious.
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Fig. 1 AI-based malware detection system structure

In order to detect malicious files based on artificial intelligence, two modules are
required in Fig. 1. First is a malicious file feature extraction module and second is
artificial intelligence based learning and testing module. The malicious file feature
extraction module is a module for extracting feature data from malicious files.
AI based learning and test module is a module for learning and testing AI based
model with extracted data. Although it is important to make artificial intelligence-
based learning and testing modules well in artificial intelligence based malicious file
detection systems, extracting features from malicious files is also very important for
improving system accuracy.

In this paper, we propose a malicious file feature extraction method based on deep
learning [11]. The deep learning based method calculates the weight of each input
value of the deep learning model to determine which input value has more influence
on the result value.

2 Deep Learning Based Malware Detection

2.1 Feature Extraction Using Static Analysis

We need malicious file feature data for malicious file detection using deep learning.
For this, we can extract malicious file feature data using static analysis. For static
analysis, we extract the assembly code as shown in Fig. 2 using objdump [12]. Next,
we extract opcode sequences such as push, mov, and sub. We can then construct a

Fig. 2 PE file assembly code
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trigram sequence [13] for three consecutive opcodes. The trigram sequence is created
as follows:

(push, mov, sub), (mov, sub, cmpl), (sub, cmpl, je), …
The reason for creating trigram sequences is that there are approximately 100

opcodes, and when these are placed into trigrams, the size of the trigram domain
is approximately 1003, such that the trigram sequence of each file can easily be
distinguished from those of other files.

2.2 Attention

Attention is a deep learning mechanism that looks for the parts of sequence data
having greater impacts on the results. A typical example of attention is text summa-
rization [14] which involves summarizing a given text. Using the attention mecha-
nism, we can identify some of the main words to summarize an article when it is
given as a sequence of words. For example, the text shown in Fig. 3 is summarized
as follows:

Russia calls for joint front against terrorism

The RNN model is utilized in neural machine translation (NMT). For example,
German sentences can be translated into English. NMT encodes the source sentence
into a vector, and decodes the sentence based on that vector.

The attention mechanism allows the decoder to refer to a portion of the source
sentence as shown in Fig. 4 [15]. Here, X is the source sentence and y is the translated
sentence generated by the decoder. Figure 4 depicts a bidirectional recurrent neural
network. The important point is that the output word yt depends on the weight
combination of all input states. Here, α is a weight that defines how strongly each

Fig. 3 Alignment of text
summarization [14]
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Fig. 4 Attention [15]

input state influences each output state. If α(3, 2) is a large value, then this means that
the third word in the output sentence refers to the second word in the input sentence.

The advantage of attention is that it provides the ability to interpret and visualize
what the mode does. For example, by visualizing the attention weight matrix when
a sentence is translated, we can understand how the model performs translation. As
shown in the text summarization above, one can observe how strongly each word in
the output summary statement refers to each word in the input sentence.

3 Deep Learning Based Malware Analysis

This section proposes a deep learning based malware analysis method. The idea
behind this method is as follows. When we utilize the attention model to identify the
weight of each API system call in a sequence of length n, we consider subsequences
of length k by extracting weighted words for malicious file detection.

For example, the API sequence for a malicious file might look as follows:

{LoadLibrary, LoadCursor, RegisterClass, GetThreadLocal, strcmp,

GlobalAlloc, GlobalFree, FindResource, LoadResource, VirtualProtect}

In the attention model, the weight of the sequence data may be given as follows:

{0.3, 0.0125, 0.0125, 0.0125, 0.3,
0.0125, 0.0125, 0.0125, 0.0125, 0.3}

Here, we extract the APIs with the top-3 weights:

{LoadLibrary, strcmp, VirtualProtect}
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This is the API sequence pattern that appears in import address table hooking
malicious files [5]. Then, after extracting the important data subsequences, malicious
file analysts can more easily analyze malicious files. In other words, malicious file
analysts can analyze malicious files by analyzing important subsequences of data
sequences rather than having to examine the entire data sequence.

4 Conclusion

In this study, we propose a deep learning based malware analysis method. The atten-
tion based malware analysis method allows malicious code analysts to only analyze
parts of malicious code based on the features extracted by the attention mechanism
rather than analyzing the entire malicious code. This is expected to considerably
reduce the efforts required by malicious code analysts.
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CNN-GRU-Based Feature Extraction
Model of Multivariate Time-Series Data
for Regional Clustering

Jinah Kim and Nammee Moon

Abstract Clustering-related research on data with time continuity is largely done
through statistical analysis and thus does not fully reflect the data’s features. In
this paper, we propose a CNN-GRU-based model to extract each variable’s time-
dependent changes and features inmultivariate data.WehaveutilizedCNNto identify
the features of each variable and derive trends over time based on GRU. Fuzzy C-
means clustering is performed based on this feature and overlapped cluster results
are finally obtained. Experiments were conducted using two years of card usage
data to extract the features according to the local consumption industries and apply
these to regional clustering. The proposed method’s performance is evaluated by
comparing the proposed method with data characterization and clustering methods
used in existing research.

Keywords Multivariate time-series clustering · Regional clustering · CNN ·
GRU · Fuzzy C-means clustering

1 Introduction

Research on time-series data mining has been performed in various fields such as
prediction, pattern search, rule discovery, classification, and clustering, and has been
applied in many fields such as weather, stocks, and medical care [1, 2]. Since time-
series data have irregular fluctuations according to their trends, they have nonlinear
features. To take this into consideration, researchers are changing from focusing on
statistical models such as Auto-regressive Integrated Moving Average (ARIMA) to
neural networks [3, 4].
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Meanwhile, research into clustering in time-series data mining can be broadly
divided into data with similar patterns and research that clusters time; it is necessary
to grasp the features of time-series data over time. In recent years, Convolutional
Neural Network (CNN), which is a type of deep network, has been widely employed
to extract the features of time-series data. CNN is known to show good performance
for automatically extracting features for input data and is widely used in image data.
In particular, it is suitable for extracting the features of time-series data because it is
robust against data deformation [5].

Thus, in this paper, we want to understand the features of multivariate time-series
data based on CNN. In this instance, we propose a feature extraction method that
can reflect the trends of the entire time series by using the Recurrent Neural Network
(RNN)-basedGatedRecurrent Unit (GRU)model that specializes in time-series data.
GRU has the advantage of faster learning and a simpler structure while improving
the gradient vanishing problem of RNN compared to other RNN-based methods [6].
Finally, based on the extracted features, we aim to achieve effective clustering that
can reflect the multivariate trends in the same time period. In this study, we applied
the proposedmethod to cluster regionswith similar consumption patterns by utilizing
regional card data from 2017–2018.

2 Regional Clustering Through Feature Extraction
from Multivariate Time-Series Data

This study aims to extract and type features from multivariate time series data and to
cluster regionswith similar features according to time series. In this case, it is different
from previous studies in that a new feature sequence is created by extracting a feature
for each specific time interval using multivariate time series data.

In this study, by extracting the features of consumption trends according to
the regional consumption category, regions with similar consumption amounts
and trends are clustered. There are eight categories of consumption: restaurant,
life, sports/culture/leisure, travel/transportation, education, medical, home appli-
ances/furniture, and automotive. This differs from the conventional clusteringmethod
because it sequences trends over time and consumption amounts by category.

Figure 1 shows the proposed clustering method based on feature extraction from
multivariate time-series data; data preprocessing, feature extraction, and clustering
are performed.

First, preprocessing removes the noise of the data to grasp the trend. Smoothing
is performed using Moving Average (MA), which is the most basic method to show
a trend by eliminating the noise included in the data. The average of m observations
is calculated based on period m. The larger m is, the more the period disappears.
Therefore, choosing an appropriate size for m is important. Since the data used in
this study is day data, we set seven days a week. Since the amount of consumption by
category is large, the scale was from 0 to 1, and the subsequence was then extracted
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Fig. 1 Process of clustering through feature extraction from multivariate time-series data

from the entire time series by setting a specific data point at a constant time interval
for feature extraction. Each subsequence is input into the neural network for feature
extraction.

Next, CNN and GRU are combined for each subsequence to extract features for
consumption trends by region. This process works to identify consumption trends
by category rather than consumption amount. Section 3 gives a description of the
neural network structure.
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When the feature extractionwas completed, each regionhad the result of extracting
the consumption trend feature according to the type of industry. Similarity was calcu-
lated for each category and overlapping clustering based on Fuzzy C-means was
performed between similar regions. The reason for overlapping clustering is that
there exists a possibility that the trends of various categories by region may have
tendencies of various clusters.

3 Feature Extraction of Time-Series Data Based
on CNN-GRU

To extract a feature, CNN is first performed to extract the features of the subsequence
according to the category and the trend pattern is classified through the GRU. The
reason for using GRU is that it is simpler than the commonly used Long Short-Term
Memory models (LSTM) models for dealing with time series data but is known to
have similar performance [7]. In this study, the GRUmodel is more suitable because
it deals with multivariate time series data.

The input data consists of T × R × C three-dimensional neurons as shown in
Fig. 2. T is the length of the time series, R is the region, and C is the consumption
category. Next, the features are detected through the convolutional layer and the
feature map is output. We use the Max Pooling layer to reduce the size of the feature
data and repeat this process several times. Finally, the data size and dimensions are
lowered by flattening the layers and both the input and output are connected by the
dense layer. Thus, the features of each subsequence are linked and sequenced. This
result is reflected as an input value of GRU learning and the trend flow for each
subsequence can be grasped. The GRU learning model computes both forward and

Fig. 2 Input data structure
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backward using two hidden layers to utilize both previous information and future
information on the current time basis; its type is many to one. Finally, it receives
the values from two hidden layers in the output layer and classifies the trend of the
corresponding category.

4 Conclusion

In this paper, we have proposed a method for extracting the trend features of multi-
variate time-series data based on CNN-GRU for clustering observations with multi-
variate time-series data. Data was used by the card in accordance with the category
by region and applied to the clustering of regions that show similar consumption
trends. This differs from previous studies in that it is patterned to reflect the whole
flow of multivariate time series.

The card data used in this study has the feature that it fluctuates due to social
influence. However, there is a limit in that it does not add variables that can take
into account change in trends over time. Future research will be able to reflect social
influences using data such as SNS or news and confirm the degree of impact in each
region. In addition, we want to expand the regional feature to the recommendation
system in offline consumption through clustered results.
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DNN-Based Mutual Satisfaction
Prediction Model for Matching Between
Users

Hyunnoh Yun, Jinah Kim, and Nammee Moon

Abstract Recently, there have been many attempts to provide customized services
using big data. In this paper, we try to predict the degree of mutual satisfaction for
matching between users. First, the proposed system calculates the supplier’s expected
satisfaction and then calculates the higher-result supplier’s expected satisfaction. The
participants’ personal information, preference information, and mutual evaluation
are utilized as input values for learning. By using mutual evaluation for learning,
recommendations can be made that consider both directions rather than unilateral
recommendations. The mutual satisfaction level is obtained by suggesting both the
consumer’s and supplier’s expected satisfaction. This results in better satisfaction
scores for users and their matching systems.

Keywords Deep learning · DNN ·Mutual satisfaction ·Matching between users

1 Introduction

Providing users with personalized services and recommendations is an important
aspect of a company’smarketing. Therefore, attempts and research to provide person-
alized services using big data are continuously carried out [1–3]. Most studies match
users and products to provide recommendation services. User-to-product matching
uses methods such as content-based filtering and collaborative filtering [4–6].

However, applying the aforementioned methods to recommendations between
users is difficult [7]. First, users have different variables, making it difficult to get
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the same type of data. Second, the supplier’s capriciousness also acts as a variable.
A supplier may not make the same choices in requests under the same conditions.
Finally, this is a relationship in which mutual evaluation takes place rather than
unilateral choices, such as in the relationship between users and products. Therefore,
it is possible to expect a higher level of satisfaction when a mutual recommendation
score is reflected simultaneously.

This paper presents a recommendation service model between users based on
deep running. Statistical analysis derives what factors affect participants’ choices.
The participants’ personal information, preference information, and mutual evalu-
ation scores are used as learning variables by referring to what factors affect their
choices. Through the two Deep Neural Network (DNN) models, mutual satisfaction
can be obtained by predicting the satisfaction of both the consumer’s and supplier’s
positions.

2 System Architecture

Figure 1 shows the system’s proposed structure. First, based on surveys and statistics,
the factors affecting the choices between consumers and suppliers are analyzed.
Elements are divided into filtering and weighting properties. Property filtering is the
process by which participants filter what data meets the desired criteria from the
overall data. The weighting properties reflect the weighting factors used in learning

Fig. 1 System architecture
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based on data analysis and the weighting characteristics of filtered consumers and
suppliers are obtained by driving in-depth with input values. Supplier satisfaction is
obtained using a list of the top providers and consumer information from the acquired
consumer satisfaction. Mutual satisfaction is achieved using a formula that suggests
consumer satisfaction and supplier satisfaction printed in both models.

3 The Proposed Method

3.1 Data Analysis and Data Preprocessing

This experiment was conducted based on the matching system of art education. For
the data analysis, the survey of 106 questions on arts education to 800 people and
integrated data on education-related card consumption from January 2017 to August
2018. Statistical analysis and cluster analysiswere used as data analysismethods. The
results of a cluster analysis of survey data by income group and statistical analysis of
survey data and card consumption data were reflected in the filtering and weighting
properties among survey participants.

In addition, participants’ activity data were used; i.e. data generated by the use of
participants’ personal information and services. In particular, two-way assessment
data are used rather than one-sided, thus using evaluation data between consumers
and suppliers.

Table 1 shows the filtering and weighting properties to be used for learning that
reflect the analysis results.

3.2 Deep Neural Network

A DNN is a structure with two or more layers of concealment in the structure of an
existing Artificial Neural Network (ANN) as shown in Fig. 2. ANN uses a model that
evaluates the experience rather than direct programmers to set existing rules and a
set of commands to correct the model when it makes a mistake. The data entered into
the input layer is output to the output layer by modifying the weight value through
the activation function in the hidden layer. Unlike ANNs with a single hidden layer,
DNNs can be classified or predicted at the output layer using features abstracted
from several hidden layers for complex problems.

In this paper, the input values are the attributes given in Table 1. The two DNN
models modify the weights of each node in the hidden layer using participant data
entered into the input values. Both models predict participants’ expected scores and
calculate errors to proceed with the learning process. At the end of the learning
process, both the users’ and suppliers’ expected scores are printed out.
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Table 1 Filtering and weight properties table

Model User Property Element

Customer matching model
for supplier

Supplier Personal information Age

Location

Preference information Position difference with the
consumer

Customer Personal information Age

Evaluation information Supplier’s score

Supplier matching model
for customer

Customer Personal information Gender

Age

Location

Preference information Lesson price

Position difference with the
Supplier

Supplier career

Supplier Personal information Gender

Age

Movable distance

Career

Evaluation information Customer’s score

Fig. 2 Deep neural network model architecture

3.3 Mutual Satisfaction

MSx,y =
(x + y)−

√( x+y
2 − x

)2
2

(1)

Mutual satisfaction refers to satisfaction with both the consumer and supplier; it
does not only consider the customer’s satisfaction. This is meaningful in reflecting
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both the consumer’s and supplier’s assessment in recommendationmatching between
users. However, calculating two assessments as averages can cause problems; for
example, assume the satisfaction of participants with two or more equal averages.
Even with the same mean value, the greater the difference between two values, the
more likely that the lower satisfaction of one participant may be ignored, making it
difficult to state a good match. Therefore, a formula is needed to obtain a satisfaction
score for two participants and reciprocal satisfaction that reflects their differences. In
this paper, the mutual satisfaction level is calculated using Eq. (1). The calculation
formula is obtained by subtracting the variance from the sum of two numbers and
dividing by two. This reflects the difference between the two values using variance,
which is the deviation from the average. By calculating the variance from the sum
of the two numbers, the larger the difference between the two values, the smaller the
value. Dividing them by two will obtain the mean, which will reflect the difference
between the two values.

4 Conclusion

Based on theArt EducationMatching System, this paper proposes amatching system
between users. The DNN model is applied to predict the participants’ expected
satisfaction to match users, unlike the recommended services for existing users and
products. The input value of DNN reflects what factors are derived from the data
analysis. A mutual satisfaction level can be obtained that reflects the evaluation of
both parties with the satisfaction predicted by the model. Mutual satisfaction, which
reflects the two sides’ assessment, can expect better satisfaction than one-sided user–
user matching. However, if there is insufficient data to be used for learning, themodel
may not be able to learn. A future plan is to study ways to implement an improved
model that applies CNN’s feature search.
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An Approach to Improving Software
Security Through Access Control
for Data in Programs

Hyun-il Lim

Abstract In a recent information system, effective management of secure infor-
mation plays an important role in maintaining the system securely. To ensure the
safe operation of a system, secure information in the system should be kept safely
and prevented from external intrusion or information leakage. So, it is needed to
protect secure information against unauthorized access to maintain a safe informa-
tion system. In this paper, we present a data secure language and design an access
control method for protecting secure data against unauthorized access in programs.
The proposed method is designed to manage data containing secure information,
and it can improve the information security of programs. In experiments, we show
evaluation results and the accuracy of the proposed method.

Keywords Data access control · Software security · Software analysis ·
Information analysis

1 Introduction

Recently, information and communication technologies are being used in a variety
of areas, with the rapid advancement of data manipulations in software. In addition,
vast amounts of data and information are produced and used in the present society,
and they play an important role in operating information systems. On the other hand,
efficient and secure manipulation of data is required to improve the security in such
systems. For example, if important data is exposed to users without authorization
in software execution, there will be security risks in the software system. Thus, a
security model that protects important data from unauthorized access is required in
software systems to improve system security [1–5].

In this paper, we propose an approach to controlling access to data used in software
to protect secure data from unauthorized access. We design a data secure language
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and propose a method for controlling accesses to secure data. We also perform
experiments and evaluate the efficacy of the proposed method.

2 Data Access Control

The data that are used for computation in a program are generally passed as variables
or through memory. In operating information systems, data have essential informa-
tion for information service, and the data should bemaintained securely so that secure
data cannot be accessedwithout permission. For example, if private information, such
as security numbers containing personal information, is leaked to unidentified users
or destinations, a security accident can occur.

Figure 1 shows a situation in which secure data is accessed without permission
or leaked to an unidentified destination. If the information system can block such
cases and give warnings against unauthorized data access or information leakage,
the system will operate more safely.

To prepare for these security issues about important data, it is required to control
accesses to secure data in programs. Data access control refers to a method for
controlling instructions accessible to data objects in computer systems by means
of security rules for secure data. Access control is applied in various areas such as
cybersecurity enhancement [1], access security model improvement measures [2, 5],
and IoT security [3, 4]. In this paper, we propose a method for controlling accesses
to secure data in programs to protect programs against unauthorized access to data.
The proposed method ensures the data safety of programs by providing a mechanism
to ensure safe access to secure data in program execution.

Fig. 1 Data access control
system for safe software
execution
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Fig. 2 The design of data secure language

3 An Approach to Controlling Access

In this section, we design a data secure language and present an approach to
controlling access to secure data in a program.

3.1 Data Secure Language

To control accesses to data in a program, we first design a data secure language based
on the syntax of procedural programming language WHILE [6], which includes the
syntax of imperative programmings, such as sequences, iterations, and conditional
branches. Figure 2 shows the syntax of the data secure language designed in this
paper. The entire data secure program consists of one or more statements, and the
statements include assignments, if statements, while statements, and expressions
used for computations in programs.

The setSecurityLevel is a command for specifying the security level of data to
control the accesses to secure data. This command sets the security levels of data
according to the security importance of the data, such as Secure and Normal. With
this command, we can also change the security level of data.

3.2 The Structure of Access Control System for Secure
Language

In this section, we design the structure of the access control system for the data
secure language. The access control system consists of an access control list [7] and
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Fig. 3 The structure of the
access control system for
data secure programs

an access control module that verifies whether data access is allowed in programs.
The access control system permits direct accesses to secure data only if the access
is allowed from the data access algorithm.

The access control list is a data structure that manages the security information of
data used in programs.The access control systemanalyzes the statements of programs
to verify and control accesses to secure data through the access control rule with the
access control list. The data access algorithm determines whether an operation has
access right to data and returns the result to the access control module. So, if an
operation is determined to have illegal access to data, the operation is blocked and
warns users about the illegal access to the data.

Figure 3 shows the structure of the proposed access control system for the data
secure language. To ensure secure access to the private information used in programs,
the security levels of data are analyzed and managed with the access control list. The
access control module verifies access right through the data access algorithm and
the access control list according to the access rules for data. In the procedure, if
data access instruction violates the access rules to secure data, the system blocks the
access and displays a warning message to users.

4 Experimental Evaluation

In this section, the proposed access control system for the data secure language is
implemented to evaluate the correctness of the method. The access control system
is implemented with the functional language Haskell [8] on the Microsoft Windows
7 operating system. The Haskell has an effective programming environment for
designing and developing analyzers for programming languages because it supports
various high-level library functions for handling expressions and strings.

With the implementation of the data secure language and access control system,we
performed experiments with test programs and evaluate the accuracy of the proposed
method. Figure 4 shows the test program for generating secure data and accessing
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Fig. 4 A benchmark program for evaluating the proposed access control system

the secure data to evaluate the accuracy of the proposed method. The test program
has three data, those are dataN for normal data, dataS for secure data, and dataX for
dangerous data. In line 10, information of secure dataS is moved to dataN. So, the
normal dataN is promoted to having secure information. In line 11, secure dataS and
dangerous dataX are computed, and the result is assigned to secure dataS. So, the
secure information is contaminated with dangerous information, and this operation
is evaluated to be dangerous. In line 14, dataN is moved as output to dangerous
dataX. The dataN is initialized as normal data, but it has secure information from
the instruction of line 10, so the output of the information to dataX is a dangerous
operation.

Figure 5 shows the summarized results of applying the proposed method for the
test program. This result displays three warnings for the illegal assignment in line
11, which is executed three times in a while loop. The last output displays a warning

Fig. 5 The summarized evaluation results of the access control system for the benchmark program
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for the dangerous output operation in line 14. From the evaluation results, the illegal
accesses to secure data are correctly identified and blocked by the proposed method.
In addition, the proposed method can successfully detect access to secure data that is
promoted as secure data during the execution of the program although it is initialized
as normal data.

In this paper, we presented a method for controlling access to data in a software
system. This proposed method can keep and protect secure data safely in programs
through the access control system. The proposed method was implemented and eval-
uated to verify whether the method can detect and prevent illegal access to secure
data effectively.

5 Conclusion

In a recent information system, a vast amount of information is produced and applied
in applications. So, the safemanagement of information is essential for a secure infor-
mation system. If important information is leaked to a dangerous destination, serious
damagemayoccur. In this paper,wepropose an approach to improving software secu-
rity by controlling accesses to secure data from unauthorized access in programs.
We design a data secure language and access control system that can analyze and
identify accesses to secure data without authorization. From the evaluation results,
we show that the proposed method can effectively detect accesses to secure data in
a secure program.

Recently, data usage is growing exponentially, and the technology for managing
data is essential for a safe information system. The proposed method can be applied
in various areas tomaintain data securely in a software system. It is also expected that
the proposed approach can be applied in the design and implementation of secure
systems that require secure data management in software.
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Implementation of a Container-Based
Interactive Environment for Big-Data
Analysis on Supercomputer

Seungmin Lee, Ju-Won Park, Kimoon Jeong, and Jaegyoon Hahm

Abstract In thiswork,we present an environment able to support userswho perform
big data analysis using distributed and parallel framework to web applications.
JupyterHub and Jupyter Enterprise Gateway were used to develop user code in web
environment, and Apache Spark is applied as a distributed and parallel framework.
The spark cluster deployed at runtime works with Kubernetes as resource manage-
ment application to maximize the use of resources on the backend and hence all
components are container-based. We install all these customized components one
of the largest supercomputer, fifth generation supercomputer, NURION, of KISTI.
LDAP authenticator plugin and hostPath type volumes are employed to authenticate
users of supercomputer and to bind storage respectively. This allows users to perform
spark-based big data analysis on the supercomputer through the web interface with
interactive environment.

Keywords Big data analysis · Spark · Jupyter · Supercomputer

1 Introduction

Big data analysis is one of the biggest issue together with artificial intelligence,
machine learning and deep learning. To support big data analysis, large-scale and
scalable infrastructure is required such as a supercomputer and also data analysis
is performed by human in the loop processes. The supercomputer environment,
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however, tailored to the traditional scientific workloads are not suitable for big data
analysis that shows this usage pattern. To meet this requirement, supercomputing
centers provide interactive supercomputing environment [1–3].

In this work, we present an environment able to support users who perform big
data analysis using distributed and parallel framework, Apache Spark, to web appli-
cations, especially the environment is deployed as a container-based approach. To
our knowledge the container-based service for big data analysis that using spark
framework on supercomputer has not been studied.

2 Methodology

JupyterHub [4] and Enterprise gateway [5] were used to develop user code in web
environment, and Apache Spark [6] is applied as a distributed and parallel frame-
work. The spark cluster deployed at runtime works with Kubernetes [7] as resource
management application to maximize the use of resources on the backend and hence
all components are container-based. We install all these customized components one
of the largest supercomputer, fifth generation supercomputer, NURION, of KISTI.

Figure 1 shows a high-level overview of the JupyterHub and integration at
NURION system. The Proxy, Hub, and Pods should be properly configured to inte-
grate user accounts for adherence to the principle of least privilege to mitigate prob-
lems caused by the characteristics of docker container. And also user should be able
to access data in NURION storage that consists of Lustre file system. LDAP authen-
ticator plugin for JupyterHub and hostPath type volume mount are employed to meet
these requirements.

Fig. 1 A high level overview of the JupyterHub and integration at NURION system
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hub:
extraConfig:
myconfig: |
class LDAPAuthInfo(LDAPAuthenticator):
def get_user_attributes(self, conn, userdn):
attrs = {}
if self.usr_info_attrs:
found = conn.search(userdn, ‘(objectClass=*)’,

attributes=self.usr_info_attrs)
if found:
attrs = conn.entries[0].entry_attrs_as_dict

class LDAPAuthInfoUID(LDAPAuthInfo):
Def pre_spawn_start(self, user, spawner):

auth_state = yield user.get_auth_state()
if not auth_state:

return
spawner.environment[‘NB_UID’]=

str(auth_state[‘uidNumber’][0])
c.JupyterHub.authenticator_class = LDAPAuthInfoUID
c.LDAPAuthInfo.server_address = ldap_server_ip
c.LDAPAuthInfo.usr_info_attrs = [‘uid’,‘uidNumber’]

The YAML configuration snippet shown in the above code describes the way to
retrieve user information such as uid, username from LDAP server and propagate
them through Jupyter kernels by adding environment variables. This make it possible
for a user to access data in storage with one’s own privileges.

3 Results and Discussion

The construction time of spark cluster at runtime is measured to compare the over-
head. Four compute nodes in NURION system are used that consist of Intel Xeon
Phi 7250, 16 GB high bandwidth memory (HBM), and 96 GB DDR4 memory for
each node [8]. And test system for Intel Xeon is set up with Intel Xeon E5-2680 V2
processors, 2 sockets, 10 cores per socket, and for Intel Skylake is set up with Intel
Xeon Silver 4114, 10 cores. One spark driver and 4 workers with 16 threads are used
to compare the construction time on the same condition.

Figure 2 shows the construction time measured for big data analysis service from
user login to the end of spark cluster ready. Total times are split into the 5 components
as follows: the time from user login to start notebook server (SRV_START), gener-
ating page to display jupyter notebook (LOAD_PAGE), the time from user request to
python kernel launch (KERNEL_READY), spark driver pod is ready (SPARK_DRV)
and spark workers are ready (SPARK_EXEC). We exclude the time between page
loading and user action because it depends on other factors such as network, user
behavior. The construction time for spark cluster is worst in KNL systemmainly due
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Fig. 2 Time of creating Jupyter server and spark cluster measured in various computing platforms

to lower clock speed of single core, however, KNL has many cores that suitable for
distributed and parallel workload. Performance improvement is left future work.

Figure 3 shows the use case scenario of a container-based web interface for big
data analysis using spark cluster. User can connect web page to login and use service

Fig. 3 Use case scenario of a container-based web interface for big data analysis using spark
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shown in Fig. 3a. Proxy and hub handles user request and create Jupyter notebook
server for each user shown in Fig. 3b. And also user can access data in the storage on
NURION system or can upload files from local system to the storage. Finally, spark
cluster is generated when user selects spark kernel, i.e. Spark—Python (Kubernetes
Mode). In this case, there are two workers to perform a simple big data analysis and
sample code comes from transactions of a bakery in the Kaggle competition [9]. Note
that all processes are in the form of container deployed by Kubernetes that makes
system more reliable and flexible.

4 Conclusion

This work explores the container-based interactive environment for big data anal-
ysis on supercomputer. JupyterHub, Jupyter Enterprise Gateway, and Apache Spark
were employed and customized to integrate with supercomputer. The overhead of
constructing spark cluster at runtime exists, however, user can use one’s own spark
cluster anytime on the web environment.
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Inflight Tracking Method with Beacon
System and Scouting Drone

Yunseok Chang

Abstract In this study, we designed an inflight tracking method that can track the
current position and the flight route of the target drone through the beacon system
and GPS from the scout drone in the beacon range of the target drone. The scouting
drone can fly and approach to the inflight target drone to receive the beacon signal
in range. If the scout drone receives the beacon signal from a target drone, it checks
the beacon information and transmits it to the control center with its GPS data to
identify and track the target drone. The inflight tracking method can calculate the
current position and flight route of the target drone through the two or more GPS
data and flight data at the check positions from the scout drone. The precision of
the inflight tracking method can be affected by the critical distance and the number
of check positions. To enhance the tracking precision, the scout drone checks two
or three different check positions within the critical distance from the inflight target
drone. The experimental results showed the proposed inflight tracking method has
at least over 92% in the worst case of the experimental environment.

Keywords Inflight tracking · Beacon · Scouting drone · Critical distance · Check
position

1 Introduction

Recently, a drone is a kind of very popular device in the area of sports, entertainment,
science, and military. Since the drone should be carefully controlled in the air to
prevent some kind of accident by a fault or other unpredictable situation, government
and regional states have a sort of drone authorization rule. Some kinds of surveillance
systems such as the military radar system would be used to detect unauthorized
drones [1]. But the radar systems focuses on the aircraft detection that would not
be appropriated to the small flight object such as the drone. In the drone area, the
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beacon-based drone surveillance system could be more efficient with less resource
and cost [2]. But the existing drone surveillance system has short-range compare
to the commercial radar system target to the aircraft and limited to the narrow area
control at all [3]. Since the beacon system needs power source proportional to the
range and a drone has to carry the built-in power source, the effective range of the
beacon system also limited to the drone payload [4].

If we want to apply a kind of long-range beacon system, we have to carry a
long-range beacon to reach the control center from the air in a wide area. Most of
the commercial low power beacon systems can only cover the range of less than
150 m that could not become an effective control system without a high-expensive
radar system. In this work, we proposed a kind of bridge or repeater drone called a
scout drone between the control center and target drone. The scouting drone relays
the beacon information of the target drone that can expand the drone surveillance
range. Since the scout drone is also a commercial drone, we can easily implement
a kind of bridge between the target drone and the control center as long as we can.
If we use a very long-range communication system between the relay drone and
the control center, we just approach the relay drone near the target drone to get the
beacon information.

2 Inflight Tracking Method

The inflight drone tracking method is a very simple method to identify the remote
target drone by using a scout drone that comes from the ground control center. To
identify an inflight drone, the target drone has to carry an authorized beacon registered
to the control center. By using the scout drone, the control center can identify the
flight authority of the target drone from the out of a beacon range, and even can track
the inflight target drone through the GPS data from the tracking scout drone by using
the very simple method as known as triangulation [5].

Figure 1 shows a scout drone approaching to the target drone. The scouting drone
would fly around the target to check its aerial position and the azimuth to the target
at two or more positions. From the aerial position data and angles, we can easily
calculate the distance between the scout drone and the target drone that can identify
the aerial position of the target drone. We use the GPS of the scout drone as the aerial
position data for triangulation. Since most of the drone system program libraries
provide the GPS API and triangulation method in their development kit, we can
easily estimate the distance from the relay drone on the specific position, and identify
the aerial position of the target drone without any software modification of the target
drone [6, 7].
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Fig. 1 The basic concept of the inflight tracking for a target drone with beacon

3 Inflight Tracking System Design

Figure 2 shows the target drone that has a commercial long-range beacon and the
tracking app. When the tracking app catches the beacon signal from the target drone,
we can recognize the target drone as an authorized drone that sends the beacon
information of the target drone and current GPS data of the scout drone.

Fig. 2 The target drone with beacon and the tracking app
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Table 1 Inflight tracking
system environments

System Parameters Specifications

Scout drone Product
Flight speed
Weight

DJI phantom 4 advanced
S/A/P-mode: 72/58/50 km/s
1,394 g (with receiver)

Target drone Product
Flight speed
Weight

DJI phantom 4 pro
S/A/P-mode: 65/58/50 km/s
1,392 g (with beacon)

Beacon Product
Range (Max)
ID processing

BeaFon BLE C1
150 m
10 ms

In this work, we made a series of experiments and check two major experimental
results, Critical Distance and Tracking Precision to examine the usability and the
efficiency of the proposed methods. Therefore, we tried several experiments with a
scout drone and a target drone that has a beacon attached to the drone. Table 1 shows
all system environments in the experimental trials.

3.1 Critical Distance

The critical distance Dcritical can be defined as an average distance from the scout
drone to the target drone. If the scout drone approaches the target drone, the scout
drone can catch the beacon signal. Since the scout drone always flies to the target
drone straight, we can get the GPS data of the scout drone at least two check positions
with a different angle, we can estimate the Dcritical rom the GPS data, flight angle
and speed of the scout drone by the triangulation directly.

3.2 Tracking Precision

The tracking precision can be defined as a match percentile between the real aerial
position and the estimated aerial position calculated by GPS data and direction of
the scout drone within the Dcritical. The estimated aerial position of the target drone
is calculated at the ground control center. If the estimated aerial position is closer to
the real aerial position of the target drone, the tracking method has high precision
and reliability.
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4 Experimental Results

At first, we checked the critical distance Dcritical along with the number of check
positions and flight speeds of the target drone. Table 2 shows the critical distances
at S-Mode and P-Mode flight speed (about 78 and 50 km/h) for a target drone with
2 check positions and 3 check positions at every 8 trials.

Although we had tried to maintain the other experimental condition despite the
wind speed and temperature variation, the critical distance has a little deviation for
every trial. The experimental results show that the scout drone can catch the beacon
signal almost at the same distance independent of the number of the check positions.
At theS-Mode andA-Modeflight speed, the critical distance has almost thefirst-order
relation to the flight speed.

We also check the tracking precision for a target drone at 3 flight speed mode
with 2 and 3 check positions. Figure 3 shows that 3 check positions have higher
precision than 2 check positions. At the P-Mode flight speed, the tracking algorithm
shows over 97% tracking precision for the target drone with 3 check positions. Even
in the worst case of the tracking method has more than 92% of precision at the S-
Mode flight speed. Although the tracking algorithm has less precision at the cases of
higher flight speed (S-Mode and A-Mode), these results can show the fact that the
scout drone can easily track the inflight drone in the range of its critical distance. If
the scout drone cannot recognize any authorized beacon signal from a target drone
within the critical distance, the target drone could be recognized as an unauthorized
drone. Therefore, the proposed method can be worked as an effective drone tracking
system without any expensive airplane or radar system within the scout drone flight
range.

Table 2 Critical distances Dcritical at S-mode/P-mode flight speed with 2/3 check positions

Trials S-mode P-mode S-mode P-mode

2 check positions 2 check positions 3 check positions 3 check positions

1 120 126 117 123

2 101 105 104 111

3 92 97 102 101

4 108 111 102 106

5 114 121 110 112

6 101 108 100 103

7 97 101 97 102

8 108 107 102 108
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Fig. 3 The tracking precision versus check positions and flight speed

5 Conclusion and Further Work

The inflight tracking method proposed an effective solution to track the flight route
and position for a UAV. A scout drone is a sort of long-range beacon bridge solution
insteadof an active radar or anymilitary system. In thiswork,wedesigned an effective
inflight drone trackingmethodwith a beacon system on the target drone and the scout
drone. The scouting drone checks the beacon signal flying near the target drone. If
there is a beacon signal from the target drone within the specific distance, we define it
as a critical distance between the target drone and the scout drone. Within the critical
distance, we can recognize that the target drone has an authorized beacon or not.
Since the critical distance could be varied according to the drone flight speed and
positions approaching, we can select the appropriate method to identify the target
drone depends on the cost and environment. If we match the critical distance under
the specific environment, the experimental results show that the proposed method
has over 94 and 97% of tracking precision compare to the real GPS of target drone
with two and three check positions. These experimental results show the fact that the
proposed method can be applied to the inflight drone applications enough to cover
the long-range scouting.

Since the proposed method can not only check the beacon information but also
check the aerial position by using the two or more GPS data of the scout drone,
the tracking method can be applied in the wide-area such as a regional drone traffic
control, a drone hunting or jamming to an illegal inflight drone, and so on. Although
the experimental results showed a little bit compromised, we are going to enhance
the robustness of the tracking method and beacon system at further work.

Acknowledgements This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MEST) (No. NRF-2017R1D1A1B03034804).
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Deep Learning Based Character
Recognition Platform in Complex
Situations

BoSeon Kang, Seong-Soo Han, You-Boo Jeon, and Chang-Sung Jeong

Abstract Recently, various character recognition techniques are advanced and used
a lot in real situations. In the real complex situation, it is difficult to recognize
characters because of Korean, English of various fonts and background noise. In
this paper, we shall present character bounding box module, character recognition
module and background elimination module to solve problems. We shall show that
the character recognition platform is used in complex situations.

Keywords Deep learning · Optical character recognition · Character
segmentation · Image processing

1 Introduction

Existing OCR techniques extract edge to predict the shape of a character or use
template matching based on standard letters for character recognition [1]. Existing
techniques have disadvantages. If the character is a special font or is not in the
standard character template, it will not be recognized and need to set the situation
conditions perfectly. In addition, most OCR technologies can not be used in actual
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situations due to various fonts of problems such as Korean, English, and angles. In
order to overcome the disadvantages of the existing OCR techniques, many studies
have been conducted to improve the performance of OCR techniques using deep
learning [2, 3].

There are two main OCR techniques that use deep learning. The former is the
extraction of the area of character, and the latter is the recognition of character in the
region of interest. In the case of a technique of extracting a character region, it accu-
rately predicts the area where the letter is likely to be in the input image but does not
know which character. In the case of the character recognition technique, the charac-
ters can be recognized accurately, but if the input image is large, the letter cannot be
recognized accurately. It is even more difficult if the image includes signs, notices,
andmany products. Therefore, in this paper, we shall present the platform available in
real complex situations by combining the technique of extracting a character region
and the character recognition technique.

The rest of this paper is organized as follows: Sect. 2 presents related works, and
Sect. 3 presents a platform architecture, and Sect. 4 presents the experimental result
and processing to recognize characters. Finally, Sect. 5 concludes the paper.

2 Related Works

2.1 Character Segmentation

Existing Segmentation-based Text Detection are extracted character candidates and
through filtering. Then proceed with grouping. These methods were time-consuming
and required post-processing steps [4]. In addition, the unsatisfactory performance
made it difficult to apply in real life. However, the performance of the Regression-
based Text Detection technique is improved by developing the SSD model [5]. The
SSD model uses anchors of various shapes to predict the shape of irregular texts.
Thus, speed and accuracy are significantly improved over the existing model.

2.2 Character Recognition

The Scene text recognition model using deep learning is the most important tech-
nology, it performs well regardless of some background noise [6, 7]. Before the
development of the deep learning model, it was used only in a set environment, such
as clean documents. The recognition process of good performance models is in the
order of normalizing, feature extraction, sequence modeling, and prediction [8]. In
the image normalize the process, it is a process of horizontally spreading diagonal
and arched characters and extract features from normalized images except fonts,
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sizes, etc. And we predict the characters from the extracted features using Attention
Network [9].

2.3 Background Elimination

We use connected components and threshold methods to eliminate the background.
We analyze the background of the image and use the connected components method
in case of a complex background, and the threshold method in case of a simple back-
ground to improve the accuracy of character recognition. The connected compo-
nents technique uses BBDT [10] and SAUF [11] algorithms to find the connected
components for the character in the image and extract only the character area
accurately.

3 Platform Architecture

In this section, we present a platform for correct character recognition in complex
situations. Its platform architecture is shown in Fig. 1.

The platform consists of Character Bounding Box Module, Character Recogni-
tion Module, Background Elimination Module, and Training Module. The Char-
acter Bounding BoxModule consists of Text/non-text, Link Prediction Function and
Prediction Data Analyzer, and Bounding Box Optimizer. The Text/non-text Predic-
tion Function measures the possible values of the text area in the input image. The

Fig. 1 Platform architecture
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value is expressed in pixels and the area is divided by connecting adjacent pixels
in the Link Prediction Function. Using the pixel and link method tends to loosen
the bounding box. The Bounding Box Optimizer makes the segmented| region tight
using parameter values.

The Character Recognition Module consists of Character Image Normalizer,
Feature Extractor, Contextual Information Analyzer, and Character Prediction Func-
tion. Character Image Normalizer receives the processed image from the Bounding
Box Optimizer. If the text included in the image is not horizontal, it not be recog-
nized. So we normalize the input image using the spatial transformation network.
Feature Extractor extracts features from normalized images. In this step, the shape
of the character is inferred through the CNN model. The Contextual Information
Analyzer analyzes the extracted features in the previous step. It sends the features
to the next level, except those that are not contextually relevant. Finally, Character
Prediction Function recognizes characters. It uses the attention network to capture
features to predict text.

The Background Elimination Module analyzes the background type for the
inputted bounding box area. The background is eliminated by using the connected
components function and threshold hold function based on background type.

Finally, the Training Module receives the results of the character bounding box
module and split it. The divided characters are recombined into vertical andhorizontal
words for deep learning training and stored in the Korean label database.

4 Experiment

The sample dataset at the 2019 Artificial Intelligence R&D Grand Challenge is used
to evaluate our platform. The challenge sample dataset the FHD (1920 × 1080)
resolution. It comprises complex, varied streets, and roads. And the score of the
character bounding box is measured using the IOU (Intersection over Union) in this
challenge. It is acknowledged as the correct answer if the region of the bounding box
of the answer and region of the predicted bounding box are similar over 75%. The
character recognition part acknowledges as the correct answer only the exact same
character.

4.1 Experiment Process

We conduct experiments in the procedure as Fig. 2. The score is measured at each
procedure. Our experiment environment uses CPU Intel i7-7700 3.60 GHz, NVIDIA
GeForce GTX 1080, and 32 GB RAM.
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Fig. 2 a Original image, b character segmented image, c character bounding box image,
d background eliminated bounding box image

4.2 Experiment Result

The character bounding box score is 68.591 and the character recognition module
score is 83.374. The score of the character recognition module proceeding with the
background elimination is 84.7. The final score is 63.88. The answer to challenge
does not contain special characters. However, special characters are closely related
to the characters, so it is difficult to remove them. The factors with low scores are
the special characteristic of Korean. Because the number of all cases of Korean
characters is 11,172, the whole can not be trained. Deep learning models cannot
recognize unlearned Korean characters.

5 Conclusion

In this paper, we have presented a character recognition platform that can be used
in real complex situations. The platform used the character bounding box module to
extract the character region and recognize the character in the extracted region. We
also improved the accuracy by removing the background. We have shown that even
in real complex situations, we can use character recognition using deep learning.
Experiment results show that improving the performance of the character bounding
box can also improve the final score.

Our future work is to study how to unite Korean written from special angles. Even
in more complex situations, we should be able to find and recognize the letter area.
We will study how to train countless Korean characters efficiently.
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Design of Restricted Coulomb Energy
Neural Network Processor
for Multi-modal Sensor Fusion

Jaechan Cho, Minwoo Kim, Yongchul Jung, and Yunho Jung

Abstract This paper proposes a restricted coulomb energy neural network (RCE-
NN) with an improved learning algorithm and presents the hardware architecture
design and FPGA implementation results. The proposed learning algorithm divides
each neuron region in the learning process and measures the reliability with different
factors for each region. In addition, it applies a process of gradual radius reduction by
a pre-defined reduction rate. In performance evaluations using two datasets, RCE-
NN with the proposed learning algorithm showed high recognition accuracy with
fewer neurons compared to existing RCE-NNs. The proposed RCE-NN processor
was implemented in an Intel-Altera Cyclone IV FPGA with 26,702 logic elements,
13,096 registers and 131,072bits memory and operated at the clock frequency of
150 MHz.

Keywords Artificial neural network (ANN) · FPGA · Machine learning · Pattern
recognition · Restricted coulomb energy neural network (RCE-NN)

1 Introduction

Intelligent multi-modal sensor fusion is themost popular technology in various fields
such as human machine interfaces (HMI), speech recognition, robotics and medical
applications [1].Moreover, an artificial neural network (ANN) algorithm has become
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a key technology to optimize data-driven approaches of multi-modal sensor fusion.
Deep neural networks (DNNs) are a part of the broad field of ANN and deliver state-
of-the-art accuracy on many ANN tasks [2]. However, to complete the tasks with
higher accuracy, DNNs take huge computing resources and can take several days
depending on the size of the dataset and the number of layers in the network. In
addition, since most DNNs are designed for specific application fields, they have a
fixed network structure such as the fixed number of layers and neurons. Therefore, it is
not suitable for multi-modal sensor fusion applications requiring different network
structures depending on the characteristics of feature data of each sensors in the
learning process.

In contrast, the restricted coulomb energy neural network (RCE-NN) can flexibly
modify the network structure because it generates new neuron only when necessary
[3–5]. Therefore, it can support various multi-modal sensor fusion applications and
has recently been implemented for various embedded systems used in HMI. The
RCE-NN efficiently classifies feature distributions by constructing hyperspherical
neurons with radii and hypersphere centers. However, learning schemes of existing
RCE-NN applies an inefficient radius adjustment, such as learning all neurons at the
same radius or reducing the radius excessively in the learning process. Moreover,
since the reliability of eliminating unnecessary neurons is estimated without consid-
ering the activation region of each neuron, it is inaccurate and leaves unnecessary
neurons extant.

In this paper, an efficient learning algorithm for RCE-NN is proposed. The relia-
bility of each neuron is estimated by considering the activation region with different
factors. In addition, the radius is gradually reduced at a pre-defined reduction rate
to prevent the generation of unnecessary neurons. The design and implementation
results of the RCE-NN processor for real-time processing are also presented.

2 Restricted Coulomb Energy Neural Network

The RCE-NN consists of an input layer, a prototype layer (hidden layer) and an
output layer. The input layer comprises feature vectors and all feature vectors are
connected to each neuron of the prototype layer [3]. The prototype layer is the most
essential part of the RCE-NN. Neurons in this layer save hypersphere centers and
radii, which construct hyperspherical classifiers in the feature space. The output layer
uses the neuron’s response to output the label value of the neuron that best matches
the input feature vector.

Each neuron nj in the prototype layer contains the information as follows:

n j = [ c1j , c2j , ..., ckj , r j , l j , z j ], (1)

where jε{1, 2, 3, …, m} is the neuron index and the total number m varies according
to the learning results. That is, if m neurons are learned after learning is completed,
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they are defined as a set of neurons N = [n1, n2, …, nm]. Each neuron nj contains
a hypersphere center cj = [c1j, c2j, …,ckj], radius rj, activation count zj and learned
label lj, where k is the number of features in the input feature vector used in the
learning [5].

If the number of input feature vectors during the learning process is w, the input
feature vector set can be represented by X = [x1, x2, …, xw], where the feature
vector xi consists of k features and a label lx. The feature vector xi is entered to each
neuron and the distance between the feature vector xi and the hypersphere center cj
is computed as follows:

d(xi , c j ) =
√

(x1i − c1j )2 + (x1i − c1j )2 + , ...,+ (xki − ckj )2. (2)

Then, neuron nj is activated only if d(xi, cj) ≤ rj. If no neurons are activated for
the feature vector xi, a new neuron nn+1 with a hypersphere center cn+1 = [x1i, x2i,
…, xki], label lx, and radius R is generated, where [x1i, x2i, …, xki] and lx are the
feature values and label of the feature vector xi, respectively, and R is the pre-defined
global radius. In addition, the total number of neurons m is increased by one.

3 Proposed RCE-NN Processor

3.1 Proposed Learning Algorithm

In order to overcome the problems of existing learning schemes, the proposed
learning algorithm estimates reliability by dividing the activation region associated
with each neuron and increasing the zj with different factors for each region in the
learning process as follows:

zt+1
j =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ztj + 1 ,

(
r j + Rmin

2

)
< d(xi , c j ) ≤ r j

ztj + α , Rmin < d(xi , c j ) ≤
(
r j + Rmin

2

)

ztj + β d(xi , c j ) ≤ Rmin

, (3)

where α and β are experimentally determined according to the distribution of the
feature vector (1 < α < β). That is, when the current input feature vector activates
a neuron in a region near the hypersphere center, the zj is increased with a higher
factor. When it activates a neuron in the boundary area, the zj is increased with a
lower factor. In addition, when a neuron with a different label from that of the input
feature vector is activated, the proposed algorithm gradually decreases the radius
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Table 1 Performance evaluation results (α = 5, β = 10)

TR [3] HPL [4] DDA [5] Proposed

GAS [6] Number of neurons 509 559 1,026 449

Recognition accuracy 84.31% 91.29% 95.17% 96.86%

MCHP [7] Number of neurons 752 911 1,164 641

Recognition accuracy 89.65% 95.32% 97.38% 98.52%

according to reduction rate γ . This not only improves the recognition accuracy but
also suppresses the generation of unnecessary neurons.

We conducted learning and recognition tasks with all methods for RCE-NN on
two datasets for a gas sensor and motion-capture hand postures (MCHP) [6, 7].
Learning and recognition were performed by selecting 7,000 learning samples and
6,910 test samples randomly from the whole sample. As a result of the performance
evaluation as shown in Table 1, the RCE-NN with the proposed learning algorithm
shows good recognition accuracy with half the number of neurons that RCE-NNwith
a dynamic decay adjustment (DDA) used [4]. In addition, the proposed algorithm
shows better recognition accuracy from 3 to 12% with fewer neurons than RCE-NN
with traditional (TR) [3] and a hierarchical prototype learning (HPL) [5].

We also constructed a 3D number dataset which was generated by extracting the
accelerometer values at a sampling rate of 20Hz. Five participants were asked to hold
the inertial measurement (IMU) sensor to write ten digits in the air. Each participant
wrote each digit 20 times, and data corresponding to a total 1000 hand gestures were
collected. We employed the hand gestures recorded from five participants, and the
evaluation resultswere obtainedbyfivefold cross-validation.As a result, the proposed
RCE-NN showed the 98.6% average recognition accuracy, which outperformed the
others for all users.

3.2 Hardware Architecture Design and Implementation
Results

Figure 1 shows the block diagram of the proposed RCE-NN processor, including
a feature memory unit (FMU), neuron unit (NU), activated neuron detection unit
(ANDU), and network control unit (NCU). In the learning process, the unlearned
NUs store the feature vectors from FMU in the neuron memory, and the learned
NUs calculate distance by (2). Then, the learned NUs compare the distance to the
stored radius, and the activated NUs send the distance and label to the ANDU. The
ANDU analyzes the output of the activated NUs and transfers the information of the
minimum distance and label to the NCU. NCU determines whether to generate a
new NU or remove an existing NU.

The proposed RCE-NN processor was designed in Verilog hardware description
language (HDL) and implemented in an Intel-Altera Cyclone IV FPGA to verify that
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Fig. 1 Block diagram of the proposed RCE-NN processor

Table 2 Key features of the
implemented RCE-NN
processor

Parameter Value

Device Intel-altera cyclone IV

Logic elements 26,702

Registers 13,096

Internal memory 131,072 bits

real-time learning and recognitionwas possible. It is observed that the proposed archi-
tecture requires 26,702 logic elements, 13,096 registers and 131,072bits memory as
shown in Table 2. In addition, we confirmed that the real-time learning and recog-
nition were possible because the proposed RCE-NN possible required only 0.93 μs
for learning and 0.96 μs for recognition, at an operating frequency of 150 MHz.

4 Conclusion

In this paper, we proposed an efficient RCE-NN processor with an improved learning
algorithm. Learning algorithms in existing RCE-NNs show degraded recognition
performance and increased complexity because of the inaccurate reliability of learned
neurons and inefficient radius adjustments. To overcome this problem, the proposed
algorithm divides the activation region of each neuron in the learning process and
measures the reliability with different factors for each area, and gradually reduces the
radius using a pre-defined rate. In performance evaluation using two datasets, RCE-
NN with the proposed learning algorithm showed good recognition accuracy with
fewer neurons compared with existing RCE-NNs.We also designed the hardware for
its real time operation. The designed RCE-NN processor has 26,702 logic elements,
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13,096 registers and the memory requirement of 131,072bits, and it can support
real-time learning and recognition at an operating frequency of 150 MHz.
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Low Complexity Pipelined FFT
Processor for Radar Applications

Yongchul Jung, Jaechan Cho, and Yunho Jung

Abstract This paper proposes a low complexity fast Fourier transform processor for
radar applications based on the radix-22 and the radix-23 single-path delay feedback
pipeline architectures. The delay elements for aligning the data in the pipeline stage
are one of the most complex units, and that of stage 1 is the biggest. By exploiting the
fact that the input data sequence is zero-padded and that the twiddle factor multipli-
cation in stage 1 is trivial, the proposed FFT processor can dramatically reduce the
required number of delay elements. Moreover, the 256-point FFT processors were
designed using hardware description language (HDL) and implemented on a Xilinx
Artix-7 FPGA device. The proposed architecture was implemented with 1782 logic
slices, which can be efficient and suitable for zero-padded FFT processors.

Keywords Delay elements · Fast fourier transform (FFT) · Single-path delay
feedback (SDF) · Zero-padded signal

1 Introduction

The fast Fourier transform (FFT) is amathematical algorithm for reducing the compu-
tational complexity of the discrete Fourier transform (DFT) and is widely used for
frequency analysis. In radar applications, high frequency resolution is required to
measure the exact position of the target. The zero-padded FFT offers increased
frequency resolution by extending the length of the input data sequence in the time
domain by padding with zeros at the tail of the discrete time signal. Because of
this, the zero-padding method increases the complexity of the FFT processor and,
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reducing its complexity can notably contribute to a more efficient hardware design
[1].

The radix-2 and radix-4 algorithms are the most widely used for implementing
FFT processors because of their simple architectures. For pipeline architectures, the
radix-4 algorithm has a smaller number of non-trivial multiplications than the radix-2
algorithm. However, the radix-4 algorithm complicates the control of butterfly archi-
tectures more than the radix-2 algorithm. Thus, the radix-22 and radix-23 algorithms
have been proposed to reduce the complexity of high-radix algorithms. The radix-22

algorithm has the same number of non-trivial multiplications as the radix-4 algo-
rithm but maintains the butterfly architecture of the radix-2 algorithm. Similarly, the
radix-23 algorithm has the same number of non-trivial multiplications as the radix-8
algorithm [2].

Single-path delay feedback (SDF) pipeline FFT architectures are commonly used
because they have the smallest number of non-trivial multiplications compared with
other pipeline architectures, such as single-path delay commutator (SDC) and multi-
path delay commutator (MDC). However, as the number of FFT points increases,
the SDF architecture requires significantly more circuit area because of the delay
elements for data reordering [3].

In this paper, we propose an area-efficient FFT processor for zero-padded signals
by taking advantage of the fact that the data sequence is zero-padded and that the
twiddle factor (TF) operation in stage 1 is a trivial multiplication in the radix-22

and radix-23 algorithms. The rest of this paper is organized as follows. In Sect. 2,
we review the zero-padded FFT. The hardware architecture of the proposed FFT
processor is described in Sect. 3. In Sect. 4, we compare the proposed zero-padded
FFTarchitecturewith conventional architectures. Finally, Sect. 5 concludes the paper.

2 Zero-Padded FFT

The DFT for complex data sequence x(n) of length N is defined as follow

X (k) =
N−1∑

n=0

x(n)Wnk
N , 0 ≤ n, k ≤ N − 1. (1)

When analyzing the resolution of the DFT, there are two factors to consider. The
first one is the spectral resolution, which refers to the algorithm’s capability to detect
closely spaced spectral components. The second one is the frequency resolution,
which is the definition of the distance between frequency bins. Whereas the spectral
resolution can only be increased by increasing the time window of the signal, the
frequency resolution is determined by the number of input data points in the sequence
given to the DFT. A longer data sequence is usually obtained by using the zero-
padding method, which is described below.
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Assume that a new data sequence y(n) is created by zero-padding the original data
sequence x(n) of length N to a length of M.

y(n) =
{
x(n), 0 ≤ n ≤ N − 1

0, N ≤ n ≤ M − 1
(2)

The M-points of the DFT are calculated as

Y (k) =
M−1∑

n=0

y(n)Wnk
M , 0 ≤ k ≤ M − 1. (3)

Based on the divide-and-conquer algorithm, indices n and k can be written as

n = M

2
n1 + M

4
n2 + n3, (4)

k = k1 + 2k2 + 4k3, (5)

where 0 ≤ n1 ≤ 1, 0 ≤ k1 ≤ 1, 0 ≤ n2 ≤ 1, 0 ≤ k2 ≤ 1, 0 ≤ n3 ≤ (M/4 − 1), and 0
≤ k3 ≤ (M/4 − 1) [4]. Replacing Eqs. (4) and (5) in Eq. (3), we obtain

Y (k1 + 2k2 + 4k3) =
M/4−1∑

n3=0

1∑

n2=0

1∑

n1=0

y

(
M

2
n1 + M

4
n2 + n3

)
Wn1k1

2

Wn2(k1+2k2)
4 Wn3(k1+2k2+4k3)

M

=
M/4−1∑

n3=0

1∑

n2=0

Bk1
M/2

(
M

4
n2 + n3

)
Wn2(k1+2k2)

4 Wn3(k1+2k2+4k3)
M . (6)

In Eq. (6), the butterfly operation is given by

Bk1
M/2

(
M

4
n2 + n3

)
=

1∑

n1=0

y

(
M

2
n1 + M

4
n2 + n3

)
Wn1k1

2

= y

(
M

4
n2 + n3

)
+ (−1)k1 y

(
M

2
+ M

4
n2 + n3

)
. (7)

Assuming that M is 2 N in order to increase the frequency resolution twice,
samples from y(N) to y(2 N − 1) are set to zero so that Eq. (7) can be simplified as
follows:
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Bk1
M/2

(
M

4
n2 + n3

)
= y

(
M

4
n2 + n3

)
. (8)

Therefore, Eq. (6) can be summarized as follows

Y (k1 + 2k2 + 4k3) =
M/4−1∑

n3=0

1∑

n2=0

(− j)n2k1 y

(
M

4
n2 + n3

)
Wn2k2

2 Wn3(k1+2k2+4k3)
M

=
M/4−1∑

n3=0

H(k1, k2, n3)W
n3(k1+2k2)
M Wn3k3

M/4 (9)

where the output of the stage-2 butterfly H(k1, k2, k3) is expressed as shown in
Eq. (10):

H(k1, k2, n3) =
1∑

n2=0

(− j)n2k1 y

(
M

4
n2 + n3

)
Wn2k2

2

= y(n3) + (−1)k2(− j)k1 y

(
M

4
+ n3

)
. (10)

3 Proposed Hardware Architecture

In order to double the frequency resolution, the tail of input data sequence x(n) of
length N is padded with N zeros to double its length in the time domain. The FFT
signal flow graph (SFG) of the radix-22 algorithm for a zero-padded signal with
double frequency resolution is shown in Fig. 1. To implement the zero-padded FFT
using the conventional radix-22 SDF architecture, delay elements of length N are
required for data sequence reordering in stage 1, and the length of the delay elements
required for each stage is reduced by half each time as shown in Fig. 2. That is, in
order to implement the FFT processor for a zero-padded signal of length 2N using the
conventional radix-22 SDF architecture, delay elements with a total length of 2 N–1
are required [4]. As a result, the number of delay elements notably increases with
the FFT data points. To solve this problem, we propose the hardware architecture
depicted in Fig. 3 by using the feedback path of the SDF architecture and exploiting
the trivial multiplication of stage 1.
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Fig. 2 Hardware architecture of the conventional SDF FFT processor
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Fig. 3 Hardware architecture of proposed SDF FFT processor for double frequency resolution

4 Comparison

Table 1 shows a comparison of the hardware area and performance between the
conventional pipelined FFT architecture and the proposed hardware architecture for
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Table 1 Comparison of pipeline hardware architectures for the computation of a 2q-point zero-
padded FFT on complex-valued data

Pipelined
architecture

Complex adders Complex
multipliers

Delay elements Latency (Cycles)

SDF Radix-2 2q q–1 2q–1 2q

SDF Radix-4 4q q/2–1 2q–1 2q

SDF Radix-22 2q q/2–1 2q–1 2q

SDF
Split-radix-2

2q q/2–1 2q–1 2q

SDC Radix-4 3q/2 q/2–1 2q+1–1 2q

Proposed SDF
Radix-22

2q–3 q/2–1 3(2q–2) –1 3(2q–2)

a zero-padded signal of length 2q when the double frequency resolution. The table
includes the area in terms of complex adders, complexmultipliers, and the number of
delay elements, as well as latency. Additionally, the number of complex multipliers
is the same as in the radix-22 SDF architecture, but it can be seen that the number
of complex adders is reduced by 2 compared with the radix-22 SDF architecture.
Most notably, compared with the conventional hardware architecture (in which the
number of delay elements significantly increases with FFT length and the number
of data paths), the proposed hardware architecture reduces the number of the delay
elements are significantly. Moreover, latency is significantly reduced compared with
other single-path pipeline architectures.

In order to confirm the superiority of the proposed architecture, we implemented
two 256-point FFT processors with the proposed and conventional radix-22 SDF
architectures. For four-times frequency resolution, the tail of a input data sequence
of length 128 is padded with 128 zeros. A 12-bit word for real and imaginary data
paths was selected to satisfy the requirement for a signal-to-quantization noise-ratio
(SQNR) of 40 dB. Two FFT processors were designed using hardware description
language (HDL) and implemented on a Xilinx Artix-7 FPGA device. Table 2 shows
comparison of implementation results. As depicted in this Table, the proposed archi-
tecture can reduce the logic slices by22.6%compared to the conventional architecture
owing to the reduction of 25.1% for delay elements.

Table 2 Comparison of
implementation results of a
256-point double frequency
resolution zero-padded FFT
on complex-valued data

Block name SDF Radix-22 Proposed Reduction (%)

Butterfly
unit

128 119 7.0

Non-trivial
Multiplier

135 135 0

Delay
elements

2040 1528 25.1

Total 2303 1782 22.6
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5 Conclusion

In this paper, we proposed an area-efficient FFT processor for zero-padded signals
based on the radix-22 and radix-23 SDF pipeline architectures by taking advantage of
the fact that the input data sequence is zero-padded that and the twiddle factor multi-
plication in stage 1 is trivial. The proposed FFT processor can dramatically reduce
the required the number of delay elements. For four-times frequency resolution, the
tail of a input data sequence of length 128 is padded with 128 zeros, the number of
delay elements can be reduced by 25.1%, and we demonstrated that the proposed
architecture is efficient and suitable for zero-padded FFT processors.
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Dynamic Mitigation of Catastrophic
Forgetting Using the Sampling Network

Dae Yong Hong, Yan Li, and Byeong-Seok Shin

Abstract The catastrophic forgetting in transfer learning makes a neural network
lose the performance on previously learned datasets when dealingwith large amounts
of data. Predictive Elastic Weight Consolidation (PEWC) reduces the catastrophic
forgetting by extracting only images with relatively more incorrect network predic-
tions, but uses static sampling technique. PEWC also includes images in the training
data which can be correctly classified by the network, leaving the possibility for
further reduction of the training data. In this paper, we additionally apply a sampling
network that extracts images dynamically without sorting, so that only images whose
predictions are similarly inaccurate in general are used for training. In the experi-
ment, our method achieved a similar level of mitigation of catastrophic forgetting
while learning less data than PEWC.

Keywords Sampling network · Catastrophic forgetting · Dynamic mitigation

1 Introduction

Recently, a lot of researches has been conducted in the methodologies of learning
a large amount of data due to the development of data collection capability and
the improvement of computing power. In particular, the catastrophic forgetting [1]
that occurs during transfer learning is a major obstacle. When multiple tasks exist,
applying them to transfer learning results in a gradual degradation of performance
on the datasets previously learned. A simple solution is to combine all the tasks into
one set and relearn from scratch, but it is very inefficient in terms of cost. Elastic
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Weight Consolidation (EWC) [2] is designed tomitigate this, using a dynamic update
technique using Fisher Information. However, EWC accepts all new tasks without
screening so that it takes advantage of all images for learning. As a result, with
many tasks, this technique is still ineffective in mitigating catastrophic forgetting.
Predictive Elastic Weight Consolidation (PEWC) [3] further selects the data to be
learned with a poor prediction by performing a prediction process for every new task.
We propose a scheme for sampling the image to be learned dynamically, eliminating
the sorting process of PEWC by learning extra network for only sampling separately.
This results in a similar degree of mitigation of catastrophic forgetting while learning
with less data than PEWC.

2 Sort-Free PEWC

PEWC is an improvement of EWC by introducing the sampling process. When
PEWC encounters a new task, it does not proceed with learning immediately, but
instead extracts a “difficult” image through a pre-prediction process. Pre-prediction
is a new step proposed in PEWC. The new task is treated as a test set, and each
image is scored with difficulty by L1-norm between the prediction and its actual
annotation, and certain top data is sampled by sorting the images through the scores.
PEWC defines an image with a high difficulty score as a difficult image. Catastrophic
forgetting is caused by a loss of information due to a large number of updates. There-
fore, PEWC uses less number of data by excluding images that could be accurately
predicted in new tasks, which alleviates the forgetting.

However, the sampling of PEWC extracts difficult images based on a fixed crite-
rion such as L1-norm of network prediction and the actual annotation, which requires
not only the sorting process but also a new hyperparameter called sampling rate.
Using a fixed sampling rate allows you to use a certain percentage of the image
regardless of the overall difficulty of the task. This relearns easy images even when
only a small amount of data is needed, thus hindering the mitigation of catastrophic
forgetting. Sort-free PEWC (SF-PEWC) dynamically extracts difficult images by
using a sampling network separately from the learning network. When a new task
comes in, SF-PEWC uses the sampling network to determine whether each data
applies to the learning network. As a result, the sampling network plays a role in
extracting an image to be learned by the learning network, and the learning network
plays the role of learning a task generated through a sampling network. We define
the loss function of the sampling network as follows so that it dynamically selects
the number of images to be used in each task (see Eq. (1)).

L
(
θsample

) = ||θsample||2 + ||θlearn||1 + ||θsample||1 (1)

whereθsample : parameter set o f sampling network (2)
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θlearn : parameter set o f learning network (3)

The sampling network uses L2-loss. The L1-regularizer is used together to prevent
overfitting because it is a simple form that determines only whether the image is
used in a learning network or not. Besides, the sampling network adds a learning
network parameter set to the loss function to reflect the knowledge of the learning
network. This idea is inspired by the teacher-student architecture [4], one of the
knowledge distillation techniques. Unlike model compression, the main purpose of
the teacher-student technique, the term is simplified to transfer knowledge between
models.

The biggest difference between PEWC and SF-PEWC is the number of networks
used. Previous PEWCconducted both a pre-prediction process and a learning process
using only one network. The proposed technique uses a separate network for task
sampling and does not include the sorting operation. Figure 1 is a schematic diagram
of the predictive process of PEWC and SF-PEWC. The first column of Fig. 1 shows
the image as a bar and the difficulty of the image as the height of the bar. As a new
task comes in, PEWC predicts each image through a reference process and quantifies
the difficulty of the image with L1-norm between prediction and annotation. It sorts
all the images in the task according to the height of the bar, and samples a constant
proportion of difficult images according to the given sample rate. On the other hand,
the proposed scheme designs a sampling network with an output size of 1, and
performs the reference process on the sampling network, not on the learning network.
As a result, each image is immediately determinedwhether it is applied to the learning
network. This eliminates the sorting process and allows for more dynamic task size
adjustments because there is no limit to the number of images to be used.

Fig. 1 Sampling process of PEWC and SF-PEWC. Schematic illustration of the difference between
the pre-prediction processes of the PEWC and the SF-PEWC. Each bar represents an image and
the height of a bar is the difficulty of it
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3 Experimental Result

The experimentwas performed usingMNIST [5] and amulti-layer perceptron (MLP)
[6]. Three experiments were designed to observe performance degradation trends for
MNIST in EWC, PEWC, and SF-PEWC. Figure 2 plots the accuracy of the three
cases, and Table 1 analyzes the accuracy measured during the learning process for
the last task. Table 2 records the number of images for each task used in the learning
network in each case, and Table 3 shows the time required for the learning process.

SF-PEWC showed no significant difference from PEWC in terms of learning
time and accuracy while using fewer data through dynamic sampling (see Fig. 2b, c,
Table 1). The proposed method and the PEWC showed less than 1% difference in the
highest performance (Best), and the proposed method is 15% and 6% ahead in the
worst and mean performance, respectively (See Table 1). In the graph, the proposed
technique shows a more cohesive form than PEWC, indicating that the stability of
learning did not decrease significantly (Fig. 2b and c).

Fig. 2 Accuracies of EWC, PEWC, and SF-PEWC. This is the result of plotting the accuracy of
all the tasks already learned for a specific iteration. At each point in time, the accuracy of the past
task is checked to show the catastrophic forgetting
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Table 1 Best, Worst, and Mean accuracies of each case in the last epochs. It shows the maximum
value (Best), minimum value (Worst), and average accuracy (Mean) of all tasks measured during
the final task learning. Best is the highest accuracy in the interval, and Worst is the lowest accuracy
in the interval. Mean represents the largest value among average values of accuracy for all tasks at
each point in the interval

Best (%) Worst (%) Mean (%)

EWC 94.14 38.47 80.31

PEWC 91.40 55.66 76.48

Sf-PEWC 90.82 70.70 83.08

Table 2 # of images in each task. In each task, it represents the number of images used by the
learning network to train. The unit is K

T1 T2 T3 T4 T5 Total

EWC 50 50 50 50 50 250

PEWC 50 40 40 40 40 210

SF-PEWC 50 30.7 23 17.9 9.1 130.7

Table 3 Time for learning. In each case, it represents the total learning time of the learning network
and the time required for each stage

Pre-prediction (secs) Train sampling
network (secs)

Train learning
network (secs)

Total (secs)

EWC NA NA NA 152

PEWC 793 NA 152 945

SF-PEWC 50 703 91 844

The proposed technique is dynamic in the number of images to be extracted, and
the number of images that make up each task is less than that of PEWC, resulting in
about 38% fewer data used for total training (see Table 2). As a result, the learning
timeof the learning networkwas reduced by40%, and the time taken to extract images
was reduced by 94% due to the elimination of the alignment process (see Table 3).
The total learning time was reduced by about 11%. The amount of computation has
increased with the addition of a sampling network, but the total learning time has
been reduced due to the benefit of a reduction in the number of data used.

4 Conclusion

Unlike PEWC, Sort-Free PEWC adds a separate network to perform the sampling
process. PEWC uses sampling to alleviate the catastrophic forgetting that occurs
during transition learning. However, PEWC’s sampling method always uses only a
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certain ratio of images given as hyperparameters. Therefore, the hyperparametermust
be derived experimentally, and since all tasks use a fixed ratio, there is a possibility
that many images are unnecessarily used for learning for a specific task. Sort-Free
PEWC dynamically controls the number of images to be learned, removing the
sorting process and a hyperparameter of the sample rate. This mitigates the worst
oblivion with a similar level of PEWC while using fewer data.
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A Study on the Implementation of GRU
Autoencoder Model for Detecting Insider
Anomaly Behavior

Kyeong Geun Ryu and Deok Gyu Lee

Abstract With the development of high-tech technologies, the release of confiden-
tial information by industrial spy has also increased every year, causing damage to
companies. If released, it could have a crucial impact on the nation and the national
economy, and the outflow of core technologies continues increasing every year. This
paper proposes machine learning to detect insider aberrations when there is a signif-
icant shortage of data about users in the company, such as the early part of the
company, the new employees or the new security tool addition, to prevent the release
of industrial data.

Keywords Machine learning · Security

1 Introduction

The number of crime leaking industrial secrets is increasing every year. As of 2013,
the number of cases to be released overseas is increasing rapidly, in 2014, there are
472 cases of damage count and 50 trillion won in damages, equivalent to the annual
sales of 4,700 small- and medium-sized companies. It is necessary to develop a pan-
national response system to minimize such losses and to improve the company’s
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interest and awareness in establishing a security system for small and medium busi-
nesses. According to status of technology leakage in Industrial Confidential Protec-
tion Center, there are many cases of industrial secrets leakage in Korea’s highly
competitive precision machinery (34%), electricity and electronics (26%), and infor-
mation and communication (14%), and it can be seen that the targeted technology
of industrial spy is increasingly shifting and expanding from the technology of the
IT sector of large enterprises to the precision machinery sector of small and medium
companies [1, 2].

1.1 Purpose for Studies

In this study, wewould like to study techniques inmachine learning to detect security
threats in a short period of time by detecting incidents of insider anomalies through
rapid learning, even if the company’s initial employees lack action data against
unknown security threats.

2 Related Studies

2.1 Insider Threat Detection

It is not easy to accurately categorize and preemptively block all threats from insiders
in network, such as mistakes by normal users and unauthorized access by disgruntled
users, and thus need themeans to effectively detect their activities fromwithin. Given
that the average amount of time it takes to discover data breaches is 191 days, the
average days to suppress them is 66 days, and the average cost per breach is $3.62
million, the effect of detecting suspicious user activity early would be enormous
[3]. In order to analyze an insider’s threat behavior, the user sends a log based on
the user’s behavior (file movement, network login, etc.) to machine learning, which
determines the threat behavior. For method of judgment the threat behavior, suggest
to use combining GRU (Gated Current Unit) and the Autoencoder.

2.2 Specific Behavior Detection

The most common method is to have an administrator on the DB Server to recognize
specific activities (such as file movement, copying, and network login) to manage
suspicious behavior as an administrator. The use of this method allows for precise
inspection, but has a problem. If users modify or move multiple files in a short time,
active response is not possible.



A Study on the Implementation of GRU Autoencoder Model … 463

2.3 Detection by Learning Machine Learning

The issue of insider threats has become a major issue that has been studied steadily
since the past, and is increasingly being studied. With the recent development of
machine learning, there are several preceding studies that have applied it to the
field of insider threat detection. The most representative method is the model that is
detected using the Hidden Markov Model (HMM). HMM has been widely used to
recognize sequential data, such as voice data, as a model that can be well applied to
the problem of dealing with data that implies a set of sequential characteristics [4].

2.4 Algorithm

Machine learning technology is largely divided into a SupervisedLearning andUnsu-
pervised Learning. Supervised Learning looks for labels by comparing them to the
model that generated the unlabeled data the same Support Vector Machine as Clas-
sification and the same Linear Regression as Regression after generate model that
learned by data label in it. There is clustering, such as K-meas clustering, which is
a way to find labels after classifying them without labels [5]. In this paper, we are
going to combine the GRU model in case the insider aberration data used is small
and the AutoEncoder, a Unsupervised Learning.

2.5 LSTM ( Long Short Term Meomry)

RNN significantly reduces its ability to learn reverse waves when the distance
between the relevant information and the point at which it is used is far. Designed to
overcome this problem is LSTM (Long Short Term Meometry). The problem was
solved by adding a cell-state to the Hidden State of RNN by recursively obtaining it.
LSTM network operates using cells consisting of forget gate (FG), input gate (IG),
cell gate (CG), and output gate (OG). These memory cells can store information at
any time. The three gates control the flow of information into and out of memory
cells in neurons. Each gate in the LSTM receives the same input as the input neuron,
each with an activation function [6].

2.6 GRU (Gated Recurrent Unit)

The Gated Current Unit (GRU) is one of the LSTM variant models that handled
LSTM’s structure more simply with the model announced in 2014. The structure of
the GRU, like LSTM, is the same as using gates to control the amount of information,
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Fig. 1 GRU model
framework

but it can be seen that there are differences in the way gates are controlled. The GRU
integrated LSTM’s forget gate and input gate into the update gate, and integrated the
cell state and the hidden state into one. It is also faster to learn because of its smaller
weighting structure than LSTM, but has almost the same performance as LSTM [7].
The GRU has fewer parameters, making it easier to add or modify inputs. It also
takes shorter learning times and is less frequent hyperconformity phenomenon than
LSTM. Less data may be learned than LSTM, but in other words, with enough data,
LSTM’s good modeling power may show better results. As a result, in this paper,
GRU will be used as an early model without data (Fig. 1).

2.7 AutoEncoder

The Autoencoder is an Artificial Neural Nerworks (ANNs) studied to compress
image data. It is a representative model for unsupervised learning where AI learns
on its own. The structure of the Autoencoder produces an invisible output value z
of x received as input through the encoder, and produces the final output value x’
with z as the input of the decoder. Having the final output value x’ and the input
value x have the same value after this process is called the Autoencoder. The purpose
of the Autoencoder is to create a model that contains compressed expressions of
input values while repeating the encoding and decoding processes in the course of
learning. Using these features, Autoencoder is being used in many areas, including
abnormal detection and data generation model learning [8]. Data for user behavior
analysis has time-series data, which is very large. It attempts to implement an insider
aberration detection model by combining models of AutoEncoder and GRU that can
compress data and have a unsupervised learning process (Fig. 2).
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Fig. 2 AutoEncoder
structure

3 Proposal Method

3.1 Process of User Behavior Analysis

From each employee PC, the user’s behavior data is continuously transfered to the
collection server, using this program. The server sends this data toMachine Learning
to determine if the behavior is abnormal and sends the logs that it determines back
to the collection server. If abnormal behavior appears here, block the PC.

3.1.1 Machine Learning Normal Behavior

In this paper, in order to detect abnormal behavior of users, the user will learn the
normal behavior of the user and determine whether the user is a normal behavior
or not. In this case, there is a standard for determining. There will be a sequence
of daily tasks for each user, and they will be carried out in a similar. In addition,
each individual has a certain pattern and will learn this data and judge it as normal
behavior. Besides, there are two other ways to divide an insider’s threat into two
behaviors. First, behavior that deviates greatly from normal work, such as network
access, copying to unnecessary files, and the second USB overuse connections, and
psychological factors, which are the weak psychological state and hostile behavior
of the user concerned. Based on this, they learn normal behavior in machine learning.

3.1.2 Configuring User Behavior Patterns

Process behavior patterns are constructed according to a list of patterns produced
through process analysis, and user behavior patterns are constructed by established
behavior pattern assigning additional points depending on the type of system. The
pattern is redefined by assuming normal operating conditions for the derived pattern
and weights are applied by security element according to the system’s configuration
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characteristics. For additional points, the system is constructed to reflect the charac-
teristics of the system, such as type of operation, repeatability, frequency, etc. and
the weight calculated is applied by element to calculate the process function score
in normal circumstances.

3.1.3 Pre-processing Normal Behavior Data

Data analysis is necessary to study the machine. Data analysis can eliminate unnec-
essary information and maximize the effects of machine learning. As a collection of
data, data containing user logon/logoff records, web activities, file access activities,
e-mail usage, device use and user position, department, work period, participation
projects, and job satisfaction will be collected in a chronological order, along with
other psychological propensity indicators for each employee.

3.1.4 GRU-Autoencoder

This paper uses GRU Autoencoder. This model consists of three GRUEncoder and
GRU Decoder, which sequentially reads the input data and thereby learns ‘h’, a size
representation that is fixed in a hidden state. This expression is passed to the GRU
Decoder with the cell state and output state of LSTM. The passed values maintain
sequential and user attribute information for user actions. By taking ‘h’ as input,
GRU Decoder generates an output sequence sequentially. In this process, connect
three GRUs in. Since errors can occur when reconstructing the result values, a loss
function called Cross Entropy is used to optimize the reconstruction to minimize the
occurrence of errors. It also uses a technology called Drop-out to prevent overcon-
formity. Over-conformity can cause performance to deteriorate if there is a lot of
information in machine learning. At this time, it is Drop-out that properly discon-
nects information to help you learn only some information. In this way, the output
sequence is obtained by learning by minimizing errors (Fig. 3).

3.2 Machine Learning Abnormal Behavior Detection

When you have finished learning, each user has an output sequence for normal
behavior. Use this to calculate the weight. In addition, if this weight is set to a
threshold, and subsequently continues to receive logs from the user’s computer, and
then compare them tonormal behavior to userswhohad the sameor similar patterns as
normal patterns, the weight does not exceed the threshold and is considered normal
behavior, and if abnormal patterns, the weight is significantly different from the
normal pattern and thus detects abnormal behavior.
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Fig. 3 GRU-Autoencoder model

4 Analysis

Figure 4 presents a comparison between the existing RNN and LSTM user behavior
analysis and the system proposed in this paper. In terms of data dependency, tradi-
tional RNN and LSTM have very high data dependence on user analysis. In contrast,
GRU is a proposed model that reduces data dependence at LSTM, so RNN and
LSTM learn 300 nodes, and GRU learn 12 nodes with similar accuracy [9]. As a
result, abnormal behavior can be inferred faster than previous methods, even if new
employees enter the company or there is a lack of data such as changes to security
equipment. In terms of accuracy, RNN is long-term dependent in the way that the
hidden node circulates, and if the distance between the points where the information
is used is far from the point where the learning ability is significantly reduced and
performance is degraded. As an LSTM model designed to solve these problems,
GRU is an algorithm created by simplifying the LSTM model. In the GRU model,

Fig. 4 Evaluation result
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high accuracy can be achieved with less data and shorter learning times. LSTM has
lower accuracy than GRU in small data, but has shown excellent results when there
is a sufficient number of data. In terms of the frequency of overconformities, RNN is
prone to overconformity as there are no forgettable gates in the way that the hidden
node rotates. LSTM has reduced the overconformity ratio as it is an architecture that
adds memory cells to RNN. In here, GRU integrates cell state and hidden state to
further reduce load on memory and reduce the frequency of overconformities. This
paper also used drop-out technology to further reduce overconformity. Based on the
analysis, analysis of user behavior using LSTM and GRU has superior performance
than analysis of user behavior using RNN. Where LSTM showed higher accuracy
when it had a lot of data and GRU had lower accuracy than LSTM when it learned a
lot of data, but GRU showed higher accuracy in a short period of time with less data.

5 Conclusion

With the development of high-tech technologies day by day, there has also been an
increase in confidential information leaks by industrial spy every year, resulting in
huge damage to companies. Thus, even in-house, abnormal behavior detection tools
make it difficult to accurately determine which employees are internal leakers due
to lack of data when there is no data about users in the initial use and when new
employees join the company, when data are added to the security tools as a result
of changes. To improve this problem, this paper proposes a GRU model that uses
the GRU model for analysis machine learning to detect abnormal behavior within a
relatively short period of time, thereby preventing leakage of confidential industrial
data.
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Blockchain Based Authentication
Method for ThingsBoard

Sung Il Jang, Ji Yong Kim, Alisher Iskakov, M. Fatih Demirci,
Kok Seng Wong, Young Jong Kim, and Myung Ho Kim

Abstract The X.509 certificate is generally used for a device authentication of the
internet of things platforms. X.509 certificates use the device’s public key based
communication for device integrity. However, this process incurs a large overhead.
Access tokens, on the other hand, have less overhead but have problemswith integrity.
In the paper, we propose a new authentication scheme based on blockchain. We
conducted several experiments to prove that proposed method have less overhead
than X.509 certificates, and that the authentication scheme works appropriately.

Keywords Internet of things · Internet of things platform · Authentication ·
Blockchain · ThingsBoard · Hyperledger fabric
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1 Introduction

Internet of Things (IoT) platforms are the software platforms optimized for IoT data
collection and management to establish the traffic of machine-to-machine (M2M)
circuits that has recently beenwidely implemented [1]. ThingsBoard is oneof theplat-
forms developed to collect and manage the data of interconnected devices by using
various protocols such as the MQTT, HTTP and the CoAP through the IoT gateway.
It is aimed to ensure compatibility with proprietary solutions such as Amazon web
services (AWS) IoT [2, 3].

As a device authentication method, ThingsBoard employs access tokens and
X.509 certificates, which are referred as one-way secure sockets layer (SSL) and
two-way SSL, respectively. One-way SSL is the encrypted communication using the
public key of the server, and two-way SSL is that one using the public key of both
the server and the device [4]. Each authentication method has its pros and cons. The
X.509 certificate provides a high level of security owing to encrypted communication
based on the public key between the server and the device. However, encryption and
decryption operations on the device have an impact on the battery usage. Moreover,
it takes longer time to do authentication comparing with the method using access
tokens. Using the access token has a disadvantage that the data can be easily leaked
from unencrypted networks. However, this method does not significantly effect on
the battery usage and has less network overhead comparing with the X.509 certifi-
cate, as there are no additional operations needed during the authentication process.
But it is difficult for the access token to guarantee the integrity of devices. Taking
into account the characteristics of the IoT environment, in this paper, we solve this
problem by sharing the access token through the blockchain and proposing a new
authentication scheme based on the shared access token.

2 ThingsBoard

ThingsBoard uses the access token and the X.509 certificate for authentication of
devices. The identity of each device is ensured by the token value and the public key.
The architecture of ThingsBoard is shown in Fig. 1 [5]. ThingsBoard recognizes the
gateway as a device. The gateway forwards messages from the device to the server.
If the X.509 certificate is used, the identity of the device is proved by the public
key, even if the gateway forwards messages in the middle of the process. However,
in the case of using the access token, when the gateway forwards the message of
the device, the IoT integration middleware (IoTIM) can verify only the token value
of the gateway. And the gateway cannot verify the device’s token value, because it
does not have access to the central database. In the IoT environment it is difficult to
provide the gateway within granted access to the central database due to the large
number of gateways.
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Fig. 1 ThingsBoard architecture based on IoT reference architecture

3 Blockchain

The blockchain ensures the data by managing transactions on a block basis and
sharing the chains of consecutive blocks. In the process of sharing blocks, the
blockchain uses a consensus algorithm. According to this algorithm, the blockchain
can be classified into the permissionless blockchain and the permissioned blockchain
[6]. In this paper, we used the permissioned blockchain that was relatively fast and
effective in managing the blockchain verification node, as it distributed and stored
access tokens through the blockchain and allowed authenticating the device trans-
mitting the data. The permissioned blockchain can be implemented by means of
various platforms corresponding to a particular consensus algorithm. After consid-
ering different options, we conducted the experiments using Hyperledger Fabric
that employs the consensus algorithm based on practical Byzantine fault tolerance
(PBFT) [7]. Hyperledger Fabric establishes the PBFT consensus algorithm using the
process shown in Fig. 2 [8].

Hyperledger fabric is suitable for storing access tokens, as it can guarantee the
finality of transactions, unlike the permissionless blockchain that uses the Proof of
Work (PoW) algorithm.
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Fig. 2 Sequence of PBFT consensus in Hyperledger Fabric

4 Proposed Method

We propose the architecture presented in Fig. 3 to share access tokens by using the
blockchain in the conventional ThingsBoard architecture. The existing IoTIM stores
the access token value by using the database, however, the proposed method stores
it in the blockchain also. This enables the gateway to verify the token value of the
device.

Figure 4 shows the authentication scheme of the proposed method. According
to this scheme, the gateway logs into IoTIM using the access token as same to the
conventional method. After this, when the gateway receives the data from the device,
it forwards the data to IoTIM by executing the onDeviceData function. The gateway
performs device authentication using the token value delivered to the device through
the chaincode (known as Smart Contract) named a device validator. The device with
the correct token transmits its data to IoTIM by executing the onDeviceConnect
function.
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Fig. 3 Proposed ThingsBoard architecture using blockchain

Fig. 4 Sequence of steps in the proposed authentication scheme
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The device validator can be executed locally at each gateway, because it is
done through the blockchain. Therefore, the proposed gateway is suitable for the
IoT environment, as it does not cause a network overhead, whenever the device is
authenticated.

5 Implementation and Testing

5.1 Overview

In this paper, we used ThingsBoard and ThingsBoard IoT Gateway as the IoT plat-
form, and Mosquitto as the MQTT broker to implement the proposed method. We
employed Hyperledger Fabric v0.6 and updated the Go language to the version 1.11
to implement the chaincode.

In the first experiment, we compare the message processing time between two
authentication methods within ThingsBoard. In the second experiment, we confirm
the results by sending messages to the gateway applying each method to verify the
difference between the existing method and the proposed method, when authentica-
tion is performed at the gateway. The format of the message is described in Table 1,
and two messages are sent using each method: the first message forwards the type of
the device to the attribute value, and the second message forwards the token value.
This is summarized in Table 2.

5.2 Testing and Evaluation

In the first experiment, the device send a message 20 times using each authentication
method. The obtained results are shown in Fig. 5. The proposed method have less
overhead than X.509 certificate approximately 23%.

The results of the second experiment are shown in the tables below. Analyzing the
results provided in Tables 3 and 4, we can conclude that the messages corresponding
to Case 1 and 2 sent from the existing gateway are all forwarded to IoTIM correctly.
The existing method does not have an authentication scheme through the gateway,
therefore, it forwards the data to IoTIM without being affected by any message
values.

Table 1 Message format of
second experiment

Name Role

SerialNumber DeviceName and identifier

Model DeviceType and attributes

Temperature Telemetry data
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Table 2 Message of second experiment

Case No Message Destination

Case 1 {“serialNumber”: “Device005”, “model”:
“T1000”,
“temperature”: 33.0}

Existing method based gateway

Case 2 {“serialNumber”: “Device005”, “model”:
“NL4R74HgDaIXbZhEkyYi”,
“temperature”: 34.0}

Existing method based gateway

Case 3 {“serialNumber”: “Device005”, “model”:
“T1000”,
“temperature”: 35.0}

Proposal method based gateway

Case 4 {“serialNumber”: “Device005”, “model”:
“NL4R74HgDaIXbZhEkyYi”,
“temperature”: 36.0}

Proposal method based gateway

Fig. 5 Processing time for
the two considered device
authentication methods in
ThingsBoard
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Table 3 Result of Case 1 Log message

19:56:48,769 INFO [Device005] Device Connected!

19:56:49,341 INFO [Device005] [T1000] [10] Device connect
event is reported to Thingsboard!

Table 4 Result of Case 2 Log message

19:58:27,851 INFO [Device005] Device Connected!

19:58:28,353 INFO [Device005] [NL4R74HgDaIXbZhEkyYi]
[6] Device connect event is reported to Thingsboard!
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Table 5 Result of case 3 Log message

20:02:34,994 INFO [T1000] Failed to report device connection
(TokenError, onDeviceData)!

Table 6 Result of case 4 Log message

20:00:35,855 INFO [Device005] Device Connected!

20:00:36,420 INFO [Device005] [NL4R74HgDaIXbZhEkyYi]
[14] Device connect event is reported to Thingsboard!

Analyzing the results provided in Tables 5 and 6, it is evident that the proposed
gateway processes the forwarded value as an attribute of the device in a form of
an access token value and then, performs authentication accordingly. As shown in
Table 5, TokenError occurred due to the fact that “T1000,” not the token value, was
forwarded, while Table 6 shows that the data were sent to IoTIM, as the correct token
value was forwarded.

6 Conclusions

In this paper, we analyzed the process of the authentication within the IoT plat-
form called ThingsBoard. We outlined a problem that the gateway could reduce the
integrity of the device within the IoT platform while forwarding messages of the
device, and proposed an improved authentication scheme using blockchain to solve
this problem.

In the first experiment, we compared the device’s message processing time
between the proposed method and the X.509 certificate. Through this, we estimated
the overhead difference between the two considered authentication methods and
confirmed the necessity of employing the proposed method in the IoT environment.
In the second experiment, we confirmed that the gateway was able to authenticate the
device using the proposed authentication scheme. Therefore, in this paper, we solved
the problem of the access token (i.e., the integrity problem) using the blockchain and
consequently, we reduced authentication overhead than X.509 certificate.
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Secure Management of Patient Medical
Data Using QR Code and CP-ABE
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Abstract QR codes are widely used in various services provided by agencies such
as banks, credit card companies, and airlines. Among these, QR code based data
management for the medical data of hospital patients is a representative area of QR
code applications. As medical data usually contain sensitive patient information,
preventing their leakage is a serious concern. Therefore, in this study, we present a
method for the secure management of patient medical data by leveraging QR code
and ciphertext-policy attribute-based encryption (CP-ABE). Especially, the proposed
method can be used to securely store sensitive patient medical data in a QR code,
which allows access only to authorized persons.

1 Introduction

The advent of two-dimensional codes with patterns such as squares and hexagons
has widened the range of information storage. Specifically, the quick response (QR)
code, which was invented by Denso Wave Inc., Japan in 1994, has been actively
used in more than 20 types of two-dimensional codes [1]. The QR code can store
up to 7,089 decimal digits, which is much higher compared to the barcodes that can
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store only up to 20 characters [2]. Moreover, it is used in various fields, owing to
its advantages that include recognizability from all directions through the various
symbols placed in it, information recovery ability, and security function.

Recognition of the QR code uses the principle of light reflection, similar to the
barcodes; 0 and 1, which are represented by black and white bars, respectively, are
scanned by a camera and converted into digital signals. As mobile devices with
built-in cameras have become commonplace in recent times, QR codes are being
considered as one of the leading data repositories, owing to their speed, portability,
and security. Thus, QR codes are used in various fields, the most representative being
the medical field. For example, patient ID cards containing medical information such
as past treatment records or allergies are currently used in many medical institutions
[3].

However, although the QR codes offer the advantage of easy storage and access
to information, they are associated with privacy issues: for example, a QR code
containing patient information attached to a hospital room can be easily scanned and
misused. As medical data include sensitive information about individuals such as
drug side effects and allergies, as well as general information such as name and age,
it is essential to address the privacy issues while applying the QR code in the medical
field.

Therefore, in this study, we present amethod to preserve themedical data stored in
QR codes: the patientmedical data is first encrypted using ciphertext-policy attribute-
based encryption (CP-ABE), which is a kind of attribute-based encryption (ABE)
technology that defines access rights through attributes. Then, the encrypted patient
medical data is stored in a QR code. Since the patient medical data is encrypted
by using CP-ABE, the encrypted data can be decrypted differently, based on the
accessor’s attributes. The hierarchical structure of the hospital or access authority
determines the information that can be retrieved, thereby protecting sensitive patient
information from attackers.

2 Background: Ciphertext-Policy Attribute-Based
Encryption

Attribute-based encryption is a public-key encryption method wherein a user is iden-
tified through a set of attributes such as the name and title. Owing to their wide
expressiveness, attributes are actively used in cloud storage and other similar appli-
cations [4]. Conventional public-key cryptography systems use a public key that is
known to everyone and a private key that only the recipient of themessage knows. For
example, when there are several users, a message is encrypted using the public key,
and themessage is decrypted using the private key [5]. In contrast, in ABE, the public
key is the same for all users, while the private key associated with an attribute set,
which is different for each user. Therefore, the ABE technology is effective in terms
of storage space and encryption time, because only one encryption file is generated.
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The ABE is usually categorized into key-policy attribute-based encryption (KP-
ABE) and CP-ABE. While the former encrypts a file with a set of attributes and
generates a user’s private key through policy, CP-ABE encrypts files with a policy
and generates a user’s private key with a set of attributes. The disadvantage of KP-
ABE is that it is not intuitive because the relationship between the properties cannot
be specified. Moreover, it is not possible to know the attribute required to decrypt the
ciphertext for each user [6]. On the other hand, CP-ABE encrypts files such that it
allows for an intuitive definition of the data accessors. Thus, it is easy to assign and
delete permissions by defining each user with a set of attributes, thereby avoiding
authorization creep.

The CP-ABE used in this study encrypts medical information by defining policy
with an attribute set and logical operators. The policy is stored in a built-in formwhile
encrypting medical information: the user can decrypt the encrypted information with
an attribute that satisfies the policy [7]. The CP-ABE consists of the following four
basic algorithms [6]:

1. Setup: Algorithm that returns the public key PK and master key MK
2. Encrypt (PK, M, W): Algorithm to return CT, an encrypted message by inputting

PK, message M, and access structure W
3. KeyGen (MK, L): Algorithm to return secret key SKby inputtingMKand attribute

set L
4. Decrypt (PK, CT, SK): Algorithm that inputs PK, encryptedmessage CT, and SK,

and returns decrypted message M if the attribute satisfies the access structure.

3 CP-ABE-Based Medical Data Management Using QR
Code

In this section, we describe the proposed method for securely storing and accessing
patient medical data using a QR code. The proposed approach relies on CP-ABE
to support multilevel privacy protection mechanisms depending on the trust level
between thepatients and authorizeddata users. Figure 1 shows the systemarchitecture
of the proposed approach, which mainly consist of two parts: the storing of medical
data in a QR code via CP-ABE and accessing the data stored in it. The following is
a detailed explanation of the proposed approach.

3.1 Storing Medical Data in a QR Code via CP-ABE

Figure 2a shows the user interface developed in this study for entering patient infor-
mation including the name, date of birth, height, weight, and blood type, which have
a single value, and drug allergy and chronic disease, which can have multiple values.
On entering the patient information through the user interface and clicking on the
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Fig. 1 The system architecture of the proposed approach

(a) (b)

Fig. 2 a User interface developed for entering patient data, and b the corresponding plaintext,
which consists of a header and data parts

submit button, a corresponding plaintext that consists of two parts (namely a header
part and a data part) is generated.

Figure 2b shows the code generated based on the information provided in Fig. 2a,
which includes the header part, containing a list of (offset, length) that indicate the
position of the actual data stored in the plaintext: here, offset denotes the beginning
of the corresponding data within the plaintext, and length represents the length of
data. For example, in Fig. 2b, the name of the patient is stored from the 28th location,
and its length corresponds to 13.

In the next step, the plaintext is encrypted using CP-ABE. In this study, the
patient data is classified into two groups according to the degree of sensitivity of the
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Fig. 3 Sample QR code
generated by the proposed
method

information: The low-sensitive data group includes the name, date of birth, height,
and weight, while the high-sensitive data group contains details of drug allergies
and chronic diseases. Each data in these two groups are encrypted via CP-ABE. The
access rights of user groups in CP-ABE can be set differently, as required. In this
study, we assume a scenario wherein three different user groups attempt to access
patient medical data: The first is the doctor group, the second is the nurse group, and
the third is the attacker group. The access condition for the low-sensitive data (i.e.,
name, date of birth, height, andweight) is ‘doctor’ or ‘nurse’. The access condition for
the high-sensitive data (i.e., drug allergies and chronic diseases) is ‘doctor’. Figure 3
shows the encrypted medical data stored in a QR code, which was generated using
ZXing, an open source provided by Google.

3.2 Accessing Medical Data Stored in a QR Code

Figure 4 presents an example scenario wherein users from different groups attempt to
access the medical data stored in the QR codes. USER 1 belongs to the doctor group,
which has the highest data access rights. Thus, USER 1 can decrypt and access both
the high- and the low-sensitive patient medical data. USER 2 belongs to the nurse
group whose access rights are lower than those of the doctor group. Thus, USER 2
can only decrypt and access the low-sensitive patient medical data. Finally, USER 3,
belongs to a group of attackers and therefore, cannot access any medical data stored
in the QR code.
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Fig. 4 An example scenario wherein users from different groups attempt to access patient medical
data stored in a QR code

4 Conclusion

In this study, we have presented a secure method for storing and accessing patient’s
medical information using the QR code and CP-ABE. The proposed method first
encrypts sensitive patient medical data using CP-ABE, and then stores the encrypted
data in a QR code. Therefore, only authorized persons can decrypt the encrypted
data, and access sensitive medical information. Furthermore, by using CP-ABE, the
presented method can support multilevel privacy protection mechanisms depending
on the trust level between the patients and authorized data users.
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Restore Fingerprints Using Pix2Pix

Ji-Hwan Moon, Jin-Ho Park, and Gye-Young Kim

Abstract Previously studied fingerprint readers usually used Minutiae feature.
Minutiae uses both directional maps and skeleton images because of its high FMR
(False Match Rate). But unlike security attacks on Minutiae, research on directional
maps and skeletal image attacks is not goingwell. In this paper, fingerprint images are
generated using the new Pix2Pix model and analyzed representation attack vulnera-
bilities for the images. When the restored fingerprint by the model was recognized
to the fingerprint recognizer, it showed a high recognition success rate and demon-
strated the vulnerability for representation attacks on fingerprint readers that also use
skeletal images.

Keywords Fingerprint · Fingerprint reader · Representation attack · Pix2Pix ·
Bio-feature

1 Introduction

Fingerprint recognition technology, which is used as one of the biometric recognition
technologies, is the most commonly used biometric recognition technology due to
the high universality, permanence, and acquisition of fingerprints [1]. Fingerprint
recognition devices store fingerprints in a template format. Typical templates used in
fingerprint readers include orientation maps, skeleton images, and minutiae, which
show the ridges of fingerprints [2], as shown in Fig. 1. Unlike other features,Minutiae
is often used in current fingerprint readers because the information is so sparse that
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Fig. 1 Fingerprint features
used as templates

(a) Direction map (b) Skeleton (c) Minutiae

it cannot be used as a representation attack, making it safe enough to be adopted as
an ISO/IEC standard biometric technology template.

With the recent development of computer performance, research is underway to
restore fingerprint images using neural networks. In particular, the GAN (Generative
Adversarial Network) [3] is a typical neural network-based generation model that
consists of a generator that generates data and a discriminator that obscures the
authenticity of the data. Bontrager [4] proposed a method using Wasserstein GAN
(WGAN) [5], an extension of the GAN, to create a master fingerprint that could
invalidate the fingerprint recognition device. Lee [6] proposed a method of restoring
fingerprints from type analysis features through the CGAN (Conditional GAN) [7]
and showed vulnerability to representation attack on fingerprint recognition devices
that use fingerprint type features as templates.

Fingerprints restored by the template security vulnerability study of existing
fingerprint recognizer are artificial and have unnatural form, so the success rate
of representation attack is not high. Therefore, the purpose of this paper is to use
the Pix2Pix model to restore a fingerprint similar to the actual fingerprint from
the skeleton image of the fingerprint to deceive the discriminating system of the
fingerprint recognizer. In addition, we want to study the security vulnerabilities of
fingerprint readers by showing a higher success rate of representation attacks than
previous studies.

2 Skeleton to Fingerprint Using Pix2Pix

The proposed method is largely divided into four by fingerprint feature extraction,
fingerprint restoration model learning, fingerprint restoration, and restoration perfor-
mance evaluation, and the schematic diagram are shown in Fig. 2. In the fingerprint
characterization extraction stage, the experiment is carried out under the assumption
that the skeleton images recovered fromMinutiae are perfect. Fingerprint recognition
devices perform erosion and dilation operations on images to remove dust-like noise
after scanning fingerprints. Then, binary thresholding like Otsu is applied to create
black-and-white images, and then a skeleton image is created through thinning. In
the process of training the fingerprint restoration model, bone images are trained
using the Pix2Pix model. Pix2Pix is an image-to-image conversion model using a
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Extract Fingerprint Feature

Preprocessing

Thresholding

Thining

Fingerprint
Recognizer

Generator

Discriminator

Pix2Pix
Training Model

Restore Fingerprint

Evaluate Performance

Fig. 2 Overview of fingerprint restores method

neural network that can be converted from input images to images of different colors
or styles [8]. While normal GAN is difficult to predict output results due to output
data from Hyperparameter, Pix2Pix has the advantage of determining the output for
the input.

The neural network structure of the proposedmodel for restoring fingerprints from
skeleton images is shown in Fig. 3. The model uses the Skip-Connection Encoder-
Decoder used in U-Net [9], which internally enters 256 × 256 images and outputs
3 channel 256 × 256 images as shown in Fig. 3. A typical Encoder-Decoder loses
many features in the data coding process, but Skip-Connection does not damage
the features and moves on to the next tier. In addition, the neural network of the
model uses 3× 3 Convolution, Transposed Convolution Filter, and ReLU [10] as an
activation function. The last result output layer uses Hyperbolic Tangent.

Fig. 3 Proposed neural network of Pix2Pix model
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In the stage of fingerprint restoration and performance evaluation, skeleton images
are entered in the trained Pix2Pix model to restore the fingerprint. As a stage of
the restoration performance evaluation, the degree of similarity between restored
and actual fingerprints is measured, and recognition accuracy is measured using a
fingerprint recognizer. In the experiment, FID (Fréchet Inception Distance) [11] was
used to compare similarities.

3 Experiment and Result

The experiment was conducted using Intel i9-7980XE CPU and two Titan-V GPUs.
Fingerprint images used in the experiment were used by NIST Special Database 4,
3000 of 3,844 images were used for learning, 744 as validation sets and 100 as test
sets.

The experiment studied the cGAN model used as a conditional generation model
and the proposed Pix2Pix model which was carried out by changing the hyperparam-
eter reconstruction variables and the reconstruction weights. Figure 4 is a fingerprint
image restored according to the hyperparameter of the cGANmodel and the Pix2Pix
model.

For a well-learned GAN, it is known that the FID for one-channel images is 17–30
and the FID for three-channel images has a value of 103–192 [12]. Looking at Table
1, the FID of the cGAN model is 380.1668 showing very poor quality. Conversely,
Pix2Pix shows very good quality between 105 and 171 except in some cases (L2). The
test results show the best quality when using L1 along with reconstruction weight

Input
Image

Fing
erprint L1

Skeleton L2

cGAN

L1

L2

Fig. 4 Proposed neural network of Pix2Pix model
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Table 1 FID according to the hyperparameter of cGAN and proposed Pix2Pix model. L1 is norm1,
L2 is norm2, both of norm is the reconstruction parameter of Pix2Pix. Lambda is the reconstruction
weights of the Pix2Pix model

L1 Loss L2 Loss

cGAN 380.1668

Proposed (λ = 50) 139.6825 402.1813

Proposed (λ = 100) 105.0424 118.5930

Table 2 The recognition rate
of restored fingerprints
according to FMR of
fingerprint recognizer

FMR 0.01 (%) FMR 0.1 (%) FMR 1 (%)

cGAN 0 0 1

Proposed
(λ = 50) + L1

60 92 100

Proposed
(λ = 50) + L2

69 94 100

Proposed
(λ = 100) + L1

58 92 100

Proposed
(λ = 100) + L2

62 86 100

100. Table 2 shows the success rate of the representation attack by recognizing
restored fingerprints on the actual fingerprint recognizer according to the FMR. If
the fingerprint is restored to the cGAN model, it shows that it has almost failed to
attack the expression. For the proposed Pix2Pix model, it appears that there is no
correlation between the success rate of the representation attack and the variables of
reconstruction.

4 Conclusion

In this paper, the neural network of the Pix2Pix model is proposed to restore from the
fingerprint skeleton image to the actual fingerprint, and to the fingerprint with a high
success rate of representation attack.When fingerprint skeleton images were restored
to the fingerprint from the proposed Pix2Pix model, they were sufficiently similar to
the actual fingerprint through FID, which measures similarities with actual data. And
use afingerprint reader to show the current security vulnerability tofingerprint readers
by showing a success rate of representation attacks that exceed 90% when FMR is
0.1%. Minutiae, a template considered safe, also requires a study to extract cross-
certifiable features, not only those that are vulnerable to security, as the proposed
method could restore Minutiae to a fingerprint from a skeleton image of the restored
fingerprint.
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Web Site Usage History Management
System Using Blockchain

Cheolmin Yeom, Seonghwa Yeon, Sunghyun Yu, and Yoojae Won

Abstract Various types of data are being collected given the recent increase in
the kinds of services provided by companies. Among them, data collectors of web
services collect MyData indiscriminately and benefit from them. Moreover, data
providers are unaware of how their data are collected and used. Data collectors of
web services consume web resources by generating a large amount of web traffic
in the process of data collection. This traffic can cause damage such as service
interruption. In this study, we propose a web site search engine that builds a system
to control user information using blockchain, and builds on the recorded information.
This system allows data providers to manageMyData more transparently, and search
engines using blockchain can contribute to creating a better web ecosystem.

Keywords MyData · Data sovereignty · Blockchain · EOS · Smart contract ·
Proxy server · Search engine

1 Introduction

As services using big data and artificial intelligence are developed and commercial-
ized, the importance of data is increasing. In particular, the value of the user data
has become more important as web services can generate profits through customized
services or advertisements. These data are defined asMyData and can include data on
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an individual’s purchases, communication, financial information, and online services
used. The goal in this case is to ensure that the data are held and controlled by the
individual [1, 2]. Such data should not be collected indiscriminately, and should
recognize individual ownership [3]. However, data collectors of web services are
typically unconcerned about privacy breaches caused by the use of personal data,
and serious privacy risks can arise in cases of data over-collection [4, 5].

In addition, among web services, search engines generate a considerable amount
of web traffic given their use of automated programs such as bots and web crawlers
to collect data while providing search services to users [6]. As of 2018, web bots
accounted for 42.2% of all website traffic [7]. This traffic causes much damage. For
low specification servers with limited resources specifically, unnecessary resource
consumption causes damage in the form of service interruption [8]. In order to solve
this problem, it is important to study how the generation of unnecessary traffic may
be avoided.

To this end, this study used blockchain to guarantee data sovereignty and solve
traffic problems inherent in search engine use. Smart contracts allow users to control
and collectMyData and increase efficiencyby automating the processing of payments
between users [9, 10]. We solved the problem of increased traffic by allowing the
search engine to use information from theweb blockchain network, which is based on
collected information. In other words, it is possible to build a better web ecosystem
by building a website search engine with the stored information.

2 Related Works

2.1 Blockchain

Blockchain is a public ledger of a distributed record database or events executed and
shared by participants. Each transaction is verified by the participants, and the verified
transaction cannot be tampered with. Blockchain is made of blocks that are linked
together. A block consists of two parts: a block header and a transaction. The block
header consists of six pieces of information: the hash value of the previous header,
the version, and the time. If the block contains basic information, the transaction
contains important information [9]. Smart Contract is a blockchain technology in
the form of a computer program that can automatically execute the contract terms. If
the preconfigured conditions are met, the smart contract is executed and the parties
involved in the contract can proceed transparently [11, 12].
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2.2 EOSIO

EOS is a third-generation cryptocurrency that uses Delegated Proof of Stake (DPoS).
It is a decentralized platform based on blockchain technology. EOS is designed
to support decentralized applications, and it is possible to develop smart contracts
simultaneously without the burden of fees and about 200 times faster than when
using second-generation cryptocurrency. In terms of usability, the complex address
is changed into an easy-to-understand account, and in the case ofDecentralized appli-
cations (DApp), it offers a faster processing speed than those of the other blockchains
[13].

2.3 Blockchain Service

Blockchain and smart contracts can be applied to various services. For example,
medical practitioners require an electronic medical record management system that
provides comprehensive data on patients and shares medical information using the
blockchain [14]. In addition, supply chain management systems in industries ensure
the transparency of each transaction by applying smart contracts. The transactions
are automatically stored on the blockchain network and can help the company save
on administrative costs [15].

3 Web Site Usage History Management System

In this study, we propose a search system that manages MyData using blockchain
and proxy servers, and resolves the problem of excessive traffic inherent to search
engines.

3.1 Server Operation Process

As show in Fig. 1, a proxy server is used to store the user’s web records in the block
through a smart contract, and the search engine parses the web records stored in
the blockchain network as search results. Rewards are forwarded to the personal
information providers used as search results.
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Fig. 1 Server operation
process

3.2 Search Engine Mechanism

The search engineMechanism is shown in Fig. 2. The user can use the search function
by selecting the desired node among several nodes of the blockchain network. Nodes
in the blockchain network use smart contracts to write information to the blockchain,
and block data are written to the database for efficient use. If the user has a token,
he/she can vote for the node he/she wants depending on the token’s influence, and the
node is then promoted to a block producer. The information stored in the database is
sent to the search engine for use on the search engine site. If other providers’ personal
information is used for personalized services, compensation will be delivered to the
providers’ wallets through smart contracts.

4 Experiment

Users can create their ownwallet account,which contains name and coin information.
When creating awallet and using a search engine, the search engine collects the user’s
information, reflects it in the search results, and rewards the user. The search engine
provides a search function and collects information about the user’s searches, his/her
wallet name, search keyword, and site address, and stores these items in the block. In
addition, users can mark pages they find useful as “Good” and use them to determine
their usefulness.

Fig. 2 User information
storage and use process
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Fig. 3 Operation process

Table 1 Collected
Information

Wallet name Search
keyword

Example URL Number
“Good”

A, C, D Eos eos.io 3

A, C Eos coinbase 2

A Eos eoshashnet 1

B Eos eoswiki 0

4.1 Scenario

As shown in Fig. 3, when a user visits a desired site, the wallet name, search keyword,
site address, and information about marked pages are collected and stored in the
blockchain through Smart Contract. When a transaction occurs, each item of data is
synchronized to the database. The user can search for the desired information on the
blockchain. The search engine completes the search and returns the recommendations
by order of relevance.

For the experiment, we searched for the keyword “Eos” using accounts A, B, C,
and D, as shown in Table 1, and then hit “Good” on each page that was found.

4.2 Result

Searching for “Eos” within the blockchain with the new account provided the
following results on the web in descending order of relevance with regard to the
most “Good” ratings provided to the site: eos.io, coinbase, eoshashnet, and eoswiki.
Giving “Good” to informative posts on the results page will reward the account that
provides the document (Fig. 4).
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Fig. 4 Searched data in the
blockchain

Unlike the existing service, the proposed search engine can generate profits by
employing users’ own activity information, and the information storagemanagement
system based on blockchain ensures the safety and reliability of the information.

5 Conclusion

This paper proposes a system that records and utilizes users’ MyData with
blockchain. It describes the manner in which information may be managed, reason-
able payments be made for the use of such information, unnecessary web traffic can
be minimized for automated programs. Use of the blockchain allows MyData to be
managed more transparently; its contents can be directly checked by users and the
data will be sovereign.

The website search engine presented as a blockchain utilization method is built on
the user’s web usage history. It will contribute to creating a better web ecosystem by
resolving the problem of indiscriminate traffic as it relies on automation programs for
collecting existing web records. This aspect reduces the consumption of resources
for service maintenance and provides more reliable service as it is constructed with
user information.
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Generation of Fake Iris Images Using
CycleGAN

Jae-gab Choi, Jin-Ho Park, and Gye-Young Kim

Abstract With the development of biometric recognition technology, identification
of users throughbiometric information such as iris, fingerprint, andpalmprint is being
applied tomany areas. In the case of iris, variousmethods of recognition andmethods
of detection of fake iris have been studied at the iris recognition stage. However, fake
iris detection research has been conducted by using the printed output or the artificial
iris due to the absence of fake iris data. In this paper, fake iris images are generated
for the research of the detection of fake iris using CycleGAN. The CycleGANmodel
has learned to reduce constraints against existing generation models and to avoid
bias in probability distributions using bidirectional LossFunction. In the experiment,
CASIA Iris Image Database ver 4.0 was used and the data was obtained for the
detection of fake iris by creating fake iris.

Keywords GAN · CycleGAN · Iris · Fake image · Fake iris

1 Introduction

With the development of biometric technology, biometric information such as palm
prints, fingerprints, and irises are used to identify users in various fields such as
security, finance, and immigration. Iris discriminates against individuals compared
to other living features, and is gaining popularity along with fingerprints. Identity
identification of users using iris can be divided into iris image acquisition and iris
recognition steps. In the iris image acquisition stage, images are acquired and stored
through the camera. In the iris recognition phase, the characteristics of the iris area are
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extracted by dividing the pupil and iris areas, and the characteristics are compared.
During the iris recognition phase, numerous approaches have been studied to iden-
tify users using such methods as phase-based iris recognition [3] or Dogman’s iris
recognition [2]. In addition, SVMs [4], Purkinje phenomenon [5], iris encryption
solution, and methods for identifying fake iris using fake iris detection [6] were
studied. However, the fake iris detection study has a problem of using fake iris or
artificial iris outputted from paper because there is no fake iris sample.

One of the unsupervised learning, theGenerativeAdversarialNetwork(GAN),was
studied and used to enable the creation of fake images. Research has been done on the
creation of fake iris images usingGAN [7, 10–13]. In this paper, we propose amethod
of generating a fake iris image using CycleGAN, which is much less constrained by
using the unpaired training set and prevents the noise deflection of the generator and
discriminator in the existing GAN model.

In this paper, Sect. 2 describes the structure and experimental method of
CycleGAN. In Sect. 3, the experimental environment setting and the fake iris gener-
ation and results through CycleGAN introduced in Sect. 2 are presented. Finally,
data for iris discriminator learning is generated.

2 Original Iris Image-to-Fake Iris Image Translation

2.1 Generative Adversarial Network

GAN is one of neural network based generation models [9]. As shown in Fig. 1, the
Generator (G: Generator) and the Discriminator (D: Discriminator) repeatedly learn
and derive the optimal solution.

Generator G as shown in Fig. 1 enters the random noise z generated through
the probability distribution to produce a fake image. Discriminator D determines
whether the entered data is the generated image or the original image. The objective
function of the GAN is shown in formula (1).

min
G

max
D

V (D,G) = Ex∼Pd(x)[log D(x)] + Ez∼Pd(z)[log(1 − D(G(z)))] (1)

Fig. 1 Generative
Adversarial Network
Architecture
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Fig. 2 CycleGAN circulation structure

These neural network-based production models allow the creation of fake iris
images, and the absence of fake iris samples from previous studies can be solved by
utilizing the fake iris images produced.

2.2 CycleGAN

CycleGAN is one of the models of the General Adaptive Advertising Network.
Figure 2 shows the model structure of the CycleGAN and uses the unpaired training
set. The use of unpaired training sets has eliminated the restriction on the use of
paraded training sets in existing. CycleGAN also has the advantage of using U-Net
to retain more detail of the generated images.

Lossx→y = Ey[log(Dy(y))] + Ex [log(1 − Dy(x))] + Ex [‖F(G(x)) − x‖1]
Lossy→x = Ex [log(Dx(x))] + Ey[log(1 − Dx (y))] + Ey[‖F(G(y)) − y‖1]

(2)

LosscycleGAN = Lossx→y + Lossy→x

Formula (2) is the Loss Function of CycleGAN. The image quality was improved
by creating images using bidirectional Loss Function. This prevents the noise of
probability distribution from being biased due to repeated learning of Generator and
Discriminator. Figure 3 below shows the bias of noise.

3 Create Fake Iris Image

In this chapter, fake iris images are created to overcome the absence of samples in
the fake iris detection study. CycleGAN as described in Sect. 2 was used to generate
fake iris images. CASIA Irisimage Database ver 4.0 was used to generate fake iris
images. In addition, arbitrary iris-shaped edge images were used as input images.
Since imaging is well produced at λ ≥ 10, the experiment was conducted using the
specified λ of 10. Figure 4. shows a fake iris image produced through an experiment.
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Fig. 3 Probability Distribution Map for Generator and Discriminator

Fig. 4 Generated fake iris image

1 The time per EPOCH was approximately 350 s and it took about 2 days for the
entire learning process.

In this paper, the advantage is that fake iris images were created using CycleGAN
to enable the creation of fake iris by a small number of domains. However, the fake
iris has the disadvantage of having visually discernable noise.
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4 Conclusion

In this paper, the method of producing fake iris images was proposed using
CycleGAN, one of themodels of theGenerative Adversial Network. Through experi-
ments,we could generate data for learning iris discriminator.UsingCycleGAN, noise
was not skewed to one side in the probability distribution of the neural network, and
the restriction on the use of pairing training sets of existing generation models was
reduced to create fake iris image. Also, through the creation of fake iris images,
we took many samples from the research to detect fake iris and made it possible to
experiment. In order to produce high quality fake images in the future, it is necessary
to continuously check quality by adjusting the parameters of the back and the neural
network structure.
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Robust 3D Reconstruction Through
Noise Reduction of Ultra-Fast Images

Nu-lee Song, Jin-Ho Park, and Gye-Young Kim

Abstract 3D reconstruction frommultiple view images has been studied extensively
in computer vision tasks. In order to increase the accuracy of the 3D reconstruction, it
is important to secure the number of image frames and tofind feature points andmatch
accurate feature points by minimizing the influence of noise from each image. When
we acquired images from high-speed camera, it is possible to analyze phenomena
and object movements that are difficult to see with the naked eye. However, when
using a high-speed camera, problems such as increased data amount, light amount,
focus, and noise occur due to an increase in resolution and shutter speed. In this
paper, we propose a preprocessing method for feature point tracking and matching
for robust 3D reconstruction in high-speed images. The experimental results confirm
the validity compared with 3D reconstruction output from the original image and
preprocessed image.

Keywords 3D reconstruction · High-speed image · Image procession

1 Introduction

A study of 3D reconstruction from 2D images has been conducted in the field of
computer vision, the actual estimation result is unsatisfactory because of distor-
tion caused by noise included in the measured data [1]. Noise is generated from
various causes such as signal interference and deterioration in the photographing
environment, sensor, and transmission process during image acquisition [2].
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3D reconstruction techniques include structured light techniques, three-
dimensional laser scanning, and methods to find and reconstruct feature points in
an image without artificially projecting energy onto the object. The structured light
technique uses a projector to project a predefined pattern onto an object to calculate
the amount of change and restore the three-dimensional shape [3]. The laser scanning
method performs modeling by projecting a single line or multiple lines of lasers onto
an object [4]. Structure fromMotion (SFM) is a typical method of 3D reconstruction
using only images, and SFM finds key points in multiple images and matches the
same key points. Then, to increase the density of the points, image-based modeling
is completed by increasing the number of points using theMulti-View Stereo (MVS)
algorithm, generating meshes and mapping textures to the model with the points [5].

When acquiring an image from a high-speed camera, blurring does not occur
compared to a general image, a recognition ability of a moving object is high, and
there is high visibility of the cause and process of the phenomenon [6]. When 3D
reconstruction of amoving object using a high-speed camera is performed, themotion
information of the object over time may be gradually updated using the information
of previously acquired data.

High-speed shooting is affected by shooting speed, camera resolution, lighting,
etc., and determines how sharp and bright the image will be taken according to the
shooting speed. In the case of ultra high-speed photography, the faster the shutter
speed, the lower the exposure value to the sensor, and thus the insufficient amount
of light [7]. In this case, the image contains a lot of noise, which makes it difficult
to obtain feature points for 3D reconstruction. Therefore, in this paper, we propose
a noise reduction method of high-speed images for robust 3D reconstruction.

The proposed method acquires images with a high-speed camera. In the acquired
image, we can confirm that the noise due to the fast shutter speed was distributed
throughout the image. To solve this problem, we propose the method using the k-
means algorithm. k-means clustering is used to remove the noise of the whole image.
And to remove the outlier that was not removed, we adapt the optical flow to identify
the motion of the feature point and calibration the value of the feature.

2 Image Calibration Using k-Means Clustering
and Optical Flow

Figure 1 presents the flow chart of the proposed method.
In the proposed method, images are acquired from a fixed high-speed camera.

The lighting should be as bright as possible and the distance between the cameras
should be as narrow as possible to minimize noise and extract feature points for 3D
reconstruction. However, basically, the images obtained from the high-speed images
contain a lot of noise, and the result is shown in Fig. 2. Figure 2 shows the noise
output from the difference between the random time t and t + 1 in the obtained
high-speed image.
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Fig. 1 Flow chart of the proposed method

Fig. 2 a Time t image, b time t + 1 image, c difference image between (a) and (b)

As shown in (c) of Fig. 2, in a high-speed image, a lot of noises are distributed
throughout the image, and the noise makes it difficult to accurately match the feature
points between the images. For 3D reconstruction, a method of removing noise
without damaging the feature points of the image should be used. In this paper, we
propose the using k-means algorithm to remove the noise [8]. We can make it not
recognize the noise that distributed throughout the image as the feature point without
damaging feature points. If the number of clusters is small, all the features may
disappear, so the number of clusters is increased so that the noise can be eliminated
without disappearing as much as possible. At this time, the number of cluster k is
selected empirically by roughly considering the color distributed in the image.

Even when k-means clustering is applied, the optical flow can be incorrectly
estimated. In addition, in order to remove the remaining noise of images that have
not been removed, we interpolated the pixel value using the flow of pixels in the
image sequence. In this paper, we used dense optical flow to estimate the motion
between images. Using dense optical flow estimates motion for every pixel, which
makes motion estimation and pixel interpolation more accurate than Lucas-kanade
optical flow of measuring motion for feature points [9].

When the motion of a pixel is estimated by using a dense optical flow in a group
of five frames based on a specific frame in the image sequence, it is found that a pixel
value in a specific frame is different from that of another frame, which is likely to be
the outlier. Therefore, as a method for correcting this, the interpolation is performed
by averaging the values of the pixels estimated in the front and rear time, as shown
in Eqs. 1 and 2.
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∣
∣
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pt−2 + pt−1 + pt+1 + pt+2
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∣
∣
∣
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pt = pt−1 + pt+1

2
(2)

Finally, 3D reconstruction is performed using the structure from motion (SFM)
method using the preprocessed image in the above process.

3 Experimental Results

In order to implement the proposed method and evaluate the performance, Intel Core
I7-7700 (3.6 GHz) and input images are acquired by Sony DSC-RX100M6 camera.
The acquired images are capable of shooting up to 960 fps per second at a resolution
of 1920× 1080. In this experiment, 8 fixed high-speed cameras were used, and Fig. 3
is a multi-view image obtained at an arbitrary time point by the high-speed camera.

Figure 4 shows the results of three-dimensional reconstruction before and after
preprocessing in ultrafast images. Figure 4a shows the existing input image and (b)
shows the result of applying to preprocess.

When 3D reconstruction is performed using the original images obtained by the
ultra high-speed camera, many unreconstructed regions appear in the 3D reconstruc-
tion image. However, when the preprocessing and 3D reconstruction are performed
using the proposed method, the noise reduction of the image is reduced, and the
feature matching rate is improved by about 10% than when the original image is
reconstructed.

Fig. 3 High-speed images at random time T
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Fig. 4 a 3D restored image before preprocessing, b 3D restored image after preprocessing

4 Conclusion

In this paper, we propose a 3D reconstruction method by minimizing the noise of
images obtained from high-speed cameras. Since high-speed images are affected by
noise and light, it is difficult to extract robust feature points to lighting and noise and
perform the 3D reconstruction. In order to solve this problem, in this paper, we are
applying a k-means method and dense optical flow to image to remove the noise.
3D reconstruction results are smoother and more precisely restored than when using
the original image. The proposedmethod improves three-dimensional reconstruction
accuracy by increasing the number of feature point matchings, but it takes a long
time. We plan to supplement the research and experiment about moving objects.
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Pedestrian Detection Using
Regression-Based Feature Selection
and Disparity Map

Chung-Hee Lee

Abstract In this paper, the pedestrian detection using a regression-based feature
selection and a disparity map method is proposed for improving the processing
speed. Using many features helps to improve detection performance, but slows
down processing. Therefore, it is important to select and use features efficiently. Our
proposed method consists of three stages, such as a disparity map-based detection
stage, a segmentation stage using a transformed disparity map, and a recognition
stage with regression-based feature analysis. Through experiments with the ETH
database, we show that the proposed method improves detection performance and
especially processing speed.

Keywords Detection · Regression · Disparity map

1 Introduction

Pedestrian detection using images is one of the important technologies required
for various intelligent systems [1–4]. In particular, image sensors are applied to
various fields because they provide various information as a single sensor unlike
other sensors. Recently, with the development of various artificial intelligence algo-
rithms, the performanceof image recognition is improving [3, 4], and its importance is
expected to increase further. However, since the image has a relatively large amount
of data compared to other sensors, it takes a long time to process the image. Of
course, hardware and software for processing image have been developed recently,
but processing speed is still a big issue. In the future, if a lot of image recognition
techniques using higher resolution images are used, the processing speed problem
will be more highlighted. And one good way to improve the performance of obstacle
detection is to use a disparity map [5–8]. The disparity map is an image of distance
information expressed in the gray level of brightness. It is obtained by calculating the
disparity value using a stereomatching algorithm in the left and right images. Because
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the disparity map provides three-dimensional information, it helps to improve detec-
tion performance by increasing the separation between obstacles and backgrounds.
In addition, the disparity value can be utilized to estimate the distance from the
obstacle. The most time-consuming part of image recognition is image classifica-
tion. In general, in order to detect a specific obstacle in an image, image classification
is performed on the entire image. If image classification is performed only within
certain areas of the image, the overall image recognition speed will be significantly
improved. The disparitymap helps to find candidates for obstacle detection. Thus, the
disparity map improves the processing speed by reducing the image area for image
classification. And another way to improve processing speed in image classification
is to use features efficiently. Using many features helps to improve detection perfor-
mance, but slows down processing. Therefore, it is important to select and analyze
features.

In this paper, the pedestrian detection using regression-based feature selection and
disparity map method is proposed for improving the processing speed. Our proposed
method consists of three stages, such as a disparity map-based detection stage, a
segmentation stage using a transformed disparity map, and a recognition stage with
regression-based feature analysis. In thefirst detection stage, all pedestrian candidates
are detected using a v-disparity map and road feature information. The v-disparity
map is obtained by histogramizing the disparity value of each row in the vertical
direction of the disparity map [6, 7]. The v-disparity map represents obstacles on
the road very well, which helps to detect obstacles easily. In the segmentation stage,
the process of separating the detected obstacle areas more precisely is performed in
order to solve the problem that the same obstacle is divided or the different obstacles
are detected as one obstacle. The problem is caused by the disparity value error and
the limitation of detection performance. In the final stage, the classification process is
performed for each segmented area. When features are used in the classifier training
step, not all features are used, only features thatmake a high contribution to pedestrian
detection are used. When selecting features used in the classifier, a regression-based
feature analysis is used. Through the regression method, we identify the contribution
of specific feature element to classification.

2 Pedestrian Detection Using Regression-Based Feature
Analysis and Disparity Map

2.1 Stereo Vision System Modeling

A disparity map is obtained by calculating the difference of correspondence points
between left and right images captured by stereo camera. Because the disparity
map offers three-dimensional information, the obstacle detection performance is
improved and 3D obstacle tracking is also possible, which helps to improve overall
detection performance. Figure 1 shows the modeling of a stereo vision system. Coor-
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Fig. 1 The modeling of stereo vision system

dinates are composed ofworld coordinate systemRw, left and right camera coordinate
systems Rcl, Rcr and image coordinate system (u, v) [6, 7]. We define a baseline, b,
the distance between two cameras, and assume that each camera is located h from
the ground on the world coordinate system. It is also assumed that both cameras
are rotated by θ with respect to the Xw axis, which is the horizontal axis of world
coordinates. Finally, if the center point of the image coordinate is defined as (u0, v0),
any point P(X, Y, Z, 1)T on the world coordinate is mapped to a point in the image
coordinate through several steps. The mapping equations and disparity value, d are
as follows.

ul = u0 + α
X + b/2

(Y + h) sin θ + Z cos θ
, (1)

ur = u0 + α
X − b/2

(Y + h) sin θ + Z cos θ
, (2)

v = v0 + α
(Y + h) cos θ − Z sin θ

(Y + h) sin θ + Z cos θ
, (3)

d = ul − ur = αb
1

(Y + h) sin θ + Z cos θ
. (4)

where, α is focal length expressed by the number of pixels.
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2.2 Obstacle Detection and Segmentation

The v-disparity map is generated from the disparity map [7], and the road feature
information is extracted. Column detection is performed based on the extracted road
feature information and various parameters [6]. Because the road feature information
is used as a criterion for obstacles, it is important to extract the road feature infor-
mation robustly. It is also necessary to consider various situations of obstacles and
backgrounds to further improve the obstacle detection performance. All columns of
the disparity map are compared with the road feature information. Since the disparity
value of all obstacles on the road is larger than the value of the road feature infor-
mation, if the row value in each column is larger than the value of the road feature
information, the row is recognized as an obstacle. However, in consideration of the
obstacle height and the disparity error, if there is a continuous row interval larger than
the value of the road feature information, the interval is recognized as an obstacle.
Although obstacle detection is performed using the disparity map, because of the
disparity value error and large detection area, it is highly likely that a multiple obsta-
cles are still included in a single obstacle area. Therefore, obstacle segmentation is
performed to accurately detect as a single obstacle. Segmentation on the disparity
map of the X-Z plane view has better performance and fast processing speed than
segmentation on the X-Y plane view. Therefore, the X-Y plane view is transformed
into the X-Z plane view. The mapping equations are as follows from Eqs. (1) to (3).

X = {(Y + h) sin θ + Z cos θ}ul + ur − 2u0
2α

, (5)

Y = 0 , (6)

Z = v0 + α
(v0 − v)b sin θ + αb cos θ

d
. (7)

And then, grouping that combines neighboring rows is performed in the trans-
formed disparity map. In consideration of the characteristic of the disparity value, the
points with large disparity value merge with a large number of neighboring rows, and
the points with small disparity value merge with a small number of neighbor rows.
Histograms are generated for each group, and segmentation is performed. Finally,
the histogram on the X-Z plane is inversely converted into a disparity map on the
X-Y plane.

2.3 Regression-Based Feature Selection

Various kinds of features are used to improve image recognition performance. Using
many types of features helps to improve recognition performance, but slows down



Pedestrian Detection Using Regression-Based … 519

overall processing speed. Therefore, it is necessary to select and use features effi-
ciently through analysis of the features. In other words, it is important to grasp the
importance of each element and use features selectively without using all elements
of the extracted features. The criterion for distinguishing between good and bad
features is the ability to distinguish the difference between true and false learning
images. For each feature used, the importance of each element can be determined
by accumulating the true and false learning images. The classifier is trained using
only selected features and tested using validation images. Upon verification of the
classifier, four kinds of groups, such as true positive group, false negative group,
true negative group, and false positive group, are generated. True positive and true
negative groups are groups of correct classification results, but false negative and
false positive groups are not. This represents the limit of the classifier consisting of
the features selected in the previous step. Thus the better features need to be selected
through analysis of these groups. Although false negative group must belong to true
positive group, the two groups are separated due to a recognition error. Therefore,
we assume the two groups as different groups and perform the feature analysis using
regression on the used features. The high weighted elements of each feature are
removed and new elements are selected. A new classifier is created using the new
selected features and reverified using the verification images. Through this iterative
process, the final classifier with optimal features is created.

3 Experiments

ETH database is utilized to verify the proposed algorithm [9]. Since ETH database
provides stereo images, disparity maps can be generated using various stereo
matching algorithms. We use a belief propagation algorithm, one of the global
matching algorithms [10]. INRIA and our database are used for training and vali-
dation images. Color self similarity, histogram of oriented gradients and symmetry
are used as features for experiments. First, in the feature cumulative analysis, the
number of first selected features is 65% of the total number of features. This value
generally affects learning speed and recognition performance. The most used index,
the miss rate in false positive per image is used as a detection performance index. In
particular, the proposed algorithm and themethod using all the features are compared
in terms of detection performance and processing speed. The detection performance
of the proposed algorithm is 19%, which is 4% better than the method using all the
features. When no hardware or software acceleration system is used, the processing
speed is 47 s, roughly three times faster than all feature usage methods of 129 s.
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4 Conclusions

In this paper, the pedestrian detection using regression-based feature selection
and disparity map method was proposed for improving the processing speed. Our
proposed method consisted of three stages, such as a disparity map-based detection
stage, a segmentation stage using a transformed disparity map, and a recognition
stage with regression-based feature analysis. In the first detection stage, all pedes-
trian candidates were detected using a v-disparity map and road feature information.
In the segmentation stage, the process of separating the detected obstacle area more
precisely was performed. In the final stage, the classification process was performed
for each segmented area. When selecting features used in the classifier, a regression-
based feature analysis was used. Through the regression method, we identified the
contribution of specific feature element to classification. Through the experiments,
The detection performance of our proposed algorithmwas 4% better than the method
using all the features and the processing speed was roughly three times faster than all
feature usage methods. In the future, we will try to solve the mismatching problem
between classifier and regression in feature selection.
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Blockchain-Based Multi-fogcloud
Authentication System

Jae Hwan Kwon, Young Kook Kim, Askhat Temir, Kamalkhan Artykbayev,
M. Fatih Demirci, and Myung Ho Kim

Abstract Multi-fogcloud,which comprises the cloud system, is a centralized system
in which regional fogclouds are managed by a master fogcloud. In a multi-fogcloud,
authentication for a regional fogcloud requires sending of an authentication request to
the master fogcloud. When regional fogcloud requires excessive authentication, the
master fogcloud experiences traffic failures and delays. In this paper to resolve this
problem, we suggest a multi-fogcloud authentication system based on blockchain.
This system distributes excessive levels of authentication requests through the region
fogcloud to resolve problems. It improves authentication speeds by consolidating
distributed multi-fogclouds across the blockchain network. We verify the perfor-
mance of the multi-fogcloud based on blockchain through comparison with the
existing multi-fogcloud system.
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1 Introduction

In general, multi-fogcloud [1] systems are categorized into a master fogcloud
and regional clouds [2]. The master fogcloud features a centralized structure
through which it manages and controls multiple regional clouds. As regional
fogcloud increases, regional fogclouds make many authentication requests to master
fogclouds. When regional fogcloud requests excessive authentication of the master
fogcloud, traffic failures [3] and delays [4] may occur. Moreover, the entire multi-
fogcloud system can be crashed when the master fogcloud is unable to play the
authentication role. Breaking away from the above conventional system in which
the master fogcloud exercises centralized control over regional clouds, this paper
suggests a decentralized model of multi-fogcloud environment [5] that is enabled
through private blockchain [6]. In addition, we compares the performance of the
proposed system with that of the existing multi-fogcloud environment.

2 Multi-fogcloud

There are Tacker, Kingbird, and Tricircle in a multi-fogcloud. Among OpenStack-
based multi-fogclouds [7], Tacker is an integrated OpenStack project that inte-
grates and manages networks on a cloud infrastructure platform. Based on the
MANO (Management and Orchestration) Framework, Tacker uses VNF (Virtual-
ization Network Functions) and supports API. The API can be used to authenticate
and monitor individual fogclouds through their heat and keystone. Furthermore,
infrastructure configuration facilitates the management of various resources.

Kingbird conducts managed multiple regions management system [8]. Based on
OPNFV, it controls Keystone through Kingbird Daemon and Worker, as well as
KingbirdAPI. It also provides resource operation andmanagement features.Kingbird
Quotas designates the master fogcloud to provide a centralized quota management
service. In addition, itmonitors the IP andMACaddresses of sub-fogclouds,manages
SSH, and synchronizes images by region.

Tricircle uses Tricircle API to provide data overload control load balancing and
trafficmanagement services to each fogcloud. Local Neutron plugin is used to enable
centralized management of Neutron servers using API. The neutron deployed in
each fogcloud is delivered through the Tricircle Central Neutron plugin. In addition,
it manages the tenant IP and MAC addresses and provides collision control over
multi-cloud configuration instances.
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Table 1 Types of fogcloud
variables

Variable name Description

FOG_IDENTITY Map form initialization of fogcloud
information

X Transaction value

ERR Error detection

M Map for adding or renewing fogclouds

IFGET MAC address information

3 Design and Implementation

The authentication system between the master fogcloud and the regional fogcloud
was designed to construct a multi-fogcloud based on a private blockchain. In this
paper used OpenStack in the form of IaaS distributed under the Apache license to
configure the fogcloud and private blockchain hyperledger fabric model [9]. Imple-
mented a blockchain-based, multi-fogcloud. Every fogcloud hasMAC address infor-
mation and a unique identifier. The MAC address information of each fogcloud is
broadcasted on the blockchain network.MACaddresses are used as unique identifiers
for the fogcloud and to authenticate other fogclouds.

3.1 Internal System Structure

Each fogcloud has a hash table and a hash map structure. The fogcloud ID informa-
tion is unique. The unique values of each fogcloud are used to verify the identity
information of the fogcloud. Table 1 shows the actual variable names and descriptions
used to store unique values.

3.2 Fogcloud MAC Address Extraction and Verification

To get the new MAC address, the fogcloud information defined in the chaincode
is imported. The information is saved in the forms of a hash table and hash map.
When the hash table information is returned, the information saved in the fogcloud is
printed and displayed as a message. Codes for importing the MAC address value and
IP are extracted from the fogcloud. In the main function, getFogMacAddr () function
is used to receive the printed form of information about the fogcloud. The cloud’s
information is saved into the transaction in the form of a hash map. Each fogcloud
must be able to verify other fogclouds on the blockchain network.Fog_identity values
hold the MAC addresses of each fogcloud, and are returned in the form of a Boolean
value. If an actual value exists, it will be displayed as the MAC address, and if it
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does not exist, a “False” message is returned to indicate that there is no information
about the fogcloud. To confirmwhether the fogcloud exists in the blockchain, the key
value is checked, which expresses the fogcloud ID value in the form of hash map as
a MAC address. If the MAC address value exists, the “True” value and information
about the fogcloud are returned; if it does not exist, the “False” value is returned.

3.3 Fogcloud Authentication Request Codes

To check the fog identity in the new fogcloud, a new MAC address and new IP
information are registered on the blockchain network, which is then initialized.

3.4 Definition of the Chaincodes

The chaincode functions for fogcloud are shown in Table 2. The master fogcloud is
the first to initialize the blockchain network. Second, get information about themaster
fogcloud. Regional fogclouds deliver authentication information to the blockchain
network. The master fogcloud and regional fogcloud are broadcasted through the
blockchain network. Initialization is executed to activate the blockchain network.
In the initialization process, the information about each fogcloud is imported from
RocksDB in the form of SQL.
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Table 2 Definition of chaincode method

Function Description

init() Initialization of chaincodes for the fogcloud

getfog() Importing IP and MAC addresses of the master fogcloud and the regional fogcloud

invoke() This is a transaction function that sends information about the fogcloud into other
fogclouds. When a new regional fogcloud is added, a transaction function for the new
regional fogcloud is generated in other fogclouds as well

query() Authentication information about the fogcloud is queried

4 Experiments

Open source OpenStack is used to configure a Rocky-version fogcloud environment.
Previously, PBFT and chaincodes were configured for transaction agreement with
the blockchain network. The blockchain cloud environment that implements a new
model and the existing fogcloud environment were compared for various scenarios.
The Station is the scope that includes the fogclouds, and contains a master fogcloud
and regional fogclouds. The Station can be divided into many entities depending on
its physical design. The configured Stations have a master fogcloud that can control
and manage their regional fogclouds. In this paper configured Station 1 and Station
2. These stations are separated by a certain physical distance and are connected via
a router. There is a distance-vector value between them, which changes depending
on the distance connecting the Stations as it goes through the router. Fogclouds
that do not go through the router are adjacent fogclouds, while those that do are
nonadjacent fogclouds. Depending on the nonadjacent distance-vector values, the
distribution time and authentication time of the Tacker [10], Kingbird [11], Tricircle
[12] environments, and those of the blockchain-basedmulti-fogcloudwere compared
(Table 3).

Table 3 Scenario

Scenario Explanation

Scenario 1 Regional fogclouds of Station 1 that are adjacent to the master fogcloud of
Station 1

Scenario 2 Regional fogclouds of Station 1 that are adjacent to the master fogcloud of
Station 1, regional fogclouds of Station 2 that are nonadjacent

Scenario 3 Regional fogclouds of Station 2 that are nonadjacent to the master fogcloud
of Station 1, other regional fogclouds of Station 2 that are nonadjacent

Scenario 4-Case 1 Authentication of a new regional fogcloud of Station 2 that is not adjacent
to the master fogcloud of Station 1

Scenario 4-Case 2 Authentication of a new regional fogcloud of Station 1 that is adjacent to the
master fogcloud of Station 1
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To compare the performancewith that of existing fogclouds, an averagewas calcu-
lated from a sufficient quantity of data for each scenario design. A total of 100 authen-
ticationswere executed for each of the existing environments, and the samenumber of
authentications was executed for the proposed method. For Scenario 1, experimental
environments for adjacent fogclouds were compared; for Scenario 2, experimental
environments for adjacent and nonadjacent fogcloudswere compared; for Scenario 3,
experimental environments for nonadjacent fogclouds were compared. The authen-
tication times for each of the 100 authentication executions were used to calculate
the average authentication time (Fig. 1 and Table 4).

The distance vector is increased according to the scenario. The scenario compared
the previous configuration with the blockchain. Comparisons show a difference of
1.05 ms, 0.69 ms, and 6.35 ms, respectively, in Scenario 1. Scenario 2 showed
18.27 ms, 16.76 ms and 23.58 ms respectively. Scenario 3 showed a difference of
52.05, 50.58, and 58.96 ms. Scenario 4 case 1 showed a difference of 51.72, 50.83,
58.56 ms. Scenario 4 case 2 showed a difference of 18.54, 16.6, and 23.52 ms.

Fig. 1 Average authentication time (out of 100 executions) of Kingbird, Tricircle, Tacker, and
blockchain-based environments in each scenario

Table 4 Average for each scenario (ms)

Scenario Kingbird Tricircle Tacker Blockchain

Scenario 1 125.37 123.63 130.67 124.32

Scenario 2 143.71 142.20 149.02 125.44

Scenario 3 177.93 176.46 184.84 125.88

Scenario 4-Case 1 177.93 177.04 184.77 126.21

Scenario 4-Case 2 144.62 142.68 149.60 126.08
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5 Conclusion

This paper proposed a system that can be authenticated through regional fogclouds,
without authentication from the master fogcloud. Blockchain-based distributed
authentication method can authenticate region fogclouds without a master fogcloud.
The performance of the proposed system was experimented in various scenarios.
The MAC address and IP information for each fogcloud were saved into the trans-
action via the chaincodes, to enable authentication of each regional fogcloud. A
private blockchain network was used to share the fogcloud information and execute
the authentication process. To compare the performance of the proposed system,
the authentication times were measured for each scenario. In the comparison of
the existing and proposed environments, the distance vector values of the existing
fogcloud environments were compared to those of the proposed blockchain-based
fogcloud environment to identify the difference in terms of the authentication speed.
Comparing the previous configuration with the blockchain configuration shows that
the rate of authentication increases as distance vectors increase depending on the
scenario. As a result of this experiment, it was confirmed that the blockchain-based
authentication method can reduce fogcloud authentication time in a vast majority of
the scenarios.
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Activity-Recognition Model for Violence
Behavior Using LSTM

Svetlana Kim, Hyejeong Nam, Hyunho Park, Yong-Tae Lee,
and Yongik Yoon

Abstract Among many dangerous situations, the number of cases of violence has
been growing recently. However, there is currently no research to recognize condi-
tions such as assault. Therefore, this paper presents a VR (Violence-Recognition)
model for recognition activity using LSTM. The VR model develops algorithms
that can detect dangerous situations through processing and analysis of sensing data.
Also, to improve accuracy by using the FFT algorithm for processing digital signals
in combination with LSTM.

Keywords Smartphone · Smartwatch · Fusion sensing · Abnormal detection ·
LSTM

1 Introduction

With the development of sensing methods on users’ smart devices, more and more
various types of data are becoming available for daily research of user activity. The
data collected from sensors embedded in smartphones helps identify the behavior
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information on the users and can highly contribute to the improvement of the HAR
(Human Activity Recognition) technology. The HAR referred to as a technology that
recognizes user behavior related to user motion movements. With the sensors data
can use much useful of human safety protected systems in different domains such as
human fall detection [1], personal mood [2] and social behavior [3], healthcare [4],
monitoring traffic condition and pedestrian detection [5]. In particular, information
capable of recognizing a user’s situation is used not only for personal safety but also
to provide customized service according to the current case. Most of these studies
use more than one sensor and fusion their raw data to obtain meaningful information,
whichmay bemore than data from a single-source. Recognized behavioral awareness
as one of the key technologies that could bring next-generation smartphones and
wearable to the market. Among these dangerous situations, cases of violence have
been on the rise recently. Against this backdrop safety concerns have made smart
devices an important role in protecting itself. Recently studies have appeared that
data collected through acceleration sensors in devices are used to predict the user’s
behavior or movement [6, 7].

As far as we know, this study on the recognition of violence situation using LSTM
(Long Short Term Memory) is the first study. Therefore, this paper presents a VR
(Violence-Recognition) model for recognition activity. By analyzing smart device
sensors, we extract assault-related features. LSTM is used for classification and FTT
(Fast Fourier Transform) is used for accuracy. Another method of classification will
be used to compare the performance of classification techniques.

2 Related Work

2.1 Anomaly Detection

Generally the anomaly detection is a technique that detects outlier that show different
patterns in the collected data. Anomaly detection algorithm in patterns exists in a
variety of ways and the most basic methodologies that correspond to classification
are neural network, SVM (Support Vector Machine), and decision tree techniques.
Classificationmodel-based anomaly detections usemodels that are already learned in
the course of the test, so the test process is very fast and the results are more accurate,
however it is difficult to distinguish anomaly detection from real-time incoming user
behavior data. Due to the users’ various environments and unpredictable situations,
the actual value can be very different to use only the values of fixed parameters at
the actual site. Therefore, it can help to achieve better performance in deep learning,
which corresponds to unsupervised learning, rather than the classification techniques
involved in supervised learning.
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2.2 Human-Activity Recognition

Human Activity Recognition technology refers to a technology that uses various
sensors to collect and interpret information related to human gestures or motion. In
[8] paper shows collecting data from multi-mode sensor such as acceleration, gyro,
and altitude sensors were used to learn the attitude and behavior of users through
LSTM.

Most paper uses the acceleration sensor that is used as the most influential factor
in data measured differently depending on the location of the smartphone. Various
data such as acceleration sensors, gyroscope sensors and orientation sensors were
used to recognize users’ movement such as walking, running, sitting and standing
[9, 10].

Therefore, dangerous situation reported in the literature have not been reported
under the theme of violence. As a result, it is necessary to study recognition about
violence.

3 Implementation

This paper develops algorithms that can detect current users’ status through
processing and analysis of sensing data from Android-based smartphones and
smartwatches, and to classify dangerous situations (Fig. 1).

In this study, ‘violence’ was defined as an anomaly as a manually designed
dangerous situation, because abnormal situations are very infrequent compared to

Fig. 1 Activity-recognition
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normal situations. The victim’s typical behavior was judged to have been that most
of the victims hugged their heads when they were attacked.

Modeling four scenarios: (a) Sitting, (b) Sitting attack, (c) Standing and (d)
Standing attack. Based on a scenario it collected sensor data with acceleration and
gyro sensors through smart phone and smart watch. Compared to everyday life activ-
ities such as walking, standing and raising arms through these multimodal sensors,
the act of hugging the head when physical forces enter while standing was defined
as abnormal values. Therefore in this study, VR would like to conduct a multi-class
optimization study to increase the accuracy of risk reasoning.

Learning the normal patterns of sensors uses the LSTM for technique to assess
the performance of the abnormal detection according to the sensor patterns. The
accuracy was low at 86% when LSTM alone was used, because sensors are digital
signals. So there is a lot of noise from vibrations. Accordingly, it was necessary to
standardize digital signal through FFT. Tomodel dangerous situations such as assault
in Python execution environment, it was combined existing algorithms LSTM and
FFT algorithms to increase accuracy.

4 Results

This experiment used smartphones Samsung S8 and LG Sport smartwatch. The data
were collected using the Multi log application. It has set four scenarios: (a) Sitting,
(b) Sitting attack, (c) Standing and (d) Standing attack, and it has set a cycle of 1 s
for Smartphones and 0.3 s for smartwatch.

Figure 2 shows a visualization for extracting the characteristics of the acceleration
and gyro sensors from Sitting, Sitting attack, Standing, Standing attack.

Figure 3 shows a visualization of pre-processing data for each action through FFT.
The measurements are done at a constant rate of 50 Hz. After filtering out the noise,
the signals are cut in fixed-width windows of 2.56 s with an overlap of 1.28 s. Each
signal will therefore have 50 × 2.56 = 128 samples in total.

Table 1 shows the accuracy of the five classification techniques such as Random
Forest, Gradient Boosting Classifier, Logistic Regression, Decision Tree and Nearest
Neighbors through detection data obtained from smart phone and smart watch.
Random Forest turned out to the most accurate with smart phone 0.92 and smart
watch 0.86, as shown in the results. However, Nearest Neighbors has showed the
lowest accuracy of 0.58 on smart phone and Logistic Regression has showed the
lowest accuracy of 0.55 on smart watch.
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Fig. 2 Smartphone accelerometer and gyro (Sitting, Sitting attack, Standing, Standing attack)

Fig. 3 Visualization of pre-processing data through FFT



534 S. Kim et al.

Table 1 Accuracy of the
classification techniques

Classifier Smart phone Smart watch

Random forest 0.92 0.86

Gradient boosting classifier 0.75 0.76

Logistic regression 0.66 0.55

Decision tree 0.66 0.72

Nearest neighbors 0.58 0.76

5 Conclusion

In this paper, acceleration and gyro sensor data were collected through smartphones
and smartwatches in order to classify the dangerous situation of violence. By using
LSTM to learn the normal pattern of sensors and categorize the dangerous situation
according to the difference between forecast results and actual values. However,
the accuracy was low at 86% when LSTM alone was used, because sensors are
digital signals. So there is a lot of noise from vibrations. Therefore, to improve
accuracy by using the FFT algorithm for processing digital signals in combination
with LSTM. Through this, high accuracy could be confirmed. For future work, the
study is scheduled to use technique of violence classification by combine with video
data.
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Static Analysis for Malware Detection
with Tensorflow and GPU
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Abstract With the advent ofmalware generation toolkits that automatically generate
malware, anyonewithout a professional skill can easily generatemalware.As a result,
the number of new/modified malware samples is rapidly increasing. The malware
generated in this way attacks vulnerabilities, such as PCs andmobile devices without
security patch, causing damages involving malicious actions, such as personal infor-
mation leakage, theft of authorized certificates, and cryptocurrency mining. To solve
this problem, most security companies use the signature-based malware detection
technique to detect malware, in which the signatures of known malware and files
suspected to be malware are compared before detecting malware. However, the
signature-based malware detection technique has a limitation in that it is not efficient
for detecting new/modified malware which is generated rapidly. Recently, research
is underway to utilize deep learning technology for detecting new/modifiedmalware.
In this study, we propose a SAT scheme that can detect not only known malware but
also new/modified malware more quickly and accurately, thereby reducing malware-
induced damages to PCs and mobile devices. The SAT scheme employs an open
source library called Tensorflow in theGPU environment to learnmalware signatures
and then to statically analyze malware.
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1 Introduction

About two billion malware attacks occurred in 2018 alone. Since the introduction
of automated malware toolkits, about 340,000 new types of malware are detected
every day. For rapidly growing new/modifiedmalware, the spreadingmethod to other
PCs and mobile devices as well as the symptoms of infected devices are gradually
becoming more complicated and intelligent. As a result, PCs and mobile devices
infected with such malware experience various hacking-related damages, such as
personal and confidential information leakage, cryptocurrency mining, and spam
mailing. In the case of recently detected Vidar malware, it is installed in the device
by taking advantage of the vulnerability of the Internet Explorer browser where
security patch for the vulnerability was not applied, and then infects and spreads the
malware by exploiting normal advertisement services [1–5].

In order to protect the user’s PCs andmobile devices from suchmalware, a variety
of techniques for analyzing malware have been investigated. Malware analyzing
techniques can be divided into the following three types as shown in Fig. 1. First,
the signature-based malware detection technique detects malware by storing signa-
tures of previously detected malware in a database and then comparing them with
signatures of files suspected to be malware. In the heuristics-based malware detec-
tion technique, which is also called behavior-based malware detection technique,
if a certain degree of match is found between specific parts of previously detected
malware and a file suspected to be malware, the file is determined to be malware.
The specification-based malware detection technique is one type of the heuristics-
basedmalware detection technique. The specification-based malware detection tech-
nique is not a method for analyzing the signature of malware, but a method for
detectingmalware by detecting deviations between the program specification and the

Fig. 1 Various techniques for identifying and detecting malware
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program behavior. Lastly, the cloud-based malware detection technique is a method
for detecting malware by transferring the file suspected to be malware to a cloud
server to analyze the signatures of the malware within the cloud server, and then
sending the malware detection result to the client. Most security companies rely on
the signature-basedmalware detection technique to detectmalwarewhich attacks and
damages PCs and mobile devices and to analyze and identify malware [1–3, 6, 7].

However, while this signature-based malware detection technique can detect
known malware accurately, its detection result may not be as accurate for
new/modified malware, where part of the malware has been modified or packaged.
To solve this problem, many studies have been conducted to apply deep learning to
the signature-based malware detection technique to detect malware [1, 3–6, 8].

In an effort to keep the alert level high against the threats of both well-known
existing malware and new/modified malware, in this paper, we propose the static
analysis for malware detection with Tensorflow (SAT) scheme, which can detect
malware quickly and thus prevent it from spreading to other PCs and mobile devices.
This SAT scheme employs the Long Short TermMemory (LSTM)model through the
Tensorflow library to perform a static analysis of known malware and new/modified
malware using the signature-basedmalware detection technique [9]. TheSATscheme
proposed in this study is intended to show themost efficient overall performancewith
both the speed and accuracy of malware detection being equally considered.

2 Related Works

In order to detect new/modified malware as well as known malware, various studies
have been conducted to statically analyze malware using deep learning. Static anal-
ysis is defined as a method of analyzing the code and binary file information of
malware without directly executing it. In static analysis, opcodes are mainly used as
the key signatures for detectingmalware. In terms of the opcode, although the opcode
itself is important, the sequence between the opcodes is also considered important.
For this reason, many studies have been conducted to detect malware by utilizing the
LSTM model, in which the learning process is based on the sequence of text strings
[10].

As a method to detect IoTmalware that threatens to compromise IoT devices used
in diverse industries, HaddadPajouh et al. [3] proposed a strategy to build a detection
model by extracting the opcodes from decompiled malware and then having them
learned by the LSTM. To train the detection model, they used an IoT application
data set consisting of 281 malware and 270 non-malware files. In addition, they
constructed three different LSTM models to evaluate the detection models which
had been trained based on the data set of 100 new malware files. They found that
the LSTM model consisting of two hidden layers showed the highest accuracy in
detecting new malware compared to the other LSTM models.

Kang et al. [4] created a vector with 1369 dimensions using the one-hot encoding
method to classify malware files according to their types and features. After reducing
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Table 1 Comparison between the SAT scheme and previous studies

Related works Feature Number of
branches
classified

Performance
evaluation factors
considered

Target
environment

A deep recurrent
neural network
based approach
for internet of
things malware
threat hunting

Opcode 2 (Benign,
Malware)

Accuracy ARM based IoT
devices

Long short-term
memory-based
malware
classification
method for
information
security

Opcode, API call 9 (Malware
family)

Accuracy Window

Our proposed
scheme

Opcode, API call 9 (Malware
family)

Execution time,
accuracy

Window

the number of dimensions from 1369 to 300 using CBoW, which is one of the
word2vec technique, they proposed a model that trains an LSTM model consisting
of two hidden layers with 128 dimensions to detect malware. For the training of the
malware detection model, they used the malware data set published by Microsoft
in the Microsoft Malware Classification Challenge (BIG 2015), which is composed
of opcodes and API calls extracted through the static analysis of the file contents
and characteristics of malware [11]. The performance assessment on the opcode-
embedding method of the proposed model led to the conclusion that malware can
be detected more quickly and accurately when CBOW, one of the word2vec models,
was used compared to the one-hot encoding method.

Table 1 shows the comparison between the SAT scheme proposed in this paper
and previous studies.

3 Scheme of SAT

In order to establish amalware detectionmodelwith efficient performance in terms of
the speed and accuracy of detection and classification during the detection and clas-
sification process of malware with various characteristics, in this paper, we propose
the SAT scheme that performs static analysis of malware in the GPU environment
utilizing the Tensorflow library.

The SAT scheme consists of three phases: data processing, pre-processing, and
learning phases, as shown in Fig. 2, where malware learning and detection are
processedbasedon this schematic. In thefirst data processingphase, for the trainingof
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Fig. 2 Overall schematic of the SAT scheme for malware detection and classification

malware signatures, knownmalware files are labeled and statically analyzed through
a disassembler to extract their opcodes and API calls. In the pre-processing phase,
word embedding is performed using word2vec or fasttext to apply the extracted
opcode sequence data to the LSTM model. In the last learning phase, the malware
is classified according to the characteristics of the malware based on the signatures
of the vectorized malware, which are opcodes and API calls, followed by malware
learning and detection.

3.1 Data Processing

In the data processing phase, the malware, which has been classified into one of the
nine kinds of malware, is labeled to extract its opcodes and API calls, which are
the signatures of the malware, and through a disassembler process, the malware is
converted from amachine code form to an assembly language code form to statically
analyze the file information and the code contents of the malware.

3.2 Pre-processing

In the pre-processing phase, a word embedding method, through which opcodes and
API calls in the form of natural language are converted to numbers for computers
to understand and efficiently process them, is applied so that the learning process is
carried out in the LSTM model based on the opcodes and API calls extracted in the
static analysis during the previous data processing phase. The SAT scheme proposed
in this paper employs a word embedding method of word2vec or fasttext, whichever
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shows optimal performance, in the pre-processing phase. The word2vec technique
was developed by Google in 2013 and is one of the techniques for vectorizing key
words by analyzing surrounding assertions [12]. Word2vec consists of the CBoW
technique that predicts words based on context and the Skip-gram technique that
predicts context based on one word. Fasttext is a technique developed by Facebook
that considers many subwords to exist in a single word and vectorizes the word in
consideration of the subwords [13].

3.3 Learning Phase

Lastly, the learning phase, where malware is detected by learning and classifying the
signatures of malware according to their characteristics, is composed as shown in
Fig. 3. The opcodes and API calls vectorized through the pre-processing process are
assigned to twoLSTM layers composed of 128 cells,which are hidden layers, in order
to classify them into one of the nine kinds of malware which have been classified by
the characteristics of malware. Here, the nine kinds of malware includes Ramnitm,
Lollipop, Kelihos_ver3, Vundo, Simda, Tracur, Kelihos_ver1, Obfuscator.ACY, and
Gatack. Malware is learned through Softmax layer and Adam Optimizer, and the
new malware is tested based on the model established in this way.

Fig. 3 The learning phase in the SAT scheme for detecting and classifying malware
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4 Experience

The SAT scheme proposed in this paper was tested under the environments with
the configurations of CPU with eight AMD FX-8370E Eight-Core Processors and
of GPU of Quadro P4000 with 32.9 GB memory using the data set published by
Microsoft in BIG 2015 [11]. The main purpose of the experiment conducted for the
SAT scheme is to determine whether to use word2vec or fasttext as the word embed-
ding method in the static analysis of malware to obtain the most optimized results
for the SAT scheme. The input data size, window size, hidden layer number, and
cell number were used as parameters for both word2vec and fasttext. Additionally,
the embedding method was used as a parameter for word2vec for analysis, while the
n-gram range was used as a parameter for fasttext for analysis. Input data refers to
the data to be entered in the word-embedding method after extracting API calls and
opcodes from the assembly code and window refers to the range of data analysis in
the word-embedding method. In addition, cell refers to the size of the hidden layer
and the hidden layer refers to the step of input data processing within the LSTM
model. The initial values used in the experiment were as follows: 300 for the input
data, 5 for the window size, 128 for the number of cells, and 2 for the hidden layer.

Tables 2 and 3 show the accuracy of malware detection when the word2vec model
or the fasttext model was used as the word embedding method. The accuracy of
malware detection under the various conditions ranged from 96.61 to 97.60%. In
addition, a higher accuracy of 97.60% was observed in detecting malware when
fasttext was used compared to when word2vec was used.

The word2vec technique showed a malware detection accuracy of
97.59%, and the fasttext technique showed a malware detection accuracy of

Table 2 Detection accuracy when using the word2vec model as the word embedding method

Type Input data Window size Cell Hidden layer Embedding
method

Accuracy (%)

Word2vec 200 5 128 2 CBoW 97.57

300 5 128 2 CBoW 97.59

400 5 128 2 CBoW 97.59

300 3 128 2 CBoW 97.59

300 5 128 2 CBoW 97.59

300 7 128 2 CBoW 97.59

300 5 64 2 CBoW 97.54

300 5 128 2 CBoW 97.59

300 5 256 2 CBoW 97.59

300 5 128 2 CBoW 97.59

300 5 128 3 CBoW 97.19

300 5 128 2 CBoW 97.59

300 5 128 2 Skip-gram 97.59
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Table 3 Detection accuracy when using the fasttext model as the word embedding method

Type Input data Window size Cell Hidden layer N-gram Accuracy (%)

Fasttext 100 5 128 2 3–6 97.59

200 5 128 2 3–6 97.59

300 5 128 2 3–6 97.60

300 3 128 2 3–6 97.60

300 5 128 2 3–6 97.60

300 7 128 2 3–6 97.60

300 5 64 2 3–6 97.51

300 5 128 2 3–6 97.60

300 5 256 2 3–6 97.59

300 5 128 2 3–6 97.59

300 5 128 3 3–6 96.61

300 5 128 2 2–5 96.60

300 5 128 2 3–6 97.60

300 5 128 2 4–7 97.60

Table 4 Execution time
when word2vec or fasttext
was used in the
pre-processing phase

Word2vec 12 min

Fasttext 41 min

Table 5 Execution time
under the CPU and GPU
environments in the learning
phase

Device

CPU GPU

Word embedding Word2Vec 42 h 20 m 30 s 8 h 12 m 23 s

Fasttext 43 h 45 m 10 s 8 h 16 m 2 s

97.60%. Tables 4 and 5 show the analysis results of the execution time when
word2vec and fasttext were executed under the optimal conditions in the pre-
processing and learning phases. Table 4 shows the execution time when word2vec
and fasttext were used as the word embedding method in the pre-processing phase.
Table 5 shows the execution time when word2vec and fasttext were executed in the
CPU and GPU environments in the learning phase.
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5 Conclusion

With the advent of toolkits that can automatically generate malware, anyone can
create new/modified malware without being an expert. As a result, the number of
malware samples is rapidly increasing, and security companies spend a lot of time in
analyzing the characteristics of new/modified malware and generating signatures of
malware to help detect malware. To solve this problem, various malware detection
techniques have emerged, and many relevant studies have been conducted. However,
catching up with the generation rate of new/modified malware is impossible, which
makes it difficult to analyze and detect the characteristics of new/modified malware.
For this reason, deep learning has been applied to help detectmalware, and the related
research has begun.

In static analysis, opcodes and API calls are considered as the signatures of
malware,which are the feature elements ofmalware. For these opcodes, a singleword
itself is not meaningful, but the surrounding words are rather meaningful. Therefore,
the LSTMmodel has been mainly used to analyze malware using opcodes. However,
previous studies utilizing theLSTMmodel focused solely on the accuracy ofmalware
detection.

Therefore, in this paper, we proposed the SAT scheme that statically analyzes
malware in the GPU environment to detect malware quickly and accurately using
the LSTM model. The SAT scheme consists of three phases: data processing, pre-
processing, and learning phases. The results of the experiments on themalware detec-
tion time and accuracy, which were performed based on the SAT scheme, indicated
that fasttext was more efficient in terms of accuracy than word2vec, but when fasttext
was used in the pre-processing phase, an inefficient execution time was observed.
However, when the learning phase, which is the time when malware is classified and
learned in the LSTMmodel, was compared, the execution time under the GPU envi-
ronment was about three times more efficient than that under the CPU environment.
This suggests that when fasttext is used, the problem of inefficient execution time in
the pre-processing phase can be compensated.
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Abstract Recently, Internet of Things (IoT) technologies have been fusedwith next-
generation technologies such as 5G and deep learning and used in diverse fields such
as smart homes, smart cars, and smart appliances. As the demand for IoT devices
increases, security threats targeting IoT devices, IoT infrastructure, and IoT applica-
tion programs have also been increasing. Diverse studies on IoT malware detection
have been conducted to protect IoT devices particularly from IoT malware among
the security threats. However, existing studies can only accurately detect known IoT
malware, not new and variant IoT malware. In this study, the malware dynamic anal-
ysis (MALDA) scheme that accurately detects newand variantmalware that threatens
IoT devices quickly is proposed to reduce the damage caused to IoT devices. The
MALDA scheme dynamically analyzes IoT malware in nested cloud environments
by training the behavioral features of IoTmalware based on the Convolutional Neural
Network (CNN) model.
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1 Introduction

In the IoTenvironment, attack surfaces canbe infinitely expandedbecause all devices,
including things, spaces, and data, are connected to each other. Some manufacturers
are mass producing IoT devices that are vulnerable in security to respond to the
rapidly changing market. IoT devices have become highly likely to be the major
targets of malware producers because of their vulnerability. According to Kaspersky
Lab’s IoT report, the number of malware samples that threatened IoT devices was
32,614 in 2017, and it increased by four times to 121,588 in 2018 as more than
120,000 variants ofmalware that attacked IoT devices were found.When IoT devices
are infected with malware, not only are they abused for illegal activities, such as
cryptojacking, DDoS attacks, and botnet activity, among others, but users’ personal
information collected in them is also extorted [1–5].

Therefore, studies have been conducted to detect IoT malware to protect IoT
devices from security threats. Malware detection techniques used in the studies
include signature-based, heuristics-based, specification-based, and cloud-basedones,
and each one includes static analysis and dynamic analysis as the malware analysis
methods [1, 4, 6–8].

However, detecting IoT malware that propagates quickly to other devices in real
time from IoT devices with limited resources is difficult. Moreover, the number
of samples of new and varying IoT malware is rapidly increasing because of the
emergence of automated malware generation tool kits, and the methods for attacking
IoT devices are also changing intelligently [9–11].

Therefore, this study proposes a scheme that trains the behavioral features of
malware based on the Convolutional Neural Network (CNN) model and performs a
dynamic analysis of malware in nested cloud-based virtual machine environments
to determine whether IoT malware has been detected or not in real time.

2 Related Works

Malware analysis methods are largely divided into static analysis and dynamic anal-
ysis. Static analysis analyzes malware by focusing on the analyses of binary file
information and codes, and dynamic analysis examines malware samples to deter-
mine whether malware exists based on the extracted action data. However, static
analysis can hardly detect obfuscated malware and cannot identify all functions of
malware.

Therefore, diverse studies have been conducted using dynamic analysis techniques
to identify the overall functions of malware that threatens IoT devices with limited
resources and to accurately detect the relevant malware.

HaddadPajouh et al. [9] proposed a method for detecting IoT malware that
damages IoT devices using the long short-term memory model, which is one of the
recurrent neural networks. The data used to train the detection model are an ARM
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processor-based IoT application consisting of 281 pieces of malware and 270 non-
malware applications. Opcodes are extracted from the data set based on the features
of the IoT malware to carry out learning and analysis. However, as the proposed
model analyzes and detects IoT malware in the Raspberry Pi, which can be said to
be an IoT device, the problem of the speed and accuracy of IoT malware detection
varies with the specification of the IoT device.

Wu [10] proposed a system for detecting android malware through the K-nearest
neighbor (KNN) model in the android platform environment. The proposed system
extracts API calls as features from a data set consisting of 1,160 non-malware files
and 1,050 malware files, preprocesses the API calls into the form of a call graph, and
then applies the call graph to the KNN model to train and classify android malware.

3 MALDA Scheme

This study proposes the MALDA scheme that dynamically analyzes malware in a
cloud-based environment to detect IoTmalware that attacks IoT devices with limited
resources in real time.

MALDA consists of a nested virtual environment. As most IoT devices are
driven by an embedded Linux based on an ARM processor, a nested environment is
constructed to analyze IoT malware that operates in the ARM process.

The MALDA scheme detects IoT malware in a nested cloud virtual environ-
ment through a malware detection process as shown in Fig. 1. The malware detec-
tion process in the MALDA scheme is identical to the general malware detection
process up to the feature extraction stage. After extracting the behavioral features,
the malware detection process in the MALDA scheme undergoes preprocessing to
conduct the imagification of the behavioral features as input values into the CNN

Fig. 1 General malware detection process and the malware detection process in the MALDA
scheme
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model; this step is called the classification stage. The behavioral features made into
images are used as input values in the CNN model, and the CNN model trains the
behaviors of malware through the feature selection and classification processes and
classifies the behaviors [8, 11].

3.1 Debugging

In the debugging stage, files are executed in a nested virtual environment to directly
check the flow of the code and memory status in the data sets for the collected
IoT malware and non-malware files. The debugging of files executed in the nested
virtual environment is conducted remotely using an analysis tool called IDA Pro,
which generates assembly language codes from binary files.

3.2 Feature Extraction

In the feature extraction step, the feature that can be regarded as the signature of IoT
malware is extracted based on the system call, process scheduling, and network infor-
mation generated after analyzing the internal structure of actions and files through
the debugging process. The extracted features are largely classified into five cate-
gories, namely, memory, network, process, system call, and virtual file system, and
the features are stored in the Excel file format.

3.3 Preprocessing

The behavior log data used as input values in the preprocessing stage are divided
into three types: unordered log data, ordered log data, and semantic data. These three
types of log data undergo a three-stage preprocessing to be used in the CNN model.
All the strings in the log data are given an id and then made into integers. The values
that become integers are rescaled to values between 0 and 255 for imagification.
The matrices are then generated in diverse sizes according to the log data. Finally,
in order to prevent matrices with various sizes according to the log data, the image
was unified to on size through the resizing technique. As a result, the unordered log
data generate images in the R channel, the ordered log data in the G channel, and the
semantic log data in the B channel. The images are combined into one image, which
is stored.
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3.4 Feature Selection and Classification

In the MALDA scheme, the feature selection stage, in which the representative
behavioral features are selected from the IoTmalware featuresmade into images, and
the classification stage, in which such behavioral features are learned and classified
into malware and non-malicious files, are integrated into one stage using the CNN
model to detect IoT malware. Here, ZFNet is used as the CNN model. ZFNet is an
algorithm that won first place in the 2013 ImageNet Large Scale Visual Recognition
Challenge competition, and its recognition error rate is 11.2% [12].

The behavioral features are detected from the behavioral feature images generated
in the preprocessing stage, and a matrix called a feature map is produced from the
behavioral features. To reduce the dimension of the generated feature map, the max
pooling technique is applied to extract only the feature with the largest value. When
the feature selection stage in the ZFNet model has been completed, the behavioral
features of IoT malware are trained according to the feature map to classify the files
into malware or non-malicious files.

4 Experiment

The proposed MALDA scheme was experimented for IoT malware detection in the
environment configured as follows.

4.1 Dataset and Debugging

A total of 900malware samples and 1,056 non-malicious files were collected. A total
800 malware samples and 960 non-malicious files were used as training data. A total
of 100 malware samples and 96 non-malicious files were used as testing data.

The training and testing data sets were executed for 5 min in a nested virtual
environment in the cloud. During this time, remote debugging of the files was
performed.

4.2 Feature Extraction

The log data generated in the debugging stage were classified into memory, network,
process, system call, and virtual file system, and they were extracted in the form of
Excel.
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4.3 Preprocessing

Based on the memory, network, process, system call, and virtual file system created
in the behavioral feature extraction stage, the images of the R, G, and B channels
were created. Each channel was integrated into one image.

4.4 Feature Selection and Classification

The images generated in the preprocessing stage were substituted as input data to
learn the behavioral features extracted from the training data set, and a malware
detection model of the MALDA scheme was constructed. Based on the established
detection model, the test data set was classified into malware or non-malicious files.
According to the results, the detection accuracy for IoT malware was 100%.

5 Conclusion

IoT devices that are vulnerable in security are infected because of the rapidly gener-
ated new and varying IoT malware, as countermeasures against malware cannot
be prepared and the malware is spread to other devices. To solve this problem,
many studies have been conducted to analyze and detect IoT malware. However, in
existing studies, experts intervened to identify and select the representative behav-
iors of malware. Thus, accurately detecting the new and varying IoT malware that is
rapidly generated is difficult.

This paper proposed a MALDA scheme that dynamically analyzes IoT malware
based on the CNN model in a nested virtual environment in the cloud. When an IoT
device sends a file suspected to be malware, the MALDA scheme detects the IoT
malware in real time through a five-stage IoT malware detection process.

Therefore, preventing the IoT malware from spreading to or infecting different
IoT devices connected with each other in a network is possible through the MALDA
scheme. Evenwhen IoTmalware threatens IoT devices with diverse intelligent attack
techniques, it can be accurately detected using the CNN model.

As the training and testing data sets used in the proposed MALDA scheme
consisted of variants ofMiraimalware that occursmainly in IoT devices, themalware
detection accuracy of the MALDA scheme was shown to be 100%. Therefore, in
future studies, diverse types of IoT malware will be collected to further conduct
training and tests.
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A Design of Improvement Method
of Central Patch Controlled Security
Platform Using Blockchain

Kyoung-Tack Song, Shee-Ihn Kim, and Seung-Hee Kim

Abstract The enterprise patch management system is highly dependent upon a
central management server and typically suffers a single point of failure. This
study suggests a hyperledger fabric blockchain-based distributed patch-management
system and verifies its technological feasibility through prototyping. This is the first
study to use blockchain technology for a patch-management system. It not only
provides a higher level of security and availability but also affords the basis for further
review when planning new business discovery of the industry to apply blockchain
technology.

Keywords Blockchain · Patch · Hyperledger fabric

1 Introduction

Patches are usually included in new software releases so that product developers
can provide tailored solutions and improved security measures [1]. All information-
technology (IT)-based companies must apply dedicated plans to perform patch-
management activities as part of their enterprise management system. With this,
an organization-wide strategy must be established to govern how and when patches
are applied to certain systems to manage and mitigate vulnerabilities.

This implies that companies depending more on IT capabilities not only require
higher-level software patch strategies, they require stronger security-minded leader-
ship. However, the important issue here involves understanding how systems having
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cybersecurity vulnerabilities are updated with usable patches. This is because there
is no guarantee that the patch will not conflict with other applications running on
the network. Sometimes a balance of priorities is required to minimize interrup-
tions of mission critical systems [2]. Nevertheless, patch management is essen-
tial to protect software from cybersecurity threats and to lessen the burdens of
systemadministrators. Patchmanagement requires cognizant support fromhigh-level
managers, dedicated resources, clearly defined and assigned responsibilities, creation
and maintenance of current technology inventories, vulnerability and patch identi-
fication, network scanning and monitoring, pre-distribution test patching, and post-
distribution scanning and monitoring [3]. This study defines a patch-management
system as a software system that helps administrators perform company-wide mass
management and control of patches and updates for operating systems (OS) and
applications on all servers and user computers on a network [4].

Wedesign andverify the technological validity of a hyperledger fabric blockchain-
based distributed patch-management system that can reliably protect clients from
a variety of threats. To this end, the blockchain platform uses peer-to-peer (P2P)
networking, Proof-of-Work (PoW) validation, and distributed ledger technology that
does not depend on a central server [5] and can transparently and safely manage all
transactions.

2 Preliminary

2.1 Background Research

Previous studies on patch management mainly included works focusing on
improving system stability and reliability and on design and implementation of
patch-management system improvements (Table 1).

2.2 Blockchain Consensus Algorithm

In a typical public blockchain, a PoW algorithm [14] is used. This is the consensus
algorithm that was used in the initial version of the Bitcoin. Ethereum, which handles
electronic transactions, used a consensus algorithm that includes bothPoWandproof-
of-transaction. PoW uses a reverse function to find a certain hash value. As such, it
requires advanced computing power.

The proof-of-stake (PoS) algorithm, introduced by Ethereum, was developed to
resolve the problem of electricity waste caused by traditional PoW computing. This
method found consensus based on assets possessed by nodes. The problem with PoS
is that it can be restricted by a certain person, because it grants the discretion to create
blocks to the node possessing the stake. To compensate for this problem, the delegated
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Table 1 Overview of previous studies

Author Ref. # Overview of previous studies

May et al. [6] The game theoretical model to find a balance
between the costs and benefits of patch management
and to study the strategic interaction between
companies and suppliers

Gerace and Cavusoglu [3] The importance of core elements in
patch-management processes

Kim et al. [7] A method of differentiating the same OS by client
and performing various patch deployments

Kim et al. [8] A web crawler to analyze the structure and
characteristics of vendor sites for this purpose

Muhammad and Sinnott [9] A trust-oriented policy-centered infrastructure that
could overcome many of the problems occurring
because of architectural unconditional trust
assumptions

Chang et al. and Lee et al. [10] and [11] A patch-management process that supported
heterogeneous environments and used a process
cycle and patch strategy that increased the efficiency
of enterprise processes and reduced
patch-management risks

Midtrapanon et al. [12] The cost down effort of using open source program
with customization

Zheng et al. [13] The long time checking interval based path
management strategy is increasing the security level
of VM-base ITS

PoS (DPoS) method [15] was developed. The DPoS method is similar to PoS, but it
grants the right to create blocks to the top 101 nodes elected by vote. Hyperledger is a
private blockchain, and it has an improved consensus method compared with Bitcoin
and Ethereum. Its consensus algorithm uses a process flow that broadly consists of
endorsement, orderers, and validations.

3 Central Patch Controlled Security Platform Using
Blockchain

3.1 Architecture of Patch-Management System

As shown in Fig. 1, the patch-management service provides patch-file management,
user management, patch-status management, and patch-file verification. The deploy-
ment service performs patch-file deployment, patch integrity checks, and patch-file
verification. The deployment service includes a patch-status distributed database and
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Fig. 1 Architecture of patch-management system

a patch-file verification consensus algorithm for verifying patch-file integrity. The
scope of this study includes the portions marked with the red dotted line Fig. 1.

3.2 Concepts of the Patch-Management System

The blockchain-based patch-management system proposed in this study comprises
a patch-management service and a blockchain platform-based deployment service,
as shown in Fig. 2. First, the service manager registers the patch file with the patch-
management server. The patch-management server then stores the registered file and
sends it to a blockchain-based deployment service network of service users. The
patch-file set sent to the deployment service network is shared to each node (i.e.,
service user) connected to the blockchain platform.

3.3 Research Procedure

Step 1: Principal Concepts of the Patch-management System.

The detailed process can be examined via the sequence diagram.
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Fig. 2 Conceptual diagram of blockchain-based patch-management service

Step 2: Blockchain Configuration and Block Structure Design.

There are two nodes (i.e., peers) for each organization (Org1 and Org2). Individual
nodes store the same blockchain distributed ledger. Each organization performs
identity verification using a membership service provider (MSP) with certificate
authority.

The blockchain configured in this manner is assigned to a channel according to
usage rights. In this configuration, a single channel is set up.

Step 3: Implementation and Experiments.

The patch-management system comprises a private blockchain platform.
We test the feasibility of implementing a blockchain-based patch-management

system by confirming that the patch-file set admin uploaded the set to the block
chain, that the user downloaded the patch-file set, and that the log record is used to
verify downloading. The experiment is divided into three parts as shown in Fig. 3:
uploading the patch file set, downloading the patch files and recording logs, and
download verification. The source file for the environment settings of the hyperledger
fabric blockchain platform is created as a YAML data serialization file.

Step 4: Experiment Results and implication.

The chaincodes are created for the patch-file deployment service. The patch-file set
data registered by the administrator include all of these data, used as chaincode in
the blockchain system. A connection between the node and the channel is required to
execute the features defined by the chaincode. The mutual connection is performed
internally by the hyperledger fabric system. The implications of this study are then
reviewed.
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Fig. 3 Test scenario flow

4 Conclusion

This study proposed a hyperledger fabric blockchain-based distributed patch-
management system and verified its technological feasibility via prototyping,
enabling all participants to be protected from various deployment threats. In the
deployment service, patch files were deployed to the agent via P2P. The blockchain’s
distributed database storagemethod and a PBFT consensus algorithm techniquewere
used to verify that the patches were executed normally. By doing so, the integrity of
the patch application status database is verified.
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A Suggestion for ERP Software
Customization Model Using Module
Modification Factors

Byung-Keun Yoo and Seung-Hee Kim

Abstract Althoughmany companies have implementedERP systems to standardize
and advance their business practices, in actual operation of such systems compa-
nies have been facing challenges such as decreasing numbers in informatization
index and lagging productivity. The current study analyzes cases of companies that
have implemented ERP to understand customization factors required for successful
introduction and operation of the system. By utilizing data analysis technique to
understand the features of the deduced ERP customization factors, the current study
develops an evaluation model that leads to a model for customizing ERP software
modules. The current study will not only provide practical implications regarding
the customization of ERP systems but also provide a theoretical basis that supports
rational decision-making in the customization process.

Keywords ERP · Package software · Software customization

1 Introduction

Many companies inKorea and abroad have implemented and are operatingEnterprise
Resource Planning (ERP) systems [1] to quickly respond to the rapidly changing
business environment and enhance their international competitiveness. To meet
these objectives, companies that implement ERP systems focus on integrating their
corporate and organizational resources and raising their work efficiency by way
of analyzing and applying standardized advanced business practices based on ERP
processes and methodologies. Successful achievement of business informatization
through ERP requires companies to carefully customize [2] the ERP package to
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account for their management strategies, processes, and business characteristics.
Customization involves a series of activities [1] inwhich pre-developedERP software
is adjusted and modified to meet the client company’s organizational information
system, business management environment, and production environment, thereby
satisfying the needs of the company. In particular, companies that implement an
ERP system for the first time find customization essential to optimize the software
to their corporate work processes. As such, to ensure that the ERP system imple-
mentation and operation will succeed, administrators and developers must prevent
the existing core success factors from being diluted due to the indiscriminate appli-
cation of advanced work processes unique to each ERP system. Furthermore, they
must efficiently consider workplace requirements and apply them to the standardized
format of the ERP package.

Data collected from companies that have adopted ERP, however, indicate that
the results have been less than satisfactory: Such companies had lower Information
Speed Index (ISI) figures compared to other companies within their parent groups
[4]. Many companies that have implemented ERP—as opposed to other traditional
systems—have failed in the endeavor because the implementation scope had been
shrunk, budget limits were exceeded, deliveries were delayed, and/or education and
training were insufficient [5]. In particular, businesses were exposed to risky situa-
tions when they failed in the ERP implementation because of the falling productivity
and increasing maintenance costs that were added on top of the massive resources
invested to launch the system.

The current study investigated companies that have implemented an ERP system
to understand the customization module factors required to successfully implement
and operate an ERP package. Furthermore, it developed a module customization
model for ERP software from these customization factors.

The results of the current study can not only be used to evaluate a customized
module’s level of impact but also provide theoretical criteria that can support
rational decision-making regarding various customization conditions. Furthermore,
the current study will provide a new direction to research in the field that has been
only dealing with how tominimize customization [6]: The new direction will suggest
focusing on the impact of individual ERP customization modules.

2 Preliminary

2.1 Background Research

The research on ERP systems to date includes studies on ERP package selection,
factors for the successful operation of ERP packages, ways to implement and expand
ERP systems, effects of implementingERP systems andmeasurement of such effects,
relationship between ERP systems and business performance, and other topics about
ERP.
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Of note, Kim and Oh [1] suggested a strategy for successfully customizing ERP
packages. The study provided the following customization strategies: (1) Analysis
of different between ERP and independently-developed system in each phase; (2)
customization of various technical standards, procedures, and rules; (3) sharing of
customization know-how and cooperation among project members; (4) determina-
tion of customization level and classification of customization targets; (5) thorough
configuration and establishment of follow-on management measures; (6) opera-
tion of an organization that reviews, evaluates, and determines the customization
processes; (7) fortifying the preparation phase of the ERP system implementation
project; (8) minimization of modifications to the ERP package for re-engineering
effect; (9) checking whether the customization designs are aligned with the organi-
zational objectives; (10) utilization of upgrades provided by the ERP package devel-
oper to maintain the latest system; (11) establishment of a customization policy and
training projectmembers; (12) encouraging user participation in the entire customiza-
tion process; (13) facilitating accurate understanding of the ERP package features
and performance; (14) verification of the customization team members’ technical
competency.

Jin et al. [2] is a study about factors required for successful implementation of
ERP system; it proposed that companies crucially consider project costs, corporate
competitiveness, and risk acceptance level when they customize an ERP package.
Furthermore, the researchers suggested that the companies develop a risk manage-
ment plan by reviewing their risk acceptance level and establish a risk management
organization to conduct regular risk assessment in each phase of the project. Lee et al.
[5] presented the fifteen factors required to successfully execute the ERP system
implementation phase and calculated the importance of each factor. A key factor
for success was selecting an appropriate ERP package (0.140), which was followed
by process-oriented approach (0.115), technical adequacy (0.096), minimization of
customization (0.083), integration and interfacing with partner company systems
(0.076), interfacing with legacy systems (0.068), and support from and participation
by the executive management (0.063), in descending order of importance.

Ha and Ahn [7] researched evaluation indicators and impact analysis of public
corporations and private businesses that customized an ERP package; the study
provided evaluation indicators for each phase of ERP implementation up to stabiliza-
tion and verified their utility through case studies. As indicated above, no researcher
has studied key module factors impacting the customization of ERP systems. There
is a dearth of research regarding the customization of the ERP system as well. As
such, the current study sets out to discover factors of ERP system customization
by analyzing private companies and public corporations of similar sizes that have
implemented an ERP system. Based on the deduced factors, the current study will
develop and present a model for customizing ERP software.
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3 ERP Software Customization Model Using Module
Modification Factors

3.1 Overview

The current study looked at private businesses and public corporations that imple-
mented the same ERP system and customized it. Key module factors that were
customized for operation, environment, and stability were analyzed by classifying,
clustering, and associating them. Based on the analysis results, a fact data compar-
ison was conducted to predict the stability of the systems, which generated key
modification factor parameters, which were used to build a model for ERP software
customization, in turn.

3.2 Research Procedure

To this end, four private companies and three public corporations that customized
their ERP system upon implementation were identified. They were evaluated in
terms of ERP system implementation and operation. Private companies were further
categorized in terms of their industry and business, into chemical companies (Yuhan
Chemical andWooree Bio) and electronics parts manufacturing (Sungho Electronics
and Bluecom). All of the public corporations in the study (Korea Institute for Inter-
national Economic Policy, Korea Forestry Promotion Institute, and Korea Institute
of Patent Information) were supervised by different government agencies but had
similar scope of ERP system implementation (all three corporations linked their
ERP system to their groupware programs). Private companies in the manufacturing
industry were studied in consideration of the fact that their previous systems were
upgraded to the current ERP systems; the current levels of stabilization in their
systems were also analyzed.

Step 1: Classification of Customization Cases

Cases of companies that customized their ERP systems upon implementation were
surveyed; sample companies were extracted based on their similarities and then
classified into private companies and public corporations before the data about their
customization activities were collected and refined.

Step 2: Evaluation of ERP Operation

The operation of the implemented ERP systems was evaluated using various indi-
cators. In this process, private companies were classified based on their industries
and similarities of business processes, into chemical companies and electronics parts
manufacturers. Public corporations were analyzed based on the similarities of how
their ERP systems were interfaced with their respective existing systems, and then
similar cases of ERP system implementation were selected for the study.
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Step 3: Analysis of ERP System Stabilization

Upgrade environment and current stabilization of the ERP systems were analyzed.
To measure the degree of stabilization, the systems were evaluated in terms of
ISO/IEC25000 (software product quality requirements and evaluation) and quality of
use. More specifically, the maintainability quality of the ERP software was assessed
through detailed indicators such as modularity, reusability, analyticity, modifiability,
and testability. Furthermore, satisfaction indicators for trust, satisfaction, and utility
were used to evaluate the quality of use of the software.

Step 4: Determination of Software Customization and Modification Factors

Information systems with superior stabilization scores (product quality and quality
of use) that were discovered in Step 3weremapped onto the operationality evaluation
indicators developed in Step 2, with a goal of deducing the customization features
of each module.

In this process, the deduced module modification values were analyzed for clus-
tering, classification, and association; the analyzed data are used to execute the
stability prediction data comparison.

Step 5: Proposal of an ERP Software Customization Model Using the Modifi-
cation Factors

The characteristics of modification factors for the customization modules, as veri-
fied in Step 4, were used as parameters in the newly developed ERP software
customization model.

4 Conclusion

The current study investigated Korean companies that implemented the ERP system,
specifically collecting and refining data about the customization activities of the
implemented ERP systems. Next, the operation of the ERP systems was evaluated;
afterward, the resulting data were mapped onto the indicators of system stability to
develop and propose an ERP software customization model utilizing the software
modification factors. The current study is expected to provide a theoretical basis that
can support rational decision-making for the software customization process.
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A Location-Based Solution for Social
Network Service and Android Marketing
Using Augmented Reality

Jun-Ho Huh and Yeong-Seok Seo

Abstract This study aims tomake it possible for one to share different feelings at the
same location through a location-based SNS which is dissimilar to the existing SNS
systems. A common platform such as a neighborhood store explorer guides the user
by marking the nearby stores based on his/her location but the proposed application
can provide some additional information including the reputation or relevant facts
through augmented reality (AR) when he/she photograph a specific mark or image
with a mobile device for recognition. A location-based Android marketing solution
utilizing Vumark AR is proposed in this study where a similar operation method
used for the existing RFID and QR code-based systems is adopted to the Vumark-
based approach. Vuforia API is used as the main library to store the target marks
or images into the database for recognition and present necessary information on a
mobile device screen when required.

Keywords Solution · Social network service · Android · Augmented reality ·
Vumark · Vuforia

1 Introduction

Currently, Social Network Services (SNSs) have become personal media or commu-
nity where individuals can express and share their individuality, feelings or ideas, not
just a means of online socialization or acquaintance [1]. Following the rapid progress
of informatization, a variety of SNSs are being continuously introduced in themarket
but the users are beginning to feel the tedium of their similar basic systems and for
this reason, a new type of SNS system has been developed, the aiming to allow the
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users to share different types of feelings, emotions, or senses in the same location
or environment. Instead of using a method often used by the existing SNSs, which
merely uploading images or indication the locations, this new system employs a
new technology—a location-based SNS using Vumark AR as an Android marketing
solution.

2 Related Research

Vuforia API is one of the major libraries for such use where the images or a Vumarks
to be recognized by the application will be stored in a database by using an imaging
tool [2, 3]. This system has been designed in a way to let the users have more fun
compared to the others by allowing them to acquire information by shifting their
locations and saving it in a more interesting form, instead of just simply searching
the information of a certain store and saving it to their mobile devices [4–6].

Augmented reality (AR) is a technology which provides real [7]—world data to
the users after combining it with virtual data. Vuforia API is being used in this study
as an SDK as it provides convenience in recognizing or processing images. Also, the
Vumarks available in Vuforia allow users to experience an AR.

3 Location-Based Solution for Social Network Service

The descriptions of each element of Vumark are as follows: Contour is a part the
Vuforia imaging algorithmdetects first to find the identifier. Border defines the hexag-
onal formof aVumark.Clear Space plays the role of distinguishing the sections (outer
and inner) at the boundary while assisting the algorithm in detecting the contour.
Code Elements are used as an identifier which contains the information about the
data length or type and the number of the elements. Finally, Background can be
regarded as a design element of Vumark and has no influence on target detecting.

In an early stage, SNSs adopted a method where their participants communicate
with each other after forming a groud or an organization sharing similar hobbies or
interests. Recently, however, the number of SNS users is increasing rapidly following
the increased desire for self-expression. This means that the users were originally
using SNSs for socializing purpose but now they are using them as a tool for sharing
their individual interest or individuality. Currently, there are closed-type SNSs in
which only friends can participate and open-type SNSs all the people can see one’s
own posts through the function called ‘Hashtag’. The social impact of new SNSs is
quite large as the posts of others can be included and exposed in one’s feed through
the ‘Share’ function. However, the SNS system we are pursuing adopts the existing
SNS system but attempts to differentiate it with others by exposing the locations and
images (photos) only.
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Fig. 1 The web execution screen

The Web page was organized by using HTML and the following map API was
used as a map API for the development: a function which is able to output a picture at
the center of the screen and shifting and attaching a picture at a specific location at the
marker for its registration was created. Also, to add the meaning of ‘attaching a post’
to the map, a ‘post-it’ image (i.e., removable post) was inserted in the background.
Figure 1 shows the web execution screen.

We have implemented an SNS by using a location-based service and given the
name ‘Whispers’ as people or close friends often talk in a whisper when there are
things to talk about intimately. This SNS differentiated itself from the others by
uploading pictures and GPS-based location information only. Big data can be gener-
ated for at the same spot through this SNS as the location data includes latitude &
longitude in the database when uploading pictures.

Meanwhile, the GooglemapAPI was usedwhen starting the development process
but it was found later that the Daum map was more efficient and accurate when
setting a location as well as finding the names of buildings or areas. For this reason,
the latter was selected to increase accuracy. Also, we have tried to make the SNS
more readable by showing only the necessary information in the webpage. The below
picture is showing its execution screen.

The service proposed in this study is a location-based Android marketing solution
using Vumark AR adopting a similar operation methodology often used for the RFID
or QR code recognition. Vuforia API was used as themain library to store a particular
target mark or image in the database for the recognition by the application. This
method allows the system to provide necessary information to the users on their
mobile devices in an augmented form that has not been available.

As mentioned earlier, the user lets his/her mobile device to recognize the Vumark
attached to the store with its camera module and output the store information or
others on the device based on the recognized image or mark (Fig. 2).
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Fig. 2 Implementation of Vumark AR

One DB is used for the recognition of the mark and another is used to store the
store information and construct the review board data. Different from a static object,
one of the objects to be outputted takes the shape of a virtual web browser and the
user can leave a review.

In Fig. 2, the symbol (mark) of our university was set as a target image and let
us suppose that the above picture is the mobile screen of the user. In this case, an
additional event-processing can be performed to recognize the user input in a virtual
environment. Also, by entering a code into the object to be outputted, a movement
can be designated to it or use it as a button instead.

4 Conclusion and Future Work

Research on SNSs was discussed in this study based on a new system along with the
system development. In our modern society, these SNSs have become a window on
which individual personalities, emotions, or sensibilities are reflected or shared as a
personal media or community, not just a place for simple socialization. Development
of a new type of SNS was attempted by using the space for personal expression as
a location for sharing these feelings. Prior to implementing the service, a survey
questionnaire was distributed to 150 people to check and analyze their requirements.
Most of the respondents had a positive response toward our method and many of
them were relatively feeling tedious toward existing SNSs.

The service proposed in this study is a location-based Android marketing solution
using Vumark AR adopting a similar operation methodology often used for the RFID
or QR code recognition. Vuforia API was used as themain library to store a particular
target mark or image in the database for the recognition by the application. This
method allows the system to provide necessary information to the users on their
mobile devices in an augmented form that has not been available.
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Artificial Intelligence Based Electronic
Healthcare Solution

Seong-Kyu Kim and Jun-Ho Huh

Abstract One of the major keywords in the current digital world is Artificial Intel-
ligence (AI) which is playing a major part in all kinds of advanced service systems,
offering more convenience, better efficiency/effectiveness by controlling system
hardware intelligently in a way humans never experienced. AI is also playing an
essential part in the healthcare or bioelectronics industry where enhanced service
function and sophistication have become a critical factor in a keen completion.
Thus, this paper focuses on its contributing factors to human society and provides
an opportunity for the discussions on the relevant convergence technologies.

Keywords Artificial intelligence · Healthcare · Electronic healthcare · Solution

1 Introduction

With the breakthrough of data and computation science, big data related method-
ologies such as blockchain, deep learning, AI have proven to be powerful in discov-
ering some hidden information underlining natural events, which can’t be directly
observed by other methods. Big data analytics greatly facilitate people’s exploration
of science knowledge [1]. The most distinctive achievement of using advanced data
science technologies is the AlphaGo, the computer program integrating AI trained
by deep learning method. It has been defeating the top Go game players, who had
been thought to be invincible against computer program before the born of AlphaGo
[1, 2]. Figure 1 shows Google DeepMind Challenge Match. This achievement shed
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Fig. 1 Google DeepMind challenge match

lights on the emerging field to computing system researchers globally, who seek to
build high fidelity models of computing systems.

2 Artificial Intelligence and Big Data

Artificial intelligence refers to a next-generation system for more efficient handling
of difficult human processes using machine learning and deep learning. Artificial
intelligence is a branch of computer science that studies how intelligent behavior in
humans can be applied to mechanical systems.

In addition, artificial intelligence makes learning data intelligent by continuing
learning. These tasks are called tuning tests. Turing tests are tests that determine
whether a machine can operate intelligently as a person. The test was designed in
1950 by Alan Turing, the father of modern computer science.

This test requires a human evaluator to interview machines and people without
hearing and visual contact. Both the machine and the person interviewed claim to
be human. If the assessor fails to distinguish people from the machine, the machine
passes the tuning test and the machine is considered to have the same intelligence
as humans. And this is not the only thing that can be learned from the history of
artificial intelligence. Looking at the evolution of artificial intelligence, there is no
such thing as all-inclusive artificial intelligence. Rather, artificial intelligence is a
collection of techniques and techniques that are closely related and connected to
each other. Figure 2 shows a concept image of what the banknote could look like.
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Fig. 2 A concept image of what the banknote could look like (Bank of England)

The twomostwell-known technologies areMachineLearning andDeepLearning,
while Deep Learning is a sub-field of Machine Learning. In machine learning, algo-
rithms acquire knowledge based on “experience,” or sample data. The system identi-
fies and integrates critical features to establish its own rules to apply to unknown data.
One example of machine learning is the recommended function of the video portal.
As the user’s responses to video recommendations are analyzed, the recommenda-
tion function is improving day by day. And deep learning is based on the analysis
of large amounts of big data. The system classifies and identifies digital information
from various sources. Although the learning process does not use all data at the same
time, it continues to use a new collection of information. The goal is to classify and
grasp what has been learned. As such, artificial intelligence talks about the process
of continuously learning the data of Big Data.

A large 1st dimensional dataset is referred to as big data and such a dataset is
often generated from the case where the constrains on an available data form has
been loosened, including the structured data such as taking an HTML, XML or
weblog form; the semi-structured data forming a metadata or schema; the structured
data, typical form of which is video data [2–5]. Also, big data technology is emerging
as an extension of technologies or resources dealingwith these types of data. Data has
been largely extended due to the increase in data volume and diversification so that a
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database technology which is able to process such a data faster than the existing ones
became necessary. Meanwhile, Prof. Y. Pan (Georgia State University) defined the
big data technology in his keynote speech at WITC 2019 [6–8] that it is a technology
which allows us to see a big picture by putting the pieces of the puzzle together. That
is, big data technology is a technology which extracts a certain value from a large
dataset (dozens of terabytes) including not only structured but also unstructured data
for analysis [9].

3 Blockchain

Blockchain refers to a decentralized architecture that deviates from a central system.
In other words, blockchain is a data distribution processing technology. This refers
to the technology that all users who participate in a network store data, such as all
transactions, in a distributed manner. This stored data is called blocks, and blocks
are grouped in order of time [10].

All of these users have transaction details, so when checking the transaction
details, all users must check the books they have. For this reason, blockchain is also
called public or distributed transaction books. The existing transaction method stores
all transactions at the central bank, ie the bank.

This is because we have to prove the transaction between individuals by storing.
Unlike banks, blockchain will be stored by people who participate in the network.
If there are 1,000 people involved in a network, create 1,000 blocks of transac-
tions between individuals, send them to all 1,000 people, and save them. Later,
when checking the transaction details, the stored data are verified by dividing them
into blocks. As mentioned above, blockchain is characterized by distributed storage.
Under the existing transactionmethod, the central server is attacked in order to falsify
the data.

However, blockchain hasmultiple people storing the same data, making it difficult
to do so. It is considered virtually impossible to hack a blockchain network because
it requires attacks on all participants’ transaction data in order to tamper with it. As
such, blockchain is designed based on decentralization and reliability, so blockchain
does not require a central administrator. Decentralization is possible because many
can store and prove data without central agencies or managers. This concept is also
called blockchain.

The blockchain is also called a public transaction book. It is a technology that
prevents double payment that can occur in financial transactions and can not be
tampered with. It has become a core technology of PINTECH in Korea [11].
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4 Artificial Intelligence Based Electronic Healthcare
Solution: Personal Health Record dApp

The Personal Health Record (PHR) is the individual health record owned by hospi-
tals [11]. Most hospitals around the world now use the Electrical Medical Records
(EMR) system. By digitalizing hospitals’ medical records and providing a PHR
for the blockchain service, we can support each individual in recording, managing,
sharing and controlling them, and pursue medically required records in compli-
ance with the national interoperability standard. The government has established
the national medical system at three levels—1st (small hospitals), 2nd (mid-sized
hospitals) and 3rd (large hospitals). It is only through this procedure that users can
receive the benefits of medical insurance.When sending a patient’s information from
a class 1 hospital to a 2nd or 3rd class hospital, the blockchain can be used to apply
original note checking and data encryption, allowing data to be used in perfect safety
and security. In particular, the Autochain Blockchain’s medical record is an XML
document that complies with the W3C standards for HL7 medical services and uses
machine-learning metadata, thus allowing personal data to be recycled easily in the
future. Figure 3 shows personal health record model flow.

In addition, by using Autocombine XML technology, the blockchain service can
be received with a UI/UX (User Interface/User Experience) view on the browser of
a specific user’s device by viewing the PHR (Personal Health Record) document.
Figure 4 shows personal health record model UI/UX.

Fig. 3 Personal health record model flow
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Fig. 4 Personal health record model UI

5 Conclusion

One of themajor keywords in the current digital world is AI, which is playing amajor
part in all kinds of advanced service systems, offering more convenience, better effi-
ciency/effectiveness by controlling system hardware intelligently in a way humans
have never experienced. Thus, the AI blockchain has great potential to change tradi-
tional industries through key characteristics such as decentralization, data illegality,
anonymity, traceability, and so on. In this paper, we propose a block chain based on
an automation engine that can easily create and apply a block chain to an automation
block chain model called Autochain by complementing the problems of the block
chain structure and the blockchain.
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Optimal Location Recommendation
System for Offshore Floating Wind
Power Plant Using Big Data Analysis

Sang-Hyang Lee and Jun-Ho Huh

Abstract The necessity of offshore wind power plants has emerged due to the issues
involving low-frequency sound or noise-related health problems, socio-economic or
environmental problems. It is not easy to determine the optimal location for the
wind power plants: First, as we can see from the overseas cases, the safety must
be considered first followed by economic and environmental problems. Since these
plants should not become an obstacle for traffic emergencies, they should not be
constructed in the vicinity of a civil or military airport and at the same time, the exis-
tence of any nearby fish farms should be checked as well as the plants might largely
affect their economy. Thus, this study attempts to provide the most efficient and
preferable service by identifying and informatizing the issues related to the changes
in the navigation routes of vessels or the condition of individual fish farms based on
the big data accumulated over 30 years and realistic simulations. In conclusion, this
study aims to find the optimal location for an offshore floating wind power plant.

Keywords Wind power plant · Big data · Big data analysis · Location · Ocean

1 Introduction

Wind power generation transforms the energy generated by the wind turbine blades
into electric energy through the generator and its system can be largely divided into
two types: a pinwheel-shaped horizontal-axis wind power system we often imagine
or a-vertical axis wind power system which is often installed vertically to the ground
[1, 2]. Wind energy was used in the seventh-century using the windwheel developed
by Heron (Alexandria) who made the blades with reeds or cloth and used it for many
purposes including pumping up water, milling, and sugar manufacturing. Then, in

S.-H. Lee · J.-H. Huh (B)
Department of Data Informatics, Korea Maritime and Ocean University, Busan, Republic of Korea
e-mail: 72networks@kmou.ac.kr

S.-H. Lee
e-mail: euri2017@naver.com

© Springer Nature Singapore Pte Ltd. 2021
J. J. Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 715,
https://doi.org/10.1007/978-981-15-9343-7_82

583

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9343-7_82&domain=pdf
mailto:72networks@kmou.ac.kr
mailto:euri2017@naver.com
https://doi.org/10.1007/978-981-15-9343-7_82


584 S.-H. Lee and J.-H. Huh

the nineteenth century, windwheels were used to generate electricity in Denmark to
power a mill or pump. The modern wind power generator was originally developed
in the US in 1888 [2, 3].

The wind power generation was achieved in the Republic of Korea (ROK) since
the early twenty-first century and some of the famous onshore wind farms are Daeg-
wallyeong, Jeju, Taebaek, and Yeongdeok wind farms. It is being considered that
the average wind speed should exceed 7 or 7.5 m/s to be regarded as economi-
cally feasible but space/site which would satisfy such a requirement is quite scarce
in the ROK as about 70% of its entire territory is mountainous. Therefore, since
the problems involving low-frequency noise, economic/social/environmental issues
have become a major topic in various media, offshore wind power generation has
emerged as an alternative.

The wind power generation systems in the ROK are being constructed mainly on
a large lake or the shore to generate electricity and can be largely divided into four
types: Concrete caisson, monopile, Jacket, and floating. Among them, the floating
type is considered to be the most suitable model for the future as it can be constructed
on shallowwaters and the risk of current-related accidents is relatively lower than the
onshore wind power generation as it generates and transmits electric power through
its own mooring system or underwater cables.

In general, offshore wind power generators produce lesser noise than the onshore
generators but can generate power more efficiently as the offshore winds are often
stronger. Currently, a number of large-scale wind farms including Seonamhae,
Daejeong (Jeju), Seosaeng (Ulsan) farms are under construction but its process is
slowing down due to the protest by the fishermen, civic or environmental groups. For
this reason, this study attempts to recommend the most suitable site for an offshore
wind power plant through big data analysis considering tidal currents, conditions of
fish farms or ecosystem, emergency landing of aircraft, ships’ navigation routes, and
public opinion.

2 Related Research

The 4th Industrial Revolution has entered a new phase where some of the new
technologies involving big data analysis, artificial intelligence (AI), IoT, etc. are
being innovated. ‘The 4th Industrial Revolution’ is the product of the advancement
of big data and AI technologies which allow one program to replace hundreds of
machines, compared to the past where one machine replaced hundreds of workers
[4–6].

In this regard, the characteristics of the first keyword ‘Big Data’ can be described
as 3V: Velocity, processing and analyzing a large volume of data quickly; Variety,
data can be classified as a structured, semi-structured, or unstructured data; and
Volume, being large-scale data. There are some popular big data analysis techniques
such as text mining, clustering, opinion mining, etc. and these are being used widely
in the field of politics, economy, sports, etc. The second keyword ‘AI’ refers to
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an intelligence created by the system and has its own unique learning technique:
Machine Learning, an autonomous learning process utilizing input data based on the
basic rules given initially [7–9]. The artificial neural network modeling the human
neuron structure is one of such learning models; and Deep Learning, dealing with
the artificial neural network in which artificial neurons are piled up and connected
during the input and output processes [10–12].

This paper attempts to recommend the most suitable site for an offshore wind
power plant through big data analysis.

3 Optimal Location Recommendation System for Offshore
Floating Wind Power Plant

Figure 1 is a proposed App that checks a desirable location on which to build a
floating wind power plant. Once it is launched, four menus will appear: With the first
menu Ocean Current confirms the wind speed (strength) based on the ocean current;
The second menu Fishing Ground visualizes the movement of fish shoals; The third
menu Sea Route allows the user to locate a ship by connecting with the site indicating
ship’s navigation route; the last menu sets and shows locations of military or civilian
airports and their surrounding areas in each region as potential emergency aircraft
landing sites. Then, when a region is selected in the menu Recommend Land, the
app confirms the suitability of the region considering above four conditions and a
function recommending an alternative site will be available as well.

Meanwhile, the UML used for selecting a suitable site is shown in Fig. 2. Also,
Fig. 3 shows a system diagram for selecting a suitable site for a floating wind power

Fig. 1 An app used to select an appropriate site for a floating wind power plant
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Fig. 2 A UML guide map for selecting a suitable site for a floating wind power plant

Fig. 3 A system diagram for selecting a suitable site for a floating wind power plant
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plant. If the picture of a windmill is considered as a site where the wind power plant
will be constructed on, the salinity, current, and temperature within the radius of the
circle could change and in some cases, the fishes in the picture would die due to a
considerable change in their ecosystem so that it is essential that such an ecosystem
should be checked carefully when building a wind power plant.

4 Comparison with Other System of Republic of Korea

4.1 Airport Transfer at ROK

In 2011, there was a nationwide debate over a new airport site which was to replace
the existing heavily congested Gimhae Airport in Yeongnam region. The candidate
sites were Miryang City (Gyeongnam) and Gadeokdo (Busan). At that time, the
candidates in an election made different promises that ended up as a national issue,
which led to a rapid increase in the land values of these two regions. The public
opinion in the Busan area was promoted in favor of Gadeokdo by revealing the
result of a survey conducted in the Yeongnam region, which had shown over 70% of
citizens in that region preferred Gadeokd over Miryang City to which a similar claim
was presented by the residents of Gyeongnam and Ulsan areas. During this period,
both sites experienced the speculation frenzy but it eventually calmed down as the
government decided to expand the Gimhae Airport instead of building a new one in
2016. In the end, the speculators failed and the respective land values decreased to
the original prices.

4.2 Ulsan Offshore Power Plants by Wind Energy at ROK

Ulsan City is currently proceeding with an offshore wind power plant construction
project in the Seosaeng-myeon and Gandong (Buk-gu) districts after being approved
by the government. The offshore wind power plant in Seosaeng-myeon is being
constructed with a method of recycling the existing gas production facility so that
has no direct and close relationship with the land price. However, this project is
being suspended due to the compensation problem with fishermen. Also, the real
estate price dropped in the Gangdong district after the government announced that
the plant will be constructed about 1–2 km from the shoreline.
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4.3 Jeju Offshore Power Plants by Wind Energy at ROK

Ten wind turbine generators are being operated on the sea about 600–1,200 m from
the Dumo-ri and Geumdeung-ri shorelines (Hankyeong-myeon, Jeju City) and as the
operating company is returning a portion of their annual profit to the residents, they
seem to be wanting an expansion of that business. On the other hand, Daejeong-eup
(Seogwipo City) is planning to go ahead with the Moseulpo Port expansion project
as a part of their national ports development project but it is now tumbling down
after the public opposition for proceeding with an offshore wind power generation
near the port has been announced.

4.4 Southwest Sea Large Scale Offshore Power Plants
by Wind Energy at ROK

As a large-capacity remote offshore wind farm having an offshore substation located
about 10 km from the Buan-gun shoreline (Jeollabuk-do), the Seonamhae wind farm
testbed was supposed to be completed by 2014 but has been delayed for five years.
Also, the projects involving the construction of a demonstration site and its expan-
sion have become quite difficult due to strong opposition by fishermen and local
community, in addition to continuous negative public opinion.

Meanwhile, Fig. 4 is showing the web crawling result from the keyword search
in the Naver News section. The issues related to wind farms were used as keywords
and searched through in the news published during the period from April 2018 to
November 2019 for analysis creating a word cloud. It was considered that the larger
the size of the word, it appeared more often in the news so that from the perspective
of ‘public opinion’, which is being focused in this study, such a word should be
considered in priority when proposing a wind power generation farm.

The issues involving the relocation of an airport (4.1) always attract people’s
attention as the land price might rise rapidly. Also, those who have a piece of land in
the region would sometimes try to promote public opinion to support and drive the
project. Thus, we’ve attempted to check the facts about the project by web crawling
the news articles. In conclusion, the reason for the slow introduction process of a
wind power plant was related to the problems associated with fishery resources, land
prices, etc., all of which were closely connected to the local residents. Therefore,
in order to proceed with the project smoothly without any setbacks, it is essential
to create a win–win situation with them or the local community by focusing on the
words frequently appearing in the news in advance (Fig. 1).
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Fig. 4 Visualization of keyword data obtained by searching the news relevant to wind farms (using
java)

5 Conclusion and Future Work

Compared to the past, the domestic wind power generation systems are making rapid
progress currently but it is also true that offshore wind power generation is being
preferred over onshore generation due to the lack of spaces satisfying the average
wind speed of 7–7.5 m/s and the issues associated with health/social/environmental
problems. Since Korean peninsula is surrounded by seas, it is better to utilize a
sea breeze rather than a land breeze and because of the fact that offshore wind
power plants are to be constructed on the sea, the health-related problems (e.g., low-
frequency noise, current leaking, etc.) can be avoided. When selecting a suitable site
for an offshore power plant having such advantages, it is essential to give careful
consideration to the problems involving ships’ navigation routes, emergency landing
of an aircraft, ecosystem of fish farms or shoals, and public opinions in advance.
Thus, a suitable site can be recommended with the proposed app which considers
the four major elements (Chap. 3), along with the R-visualization used to check the
words frequently appearing in the public opinions.

In the future study, we plan to implement a program predicting the location of
fish shoal to solve the biggest problem underlying constant conflict between the
power company and fishermen—disturbance of fish farm or ecosystem. By grafting
this program with the existing fish shoal data and a fishfinder, it will be possible to
approximate the locations of fish shoals or farms and avoid them when constructing



590 S.-H. Lee and J.-H. Huh

a wind power plant. This will definitely reduce unwanted conflict with the local
community.
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Efficient Data Noise-Reduction for Cyber
Threat Intelligence System

Seonghyeon Gong and Changhoon Lee

Abstract Preemptive respondents on cyber threats have become an essential part of
cybersecurity. Cyber Threat Intelligence (CTI) is an evidence-based threat detection
and prevention system. CTI system analyzes and shares the security data to mitigate
evolving cyber threats using security-related data. However, to gather enough amount
of data for analysis, the CTI system uses various data collection channels. The relia-
bility of data collected from these channels is a critical issue because the inaccurate
and vast amount of information could degrade the performance of threat detection.
Thus, proper filtering is needed to remove the noise data. In this paper, we propose a
data noise-reduction algorithm. The proposed algorithm reflects the contextual char-
acteristics of CTI data and reduces noise data in the CTI dataset. Noise-reduced
dataset increases the performance of machine learning and deep learning-based
attack prediction models. In our experiment, we conducted a cyber-attack classi-
fication using a noise-reduced CTI dataset. As a result, we improve the accuracy of
classification from 84 to 96% and reduce the volume of the dataset by 70%.
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1 Introduction

As the scope of the network has expanded widely, various devices have been
connected to the Internet. This change reads the skyrockets of the complexity of the
threats in the cyber environment has also increased significantly. With the concept of
the Internet of things (IoT) [1] being applied to various fields, network technology
is closely connected with human life, and the attacker’s attack point also has been
diversified. As a result of these expansions, the damage caused by cyber-attacks is
increasing. Therefore, there is a growing demand for technologies that can predict
cyber-attacks as well as improve security technologies.

Cyber threat intelligence (CTI) has emerged for preemptive threat prediction and
prevention. CTI is a knowledge-based information system aimed at security situation
awareness and preemptive response to cyber-attacks [2]. CTI uses a variety of forms
of security data to profile cyber threats and provide responses to threats by providing
optimal information to security managers. CTI system analyzes the threat-related
data such as traffic, log, and threat reports about Indicator of Compromise (IoC) and
generates a reputation of IoC. A large number of security-related data is required to
enhance the effectiveness and quality of the CTI system. To end this, various data
collection channels, such as security information and event management (SIEM),
could be used for data collection.

But the increase in the volume of data brings problems about the reliability of
data [3]. Data generated by unreliable procedures creates inaccurate threat reports,
which can have a significant impact on the performance and accuracy of the system.
Therefore, it is essential to verify the reliability of the data.

In this paper, we propose an algorithm, ReputationRank, that removes the noise
data through cross-reference analysis between data and prioritize important data.
Through the proposed algorithm, the effectiveness of each network resource can be
quantified and calculated, and the importance of network resources can be classi-
fied qualitatively and quantitatively based on this information. It also reduces the
complexity of the dataset by reducing noise data. This algorithm uses the concept
of rank between related information [4]. In the experiment, we conducted the data
noise-reduction process using a report dataset of 70,885 network resources. As a
result, we improve the accuracy of threat detection from 84 to 96%, and we reduced
the complexity of the dataset by 70% using our algorithm. In the real field, the
amount of data to analyze is a critical point because the complexity of the dataset
directly affects the performance and immediacy of the system. Our result shows that
the proposed noise-reduction mechanism could be a useful method to enhance the
accuracy of detection and availability of the system in the real field.

Section 2 of this paper introduces the studies related to CTI and data reliability.
The whole structure of the proposed model is illustrated in Sect. 3. Section 4 presents
experiments and results to demonstrate the practical effectiveness of the proposed
framework, and we discuss and conclude the meaning of this result in Sect. 5.
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2 Related Work

There are many efforts to standardize the CTI system at the organization level. Struc-
tured threat information expression (STIX) [5] is a CTI data representation language
to share the CTI data efficiently, and represent data in JSON form. Trusted and
Automated eXchange of Intelligent Information (TAXII) [6] protocol is a server-
client based communication protocol for sharing data expressed in STIX. These
technologies are regarded as de-facto standards.

Kim, K., and Kim, H. K. proposed an automated CTI dataset generation system
and explained the statistical properties of the generated dataset to alleviate the prob-
lems of the CTI system originating from the dataset [7]. Sillaber et al. [8] analyzed
the state of technology of various professional organizations from multiple perspec-
tives on data collection, processing, sharing, and storage to examine data sharing
technology, a problem of CTI technology.

There was research conducted to verify the reliability of data through cross-
validation of the contents of CTI data. In our previous work, we collected CTI data
from multiple OSINT channels and evaluated the reliability of the data by cross-
validating the contents of the data [9]. Meier’s work [10] suggested a way to rank a
CTI feed. These researches have evaluated feeds through the content of data provided
in CTI feeds and cross-references to other feeds.

3 Proposed Noise Reduction Model

We propose a new noise reduction model for CTI data based on the influence of repu-
tation information. The proposed data noise-reduction algorithm, ReputationRank,
reduces unnecessary data in the CTI system using influence evaluation of security
data. The proposed algorithm is based on the concept of rank evaluation on related
data, the PageRank algorithm [4].

Relations of the security data is expressed as network resources such as IP and
domain resolution and distribution history of malware or ransomware from specific
network addresses. Thus, to delicately illustrate the relations among security data,
time-series characteristics must be included in prioritization. Equation (1) is Reputa-
tionRank algorithm for prioritization of each data. We adjust the time-series charac-
teristics by adding timestamp term into the formula in Eq. (2). The closer the current
data is to the last data, this term has a higher value to reflect its impact. The constant
value of the time-series term adjusts the loss of rank value by moving the expectation
of time-series term. The overall algorithm based on the above equations is illustrated
in Algorithm 1. In equations, Di means the i-th resource of dataset D, and RR(Di)
shows the reputation rank value of Di. d is a damping factor and means the ratio
between the volume of dataset and relations in the dataset. L(D) is the size of dataset
D, and IBj(Di) andOBj(Di) means the number of inbound and out-bound relations of
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data j to i in dataset D respectively. FTj(Di), LTj(Di) and CTj(Di) means the times-
tamp of first-seen, last-seen and reported time of resource i. As the hyper-parameter,
the filtering threshold of rank value is adjusted by the repetitions considering the
processing time and volume of overall data. Information that has lower rank values
than this filtering threshold is removed from the dataset. And we adjust the damping
factor value to reflect the average number of relations that each threat data we have.

RR(Si ) = 1− d
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4 Experiments and Result

To evaluate the proposed noise reduction algorithm, we conduct an experiment using
70,885 IP-related CTI data. These reports had collected from external CTI feeds such
as ThreatCrowd, Open Threat eXchange (OTX), and VirusTotal. By preprocessing,
we extracted 43,892 relations extracted from theCTI dataset. The dataset is composed
of eight attack types, and Table 1 shows the distribution of each attack type. The
number of relations divided by the number of data, 0.6192, was used as the damping
factor. Also, the first initialized rank value of each data, 0.00000014, is used as
the threshold value (1% of initial rank value). After conducting the noise reduction
process, we filtered 70% of the overall data.

We performed this experiment under Linux Ubuntu 18.04 operating system, Intel
i7-9700 k CPU, 16 GB RAM size, and nVidia GeForce 1080ti GPU environment.

To compare the result between the original and noise-reduced dataset, we had
chosen seven classification algorithms for the experiment: Naive Bayes, Logistic
Regression, Linear SVM, Neural Network, Nearest Neighbor, Decision Tree, and
Random Forest.

Also, 10-fold cross-validation had used to train the dataset [11]. The Fig. 1 shows
the result of the cyber threat type detection result. With a noisy dataset, the attack
detection ratio of each classification algorithm has quite a low accuracy (under 90%).
However, with the noise-reduced dataset, we achieved a 10% improvement in the
detection ratio of attack types with all algorithms. Notably, we improved 12% of
detection ration with random forest, and it reached 96% of detection ratio.

Table 1 The number of data
per attack types

Attack type Original Noise-reduced Reduction ratio
(%)

Malware
distribution

3,443 1,015 70.52

Pharming 23,853 7,159 69.99

Malware
information
Leaking

6,275 1,924 69.34

Phishing 27,621 8,151 70.49

Command
and control

2,115 649 70.52

Information
leaking

1,865 544 69.31

Malicious
code
distribution

5,536 1,661 70.00

Unknown 177 38 78.53

Total 70,885 21,141 70.18
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Fig. 1 Attack type classification results (detection accuracy) before and after noise reduction

5 Conclusion

Data with much of cross-references is closely connected with cyber threat incidence
that impacts on broad areas, and this means the critical case. Data with low cross-
references mean normal network resources that are not related to accidents. In this
research, we proposed a new noise reduction algorithm for the CTI dataset. Based
on the importance evaluation algorithm about threat information, we distinguished
the data with a significant cross-reference rate and data with a low cross-reference
rate from the dataset. Our result improved almost 12% of detection performance in
cyber threat detection with much small and efficiently filtered dataset. By reducing
the complexity of the CTI data through the proposed algorithm, it is expected that the
ability to anticipate the attack through the CTI system and preemptively response
process to the cyber threat can be significantly improved. In the future study, we
have the plan to adapt this importance-evaluation methodology to more elaborate
techniques such as STIX and TAXII.
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An Improved DBSCAN Method
Considering Non-spatial Similarity
by Using Min-Hash

Jin Uk Yoon, Byoungwook Kim, and Joon-Min Gil

Abstract In data mining, there are several clustering algorithms that utilize a spatial
attribute to group spatial objects on geometric space. However, a spatial object can
have a non-spatial attribute as well as spatial attribute, but there are not many clus-
tering algorithms that utilize both the spatial attribute and the non-spatial attribute
yet. Jaccard similarity can be used as one of the ways in which similar spatial objects
can be grouped by using the non-spatial attribute, but has the problem of higher
calculation costs. Therefore, this paper proposes an improved DBSCAN method
that utilizes the spatial attribute and non-spatial attribute in DBSCAN to actually
cluster more similar Spatial Objects and uses Min-Hash to reduce the cost of calcu-
lating Jaccard similarity. The improved DBSCAN method we propose takes into
account the similarity of non-spatial attribute in addition by using Min-Hash, when
the neighborhood is obtained according to euclidean distance in the rangeQuery of
existing DBSCAN process. We use real dataset to compare and analyze the results of
classical DBSCAN with that of our method to demonstrate the applicability to real
world and we use synthetic dataset composed with various experimental variables to
compare performance of using Jaccard similarity with using Min-Hash.
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1 Introduction

Clustering is one of the major methods of data mining, the process of finding mean-
ingful knowledge with grouping the objects, which have similar properties in the
entire dataset. The object with similar properties are grouped into one subset, called
clusters and that in the same cluster are similar to each other, but that in the other clus-
ters are not alike each other. Cluster analysis can be utilized in many areas, including
information retrieval [1], text mining [2], spatial database [3, 4], sequence data anal-
ysis [5, 6], web data mining [7, 8], DNA analysis [9, 10], network [11, 12], data
stream [13]. Clusteringmethods aremainly categorized into five types [14]: partition-
based, hierarchical-based, density-based, grid-based, andmodel-based.Among those
methods, DBSCAN [14], a density-based clustering is a method to clustering spatial
objects where is dense in geometric space. The spatial object can be represented
points, lines, and polygons in geometric space and used as roads, buildings, rivers,
and tourist attractions on a real map.

In DBSCAN, spatial objects are grouped to one cluster within defined radius if it
is dense by using spatial attributes (e.g. longitude, latitude) for measuring Euclidean
distance. In addition, DBSCAN has the following characteristics: (1) No need to
determine the number of clusters in advance. (2) Arbitrary shaped cluster such as
linear, concave, oval, etc. (3) Not sensitive to noise compared to other clustering
algorithms (e.g. K-means). DBSCAN is being used in spatial clustering, outlier
search, hot spot search, pattern analysis, classification, obstacle detect, network.

However, in the real world, the spatial object can not only be represented on a
geometric space, but it can also represent a variety of meanings. In five models of the
spatial object (geometric, feature, network, alignment, transformation) were intro-
duced. Therefore, it does not mean much to group the spatial objects on geometric
space by simply utilizing the spatial attribute alone. To improve this problem, when
clustering spatial objects, it is necessary to use spatial attribute and non-spatial
attribute together to take into account the similarity and the proximity of spatial
objects. Non-spatial attribute is not attribute meaning spatial property in geometric
space such as text, temperature, time, etc. Depending on non-spatial attributes, the
spatial objects can be represented in a variety of meanings and new ways to leverage
these attributes to actually group more similar spatial objects in DBSCAN were also
proposed.

However, with the recent increase in demand for spatial objects and the ability
to express a variety of attributes, the non-special attribute of spatial objects can also
have a huge amount. Because of this, it cause the calculation cost to be very high
that the similarity of non-spatial attribute is obtained using Jaccard similarity and
this is called curse of dimensionality. Therefore, this paper and propose improved
DBSCAN method to cluster more actually similar spatial objects by using spatial
attribute and non-spatial attribute together and introduce Min-Hash in improved
DBSCANmethod to efficiently estimate Jaccard similarity to reduce this calculation
cost.
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The algorithms proposed in this paper proceed as follows. (1) Generate a limited
dimension of subspace for high-dimensioned non-spatial attribute through Min-
Hash. (2) In clustering phase of DBSCAN, find spatial objects that are similar and
adjoin each other by calculating similarity of subspace and measuring Euclidean
distance. (3) Create a new cluster if the number of spatial objects meeting the condi-
tions in 2 is higher than the user-defined threshold. (4) If a new cluster is created, the
cluster gradually expands by repeating the steps of 2, 3, 4 to spatial objects in the
cluster.

2 Related Works

2.1 DBSCAN

DBSCAN [15] is one of the density-based clustering algorithms and requires two
parameters: ε, Minpts. About some spatial object ρ, ε-neighborhood of ρ means
all neighborhood within the defined epsilon (ε) of ρ and Minpts means at least the
number of ε-neighborhood that satisfies high density.

The overall process of DBSCAN be summarized into the following steps: (1)
Using Euclidean distance, obtain ε-neighborhood of a particular spatial object ρ. (2)
Create a new cluster if the number of spatial objects in ε-neighborhood is higher
than Minpts and there are no clusters that already belong. (3) Repeat steps 1 and 2
for spatial objects in ε-neighborhood, and gradually expand the cluster. DBSCAN is
performed with O(n2) in a Naïve method, but with spatial indexes such as R-*Tree
and X-Tree, it is performed a little faster.

DBSCAN has various modifications to solve the existing problems. OPTICS has
improved the difficulty of not distinguishing various densities according to the two
parameters (ε, Minpts) that can form clusters in classical DBSCAN. DENCLUE
uses the kernel function of density distribution to find clusters and improve the
problem of fixed parameter structure. In large databases, the Incremental DBSCAN
improved the problem to update a large number of clustering information when
new object is inserted or removed from an existing cluster. SDBDC, distributed
DBSCAN, was divided into two stages into local level and global level, conducting
DBSCAN separately to reduce unnecessary calculation cost. In recent years, There
are a number of studies related to DBSCAN, including to efficiently cluster large
amounts of data by using MapReduce or Spark, to reduce run time when clustering
with high-dimensional object, to consider the density of clusters be varied.
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Also proposed are ways to use non-spatial attribute in DBSCAN. ST-DBSCAN
proposed using the location of the spatial object as a spatial attribute and the temper-
ature data as a non-spatial attribute, and measuring the Euclidean distance for the
two attributes to cluster the adjacent spatial objects. DBSTexC proposed a method
of clustering the spatial objects that have related text based the POI position by
using text data that have information about POI (point-of-Interest) and location of
user on Twitter. Clustering Public Transit Stops using an Improved DBSCAN Algo-
rithm further considered the similarity of bus stop names through editing distance,
and proposed a method for clustering public transportation stops related to each
other on the map. GDBSCAN generalizes the definitions of ε-neighborhood and
Minpts, introducing different definition and clustering methods according to the
various non-spatial attributes defined at a certain situations.

2.2 Min-Hash

Min-Hash is a type of Local Sensitive Hashing (LSH) technique that use random
permutation to estimate the similarity of two sets of Jaccard similarity. To perform
random permutation of two sets of elements, the uniform distribution hash function
h is need to used and the minimum value hmin of result values that elements of two
set is mapped from hash function, called Min-Hash Value is used to estimate Jaccard
similarity of two sets. The probability that the Min-Hash value of the two sets A and
B being compared are same each other is Jaccard similarity of two sets A and B.

Pr[hmin(A) = hmin(B)] = |A ∩ B|
|A ∪ B| (1)

Theprocess for estimating the Jaccard similarity between two setsAandB through
Min-Hash is as follows: (1) Select the k hash functions that maps the members of
union A and B to distinct integers. (2) Find k Min-Hash Values, the minimum value
hmin of result values that elements mapped from each hash function. (3) Obtain k
Min-Hash Values and make these as a Subspace of size k (this is called a signature).
(4) Compare the ith (1 ≤ i ≤ k) Min-Hash Value between the two signatures and
count the number of the same Min-Hash Value each other. (5) Estimate Jaccard
similarity of two sets A and B by counting the number of equal Min-Hash Values
each other on a subspace with total size k (Fig. 1).

Min-Hash is widely applied, including anti-plagiarism, graph or image analysis
and meta-genetic analysis, in particular, as a way to efficiently estimate similarities
in numerous data areas that can be expressed in set. Min-Hash was applied at first to
calculate the degree of similarity between the two large documents under compar-
ison. To calculate the similarity, the large document is represented with q-grams of
huge amount and q-grams about the document is converted as small data through
Min-Hash so that the similarity between the two documents can be measured effi-
ciently. In proposed is method that the similarity between graphs could be effectively
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calculated by using Min-Hash in the process of comparing them by dividing them
into subgraphs. In proposed is method, in large image databases to store not image
object with high-dimensional vectors but low-dimensional vector and increase search
efficiency by using Min-Hash. In showed that Min-Hash performs very well when
the set size are similar each other and significantly decreases in performance when
they are different in size, proposing a new effective improved Min-Hash method to
detect the appearance and absence of microorganisms in the metagenomic dataset.

In this paper, we introduced Min-Hash in DBSCAN and implemented improved
DBSCAN using spatial attribute and non-spatial attribute of spatial object. By using
Min-Hash, we can calculate the Jaccard similarity between high-dimensional non-
spatial attributes. In next section, we describe how to estimate the similarity of non-
spatial attribute through the Min-Hash and what the process of improved DBSCAN.

3 Algorithm

In this section, we introduce two algorithms of the improved DBSCAN method
considering the similarity of non-spatial attributes in the classical DBSCAN. The
first algorithm use Jaccard similarity and the second algorithm use Min-Hash
we proposed. Both algorithms have Minpts, ε, τ as parameters, but the improved
DBSCAN using Min-Hash additionally uses the size of signature k.
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A random tuple T is selected from the entire data set D , and the neighborhood
of the tuple T is stored in N(ε,τ) (T ) through RangeQuery. If the number of tuple
stored in N(ε,τ) (T ) is more than Minpts, tuple T becomes core and creates a new
cluster centering around neighborhood of T and calls ExpandCluster to expand the
cluster.

4 Conclusions

In this paper, we propose an improved DBSCAN algorithm that can consider non-
spatial attributes additionally as a factor for clustering spatial objects in geographic
space and Min-Hash could be used for spatial objects with high-dimensional non-
spatial attribute. We will mainly use image and text data among real data so as to
analyze various result of clustering. Also, wewill study various clustering algorithms
that can consider the diversity of spatial object as well as DBSCAN in the future.
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