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Preface

This book contains a selection of revised papers that were presented at the 10th
edition of the International Workshop on Spoken Dialogue Systems (IWSDS) that
took place in the beautiful town of Syracuse in Sicily (Italy), from 24 to 26 April
2019. IWSDS is usually held every year and provides a platform to present and
discuss global research and application of spoken dialogue systems.

This 10th edition of IWSDS named “Increasing Naturalness and Flexibility in
Spoken Dialogue Interaction” focused specifically on the following topics:

• Context Understanding and Dialogue Management
• Human–Robot Interaction
• Dialogue Evaluation and Analysis
• Chatbots and Conversational Agents
• Lifelong Learning
• Question Answering and other Dialogue Applications
• Dialogue Breakdown Detection
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Context into Sentence Embeddings

Jeremy Auguste, Frédéric Béchet, Géraldine Damnati, and Delphine Charlet

Abstract This paper compares several approaches for computing dialogue turn
embeddings and evaluate their representation capacities in two dialogue act related
taskswithin a hierarchicalRecurrentNeuralNetwork architecture. These turn embed-
dings can be produced explicitely or implicitely by extracting the hidden layer of a
model trained for a given task.We introduce skip-act, a newdialogue turn embeddings
approach, which are extracted as the common representation layer from a multi-task
model that predicts both the previous and the next dialogue act. The models used to
learn turn embeddings are trained on a large dialogue corpus with light supervision,
while the models used to predict dialog acts using turn embeddings are trained on a
sub-corpus with gold dialogue act annotations. We compare their performances for
predicting the current dialogue act as well as their ability to predict the next dialogue
act, which is amore challenging task that can have several applicative impacts.With a
better context representation, the skip-act turn embeddings are shown to outperform
previous approaches both in terms of overall F-measure and in terms of macro-F1,
showing regular improvements on the various dialogue acts.
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1 Introduction

Following the successful application of continuous representation of words into
vector spaces, or embeddings, in a large number of Natural Language Processing
tasks [14, 15], many studies have proposed the same approach for larger units than
words such as sentences, paragraphs or even documents [10, 11]. In all cases the
main idea is to capture the context of occurrence of a given unit as well as the unit
itself.

When processing dialog transcriptions, being able to model the context of occur-
rence of a given turn is of great practical use in applications such as automated dialog
system for predicting the next action to perform, or analytics in order, for example,
to pair questions and answers in a corpus of dialog logs. Therefore finding the best
embedding representations for dialog turns in order to model dialog structure as well
as the turns themselves is an active field of research.

In this paper, we evaluate different kinds of sentence-like (turns) embeddings
on dialogue act classification tasks in order to measure how well they can capture
dialog structures. In a first step, the dialogue turn embeddings are learned on large
corpus of chat conversations, using a light supervision approach where dialogue act
annotations are given by an automatic DA parser. Even if the annotations are noisy,
this light supervision approach allows us to learn turn-level vector representations
on a large amount of interactions. In a second step, the obtained turn-level vector
representations are used to train dialogue act prediction models with a controlled
supervised configuration.

After presenting the dialogue act parser architecture in Sect. 3, we will present
the various dialogue turn embeddings approaches in Sect. 4. The corpus and the
dialogue act annotation framework are presented in Sect. 5 while Sect. 6 describes
the experimental results.

2 Related Work

In order to create and then evaluate the quality of embeddings, several different types
of approaches have been proposed. Forword embeddings, a lot ofwork has been done
to try to evaluate how they are able to capture relatedness and similarity between two
words by using manual annotation [4, 9, 12] and by using cognitive processes [2,
18]. However, on sentence embeddings, it is not easy to tell how similar or related
two sentences are. Indeed, the context in which they appear is very important to truly
understand the meaning of a sentence and how it interacts with other sentences.

Multiple papers propose different kinds of evaluation tasks in order to evaluate
different kinds of sentence embeddings. In [8], the authors use the SICK [13] and
STS 2014 [1] datasets to evaluate the similarity between sentences by using simi-
larity ratings. They also use sentiment, opinion polarity and question type tasks to
evaluate the embeddings. As these datasets are composed of sentence pairs with-
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out context, the proposed sentence embeddings approaches are only based on the
sentence itself. In [7], sentence embeddings are evaluated by looking at their ability
to capture surface, syntactic and semantic information. Here again, this framework
primarily focuses on the sentence itself and not on the context in which it is pro-
duced. In [5], a sentence embeddings evaluation framework is proposed that groups
togethermost of the previous evaluation tasks in addition to inference, captioning and
paraphrase detection tasks. In all of the above approaches, the focus is on the eval-
uation of sentence embeddings such as Skip-thoughts [10], ParagraphVectors [11]
or InferSent [6] in order to find out the embeddings that have the best properties in
general. However, none of these embeddings and evaluation tasks are built to take
into account dialogues and more specifically, the structure and interactions in a dia-
logue. Some work has been done in order to take into account the dialogue context
in [17]. In their work, the authors try to take into account this context by using a
modified version of word2vec to learn sentence embeddings on dialogues. These
embeddings are then evaluated by comparing clusters of sentence embeddings with
manually assigned dialogue acts. This allows to see if the learned embeddings cap-
ture information about the dialogue context, however it does not use explicit dialogue
structure information to learn the embeddings. In our work, we use a corpus with a
noisy dialogue act annotation to learn specialized sentence embeddings that try to
directly capture information about the context and interactions in the dialogue.

3 Dialogue Act Parser Architecture

In order to be able to create sentence embeddings that take into account the dialogue
context, we will be using dialogue acts. They allow us to partially represent the
structure and the interactions in a dialogue. We use two different kinds of models
to parse these dialogue acts where one kind is used to create sentence embeddings,
while the second kind is used to later evaluate the different embeddings.

The first architecture is a 2-level hierarchical LSTM network where the first level
is used to represent the turns in a conversation, and the second level represents the
conversation, as shown in Fig. 1. The input is the sequence of turns which are them-
selves sequences of words represented as word embeddings. The word embeddings
are trained by the network from scratch. The dialogue acts are predicted using the
output for each turn at the second level. Since we do not use a bidirectional LSTM,
the model only makes use of the associated turn and the previous turns of a con-
versation in order to predict a given act. It has no information about the future, nor
about the previous acts. This architecture allows us to use the hidden outputs of the
first layer as the sentence embeddings of each turn.

The second architecture is a simple LSTM network which only has a single layer,
as shown in Fig. 2. The input sequence that is given to the LSTM is the sequence of
turns of a conversation where each turn is replaced by a pre-trained turn embedding.
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Fig. 1 Two level LSTM
architecture used to create
embeddings. w j

i is the word i
of turn j , t j is the learned
turn embedding and a j is the
predicted act

Fig. 2 LSTM architecture
used for evaluation. ti is a
fixed pre-trained turn
embedding and ai is the
predicted act

For each turn, the corresponding output in the LSTM is used to predict its dialogue
act. This architecture is the one used to evaluate the different kinds of fixed pre-trained
embeddings that are described in Sect. 4.

4 Skip-Act Vectors

It is possible to construct sentence embeddings using several different means, each
of them being able to capture different aspects of a sentence. In our case, we want
to find out what kind of embeddings are the best at capturing information about the
dialogical structure and the context in which appears a turn. Multiple different kind
of embeddings are thus trained on the DATCHA_RAW corpus (the large unannotated
corpus described in Sect. 5. The following self-supervised embeddings are trained:

Word Average This is simply the average of all the word embeddings in the turn.
The word embeddings are learned with FastText [3] on the DATCHA_RAW corpus
using a dimension of 2048 and a window size of 6. These can be considered as
our baseline embeddings since they do not directly take into account the context
in which the turns are produced.
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Skip-thought These embeddings are learned using a skip-thought model [10].
This model tries to learn the sentence embeddings by trying to regenerate the
adjacent sentences during the training. Thus, it tries to learn the context in which
a sentence is produced.

In addition to these self-supervised embeddings, we also learned embeddings based
on supervised tasks. To learn these embeddings,weuse the 2-levelLSTMarchitecture
described in Sect. 3. The following supervised embeddings are trained:

RNN Curr Act These embeddings are learned by using a hierarchical neural net-
work that is trained to predict the dialogue act of each turn. The embeddings are
the hidden output from the turn layer of the network. Since the DATCHA_RAW
corpus is not annotated with dialogue acts, we used a system developed during the
DATCHA1 project based on a CRF model developed in [16] (85.7% accuracy) to
predict the dialogue acts of each turn of the corpus.

RNN Next Act These embeddings are created similarly to the RNN Curr Act
embeddings but instead of predicting the current act for a given turn, the following
act is instead predicted.

RNN Prev Act These embeddings are created similarly to the RNN Curr Act
embeddings but instead of predicting the current act for a given turn, the previous
act is instead predicted.

Skip-Act These embeddings combine the ideas of RNN Prev Act and RNN Next
Act by using the same turn layer in the network for both tasks. This model shares
the idea of the Skip-thought vectors by trying to learn the context in which the
turns are produced. But instead of trying to regenerate the words in the adjacent
turns, we try to predict the dialogue acts of the adjacent turns. This allows us to
hope that the learned embeddings will focus on the dialogue context of turns. The
architecture of this model is presented in Fig. 3.

5 Corpus

Chat conversations are extracted from Orange’s customer services contact center
logs, and are gathered within the DATCHA corpus, with various levels of manual
annotations. The DATCHA corpus covers a wide variety of topics, ranging from tech-
nical issues (e.g.. solving a connection problem) to commercial inquiries (e.g.. pur-
chasing a new offer). They can cover several applicative domains (mobile, internet,
tv).

For our experiments, we use two different subsets of these chats:

• Chats from a full month that do not have any gold annotation (79000 dialogues,
3400000 turns) (DATCHA_RAW);

1http://datcha.lif.univ-mrs.fr.

http://datcha.lif.univ-mrs.fr
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Fig. 3 Architecture used to create skip-act vectors. w j
i is the word i of turn j , t j is the learned turn

embedding and a j is the predicted act

• Chats annotated with gold dialogue act annotation (3000 dialogues, 94000 turns)
(DATCHA_DA)

These subsets are partitioned into train, test and development parts. The label set
used in the dialogue act annotation is as follows:

Label Meaning Description
OPE Opening Opening turns in the dialogue
PRO Problem description The client’s description of his problem
INQ Information question Turn where a speaker asks for some information
CLQ Clarification question A speaker asks for clarification
STA Statement New information input
TMP Temporisation Starting a break of the dialogue
PPR Plan proposal Resolution proposal of the problem
ACK Acknowledgement A speaker acknowledges the other speaker’s sayings
CLO Closing Closing turn
OTH Other For turns that don’t match other described labels

This set has been designed to be as generic as possible, while taking into account
some particular aspects of professional chat interactions (e.g.. Problem description
or Plan proposal). The distribution of the different types of dialogue acts in the
test split of the DATCHA_DA corpus can be found in Fig. 4. We also indicate the
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Fig. 4 Dialogue act
distribution in the
DATCHA_DA test corpus

distributions when considering only a single speaker since they use very different
types of turns. For instance, Plan proposals are almost exclusively uttered by Agents
while, conversely, Problem descriptions are mostly observed on Customers side.

6 Turn Embeddings Evaluation

6.1 Evaluation Protocol

Wewant to make sure that the generated embeddings are able to capture the different
aspects of a dialogue. Dialogue acts are one way to partially represent the structure
and interactions in a dialogue. Thus, we evaluate the different embeddings on two
tasks. For the first task, we try to predict the dialogue act of a turn by only using
the sequence of embeddings of the current and previous turns. For the second task,
we do the same thing but instead of predicting the dialogue act of the current turn,
we predict the act of the next turn (without giving the embedding of the next turn in
the input). This second task allows us to tell if the learned embeddings manage to
capture information about not only the turn but also about the context in which these
turns are produced.

Some of the created embeddings are learned using tasks that involve dialogue acts,
thus it is likely that these embeddings obtain the best results. But it is interesting to
see if other embeddings are able to obtain similar or close results.

For both tasks, we use the architectures described in Sect. 3 with a hidden size of
512. For each turn, the corresponding output in the RNN is given to a decision layer
which uses a softmax to output a probability distribution of the dialogue acts. We use
cross-entropy as our loss function and Adam as the optimizer with a learning rate of
0.001. The PyTorch framework is used to build the different architectures.

In order to evaluate the quality of the different predictions, we primarily use 2
metrics:
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• accuracy: the percentage of correct decisions;
• macro F1: the non-weighted average of the F1-measures of the 10 act labels. The
F1-measure is the harmonic mean of precision P and recall R for a given label l
such as F1(l) = 2×P(l)×R(l)

P(l)+R(l) ;

6.2 Results and Analyses

Results of the prediction of the current and next acts are reported in Table 1. The
first line corresponds to the first model described in Fig. 1 where no pre-trained
embeddings are used and where the embeddings are learned jointly with the model’s
parameters on the DATCHA_DA corpus. The following lines correspond to the single
turn-level architecture presented in Fig. 2 using several variants of fixed turn embed-
dings, pre-trained on the large DATCHA_RAW corpus. For each embedding type and
task, we only report the results of the configuration that obtained the best results. We
can first note a big difference in performances between the two tasks with the next
act task being much harder than the current act task. It seems to be very difficult to
predict the next act given the history of turns, particularly for some of them, as can
be seen in Figs. 5 and 6 where some acts such as CLQ, INQ or PPR see a drop of
60 points in their F1-score while acts such as STA, CLO or OPE only have a drop of
20 points. This could be explained by the fact that closings and openings are easier
to locate in the conversation, while statements are the most represented labels in
conversations. On the other hand, it is not necessarily easy to know that the next turn
is going to be a question or a plan proposal. We can also notice that the OTH act is
not at all correctly predicted in the next act task, and even in the current act task it
is the label with the worst F1-score. This is probably due to the fact that turns that
are labeled OTH are usually filled with random symbols or words and are both very
diverse and not frequent.

Table 1 Evaluation of the prediction of the current and next dialogue acts on all turns

Current act Next act

LSTM
architecture

Pre-trained
embeddings

Accuracy Macro-F1 Accuracy Macro-F1

2-level
hierarchical

None 83.69 78.15 46.21 26.45

Turn level Word average 82.96 79.47 48.26 30.09

Turn level Skip-thought 82.50 75.73 48.30 28.61

Turn level RNN curr act 84.74 80.47 48.54 31.42

Turn level RNN next act 84.40 81.42 49.97 34.47

Turn level RNN prev act 83.02 80.44 48.77 31.96

Turn level Skip-act 85.24 82.16 49.96 35.33
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Fig. 5 F1-scores on the current act task on all turns

Fig. 6 F1-scores on the next act task on all turns

Unsurprisingly, for both tasks, the best results are obtained with embeddings
learned using dialogue acts. However, theWord Average and Skip-thought vectors
both achieve good results but they still are 2 points lower than the best results. It
is interesting to note that the Skip-thought vectors do not achieve better results
than Word Average vectors on the next act task. This can be surprising since they
would have been expected to better capture information about the surrounding turns,
however the generalization from word level prediction to turn level prediction is
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not sufficiently efficient. It is also interesting to note that better results are achieved
by RNN Curr Act embeddings (84.74%), which are learned on a corpus with a
noisy annotation, compared to results achieved by the embeddings learned during
the training on the DATCHA_DA corpus (83.69%) which has gold annotation. This
results confirms our choice to train turn embeddings separately with light supervision
on a significantly larger, even though noisy, training corpus.

Another interesting aspect of these results is the comparison of the different kinds
of embeddings learned with dialogue act related tasks. Indeed, on the current act
task, we can notice that RNN Curr Act embeddings obtain slightly lower results
(−0.5 points) than Skip-act embeddings. This is surprising sinceRNNCurrAct are
learned using the same task than the evaluation, while Skip-act are learned by trying
to predict the next and previous acts only. These results could mean that Skip-act
are more robust since they learn in what context the acts are produced. On the next
act task, both the RNN Next Act and Skip-act achieve the same performances with
50% accuracy, while the RNN Curr Act embeddings obtain an accuracy of 48.5%.

We also reported in Tables 2 and 3 the results when considering only the turns
from respectively the agent and the client for evaluation. It is important to note
that the label distribution is very different depending on the speaker. Most of the
questions (CLQ and INQ) and nearly all plan proposals (PPR) and temporisations
(TMP) are from the agent while most of the problem descriptions (PRO) and the
majority of statements (STA) are from the client. When evaluated on the agent side,
Skip-act embeddings are again the best embeddings for both tasks, being 1 point
higher than the RNN Next Act embeddings and 3.5 points higher than the RNN
Curr Act embeddings. These results are interesting since the agent is the speaker
with the most variety in the types of turns, including many turns with questions,
plan proposals or temporisations. This seems to indicate that Skip-acts manage to
capture more information about the dialogue context than the other embeddings.

Table 2 Evaluation of the prediction of the current and next dialogue acts on agent’s turns

Current act Next act

LSTM
architecture

Pre-trained
embeddings

Accuracy Macro-F1 Accuracy Macro-F1

2-level
hierarchical

None 84.22 77.38 35.87 23.16

Turn level Word average 82.48 77.31 37.78 27.02

Turn level Skip-thought 80.36 74.75 37.07 25.39

Turn level RNN curr act 84.70 79.01 38.90 29.00

Turn level RNN next act 84.30 82.42 41.29 32.60

Turn level RNN prev act 83.24 80.11 38.80 28.81

Turn level Skip-act 85.48 82.94 42.30 33.56
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Table 3 Evaluation of the prediction of the current and next dialogue acts on customer’s turns

Current act Next act

LSTM
architecture

Pre-trained
embeddings

Accuracy Macro-F1 Accuracy Macro-F1

2-level
hierarchical

None 83.01 58.58 59.48 21.13

Turn level Word average 83.59 60.97 61.71 21.80

Turn level Skip-thought 85.31 59.13 62.70 20.49

Turn level RNN curr act 84.78 64.16 60.89 21.74

Turn level RNN next act 84.54 63.20 61.09 22.91

Turn level RNN prev act 82.74 61.88 61.56 21.73

Turn level Skip-act 84.93 63.99 59.78 23.79

We can also notice that this time, Skip-thought vectors obtain lower results than
the simple Word Average. When evaluated on the customer side, Skip-thought
vectors obtain the best scores on both tasks when looking at the accuracy (85.31%
and 62.70%) but lower scores in terms of macro-F1. The scores on the next act task
are higher but this is only due to the fact that the STA act represents 57.4% of the
samples, whereas on all the turns and for the agent they respectively represent 40.2%
and 27.8% of the samples.

7 Conclusion

We have proposed a new architecture to compute dialogue turn embeddings. Within
the skip-act framework, a multitask model is trained in order to jointly predict the
previous and the next dialogue acts. Trained in a lightly supervised way on a large
corpus of chat conversations with an automatic dialogue act annotation, the output of
the common hidden layer provides an efficient turn level vector representation that
tends to capture the dialogic structure of the interactions. We have evaluated several
dialogue turn embeddings configurations on two tasks, first predicting the associated
dialogue act of the current turn, and then predicting the next dialogue act which is
a more challenging task requiring a better representation of the dialogue structure.
Skip-act embeddings achieve the best results on both tasks. In the future, it would
be interesting to combine skip-thoughts and skip-acts in order to be able to capture
the semantic and syntactic information in addition to the dialogue context of turns.
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End-to-end Modeling for Selection
of Utterance Constructional Units via
System Internal States

Koki Tanaka, Koji Inoue, Shizuka Nakamura, Katsuya Takanashi,
and Tatsuya Kawahara

Abstract In order to make conversational agents or robots conduct human-like
behaviors, it is important to design a model of the system internal states. In this
paper, we address a model of favorable impression to the dialogue partner. The
favorable impression is modeled to change according to user’s dialogue behaviors
and also affect following dialogue behaviors of the system, specifically selection of
utterance constructional units. For this modeling, we propose a hierarchical structure
of logistic regression models. First, from the user’s dialogue behaviors, the model
estimates the level of user’s favorable impression to the system and also the level
of the user’s interest in the current topic. Then, based on the above results, the
model predicts the system’s favorable impression to the user. Finally, the model
determines selection of utterance constructional units in the next system turn. We
train each of the logistic regression models individually with a small amount of
annotated data of favorable impression. Afterward, the entire multi-layer network is
fine-tuned with a larger amount of dialogue behavior data. An experimental result
shows that the proposed method achieves higher accuracy on the selection of the
utterance constructional units, compared with methods that do not take into account
the system internal states.
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1 Introduction

It is important for spoken dialogue systems to introduce internal states in order
to realize human-like dialogue. By taking into account both input user utterances
and system internal states, spoken dialogue systems are expected to generate more
human-like natural utterances. Emotion has been considered as an internal state for
spoken dialogue systems and virtual agents [2, 3, 13].

We address favorable impression to a user as an internal state of the system.
We set up a speed-dating dialogue task where a male user talks with a female con-
versational robot about their profiles. In human-human speed-dating dialogue, their
behaviors and attitudes sometimes reflect the degree of favorable impression to their
interlocutors [9, 12]. In this study, to express the degree of favorable impression, we
propose a dialogue system that selects utterance constructional units, inspired by a
series of studies on the discourse analysis [17]. The utterance constructional units
contain three parts: response, episode, and question. Response is a reaction to the
user’s utterance, such as feedbacks and answers to questions. Episode corresponds
to information given by the system such as self-disclosure. Question is made by the
system toward the user to elaborate the current topic or change the topic. Figure 1
illustrates the main idea of our proposed system. For example, when the degree of
favorable impression to the user is high, the system tends to select multiple units such
as the combination of response and episode, or another combination of response and
question, to be more talkative. On the other hand, when the degree is low, the system
would select only response.

We realize selection of utterance constructional units by a hierarchical structure of
logistic regression models. The input is a set of features based on the user’s dialogue
behaviors. The output is a selection of the utterance constructional units of the next
system turn. In the intermediate layer of the hierarchical structure, the degree of
favorable impression is represented as an internal state. The proposed model predicts
the favorable impression to the user and then the utterance constructional units step
by step, where each step is realized with a logistic regression model. We train each
logistic regression model with annotated labels of the favorable impression to the
user. However, it is difficult to obtain a large number of training labels for the internal
states. On the other hand, it is easier to get a large amount of data for the input and
output behaviors because these are actual behaviors that can be objectively defined

Fig. 1 Main idea of the proposed system that selects the next system utterance based on the system’s
favorable impression toward the user (U: user, S: system)
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and observed in dialogue corpora. In this paper, we also propose an efficient model
training to leverage the benefits of making use of internal states. At first, we pre-train
each logistic regression model with a small number of training labels of the internal
states. We then fine-tune the whole neural network with a larger amount of data of
the input and output behaviors in an end-to-end manner. The pre-training captures
the internal states, and the end-to-end fine-tuning scales up the amount of training
data, which is vital for robust training. This study contributes to realizing dialogue
systems that model internal states and also efficient model training where the amount
of training data for the internal states is limited.

2 Speed-Dating Human-Robot Dialogue Corpus

In this section, we explain the dialogue data used in this study. We recorded a set of
speed-dating dialogues where a male human subject talked with a female humanoid
robot that was operated by another female subject. Right after the recording, we took
a survey to obtain training labels of the internal states. We also manually annotated
the utterance constructional units on the recorded dialogue data.

2.1 Dialogue Data Collection

We have collected a series of speed-dating dialogues between a male subject and
a female humanoid robot named ERICA [7, 10]. ERICA was operated by another
human subject, called an operator, who was in a remote room. When the operator
spoke, the voice was directly played with a speaker placed on ERICA, and the lip
and head motion of ERICA was automatically generated [8, 14]. The operator also
controlled ERICA’s behaviors such as eye-gaze, head nodding, and arm gestures. The
snapshot of this data collection is shown in Fig. 2. We recorded 18 dialogue sessions
which lasted 10 min and 55 s on average. The human subjects were 18 male university

Fig. 2 Snapshot of data collection in WoZ setting
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students (both undergraduate and graduated students). The ERICA’s operators were
4 actresses whose ages ranged from 20s to 30s. Whereas each human subject partic-
ipated in only one dialogue session, each ERICA’s operator participated in several
sessions. They are all native Japanese speakers. We used multimodal sensors that
consisted of microphones, a microphone array, RGB cameras, and Kinect v2. We
manually annotated utterances, backchannels, laughing, fillers, dialogue turns, and
dialogue acts using recommended standards [5].

The dialogue scenarios and instructions are as follows. Since they met each other
for the first time, they had to exchange their personal information to know well each
other. In advance, we gave the participants a list of conversational topics that are
likely to be talked about in first-encounter dialogues, such as hobbies, occupation,
and hometown. We then instructed the participants to make a conversation based
on the topic list. In the actual dialogue, participants often talked about the topics
on the list such as favorite movies, sports, food, and recent trips. For the ERICA’s
operator, we instructed how to select the utterance constructional units together with
the concept of the favorable impression. We asked the operator to select the utterance
constructional units based on the degree of her favorable impression to the subject,
but we also told that she did not necessarily need to follow this to keep the dialogue
natural. We also told that the operator did not need to entertain the subject and the
degree of her favorable impression to the subject could be not only positive but also
negative.

After each dialogue session, we asked the operator to answer a survey. After the
operator listed dialogue topics that they talked about, she rated the following items
for each topic on the 7-point scale.

1. Operator’s favorable impression to the subject
2. Subject’s favorable impression to ERICA estimated by the operator
3. Operator’s interest in the topic
4. Subject’s interest in the topic estimated by the operator

The favorable impression is represented in one-dimension, positive and negative, as
we regard it as a specific indicator in first-encounter dialogue. Although we con-
ducted a similar survey to the male subjects, we used only the survey result from the
operators. The reason is that the male subject was a different person on each dialogue
session while the operators’ survey should be consistent among sessions.

2.2 Analysis

First, we segmented all utterances by dialogue turns. In total, the number of turns of
the operators was 899. Then, we manually annotated a set of utterance constructional
units for each turn. This annotation was made by one annotator. The distribution of
the patterns of utterance constructional units is reported in Table 1. As we see from
the table, the majority of the patterns of utterance constructional units was response
only (472 samples). Notably, the operators occasionally gave their episode and asked
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Table 1 Distribution of the pattern of utterance constructional units

Utterance constructional units Frequency

Response Episode Question

� – – 472

� � – 177

� – � 86

– � – 69

– – � 53

� � � 8

Others 34

Total 899

Fig. 3 Distribution of favorable impression reported by ERICA’s operators

Fig. 4 Distribution of interest reported by ERICA’s operators

back questions, but the cases having both an episode and a question was very rare (8
samples). We hypothesize that the operators reflected their favorable impression to
the subjects on the utterance constructional units.

We analyzed the survey results from the operators on the following items: (1)
operator’s favorable impression to the user, (2) subject’s favorable impression to
ERICA estimated by the operator, (3) operator’s interest in each dialogue topic, and
(4) subject’s interest in each dialogue topic estimated by the operator. The distribu-
tions of the four items are plotted in Figs. 3 and 4. The number of dialogue topics
was 74 in total. The distributions of interest tended to be more varied than those of
favorable impression. This result suggests that the degree of interest more depends
on the dialogue topics. On the other hand, this result also suggests that the favorable
impression is more stable and gradually changes during the dialogue.
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3 Problem Formulation

The task of this study is to select the utterance constructional units of the next system
turn based on observed behavior features of the user. The problem formulation is
illustrated in Fig. 5. The input feature vector is based on both the speaking and
listening behaviors of the user. The speaking behavior feature is extracted during the
preceding user turn, referred as os . The listening behavior feature is computed during
the last system turn, referred as ol . We concatenate the behavior feature vectors as:

o := (os , ol) . (1)

The detail of the feature set is explained in Sect. 5. The output is the pattern of the
utterance constructional units that consists of three elements: response, episode, and
question. We refer the output as a system action a. In this study, we take into account
the internal states such as the system’s favorable impression to the user. We define
the internal states as a vector s. In summary, the problem in this study is to predict the
next system action a from the observation behaviors o by considering the internal
states s. This is a typical formulation in conventional studies on spoken dialogue
systems where the internal states s correspond to dialogue states of slot filling. In
the case of conventional studies such as task-oriented dialogues, the dialogue states
were defined clearly and objectively, which makes it easy to collect a large number
of training labels for statistical dialogue models such as Markov decision process
(MDP) and partially observable Markov decision process (POMDP) [20]. In the
current study on the first-encounter dialogue, however, the internal states correspond
to states such as favorable impression. These states are ambiguous and subjective,

Fig. 5 Problem formulation for considering internal states to select the system next action
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Fig. 6 Taxonomy for selection of the utterance constructional units. The numbers (1 and 2) in the
figure correspond to classification tasks

which makes it difficult to prepare a sufficient number of training labels of them.
Therefore, we propose efficient end-to-end training by facilitating a small number
of labels of the internal states.

Since the distribution of the utterance constructional units is skewed as shown
in Table 1, we do not directly select the utterance constructional units. Instead, we
divide this problem into the following two sub-tasks. These sub-tasks can be defined
as a taxonomy depicted in Fig. 6. The first task is to decide whether the system’s
turn consists of a response only or have other units (an episode and/or a question). If
the decision is the latter case, the system triggers the second task which is to decide
whether the system generates an episode or a question. Since we could observe only a
few samples where all three utterance constructional units were used at the same time,
we do not consider this rare case in the current formulation. In this study, we make
the selection model for each task independently, but we combine them to decide the
pattern of the utterance constructional units finally. The distribution and definition
of labels of the utterance constructional units are summarized in Table 2. The first
task corresponds to the selection between the majority pattern and the others. The
second task focuses on the remainder steps.

4 End-to-end Modeling Using a Small Number of Labels of
Internal States

We take into account the internal states such as favorable impression to the user in
order to select the utterance constructional units of the next system turn. However,
the number of training labels of the internal states is limited. Actually, in the current
study, we could obtain the labels of favorable impression and interest only on each
topic, whereas we have to generate the system’s action for every turn. This is a
universal problem in modeling internal states. On the other hand, we can easily
obtain the labels of behaviors such as the observation o and the action a because
these behaviors can be objectively observed.

We propose efficient end-to-end modeling for the selection of the utterance con-
structional units by using a small number of labels of the favorable impression and
the interest. The proposed model is based on hierarchical neural networks where
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Table 2 Definition of labels of the utterance constructional units for each task (p: positive sample,
n: negative sample, –: not used)

Utterance constructional units Task

Response Episode Question Freq. 1 2

� – – 472 p –

� � – 177 n p

� – � 86 n n

– � – 69 n p

– – � 53 n n

� � � 8 n –

Others 34

Total 899

Fig. 7 Proposed model considering internal states as hidden layers of the network

the internal states are represented as hidden layers. Figure 7 depicts an overview of
the proposed model. First, we train each layer one by one. For example, we train
a prediction model for the user’s favorable impression to the system based on the
observed behaviors of the user (o). This pre-training is done with a small number of
labels of the internal states. After we train each layer, the entire network is fine-tuned
with a much larger number of data sets of the observation o and the output system
action a.

4.1 Network Architecture

The proposed hierarchical neural network estimates the internal states step by step.
The network architecture is depicted in Fig. 7. We observe the input feature vector o.
The dimension of the input vector is Do. Although it is possible to directly predict
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the system’s favorable impression to the user from the observation, we first estimate
the user’s favorable impression to the system and the interest on the current topic as:

s1 = σ(A1oT + bT1 ) , (2)

where s1 is a two-dimension vector corresponding to the values of the user’s favorable
impression and interest estimated by the system. A1 and b1 are network parameters
whose sizes are 2 × Do and 2, respectively. σ() is the sigmoid function and T rep-
resents the transpose. Next, we predict the system’s favorable impression to the user
from both the user’s favorable impression to the system and the interest estimated in
the previous step and also from the observation (referred as s1′ = (s1, o)):

s2 = σ(A2sT1′ + b2) , (3)

where s2 is a scalar corresponding to the value of the system’s favorable impression
to the user. A2 and b2 are network parameters whose sizes are 1 × (2 + Do) and 1,
respectively. Finally, we calculate the probability for each task of the selection of the
utterance constructional units in the same manner as:

an = σ(A3sT2′ + b3) , (4)

where s2′ is a concatenated vector consisting of the predicted system’s favorable
impression to the user and the observation as s2′ = (s2, o), and an is the probability
for the n-th task which was defined as a binary classification defined in Sect. 3. A3

and b3 are network parameters whose sizes are 1 × (1 + Do) and 1, respectively. In
this study, we solve the two tasks individually. We train the above model for each
task, and the set of the output scalar values make a final system action a.

4.2 Model Training

The model training consists of two steps: pre-training and fine-tuning. First, we train
each layer step by step as pre-training. Since we have labels of the internal states on
each topic, we assume the internal states are unchanged during the same topic. This
limitation also means that it is difficult to scale up the number of labels of the internal
states. Therefore, we fine-tune the entire network with a larger number of labels of
the observation o and the system action a through back-propagation. To keep the
effect of the pre-training, we add the square error between the model parameters by
the pre-training and those after the fine-tuning to the loss function as:

E ′(W ) = E(W ) + SE(W,Wpre) , (5)

where E(W ) is the loss function of the output layer of the network, and SE(W,Wpre)

is the square error between the model parameters by the pre-training (Wpre) and those
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after the fine-tuning (W ). Specifically, we summed squared Frobenius norm of the
difference of each model parameter to calculate SE(W,Wpre).

5 Feature Set

In order to implement the proposed system, we need to define the observation vector
o = (os, ol). We use both features of speaking and listening behaviors of the user. The
features are chosen based on previous studies on emotion and interest recognition [1,
15, 16, 18, 19]. We manually annotated the following features and used them in the
experiment, although the majority of these features can be computed automatically.

The features of speaking behaviors os are calculated from the preceding user turn
and listed below.

• Turn duration
• Pause duration between the end of the last system turn and the beginning of the

preceding user turn
• Voice activity ratio
• Global voice activity ratio from the beginning of the dialogue until the end of the

preceding user turn
• Speech rate
• Intensity (mean, range)
• F0 (mean, range)
• Length of episode (if the turn contains episode otherwise zero)
• Laughter frequency
• Filler frequency (short phrases that fill a pause within a turn, such as “uh”)
• Pattern of utterance constructional units

We used the Praat [4] software to extract intensity and F0 from the user utterances. We
approximated the length of episode as the number of long utterance units (LUUs) [6].
The LUUs are defined to approximate semantic units so that we intended to capture
the substantial volume of the episode. The pattern of the utterance constructional units
of the user turn is represented as binary vectors where each dimension corresponds
to the occurrence of each element of the utterance construction unit. The dimension
of the vector os is 18.

The features of listening behaviors ol are calculated from the last system turn and
listed below.

• Backchannel frequency (such as “yeah”)
• Laughter frequency

The dimension of the vector ol is 2. We squeezed the feature set to these because this
is the first step of the study. In future work, we will consider the use of additional
listening behaviors such as eye gaze and head nodding.
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6 Experimental Evaluation

We evaluated the proposed method with the first-encounter dialogue corpus described
in Sect. 2. Five-fold cross validation was conducted to calculate an average precision,
recall, and F1 score. We implemented the neural network model with TensorFlow
1.7.0. We used Adam [11] as the optimization method and empirically set the learning
rate at 10−2 for the first task and 10−6 for the second task. We prepared three compared
models. The first model is to directly predict the utterance constructional units from
the observation with a one-layer neural network, which is equivalent to a logistic
regression model, referred as baseline. The second model has the same architecture
as the proposed model in that it is a multi-layer neural network, but the pre-training
is not conducted. Instead, the network parameters are initialized with random values,
referred as w/o. pre-training. The third model is same as the proposed model, but the
fine-tuning is not conducted, referred as w/o. fine-tuning.

As shown in Fig. 6, we solve two different tasks for the selection of the utterance
constructional units: (1) response only or having other units, (2) generate an episode
or a question. The ratios of positive samples (chance levels) in the whole data set
are 0.527 and 0.605 on the first and second tasks, respectively. The results of the
two prediction tasks are reported in Tables 3 and 4. Overall, the proposed method
outperformed the baseline model and the w/o. pre-training model in both tasks. This
shows that modeling and pre-training the internal states is effective in the proposed
model. Furthermore, the combination of the pre-training and the fine-tuning improves
the model performance. The fine-tuning makes it possible to train with a larger
number of labels, which is an advantage of the use of hierarchical neural networks.

Table 3 Prediction result on the first task (response only or having other units)

Model Precision Recall F1

Baseline 0.667 0.658 0.662

w/o. pre-training 0.628 0.643 0.635

w/o. fine-tuning 0.708 0.586 0.641

Proposed 0.679 0.674 0.677

Table 4 Prediction result on the second task (episode or question)

Model Precision Recall F1

Baseline 0.617 0.748 0.676

w/o. pre-training 0.649 0.740 0.692

w/o. fine-tuning 0.664 0.784 0.719

Proposed 0.666 0.788 0.722
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7 Conclusions

We have proposed a model that selects the utterance constructional units from the
observed user behaviors by taking into account internal states such as favorable
impression to interlocutors. The utterance constructional units were defined as the
combination of three components: response, episode, and question. The proposed
model is a hierarchical neural network that represents the internal states as hidden
layers. The number of training labels of the internal states is limited so that we pre-
trained each layer with a small number of labels one layer by one layer. Afterward, we
fine-tuned the whole network with a larger number of training data of behaviors that
can be objectively measured. This approach will be useful for systems with internal
states that can have a small number of training data. We evaluated the system with
the speed-dating dialogue corpus, and showed the proposed model achieved better
prediction performance than the compared methods that did not take into account
the system internal states. Although we dealt with the task for the three utterance
constructional units, the proposed approach is not limited to this task.

In future work, we will implement the proposed system in a live spoken dialogue
system to evaluate in real applications. It is needed to implement response generation
using the prediction result of the utterance constructional units. Additionally, we plan
to use multi-modal behaviors such as eye-gaze and head nodding.

Acknowledgements This work was supported by JST ERATO Grant Number JPMJER1401, Japan.
The authors would like to thank Professor Graham Wilcock for his insightful advice.

References

1. Anagnostopoulos CN, Iliou T, Giannoukos I (2015) Features and classifiers for emotion recog-
nition from speech: a survey from 2000 to 2011. Artif Intell Rev 43(2):155–177

2. Bates J (1994) The role of emotion in believable agents. Commun ACM 37(7):122–125
3. Becker C, Kopp S, Wachsmuth I (2004) Simulating the emotion dynamics of a multimodal

conversational agent. In: ADS, pp. 154–165
4. Boersma P (2001) Praat, a system for doing phonetics by computer. Glot Int. 5(9):341–345
5. Bunt H, Alexandersson J, Carletta J, Choe JW, Fang AC, Hasida K, Lee K, Petukhova V,

Popescu-Belis A, Romary L, et al (2010) Towards an ISO standard for dialogue act annotation.
In: LREC, pp. 2548–2555

6. Den Y, Koiso H, Maruyama T, Maekawa K, Takanashi K, Enomoto M, Yoshida N (2010)
Two-level annotation of utterance-units in japanese dialogs: an empirically emerged scheme.
In: LREC, pp. 1483–1486

7. Inoue K, Milhorat P, Lala D, Zhao T, Kawahara T (2016) Talking with erica, an autonomous
android. In: SIGDIAL, pp 212–215

8. Ishi CT, Ishiguro H, Hagita N (2012) Evaluation of formant-based lip motion generation in
tele-operated humanoid robots. In: IROS, pp 2377–2382

9. Jurafsky D, Ranganath R, McFarland D (2009) Extracting social meaning: identifying interac-
tional style in spoken conversation. In: NAACL, pp 638–646

10. Kawahara T (2018) Spoken dialogue system for a human-like conversational robot ERICA.
In: IWSDS



End-to-end Modeling for Selection of Utterance Constructional Units … 27

11. Kingma DP, Ba J (2015) Adam: a method for stochastic optimization. In: ICLR
12. Pentland AS (2010) Honest signals: how they shape our world. MIT press, Cambridge (2010)
13. Picard RW (1997) Affective computing, vol 252. MIT press, Cambridge
14. Sakai K, Ishi CT, Minato T, Ishiguro H (2015) Online speech-driven head motion generating

system and evaluation on a tele-operated robot. In: ROMAN, pp 529–534
15. Schuller B, Köhler N, Müller R, Rigoll G (2006) Recognition of interest in human conversa-

tional speech. In: ICSLP, pp 793–796
16. Schuller B, Steidl S, Batliner A, Vinciarelli A, Scherer K, Ringeval F, Chetouani M, Weninger

F, Eyben F, Marchi E, et al (2013) The INTERSPEECH 2013 computational paralinguistics
challenge: social signals, conflict, emotion, autism. In: Interspeech, pp 148–152

17. Sinclair JM, Coulthard M (1975) Towards an analysis of discourse: the English used by teachers
and pupils. Oxford University Press, Oxford

18. Wang WY, Biadsy F, Rosenberg A, Hirschberg J (2013) Automatic detection of speaker state:
lexical, prosodic, and phonetic approaches to level-of-interest and intoxication classification.
Comput Speech Lang 27(1):168–189

19. Wu CH, Lin JC, Wei WL (2014) Survey on audiovisual emotion recognition: databases, fea-
tures, and data fusion strategies. APSIPA Trans Signal Inf Process 3:1–18
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Context Aware Dialog Management
with Unsupervised Ranking

Svetlana Stoyanchev and Badrinath Jayakumar

Abstract We propose MoveRank, a novel hybrid approach to dialog management
that uses a knowledge graph domain structure designed by a domain-expert. The
domain encoder converts a symbolic output of the NLU into a vector represen-
tation. MoveRank uses an unsupervised similarity measure to obtain the optimal
dialog state modifications in a given context. Using a 1K utterance dataset automat-
ically constructed with template expansion from a small set of annotated human-
human dialogs, we show that the proposed unsupervised ranking approach produces
the correct result on the gold labeled input without spelling variations. Using an
encoding method designed to handle spelling variations, MoveRank is correct with
F − 1 = 0.86, with the complete set of labels (including intent, entity, and item) and
F − 1 = 0.82, with only the intent labels.

1 Introduction

In this paper, we describe MoveRank, a novel approach to dialog management.
MoveRank applies to the knowledge-graph driven framework (KGD) described in
[15].With theKGD framework, a domain-specific dialogmanager is authored declar-
atively in the form of a knowledge graph. KGD extends the idea of system generation
from a form [16] to handle multiple tasks/forms. The proposed approach addresses
error propagation from the speech recognition (ASR) and natural language under-
standing (NLU) output using context and domain structure. MoveRank is a more
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Fig. 1 Domain definition example in food ordering domain

general post-processing of the ASR/NLU method for improving interpretation in
a dialog system using context, compared to methods explored in previous work
[14, 17].

Figure 1 shows an abbreviated schematic KGD definition of the food ordering
domain. The domain is represented with the three-level structure: task (0), sub-
task/form (1), and concept/entity (2), similar to [7].

The dialog manager takes as input the result of the potentially noisy natural
language understanding (NLU) component. The F-measure for detecting intent,
entities, and items in the food ordering dataset used in this work is 0.67/0.48
on manual/automatic transcripts [6]. As the information state update (ISU) dialog
model [18], KGD maintains a symbolic information state. In the original ISU, the
dialog manager performs state update based on the NLU output. The move ranking
approach adds a stochastic computation to the dialog manager prior to executing the
state update, aiming to overcome errors in the noisy input.

The domain representation (Fig. 1) defines the structure of the dialog information
state. The dialog state maintains a list for each subtask/form (the level 1 nodes of the
domain structure) and is updated during every turn of the dialog. In the food ordering
domain, the information state at each dialog turn corresponds to a partial order as
items are added, removed, or modified. We introduce the notion of a unit move—a
unit modification of a dialog system state. Unit moves include adding a new item
of a particular type using one of its attributes, removing an item, or modifying an
attribute value. Table 1 shows a sequence of unit moves and their resulting dialog
states.

At each dialog turn, theMoveRankDM generates a list of valid moves for a given
dialog state, such as adding a new item, removing or modifying an item currently
in the dialog state, or requesting information about any of the items in the domain
or the current order. Instead of directly executing the output of the NL to generate a
new information state,MoveRank estimates the probability of each valid move based
on the NLU output, and executes a set of the top-ranking moves generating a new
system dialog state.

In the next sections, we describe the MoveRank algorithm and present the eval-
uation results on dialogs from the food ordering domain. We show that: (1) on the
gold NL dataset, the stochastic component of ranking does not introduce errors;
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Table 1 Information state update example with a sequence of unit moves. The initial system state
is empty

Utt Unit move Result dialog state

can I have a cheeseburger new_item(type=sandwich,
name=cheeseburger)

sdwchs:[name=cheeseburger]

and a large drink new_item(type=drink,
size=large)

sdwchs:[name=cheeseburger];
drinks: [size=large]

add lettuce modify(type=sandwich,
topping=lettuce, index=0)

sdwchs:[name=cheeseburger,
top=[lettuce]]; drinks:
[size=large]

forget cheeseburger remove_item(type=sandwich,
index=0)

drinks: [size=large]

(2) on a backed-off-gold NL dataset with no entity and item labels, the move ranker
is still correct; and (3) with the fuzzy encoding of the NL, aimed at handling spelling
variations, the performance of selecting correct moves is still above 0.80.

2 Related Work

The knowledge graph driven dialog management approach is motivated by previ-
ous methods that simplify task-oriented dialog system authoring and facilitate reuse
of generic components across domains [1, 4, 5, 12, 20]. The focus of the MoveR-
ank approach is to overcome the problem of ASR and NLU error propagation in a
knowledge driven dialog manager, and has been previously addressed in [2, 3, 8].

Unlikebelief state tracking,whichmaintains a distributionof thedialog states [10],
the proposed approach maintains a single version of the dialog state.MoveRank uses
an unsupervised similarity measure to select unit moves and compute the new dialog
state. Reinforcement learning is commonly used to learn the optimal system policy
from data, e.g., [9, 11]. In the proposed approach, we separate the functions that
update the state from those that determine the next move. The dialog manager first
performs a state update and then determines the system response. The former is
addressed in this paper, with a plan to apply reinforcement learning to the latter in
future work.

The proposedMoveRankmethod is unsupervised. Motivated by a hybrid solution
combining a Recurrent Neural Network and domain-specific knowledge [19], we
envision a supervised learning approach forMoveRank, using a deep neural network
trained to optimize a similarity measure between the move and the utterance. In our
approach, however, we will be classifying moves for the state update rather than
the system response. Decomposing the dialog manager into state update and system
response components allows theKGDframework to supportmixed-initiative systems
with structured information states, such as a dictionary of lists for the shopping
domain.
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3 Method

Adialog system author defines the domain structure in a graph that is used to initialize
a domain-independent dialogmanager. Figure 1 shows a schematic domain definition
in the food ordering domain. Food ordering is the task of structured information
collection, where a domain has three levels, with task, forms, and attributes. A form
node corresponds to a menu, and is static. An information state is modified during
the dialog. It corresponds to a customer’s order. Multiple menu items may be added
to the information state whose structure is defined by the domain.

The KGD move ranking algorithm applies at each turn of the dialog. It takes as
input the previous dialog state S0, the output of the NLU component NL , and the
context C . It returns a set of selected moves Msel and the new dialog state S1:

Algorithm 1Move Ranking Algorithm
1: procedure MoveRank(S0, NL ,Context)
2: [Mgen] ← MoveGen(S_0) # move generator generates a list of symbolic moves
3: [hm ] ← EncodeMoves([Mgen]) # encoder encodes each symbolic move into a vector
4: hNL ← EncodeN L(NL) # encoder encodes symbolic NL into a vector
5: [sm ] ← MoveScorrer([hm ], hNL # scorer assign a score to each move
6: [Msel ] ← MoveSelector([Mgen], sm) # selector selects the most likely moves
7: S1 ← MoveExecutor(S0, [Msel]) # executor generate a new state
8: return Msel , S1

The system components involved in the interpretation of a user utterance are
move generator, encoder, scorer, and selector (Algorithm 1). The move generator
dynamically generates a set of symbolic usermoves Mgen = {m1,m2, ...,mk} based
on the current information state. A move mi is a symbolic structure. It is either
state-modifying (corresponding to a modification of a single value in an information
state and referred to as a move) or info-requesting (corresponding to a request for
information, such as a menu item or order status). In the food ordering domain, the
domain actions include adding an item, removing an item, or changing an existing
item’s attribute. With an empty system state, the possible moves are to add any
of the menu items. When a system state contains one or more items, the possible
moves include removal or modification of any of the items in the current state. A
move unambiguously describes a unit modification of a dialog state. Because Mgen

is generated dynamically, it includes only valid moves that can be executed on the
current state. A move structure includes type (add/remove/modify), id (composed
of item and attribute from the domain definition), val (new value to set). Modify
moves also have mod-type which can be set or remove (for list attribute such as
topping) and context which describes referring attributes of the modified item. A
move corresponding to adding a cheeseburger to an order (where cheeseburger is the
name of a menu item) is:
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type: new_item
id (item_attr): sandwich_name
val: cheeseburger

A move corresponding to removal of lettuce from the first sandwich in the info state
is:

type: modify_attribute
id (item_attr): sandwich_topping
index: 0
val: lettuce/TOPPING
mod-type: remove
context: [cheeseburger ]

Adding an itemwithmore than one attribute, such as cheeseburger with no lettuce,
requires both of the above moves.

We define a domain key vector D ∈ {string}k with domain functions, entity/item
types, and string option values for the corresponding domain definition. The key
values are derived from the domain definition and correspond to the values column
in Table 2. The encoder uses D to convert a symbolic move and the NLU output into
semantic vectors hM and hNL of length k. hM = Em(M, D), where Em is a move
encoding function applied to each symbolic move. hM ∈ {0, 1}k , is a binary vector
with 1’s set where D matches the move:

hMi =
{
1 ⇐⇒ (M.t ype = Di ∨ (∃c ∈ M.context ∧ c = Di ) ∨ M.val = Di )

0 otherwise
(1)

For example, the above move turns on the bits corresponding to ‘lettuce’, ‘TOP-
PING_lettuce’, ‘type:modify’, and ‘cheeseburger’, which may be used to refer to the
modified item.

NLU assigns an intent tag (NLin) on the whole segment, entity tags (NLen) on
entity strings (NLstr ), and item grouping tags (NLit ), as illustrated in Table 3.

We encode the NLU output with binary and fuzzy encoding methods. The binary
encoder generates hNL ∈ {0, 1}k , where hNLi is computed using exact match of NLU
labels with the domain vector D:

Table 2 Domain function, entity/item types andoptionvalues for the foodorderingdomain example
defined in Fig. 1

Category Values

Domain function add_item, remove_item, modify_attribute, request_info

Entity/item type SNDW_NAME, TOPPING, SAUCE, DRINK_NAME, SIZE,
SNDW_ITEM, DRINK_ITEM, etc.

Option value cheeseburger, veggie burger, lettuce, tomato, cheese, mayo, mustard,
coke, diet coke, small, medium, large, etc.
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Table 3 User utterance annotation example

utt: Can I have a cheeseburger without lettuce please

intent (NLin): add_item

entity (NLstr/NLen): cheeseburger/sandwich_name

entity (NLstr/NLen): lettuce/sandwich_topping

item: (NLstr /NLit ) cheeseburger without lettuce/sandwich_item

binary enc : hNLi =
{
1 ⇐⇒ (Di ∈ NLen ∨ Di ∈ NLin ∨ Di ∈ NLit ∨ Di ∈ NLstr )

0 otherwise
(2)

where NLen, NLin, NLit are the entity, intent, and item tag names and NLstr are
tagged entity values. Unlike system generated symbolic moves, the NL output may
contain misspellings which will not be captured by the binary match. The fuzzy NL
encoder generates a vector hNL ∈ 	k |0 ≤NLi ≤ 1, where hNLi is computed using an
exact match for intents, and entity types and edit distance for the string values.

f uzzy enc : hNLi = max

{
1 ⇐⇒ (Di ∈ NLen ∨ Di ∈ NLin ∨ Di ∈ NLit )

maxS∈{NLstr }(1 − NormEdit Dist (Di , S))

(3)
Move scorer computes sM ∈ 	k , a vector of scores for each possible symbolic

move mi . A move score, sMi , estimates the likelihood that a move mi was intended
by the user in the utterance based on the NL output hNL , and the previous system
utterance context.

The scorer computes sMi for each move vector hMi by a dot-product with the
hNL :

sMi = (hMi · hNL) · Ci (4)

where C is the context vector C ∈ 	k :

Ci =
{

γ > 1 ⇐⇒ mi (id) = Sys_context (id) ∧ mi (index) = Sys_context (index)

1 otherwise
(5)

γ > 1 increases the score of the moves with the matching system context,
Sys_context = {id, index}, a tuple identifying the node of the information state
under discussion. For example, in the following dialog snippet,

(1) User: Can I get diet coke?
(2) System: What size?
(3) User: Large.

after (1) is processed, the dialog state contains one drink item (diet coke). The sys-
tem’s utterance (2) sets Sys_context : {id : drink_si ze, index : 0}, indicating that
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the size for the 0th drink in the dialog state is requested. When (3) is processed, the
moves corresponding to setting the size of 0’th drink item in the dialog state will
be scored higher than the other possible moves (such as adding a large pizza). We
heuristically set γ = 1.5.

A probability distribution pM over moves is computed by taking a softmax over
the vector of all moves sM :

pM = so f tmax

⎡
⎢⎢⎣
sM1

sM2

...

sMN

⎤
⎥⎥⎦ (6)

Move selector picks a set of most likely moves Mselect to be executed. Each input
segment has a unique intent, and applies to one item.1 Hence, for each segment we
select the moves corresponding to one item. An NL segment may correspond to
multiple moves, as in the “add a cheeseburger without lettuce” example, hence the
size of the set |Mselect | ≥ 1.2 We define a frame to be a grouping ofmoveswith shared
type, item, and index. For example, frame(modify, sandwich, 0) includes all valid
moves modifying the 0’th sandwich. From the set of generated movesm1,m2, ...,mk

and their corresponding scores sm1, sm2, ..., smk ,3 we compute a score for each frame
and select the set of moves corresponding to the top ranked frame.

Move executor iteratively applies state update method to the input state Sin for
each move in Msel , to obtain the new system state.

4 Data

Wemanually authored a KGD domain definition for a fast-food restaurant previously
used for data collection [6]. In the future, we envision automatic generation of the
domain structure from a menu and a point-of-sale system.

We use 8 manually annotated dialogs with 21 user utterances to obtain the
seed gold dataset. The utterances were split into 39 single-intent segments with 24
add_item, 9 resp_yes/no, and 6 assert intents. For each of the segments, we obtain a
gold data point tuple:< Sin, NLgold , AS, Sres >. For the first utterance in the dialog,
Sin is empty. NLgold is the manual annotation including intent, entity, and item labels
illustrated in Table 3, and described in detail in [6]. We manually annotate the agent
utterances AS with a dialog act,4 id and/or index of an item in a dialog state Sin
referred to in the agent utterance (see Table 4). We run the MoveRank (Algorithm 1)

1We pre-process NL output to contain single item in each input segment based on the item spanNL
labels.
2For the out-of-vocabulary utterances no match move is selected and |Mselect | = 1.
3We consider the moves with the scores above the empirically selected threshold T.
4Not currently used by the system.
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Table 4 Agent annotations. DA is a dialog act, item is labeled with an id and index of the intem in
info state

Example DA Item id Item index

What else would you
like?

General request – –

What size of fries
would you like?

Req info Side_size < index >

Would you like cheese
on your sandwich?

Propose Sandwich_topping < index >

with the inputs Sin , NLgold , AS , generating the resulting state Sres which is used to
initialize the Sin of the next data point. We repeat this procedure for each annotated
dialog and manually confirm the correctness of each resulting state Sres in the seed
dataset.

The seed dataset is expanded with the template expansion approach. We convert
each annotated user utterance NLgold into a template by replacing entity values with
the entity label, and use the templates to generate all possible renderings of this tem-
plate by substituting each matching option from the domain structure. For example,
an utterance “Can I get a diet coke with it”, is converted into a template “Can I get
a DRINK_NAME with it”. This template generates strings for each DRINK_NAME
in the menu: “Can I get a sprite with it”, “Can I get a coke with it”, “Can I get
a iced tea with it”, etc. We obtain 967 expanded inputs < Sin, NLexp, AS >, and
by running the KGD on them, we generate the output state Sres and selected moves
Msel .

We verify that the resulting symbolic state Sres for the expanded instances of the
same template are structurally equivalent: they contain the same sets of item types
with varying string values. With this process, we obtain 967 data points for the gold
expanded dataset which we use for the evaluation.

5 Evaluation

In this work we evaluate theMoveRank state update approach, a part of the KGD dia-
log management framework proposed in [15].MoveRank selects unit moves (Msel ),
and deterministically applies them with the state update operation to the previous
dialog state, generating the new resulting state Sres . As the state update is determin-
istic, applying a correct set of moves results in a correct result state. To evaluate
MoveRank, we compute precision, recall, and F-measure of the selected moves
Msel . The correct selected moves CORRM are generated by running theMoveRank
on the gold expanded dataset with binary encoding condition. The output of each
utterance in the seed gold dataset was manually confirmed to be correct.
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The quality of move scoring affects the performance of move selection. When the
moves in CORRM are ranked higher, they are more likely to be selected, leading to
a higher system score. We separately evaluate the stochasticmove scorer component
using mean reciprocal ranking MRRi on the sorted list of scored moves for each
data point i :

MRRi =
∑

m∈CORRM
( 1
rank(m,Mscored )

)

|CORRM | (7)

where rank(m, Mscored) is the rank of the movem in the list of scored moves Mscored

sorted by their score. Moves with the equal score have the same rank. A scorer that
ranks each move in CORRM as #1 would have MRR = 1. The final MRR score is
a micro average of the MRR scores for all data points. Selecting a system response
action is performed in a separate KGD component and is out of the scope of this
paper.

To evaluate the MoveRank’s robustness to the missing information in the NLU
output, we create an expanded gold back-off dataset by replacing with UNK (1) all
entity labels, (2) all item labels, (3) entity and item labels, (4) intent labels, and (5)
intent, item, and entity labels. Without the labels, the NL only identifies entity and
item strings.

For an utterance “Can I have a cheeseburger with pickle please”, the NL output in
the experimental condition (3) with no entity and item label is add_item(type=UNK,
entities: [cheeseburger/UNK, pickle/UNK)]. The domain encoder will encode the
strings corresponding to the entity values but not the missing labels.

Table 5 shows the evaluation results. MoveRank with the binary encoding has
MRR 0.99 − 1 and always selects correct moves on the gold and on all of the gold
back-off datasets.5 A deterministic rule-based dialog manager would perform per-
fectly on the gold dataset. However, to support the input with missing or incorrect
labels would require domain-specific rules, whileMoveRank provides this function-
ality generally.

The performance with the binary encoding in the conditions (1–3) without entity
and item labels is perfect because the strings in this dataset correspond to the entity
values or their known paraphrases, e.g. fry and fries for french fries.6 The system does
not rely on entity and item labels because it can match the strings with the domain
entity values. Interestingly, with the binary encoding in the condition (4) and (5) with
no intent labels, theMoveRank performance remains P=R=F=1.0. This may be due
to the lack of intent variability in the small set of templates in our dataset.

To handle inevitable misspellings, we use fuzzy encoding (see Sect. 3). Fuzzy
encoding may lead to incorrect moves receiving a higher score because of a chance
match with the domain keys in the NL encoding. For example, ‘iced coffee’ would
have a partial match with ‘hot coffee’ which may lead to invalid ranking and move
selection. With the fuzzy encoding, the MRR on the gold NL annotations drops to

5We experimentally picked a threshold for move selection with binary encoding T = 0.5.
6We add the paraphrases encountered in the data to the domain.
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Table 5 Evaluation of move scoring (MRR) and move selection (P,R,F) for the unsupervised
MoveRank

NL annotation Encoding MRR P R F

Gold Binary 0.99 1.0 1.0 1.0

(1) No entity Binary 1.0 1.0 1.0 1.0

(2) No item Binary 0.99 1.0 1.0 1.0

(3) No entity/item Binary 1.0 1.0 1.0 1.0

(4) No intent Binary 0.99 1.0 1.0 1.0

(5) No entity/item/intent Binary 1.0 1.0 1.0 1.0

Gold Fuzzy 0.78 0.83 0.89 0.86

(1) No entity Fuzzy 0.78 0.84 0.80 0.82

(2) No item Fuzzy 0.78 0.83 0.89 0.86

(3) No entity/item Fuzzy 0.78 0.84 0.80 0.82

(4) No intent Fuzzy 0.70 0.83 0.80 0.81

(5) No entity/item/intent Fuzzy 0.73 0.83 0.68 0.75

0.78. Note that the absence of entity and item labels (conditions 1–3) does not affect
the MRR score. Removing intent labels reduces the MRR to 0.70. The F-measure
for the move selection with fuzzy encoding is 0.86 on the gold dataset and on the
dataset with no item labels (3). Removing enity labels reduces F-measure to 0.82 in
the conditions (1) and (3). Andwith no labels (5), the performance drops to F = 0.75.

6 Discussion

In this workwe presentedMoveRank, a novel approach to an information state update
dialog manager. MoveRank applies in the framework of a knowledge graph driven
dialog manager (KGD), extending the idea of system generation from a form [16].
With the KGD framework and using mostly a generic code base, a fully functional
dialog manager is created declaratively.

MoveRank is a novel approach for computing the contextual resolution and disam-
biguation of a user’s intent. It combines symbolic and continuous representations: the
domain and the state are represented symbolically, while the moves are scored using
a continuous vector representation. One of the drawbacks of a rule-based system
is the ASR and NLU error propagation to the dialog manager. MoveRank provides
an elegant solution for the cascading ASR/NLU errors. Fuzzy encoding allows effi-
cient combination of multiple N-best hypotheses and uses partial stringmatches. The
moves are scored in the presence of ASR errors, misspelled words and NLU errors,
and correct moves may be selected.

We described a baseline unsupervised approach, where move scores are estimated
by semantic closeness between the move and NL, and computed using a dot-product.
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In future work, we will experiment with statistical models by training the scor-
ing component on the data. A statistical MoveRank will combine complementary
strengths of knowledge-driven and statistical approaches. Furthermore, since user
utterances were not used for the scoring in the baseline approach, a future approach
could use contextual embedding like ELMo [13] for the utterances, which has shown
significant improvement in many downstream applications.
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Predicting Laughter Relevance Spaces in
Dialogue

Vladislav Maraev, Christine Howes, and Jean-Philippe Bernardy

Abstract In this paper we address the task of predicting spaces in interaction where
laughter can occur. We introduce the new task of predicting actual laughs in dia-
logue and address it with various deep learning models, namely recurrent neural
network (RNN), convolution neural network (CNN) and combinations of these. We
also attempt to evaluate human performance for this task via an AmazonMechanical
Turk (AMT) experiment. The main finding of the present work is that deep learning
models outperform untrained humans in this task.

1 Introduction

Non-verbal vocalisations, such as laughter, are ubiquitous in our everyday inter-
actions. In the Switchboard Dialogue Act corpus [7], which we use in the current
study, non-verbal dialogue acts (that are explicitly marked as non-verbal) constitute
1.7% of all dialogue acts and laughter tokens make up 0.5% of all the tokens that
occur in the corpus. In order to make state-of-the-art dialogue systems more natural
and cooperative, it is vital to enable them to understand non-verbal vocalisations
and react to them appropriately. With regards to laughter, the most important issues
are in understanding the coordination of laughter with speech, social and pragmatic
functions of laughter, and the reasons for laughter.

The social function of laughter iswell documented e.g., [10]: laughter is associated
with senses of closeness and affiliation, establishing social bonding and smoothing
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away discomfort. Laughter can also have a pragmatic function, such as indicating a
mismatch between what was said and what was meant, for example by indicating
that a speaker was ‘just kidding’ (for further details on classification of laughter see
the work of [9]).

Although laughter is closely associated with humour, and humorous and joyful
remarks can be thought as a prerequisite for laughter, this is not necessarily the
case: laughter can display surprise, nervousness, embarrassment, disagreement etc.
[13]. This suggests that laughter is not exclusively associated with positive emotions
(happiness, joy, pleasure and more)—other emotional dimensions and their (per-
haps contradictory) combinations should also be considered. Nevertheless, positive
emotional states are an intuitive notion of where laughter occurs.

In the current studywe focus on the issues of laughter relevance and predictability.
We introduce the term laughter relevance spaces analogously with backchannel rele-
vance spaces [4] and transition relevance places [14]. We define a laughter relevance
space as a position within the interaction where an interlocutor can appropriately
produce a laughter (either during their own or someone else’s speech). Following the
approach of [4] to backchannels, we distinguish actual laughs and potential laughs.
By definition, the number of potential spaces for laughter is larger than number of
actually produced laughter spaces.

In this work we are guided by the following research questions: (i) can laughs be
predicted from the textual data either by humans or by deep learning systems, and
(ii) to what extent can these predictions be compared. In an attempt to address these
questions we present:

• The task of predicting laughter from dialogue transcriptions.
• Human annotations of potential laughs from dialogue transcriptions.
• Automatic methods for predicting actual laughs with deep learning models.

In the rest of the paper we present details of the dataset and the task (Sect. 2). We
then describe the Amazon Mechanical Turk (AMT) experiment and its evaluation
(Sect. 3). We present our sentiment analysis baseline in Sect. 4. In Sect. 5 we present
our deep learningmodels and summarise the results.We concludewith some pointers
for future work (Sect. 7).

2 Data

The Switchboard Dialogue Act Corpus [7] consists of 1155 dyadic telephone con-
versations (221,616 utterances) between participants who were unfamiliar to each
other. For the purposes of our study we make use of the disfluency annotations [11]
in the corpus.

For our experiments we split utterances into tokens using the Python library
SWDA1 and combine consecutive laughs within a turn into a single laughter token.

1https://github.com/cgpotts/swda.

https://github.com/cgpotts/swda
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Fig. 1 Example of dialogue
split into two samples. The
leading number shows to
which of the training samples
each utterance will be related
to based on 3-turn span

Table 1 Predicted laughs depending on a turn span and threshold. Number of laughs to predict
vary due to different splits of the data

Span Threshold Laughs to
predict

Precision Recall F1

3 0.50 1128 0.733 0.010 0.007

5 0.50 1116 0.786 0.010 0.005

10 0.50 1127 0.630 0.015 0.018

10 0.45 1127 0.407 0.020 0.132

10 0.40 1127 0.400 0.039 0.036

10 0.35 1127 0.255 0.060 0.049

The laughter tokens are then removed from the text and replaced by laughter anno-
tations. That is, the data is a sequence of tuples (ti , li ) such that:

• ti ∈ N is the i th speech (typically a representing a word) or turn-taking token (For
either A or B).

• li ∈ {0, 1} is a laughter marker, which indicates whether laughter follows imme-
diately after the token ti .

The goal of the current study is to determine whether li can be predicted, that is,
does laughter occur after a given sequence of tokens (t0..ti ).

Exploratory Task
The obvious way to tackle the goal is to predict the probability of laughter for each
token. To do so we split the corpus on turn boundaries, with no overlap (Fig. 1) and
train an RNN model (see Sect. 5.1.1) on 80% of the corpus (total number of samples
range from 17k examples for 10-turn split to 73k for 3-turn split). In Table1 we
report the results depending on a turn span and threshold for converting predicted
probability of laughter into a binary value. We observed that adding more context
leads to better predictions even if it leads to decreasing the size of training data.2.
Yet, even in the case of a 10-turn span, the recall was only 1.5%. A direct attempt
to increase the recall by increasing the threshold to report a laughter lowered the
precision to unacceptable levels.

Balanced Task
The above experiment indicates to us that this task is difficult to tackle using deep
learning models. We attribute this difficulty to the corpus being unbalanced towards

2In all our experiments we keep 80%/10%/10% training/validation/test split.
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negative predictions, due to the sparsity of laughs. Indeed, the proportion of actual
laughter tokens is around 0.5% in the whole corpus. Additionally, it is also a hard
and unrealistic task for humans because annotating every token is tedious.

We therefore, instead, fix the point of focus to given positions, and attempt to
predict the incidence of laughter those given points. We select these points so that
the frequency of laughter is equal to the frequency of non-laughter at this points.
To do so, we run a sliding window through all the examples. The size of the sliding
window is fixed to a given number of tokens (not turns), in our case, 50 or 100 tokens.
All the laughs (except the final one for the sequence) are represented as a special
token and the final laughter is removed and represented as a positive label. The
resulting training set (80% of all data) contained around 17k samples and remaining
20% were left out for validation and testing. This amended task is the focus of the
rest of the paper.

3 Amazon Mechanical Turk

In order to understand howwell humans perform at this task, we conducted an exper-
iment with naive annotators located in the US. They were given a task description
with the following salient points:

1. An invitation to complete the task with a notice that native level of English is
required.

2. A sound sample of a dialogue containing laughs (in order to help coders understand
that laughter can occur in non-humorous conditions).

3. Three excerpts from test set with removed non-verbal signals, disfluency and
discourse annotations. Each of the excerpts has to be annotated regarding the
potential to elicit laughter as: (a) very unlikely, (b) not very likely, (c) quite likely,
and (d) very likely.

The subset of 399 excerpts was annotated by at least two annotators per sample. We
computed Cohen’s κ chance-adjusted inter-annotator agreement both for four-class
predictions and for predictions converted into binary: judgements “quite likely” or
“very likely” are counted as positive and “very unlikely” or “not very likely”—as
negative. The resulting κ was very low (below chance level: κ = −0.125 for four-
class predictions and κ = −0.071 for binary predictions), which indicates either that
quality of AMT annotations are very low or that human judgements about laughter
are very subjective.

Subjects also showed a disposition towards laughter: 66% of excerpts were anno-
tated as “quite likely” or “very likely”, and only 2%were annotated as “very unlikely”
or “not very likely” by both annotators. After comparison with the distribution of
actual laughs in the corpus we observe that AMT respondents are not very good
in predicting whether there was actually a laughter at the end of the sequence, but
they might instead be predicting potential laughter, which is suggested by the pre-
dominance of such predictions. This means that participants are judging whether a
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Table 2 Human annotations as compared with the test set. Scores are computed based on the
valence. For all the cases examples labelled as “quite likely” or “very likely” valence is positive,
and the rest—as negative

Selection
principle

Accuracy Precision Recall F1

Average of
4-class
annotations

0.51 0.50 0.92 0.65

Average of binary
annotations

0.51 0.49 0.67 0.57

Agreed
judgements w.r.t.
the valence
(in 271 cases out
of 499)

0.51 0.49 0.98 0.66

laugh could appropriately be produced at that point in the dialogue, not whether the
dialogue participants themselves actually did produce one. We conjecture that this
result extends to the general population, if asked to make laughter judgements in
the same conditions (i.e. when little effort is spent for each judgement). The expert
prediction of laughter, that is by subjects trained in the relevant psycholinguistic
aspects, is beyond the scope of the present paper. In Table2 we show accuracy and
F1 score for human predictions of actual laughs.

4 Off-the-Shelf Sentiment Analyser

Even though laughter can be associated with a variety of sentiments, it is often
naively associated with positive sentiment. Therefore, as a baseline, we employed
the VADER sentiment analyser [3] to check whether its prediction of positive sen-
timent correlates with laughter. VADER is designed to classify sentiment along the
positive/negative scale and mainly used for sentiment classification in social media
which is not specifically designed for the dialogue task but arguably should perform
relatively well on “noisy” texts such as those found in the Switchboard corpus [5].
VADER is built in the Python NLTK library [1].

The sentiment analyser showed a predominance towards positive sentiment (and
hence laughter) but the accuracy was only slightly above the majority vote baseline
(51.1%).
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Fig. 2 Architecture of the
RNN model (“rolled” view).
For the main task only the
final prediction (ln) is
considered

5 Deep Learning

5.1 Models

We present several deep learning models to tackle our task, either recurrent neural
networks (RNN), convolutional neural networks (CNN) or combinations of these.

These models are implemented using our own high-level deep-learning library,
which uses TensorFlow as a backend.3,4

5.1.1 RNN Model

Our RNN-based model architecture is shown in Fig. 2 and consists of three layers:

1. An Embedding layer which is characterised by the size of token embeddings
(d).

2. An LSTM recurrent layer characterised by state size n. Each LSTM cell addi-
tionally includes dropout (on its inputs, outputs and hidden state inputs) of a
probability ε.

3. ADense layer which predicts laughter relevance for each token. We have exactly
two classes: relevant (1) or irrelevant (0). For the main task we only output the
final prediction of the dense layer.

5.1.2 CNN Model

The convolution neural network model includes the following parts:

1. An Embedding layer which is characterised by size of token embeddings (d).
2. Afirst 1-DConvolution layer characterised by filter size h1 and number of filters

k1. The layer is followed by a rectified linear unit (ReLU).
3. A first max-pooling layer with a stride s = 2.
4. A second 1-D Convolution layer characterised by filter size h2 and number of

filters k2. The layer is followed by ReLU.

3TypedFlow: https://github.com/GU-CLASP/TypedFlow.
4Models and data are available at: https://github.com/GU-CLASP/laughter-spaces.

https://github.com/GU-CLASP/TypedFlow
https://github.com/GU-CLASP/laughter-spaces
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Fig. 3 Architecture of the
CNN model

5. A max-over-time pooling layer which computes element-wise maximum along
all the features of the second convolution layer.

6. A Dense layer that predicts laughter relevance for the sequence (Fig. 3).

5.1.3 Combinations of the Models

In order to estimate whether RNN and CNN models pick up on either the same or
different features, we also tested two combinations of the above models:

1. AFusionmodel (Fig. 4)where outputs of anRNNandaCNNmodel (bothwithout
a dense layer) are concatenated, and a dense layer operates on this concatenation.

2. AHybridmodel (Fig. 5) similar to the fusionmodel, but when token embeddings
are shared between RNN and CNN.

Fig. 4 Architecture of the fusion model. Outputs of the RNN’s last cell and CNN’s max-over-time
pooling layers are concatenated and then dense layer is applied
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Fig. 5 Architecture of the
hybrid model. Token
embeddings are shared
between RNN and CNN

5.2 Results

We present results for the different models in Table3. Given the results of the AMT
experiment, we posited that the task of predicting actual laughters in dialogue is hard
for untrained humans to perform. We also saw that the task is difficult to tackle by
simple sentiment analysis. Thus we expect the task to be difficult for deep learn-

Table 3 Summary of the prediction results

Model Val. acc. Test. acc. Test. precision Test. recall Test. F1

AMT – 0.510 0.500 0.920 0.650

VADER – 0.518 0.511 0.749 0.607

RNN (span =
50)a

0.762 0.743 0.732 0.763 0.747

RNN (span =
100)a

0.756 0.770 0.761 0.777 0.769

CNN (span =
50)b

0.789 0.765 0.761 0.771 0.766

CNN (span =
100)b

0.783 0.787 0.777 0.794 0.785

Fusion (span
= 50)c

0.794 0.766 0.760 0.778 0.768

Hybrid (span
= 50)d

0.793 0.776 0.775 0.774 0.774

Hyperparameters:
a d = 50; n = 40; ε = 0.1
b d = 100; k1,2 = 40; h1,2 = 7
c see LSTM and CNN
d see LSTM and CNN, shared embedding layer: d = 100



Predicting Laughter Relevance Spaces in Dialogue 49

ing models as well. However, the deep learning models perform considerably better
than our baselines, especially in terms of accuracy. Additionally, the CNN model
consistently outperforms the RNN model. Further, combining RNN with CNN pro-
vides no significant benefit. This suggests that the RNN model does not detect more
laughter-inducing patterns than the CNN model.

6 Error Analysis

After analysing the results, we noted that there were a large number of examples
where laughter occurs at a turn boundary. In this case the last token of the sample is a
turn change (TC) token (sp_A or sp_B). A concern was that this would significantly
affect the results. In order to measure this effect, we removed these results from the
test set and observed the accuracy and F-measure shown in Table4. We observe a
drop of F-score (around 6 percentage points) but accuracy is almost unchanged. This
indicates that system relies on turn change (possibly combined with other features—
and consequently captured by neural networks) as an important predictor for laughter,
for both basic models of the system. Examples where laughter is predicted to occur
immediately after a turn change are shown in (1) and (2).

(1) A A: let me ask you this.

A: How, how old are you?
B: I’m, uh, thirty-three.
A: Thirty-three?
B: Thirty-two,
B: excuse me.
A: Okay.
B: ((correct prediction: LAUGHTER))

Table 4 Performance of the models before and after removing the examples where turn change
token is the last token. As a result, the dataset is 22% smaller and it is missing 36% of positive
examples. All deep learning models use the dataset with the span of 50 tokens

Model Accuracy Precision Recall F1

AMT 0.500 TBD TBD 0.660

VADER 0.518 0.511 0.749 0.607

RNN 0.743 0.732 0.762 0.747

RNN (last TC
removed)

0.738 0.673 0.705 0.689

CNN 0.765 0.761 0.771 0.766

CNN (last TC
removed)

0.761 0.715 0.694 0.705
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(2) A B: when I was a freshman in college

A: Uh-huh.
B: uh, my degree was in computer, uh, technology originally
B: and it seemed like it would,
B: ((wrong prediction: LAUGHTER))

In conversational analysis studies many laughs are considered to form adjacency
pairs with prior laughs [6], and preceding laughter by another speaker seem to be a
relevant feature for our models (e.g., (3)). However, in excepts where there are a lot
of laughs the system sometimes gets it wrong (e.g., (4)).

(3) A: I’m not really sure what the ((LAUGHTER))

B: Yeah,
B: really,
B: it’s one of those things that you read once,
B: and then, if you’re not worried about it, you just forget about it ((LAUGH-
TER))
A: ((correct prediction: LAUGHTER))

(4) A: (...) don’t get a hot tub and

B: ((LAUGHTER)) Yes.
A: shave my legs, I’m going to die ((LAUGHTER))
A: And I had ((LAUGHTER))
B: Yes
B: I understand that ((LAUGHTER))
A: I got enough of it right ((wrong prediction: LAUGHTER))

7 Conclusions and Future Work

The main conclusion of our experiments is that for the given task deep learning
approaches perform significantly better than untrained humans.

We are optimistic that the introduced task and the approaches that we have devel-
oped are a big step towards inferring appropriate spaces for laughter from textual
data. Togetherwith approaches based on audio components e.g. [2] this should enable
future dialogue systems to understand when is it appropriate to laugh. Nevertheless,
we are aware of the fact that this requires understanding laughter on a deeper level,
including its various semantic roles and pragmatic functions (see [8] for a discussion
about integrating laughter in spoken dialogue systems).

We are planning to extend ourAmazonMechanical Turk experiments by introduc-
ing more annotators in order to get more consistent results. We are going to introduce
probabilistic annotations in our future crowdsourced experiments following e.g. [12].
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Regarding the task itself, we are planning to address it in a more “dialogical”
way. We will consider the data not as one input to a neural network which contains
speaker tokens but as two possibly overlapping streams. This will introduce the
notion of coordination between speakers into the prediction model. Two streams
can be also extended by additional information provided in separate inputs, such as
information about disfluencies, discourse markers, fundamental frequency and other
acoustic features. We are planning to see what features will make a more robust
contribution to the task of predicting relevant laughs.
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Transfer Learning for Unseen Slots in
End-to-End Dialogue State Tracking

Kenji Iwata, Takami Yoshida, Hiroshi Fujimura, and Masami Akamine

Abstract This paper proposes a transfer learning algorithm for end-to-end dialogue
state tracking (DST) to handle new slots with a small set of training data, which
has not yet been discussed in the literature on conventional approaches. The goal of
transfer learning is to improve DST performance for new slots by leveraging slot-
independent parameters extracted fromDSTmodels for existing slots. An end-to-end
DST model is composed of a spoken language understanding module and an update
module. We assume that parameters of the update module can be slot-independent.
To make the parameters slot-independent, a DST model for each existing slot is
trained by sharing the parameters of the update module across all existing slots.
The slot-independent parameters are transferred to a DST model for the new slot.
Experimental results show that the proposed algorithm achieves 82.5% accuracy on
the DSTC2 dataset, outperforming a baseline algorithm by 1.8% when applied to
a small set of training data. We also show its potential robustness for the network
architecture of update modules.

1 Introduction

Dialogue state tracking (DST) is one of the key components of spoken dialogue
systems. A DST model estimates user intent as a dialogue state from the course
of a conversation. The dialogue state is constrained by a domain ontology, which
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describes a collection of slots (e.g, food) and their slot values (e.g, Italian, Chinese,
etc. for the food slot). The system determines a subsequent action from the dialogue
state.

The DSTmodel relies on a spoken language understanding (SLU) module, which
estimates turn-level user goals. A large number of DSTmodels treat the SLUmodule
as a separate problem [1–5]. These models mainly focus on an update module that
merges user goals up to the current turn and updates the dialogue state. However,
these models need much annotated training data for both DST and SLU. Thus, end-
to-end methods that jointly optimize the SLU module and the update module using
only annotated data for DST by deep learning have been appearing recently [6–14].

A major drawback of end-to-end DST models is that they cannot handle slots and
values not included in the ontology and training data. Handling these unseen slots
and values is important for real-world dialogue systems, where slots and values are
often changed. For this reason, DST models require a large set of additional training
data. SomeDSTmodels [6–9] treat unseen slots and values by using delexicalisation,
which replaces words corresponding to slot names and values with general features.
However, this replacement requires a list of synonyms for those names and values,
and this list must be crafted by system designers with rich linguistic knowledge.
Therefore, it is unrealistic to deploy such an approach for large real-world dialogue
systems.

Other DST models that treat unseen slot values without using human resources
have been proposed. One approach uses features of a user utterance and a system
response as well as a slot name and a value as inputs of DST, and estimates whether
the specified slot value is included in a dialogue state [11, 12, 14]. Another approach
extracts words corresponding to slot values in a user utterance by referring to contexts
derived by an attention mechanism [10, 12]. However, these models do not treat
unseen slots.

This paper proposes a transfer learning algorithm for end-to-end DST to treat
unseen slots with a small set of training data. In this transfer learning, we aim to
improve DST performance for the new slot by leveraging slot-independent parame-
ters extracted from the training data of existing slots. Exploiting all DST parameters
trained from existing slots is probably insufficient, because there are some slot-
dependent parameters in the DST model. Most important in this approach is which
parameters are slot-independent.

In this paper, we assume that parameters of the update module can be slot-
independent, because the update module was realized using slot-independent rules
in previous literature [1]. The slot-independent parameters of the update module are
obtained by training aDSTmodel for each existing slot, and sharing the parameters of
the update module across all existing slots. We transfer the trained slot-independent
parameters to a DST model for the new slot, then optimize the model using train-
ing data for the new slot. We evaluated the proposed transfer learning using a fully
data-driven end-to-end DST model based on [10].
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The remainder of this paper is organized as follows: Sect. 2 describes related work
on transfer learning. Sect. 3 presents our proposed transfer learning algorithm. Sect. 4
shows the DST network architecture used for the proposed transfer learning. Sect. 5
presents experimental results and discussion, and Sect. 6 concludes the paper.

2 Related Work

Transfer learning [15] generates a model for a target task by leveraging domain-
independent knowledge learned from a source dataset. Transfer learning has been
widely used in many natural language processing tasks [16], including machine
translation [17], questioning and answering [18], and named entity recognition [19].
We exploit transfer learning for DST, and the goal is to improve DST performance
of new slots by using slot-independent parameters learned from existing slots.

Some transfer learning approaches for SLU and DST have been proposed. Jeong
and Lee [20] proposed a multi-domain SLU model that is adaptable to new domains
by partitioning parameters for the SLU model into domain-dependent and domain-
independent factors. Kim et al. [21] derived a representation for each slot label by
canonical correlation analysis, and used label embedding for mapping label types
across different domains. This mitigated the problem that the label set was variant
in each domain and enabled use of a number of transfer learning techniques. These
approaches are used for new domains and new slots. However, they only focus on
SLU. Our algorithm can be used for new slots by exploiting the characteristics of
end-to-end DST.

Mrkšić et al. [8] proposed a multi-domain DST that can be extended to achieve
transfer learning between domains. First, a multi-domain DST model was trained by
tying theDST parameters of all slots and using all training data. Then slot-specialized
models were trained by replicating the multi-domain DST parameters for each slot
and using only the slot-specific training data. This approach has the potential to enable
the application of transfer learning for new slots. However, all training data should
be delexicalised for training the multi-domain DST, which requires human resources
to replace words corresponding to slot names and values with general features. Our
algorithm is fully data-driven and does not require human input.

Zhong et al. [13] proposed a global-locally self-attentive dialogue state tracker.
This DST model has slot-independent global parameters and slot-dependent local
parameters in anSLUmodule to improve the performanceof rare dialogue states. This
approach can be extended to transfer learning to handle unseen values. However, it is
difficult to treat new slots, because not all features are equally relevant for different
slots when encoding a user utterance. Our algorithm uses slot-independent update
module parameters, which allows the DST model to handle new slots.

As a similar transfer learning approach, Rastogi et al. [5] proposed scalable
multi-domain DST, which compirsed a multi-domain SLU module [22] and a slot-
independent update module. This method shares parameters of the update module
across all existing slots, and transfers the parameters to new slots. One difference
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between their approach and ours is whether the SLU module and the update module
are trained individually or jointly. This paper is first trial of applying the transfer
learning approach to end-to-end DST.

3 Proposed Transfer Learning

The goal of transfer learning in this paper was to improve DST performance for
new slots with a small set of training data by leveraging slot-independent parameters
extracted from a large set of training data for existing slots. The key point is which
parameters are trained as slot-independent.

An end-to-end DSTmodel is composed of an SLUmodule and an update module.
The SLUmodule extracts slot values from a user utterance by referring to features of
the values themselves or the contexts of those values. Slot value features obviously
depend on each slot, and, for all intents and purposes, so do the context features
(e.g, it is common for a user to say “I want to eat Italian [food slot],” but rare for a
user to say “I want to eat west [area slot]”). Therefore, it is impossible to treat SLU
parameters as slot-independent.

The update module combines the SLU output and the dialogue state of a previous
turn, then outputs a dialogue state for the current turn. As a typical example of this
operation, if the SLU module extracts a slot value, the update model employs this
value. Another example is that if the previous state has a slot value and the SLU
module does not extract any slot values, the update model retains the slot value of
the previous state. There are no slot-dependent features to operate these updates.
Therefore, we treat parameters of the update module as slot-independent, then apply
transfer learning.

Figure1 shows the procedure of the proposed transfer learning. First, we use the
training data of existing slots D = {D1, D2, . . . , DC }, whereC is the number of exist-
ing slots, and update model parameters for each SLU module θ s = {θ s

1, θ
s
2, . . . , θ

s
C }

and model parameters for an update module θu by minimizing an objective function
as follows:

L(D; θ s, θu) =
C∑

c=1

L(Dc; θ s
c , θ

u), (1)

where L(Dc; θ s
c , θ

u) denotes an objective function calculated by using training data
Dc and model parameters θ s

c , θ
u. Note that model parameters for the update module

θu are shared across all existing slots.
After training, we obtain model parameters for the update module θu∗ that min-

imize objective function L(D; θ s, θu). Next, model parameters for a new slot are
trained using training data for the new slot Dnew. θu∗ is used for the initial parameters
of the update module, then an objective function is defined as Lnew(Dnew; θ s

new, θu∗),
where θ s

new is model parameters for the SLU module.
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Fig. 1 Proposed transfer learning procedure. A system response is used as an input for the SLU
and/or the update module depending on the network architecture

4 DST Architecture

As the end-to-end DST model for the proposed transfer learning, we prepared an
attention-based SLU and update modules inspired by the extended attention-based
DST model [10], which is a fully data-driven end-to-end DST model suitable for
verifying our transfer learning algorithm. Figure2 shows an abbreviated network
architecture for the SLU and update modules.

4.1 SLU Module

The SLU module uses word vectors of a user utterance and the feature vector of
the system response. Then the module extracts slot values in the form of a dialogue
state. The system response consists of a system action tag and slot-value pairs (e.g,
welcomemsg(), con f irm( f ood = i talian)). The system action tag is converted to
a one-hot vector ract whose dimension is the number of system actions. Slot-value
pairs are converted to binary values rslot and rval, where rslot represents whether the
system response includes the slot (rslot = 1) or not (rslot = 0) and rval represents
whether the system response includes any values (rval = 1) or not (rval = 0). The
concatenation of these features is used as the system feature vector r (r = ract ⊕
rslot ⊕ rval where ⊕ is vector concatenation).

Let T be the number of words in the user utterance. Word vectors of the user
utterance (w1, w2, . . . ,wT ) are converted into hidden state vectors (hf

1,h
f
2, . . . ,h

f
T ,

hb
1,h

b
2, . . . ,h

b
T ) using a bidirectional LSTM as follows:
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Fig. 2 SLU and update module architecture. Note that the figure for the SLU module focuses on
how to encode the user utterance and does not depict how to encode the system response

hf
t = LSTMfwd

(
hf
t−1,wt

)
, (2)

hb
t = LSTMbwd

(
hb
t+1,wt

)
, (3)

where LSTMfwd(·, ·) and LSTMbwd(·, ·) are forward and backward LSTMs, respec-
tively.Attentionweight for eachword (αw

1 , αw
2 , . . . , αw

T ) is calculated from the hidden
state vectors as follows:

zt = NNusr
(
hf
t ⊕ hb

t

)
, (4)

αw = softmax (z1 ⊕ z2 ⊕ . . . ⊕ zT ) , (5)

where αw = [
αw
1 , αw

2 , . . . , αw
T

]
, and NNusr is a one-layer neural network. Attention

weights αw indicate the importance of each word. Context vector c is calculated from
the word vector sequence and attention weights αw as follows:

c =
T∑

t=1

αw
t wt . (6)

Cosine similarity is used to compare the context vector and a word vector of
slot values in the ontology. Cosine similarity for the kth value (suk ) is calculated as
follows:
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suk = c · vk
‖c‖‖vk‖ , (7)

where vk is a word vector of the kth value, and · is the dot product. Cosine similarity
suk is calculated for each value.

Next, two biases bd and bn are calculated from the system feature vector r and
the hidden state (hL = hf

T ⊕ hb
1) as follows:

[
bd, bn

] = NNdn (hL ⊕ r) , (8)

where NNdn is a two-layer neural network. Biases bd and bn respectively denote
the score for dontcare and None, where dontcare means that the user can accept
any values for a slot and None means no value is specified. Finally, SLU output su

is generated by concatenating the cosine similarity for each value (su1 , s
u
2 , . . . , s

u
K ,

where K is the number of slot values) and the two biases bd, bn as follows:

su = su1 ⊕ su2 ⊕ . . . ⊕ suK ⊕ bd ⊕ bn . (9)

4.2 Update Module

The update module updates a dialogue state from an SLU output, a raw score for the
previous dialogue state, and the system response using attention weights.

First, the similarity between the system response and a value is calculated. From
the system response, the module extracts a binary vector (ss = [ss1, ss2, . . . , ssK ])
whose kth component indicates whether the kth value is included (ssk = 1) or not
(ssk = 0).

Three attention weights (αp, αs, αu) are calculated from the system feature vector
r and the hidden state hL as follows:

[
gp, gs, gu

] = NNatt (hL ⊕ r) , (10)

α = softmax (gp ⊕ gs ⊕ gu) , (11)

where α = [αp, αs, αu] and NNatt is a two-layer neural network. The three attention
weights indicate the importance of the raw score of the previous turn, the system
response, and the SLU output, respectively.

At turn n, the module calculates a raw score for a dialogue state sn by integrating
the SLU score su, the previous raw score sn−1, and the binary vector of the system
response ss by attention weights α. Finally, the dialogue state yn is generated as
follows:

sn = αpsn−1 + αsss + αusu , (12)

yn = softmax(sn) . (13)
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5 Experiments

5.1 Experimental Setup

We evaluated the proposed algorithm using the Dialogue State Tracking Challenge 2
(DSTC2) dataset [23] which comprises 1,612 dialogues for training, 506 for valida-
tion, and 1,117 for testing. We used three slots, “area”, “food” and “pricerange.” The
“name” slot was excluded because word vectors for several values were not obtained.
We used accuracy for each slot as themetric for evaluation.We ran training five times
for each slot, and averaged all accuracies.

We implemented theDSTmodel using theneural network frameworkChainer [24].
One-best ASR results were used as inputs to the encoding layer described in Sect. 4.1.
Contractions were converted to their original forms (e.g, “i’m” to “i am”), then each
word was converted to a 300-dimensional word vector using the GloVe model [25],
available from the GloVe website.1 The cell size of the bidirectional LSTM was 32,
and the cells were initialized to 0 before training. The cell size of the hidden layers in
the two-layer NNs (NNdn,NNatt) was 32, and leaky ReLU was used as an activation
function for the hidden layers.

For training the model, we used Adam with a learning rate of 0.001, gradient
clipping of 1.0, mini-batch size of 32, and 30% dropout for the bidirectional LSTM
and NNs. We used word dropout [26] by randomly replacing a word vector with a
zero vector for attention weight calculation. The word dropout ratio was set to 40%.
Each model was trained with 200 epochs and the best parameter was selected based
on the accuracy for the validation data.

5.2 Results

5.2.1 Baseline Performance

Table1 shows performance of the DST model (Extended attention) described in
Sect. 4without transfer learning (NoTrans).We also show two comparative results for
the DSTC2 participants: “Focus baseline,” which uses rules [23], and “Delexicalised
RNN,”which is theDSTproposed in [6]. Results for themethodswere extracted from
the dstc2_results provided on the website.2 This table shows that our model achieved
lower performance than did the others, especially in the food slot. Cause analysis for
this result revealed that our model tends to over-retain the previous dialogue state,
and then fails to employ the value extracted by the SLU module.

1https://nlp.stanford.edu/projects/glove/.
2http://camdial.org/~mh521/dstc.

https://nlp.stanford.edu/projects/glove/
http://camdial.org/~mh521/dstc
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Table 1 Accuracy of each DST model

Area Food Price Average

Focus baseline 90.8 83.9 92.9 89.2

Delexicalised
RNN

92.4 85.6 93.0 90.3

Extended
attention
(NoTrans)

91.0 75.8 91.7 86.1

5.2.2 Comparing Transfer Learning Methods

To validate whether transferring parameters of the update module is effective, we
compared methods that transfer parameters of the update module (UpdateTrans), the
SLUmodule (SLUTrans), the bidirectional LSTMof the SLUmodule (LSTMTrans),
and all modules (AllTrans). To measure the performance for unseen slots, we split
three slots into two source slots for training transferred parameters, and a target
slot for evaluating the DST performance. Note that this comparison did not include
sharing the parameters across all existing slots. The transferred parameters were
trained from one source slot, and transferred to the target slot. We prepared two
settings for the training data sets in the target slot: 1,612 (100%) and 161 (10%). The
accuracy measured by each pair of the source and target slots was averaged. We also
evaluated the difference in performance when the transferred parameters were fixed
or not fixed during training for the target slot.

The “Individual” column in Table2 shows the performance of each transfer learn-
ing method under the described experimental settings. These results show that all
methods except for those where transferred parameters are fixed achieve almost the
same DST performance in the 100% training data set. This indicates that the 100%
training data set is a sufficient amount to train our DST model. As a result, the
effectiveness of transfer learning has disappeared. On the other hand, UpdateTrans
improved performance over the baseline methods in the 10% training data set, while
other comparative methods failed to improve performance. This reveals that trans-
ferring parameters of the update module is effective to train a DST model for new
slots with a small set of training data. This also suggests that the SLU module and
the LSTM of the SLU module have slot-dependent parameters, and that transfer-
ring these parameters is insufficient for the target DST model. This suggestion is
also derived from the fact that UpdateTrans (Fix parameters = On) achieved higher
performance than did others that transferred parameters are fixed in both amounts
of training data sets. However, the performance of UpdateTrans (Fix parameters =
On) is lower than that of UpdateTrans (Fix parameters = Off). This implies that the
update module holds not only slot-independent but also slot-dependent parameters.
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Table 2 Accuracy of each transfer learningmethod. “Individual” transfers parameters trained from
one source slot. “Shared” transfers shared parameters trained from all source slots. Experimental
settings whose scores are underlined improve performance by sharing parameters

Method Fix
parameters

Individual Shared

Training data Training data

100% 10% 100% 10%

NoTrans – 86.1 80.7 – –

SLUTrans Off 86.2 79.9 86.2 80.1

LSTMTrans Off 86.0 80.4 86.0 81.0

AllTrans Off 85.5 80.6 86.2 80.8

UpdateTrans Off 86.0 82.5 86.2 82.5

SLUTrans On 65.8 65.7 66.2 66.0

LSTMTrans On 79.7 74.2 80.8 75.5

UpdateTrans On 85.1 81.6 85.5 82.0

5.2.3 Evaluation for Sharing Parameters

We investigated the effectiveness of training shared parameters for transfer across
all existing slots. Experimental settings were nearly the same as those described in
Sect. 5.2.2; the only difference was that parameters for transfer were trained while
the parameters were shared across all source slots.

The “Shared” column in Table2 shows the performance of each transfer learning
method under this settings.UpdateTrans achieved higher performance than did others
in the 10% training data set, which is the same trend seen in the results in Sect. 5.2.2.
In comparison with training parameters from a single source slot, sharing parameters
across all source slots achieved the same or slightly better performance in all transfer
learning methods. This indicates that more slot-independent and reliable parameters
are obtained by training shared parameters across slots. In contrast, UpdateTrans
(Fix parameters = On) still achieved lower performance than did UpdateTrans (Fix
parameters = Off). This suggests that the update module still retains slot-dependent
parameters. One of possible causes is that the number of source slots is very small.
In that case, performance will be improved by increasing the number of source slots.

5.3 Robustness of Update Module

We also validated that the proposed transfer learning algorithm did not depend on the
network architecture of the update modules. As another module for verification, an
update module of a fully statistical neural belief tracking model [11] was used. The
update module in this model integrates the SLU output and the dialogue state of the
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previous turn, then outputs the dialogue state of the current turn via a one-layer neural
network. Parameters of the neural network are tied across all slot values, ensuring
that the module can deal with unseen values in training. We made the parameters
of the neural network tied across all slots, which enabled us to apply the proposed
transfer learning. We combined this update module and the SLU module described
in Sect. 4.1, and evaluated the DST performance under the experimental settings
described in Sect. 5.2.3.

The results show that the DST performance of the proposed methods is higher
than that of the baselinemethods. Specifically, the performance improved from57.8%
(NoTrans) to 71.2% (UpdateTrans, Fix parameters=Off) in the 10% training data set.
It appears that the incompatibility between the SLU module and the update module
is one reason why the performance is lower than that of the DST model, which uses
the attention-based update module described in Sect. 4.2. In any case, we verified
that the proposed methods are effective for another update module, indicating that
they are robust to the network architecture of the update modules.

6 Conclusions

This paper proposed a transfer learning algorithm for end-to-end DST to handle
unseen slots with a small set of training data. To effectively achieve transfer learning,
we assumed that the update module, which is one component of end-to-end DST,
can be slot-independent. For obtaining slot-independent parameters of the update
module, a DST model for each existing slot was trained while sharing parameters
of the update module across all existing slots. Then the slot-independent parameters
were transferred to a DST model for a new slot. Evaluation results showed that the
proposed algorithm outperformed baseline algorithms, and also suggested that our
algorithm was robust to the network architecture of update modules. The advantages
of our proposed algorithm will be strengthened by verifying the performance of slots
other than those in DSTC2 and the robustness to the network architecture of SLU
modules.
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11. Mrkšić N, Vulić I (2018) Fully statistical neural belief tracking. In: Proceedings of the 56th
annual meeting of the association for computational linguistics, vol 2, pp 108–113

12. Xu P, Hu Q (2018) An end-to-end approach for handling unknown slot values in dialogue
state tracking. In: Proceedings of the 56th annual meeting of the association for computational
linguistics

13. Zhong V, Xiong C, Socher R (2018) Global-locally self-attentive dialogue state tracker. In:
Proceedings of the 56th annual meeting of the association for computational linguistics
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Managing Multi-task Dialogs by Means
of a Statistical Dialog Management
Technique

David Griol, Zoraida Callejas, and Jose F. Quesada

Abstract One of the most demanding tasks when developing a dialog system con-
sists of deciding the next system response considering the user’s actions and the
dialog history, which is the fundamental responsibility related to dialog manage-
ment. A statistical dialog management technique is proposed in this work to reduce
the effort and time required to design the dialog manager. This technique allows not
only an easy adaptation to new domains, but also to deal with the different subtasks
for which the dialog system has been designed. The practical application of the pro-
posed technique to develop a dialog system for a travel-planning domain shows that
the use of task-specific dialog models increases the quality and number of successful
interactions with the system in comparison with developing a single dialog model
for the complete domain.

Keywords Spoken Dialog Systems · Conversational Interfaces · Dialog
Management · Domain Knowledge Acquisition · Dialog Structure · Statistical
Methodologies

1 Introduction

Spoken conversational interfaces [11] are becoming a strong alternative to traditional
graphical interfaces which might not be appropriate for all users and/or applica-
tions. These systems can be defined as computer programs that receive speech as
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input and generate synthesized speech as output, engaging the user in a dialog that
aims to be similar to that between humans. Usually, these systems carry out five
main tasks: Automatic Speech Recognition (ASR), Spoken Language Understand-
ing (SLU), Dialog Management (DM), Natural Language Generation (NLG), and
Text-To-Speech Synthesis (TTS).

Learning statistical approaches to model these tasks has been of growing interest
during the last decade [22]. Models of this kind have been widely used for speech
recognition and also for language understanding. Even though in the literature there
are models for dialog managers that are manually designed, over the last few years,
approaches using statistical models to represent the behavior of the dialog manager
have also been developed [7, 10, 21].

However, statistical dialog modeling and parameterization are dependent on
expert knowledge, and the success of these approaches is dependent on the quality and
coverage of the models and data used for training [18]. To address these important
problems, it is important to develop statistical dialog management methodologies
able to infer the dialog structure, which implies detecting if users have changed the
topic or dialog task, and to deal with unseen situations (i.e., situations that may occur
during the dialog and that were not considered during training).

Research on data-driven approaches to dialog structure modeling is relatively
new and focuses mainly on recognizing a structure of a dialog as it progresses [24].
Dialog segmentation can be then defined as the process of dividing up a dialog by
one of several related criteria (speaker’s intention, topic flow, coherence structure,
cohesive devices, etc.), identifying boundaries where the discourse changes taken
into account such as specific criteria. This detection is usually based on combining
different kinds of features, such as semantic similarities, inter-sentence similarities,
entity repetition, word frequency, prosodic and acoustic characteristics.

In this paper we propose a practical implementation of a recently developed sta-
tistical approach for the development of dialog managers [7], which is mainly based
on the use of a classification process for the estimation of a statistical model from
the sequences of the system and user actions obtained from a set of training data.
The paper is specially focused on the use of specialized dialog models learned for
each dialog domain and dialog subtask, instead of learning a generic dialog model
for the complete dialog system. To do this, the training data is divided into different
subsets, each covering a specific dialog objective or subtask. These specific dialog
models are selected by the dialog manager once the objective of the dialog has been
detected, using the generic dialog model until this condition has been fulfilled.

We have applied the proposed methodology to develop two versions of a dialog
system providing travel-planning information in Spanish. The first one uses a generic
dialogmodel and the second one combines specific classifiers learned for each dialog
objective. An in-depth comparative assessment of the developed systems has been
completed by means of recruited users. The results of the evaluation show that the
specific dialog models allow a better selection of the next system responses, thus
increasing the number and quality of successful interactions with the system.

The rest of the paper is organized as follows. Section2 describes existing
approaches for the development of dialog managers, paying special attention to sta-
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tistical approaches. Section3 describes our proposal for developing statistical dialog
managers with specific dialog models. Section4 shows the practical implementation
of our proposal to develop the two systems for the customer support service. In Sect. 5
we discuss the evaluation results obtained by comparing the two developed systems.
Finally, in Sect. 6 we present the conclusions and outline guidelines for future work.

2 State of the Art

As described in the previous section, machine learning approaches to dialog man-
agement try to reduce the effort and time required by hand-craft dialog management
strategies and, at the same time, to facilitate both to develop new dialog managers
and to adapt them to deal with new domains [4].

The most widespread methodology for machine-learning of dialog strategies con-
sists of modeling human-computer interaction as an optimization problem using
Markov Decision Processes (MDP) and reinforcement methods [9]. The main draw-
back of this approach is that the large state space of practical spoken dialog sys-
tems, makes its direct re-presentation intractable [23]. Partially Observable MDPs
(POMDPs) outperform MDP-based dialog strategies since they provide an explicit
representation of uncertainty [16]. This enables the dialog manager to avoid and
recover from recognition errors by sharing and shifting probability mass between
multiple hypotheses of the current dialog state.

Other interesting approaches for statistical dialog management are based on mod-
eling the system by means of Hidden Markov Models [3], stochastic Finite-State
Transducers [15], or using Bayesian Networks [12]. Also [8] proposed a differ-
ent hybrid approach to dialog modeling in which n-best recognition hypotheses are
weighted using a mixture of expert knowledge and data-driven measures, using an
agenda and an example-based machine translation approach respectively.

In the literature, there are different methodologies for the application of statisti-
cal methodologies for discourse segmentation and the construction of dialog models
including task/subtask information. Unsupervised clustering and segmentation tech-
niques are used in [2] to identify concepts and subtasks in task-oriented dialogs.

Diverse machine-learning methodologies have been recently proposed for dialog
state tracking (DST) [14, 20], a similar task whose objective is to use the system
outputs, user’s utterances, dialog context and other external information sources
to track what has happened in a dialog. Bayesian dynamic networks are used in
generative methods to model a dialog [21]. The main drawback of these methods are
that additional dependencies and structures must be learned to consider potentially
useful features of the dialog history. The parameters for discriminative methods are
directly tuned using machine learning and labeled dialog corpus [13]. Recurrent
Neural Networks (RNNs) have been recently proposed as to deal with the high
dimensional continuous input features involved in sequential models [19].
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3 Our Proposed Methodology for Dialog Management

This section summarizes the proposeddialogmanagement technique and thepractical
implementation proposed in this paper by means of specific classifiers adapted to
each dialog subtask.

3.1 Proposed Statistical Methodology

As described in the introduction section, to develop theDialogManager, we propose
the use of specialized dialog models dealing with each one of the subdomains or
subtasks for which the dialog system has been designed.

Our proposed technique for statistical dialog modeling represents dialogs as a
sequence of pairs (Ai ,Ui ), where Ai is the output of the system (the system response
or turn) at time i , and Ui is the semantic representation of the user turn (the result
of the understanding process of the user input) at time i ; both expressed in terms of
dialog acts [5]. This way, each dialog is represented by:

(A1,U1), . . . , (Ai ,Ui ), . . . , (An,Un)

where A1 is the greeting turn of the system (e.g. Welcome to the system. How can
I help you?), and Un is the last user turn (i.e., semantic representation of the last
user utterance provided by the natural language understanding component in terms
of dialog acts).

The lexical, syntactic and semantic information associated with the speaker u’s
i th turn (Ui ) is denoted as cui . This information is usually represented by:

• the words uttered;
• part of speech tags, also called word classes or lexical categories. Common lin-
guistic categories include noun, adjective, and verb, among others;

• predicate-argument structures, used by SLU modules in various contexts to rep-
resent relations within a sentence structure.

• named entities: sequences of words that refer to a unique identifier. This identi-
fier may be a proper name (e.g., organization, person or location names), a time
identifier (e.g., dates, time expressions or durations), or quantities and numerical
expressions (e.g., monetary values, phone numbers).

Ourmodel is based on the one proposed in [1]. In thismodel, each system response
is defined in terms of the subtask to which it contributes and the system dialog act
to be performed.

The term Aa
i denotes the system dialog act (i.e., system action) in the i th turn, and

ST a
i denotes the subtask label to which the i th turn contributes. The interpretation

process ismodeled in two stages. In the first stage, the system dialog act is determined
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from the information about the user’s turn and the previous dialog context, which is
modeled by means of the k previous utterances. This process is shown in Eq. (1).

Aa
i = argmax

Aa∈A
P(Aa|ST a

i , ST
i−k
i−1, A

i−k
i−1, c

i−k
i−1) (1)

where cui represents the lexical, syntactic, and semantic information (e.g., words, part
of speech tags, predicate-argument structures, and named entities) associated with
speaker u’s i th turn; ST i−k

i−1 represents the dialog subtask tags for utterances i − 1 to
i − k; and Ai−k

i−1 represents the system dialog act tags for utterances i − 1 to i − k.
In a second stage, the dialog subtask is determined from the lexical information,

the dialog act computed according to Eq. (1), and the dialog context, as shown in
Eq. (2).

ST a
i = argmax

sa∈S
P(sa|ST i−k

i−1, A
i−k
i−1, c

i−k
i−1) (2)

The prediction of the dialog subtask (ST a
i ) by means of Eq. (2) is carried out by

a specific component in the architecture, which we have called the Task-Dependent
Feature Extractor. This module is connected with the State of the Dialog Manage-
ment component, which updates the current state of the dialog according to the
semantic information provided by the Natural Language Understanding module
after each user utterance. This information is provided to the Task-Dependent Fea-
ture Extractor for the prediction of the dialog subtask. According to this prediction,
the Task-Dependent Feature Extractor selects the specialized dialog agent that will
be used by the dialog manager in the following turn of the dialog. Then, the selected
specialized agent employs the corresponding statistical dialog model to select the
next action of the dialog system.

In our proposal, we consider static and dynamic features to estimate the condi-
tional distributions shown in Eqs. (1) and (2). Dynamic features include the dialog act
and the task/subtask. Static features include the words in each utterance, the dialog
acts in each utterance,and predicate-arguments in each utterance. All pieces of infor-
mation are computed from corpora using n-grams, that is, computing the frequency
of the combination of the n previous words, dialog acts, or predicate-arguments in
the user turn.

The conditional distributions shown in Eqs. (1) and (2) can be estimated by means
of the general technique of choosing the maximum entropy (MaxEnt) distribution
that properly estimates the average of each feature in the training data [1]. This can be
written as a Gibbs distribution parameterized with weights λ as Eq. (3) shows, where
V is the size of the label set, X denotes the distribution of dialog acts or subtasks
(DAu

i or ST
u
i ) and φ denotes the vector of the described static and dynamic features

used for the user turns from i − 1 · · · i − k.

P(X = sti |φ) = eλsti ·φ
∑V

st=1 e
λsti ·φ

(3)
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Fig. 1 Scheme of the
complete architecture for the
development of multitask
dialog systems

Such calculation outperforms other state of the art approaches [1], as it increases
the speed of training and makes possible to deal with large data sets. Each of the
classes can be encoded as a bit vector such that, in the vector corresponding to each
class, the i th bit is one and all other bits are zero. Then, V -one-versus-other binary
classifiers are used as Eq. (4) shows.

P(y|φ) = 1 − P(y|φ) = eλy ·φ

eλy ·φ + eλy ·φ = 1

1 + e−λ′
y ·φ (4)

where λy is the parameter vector for the anti-label y and λ′
y = λy − λy .

Figure1 shows the described scheme for the practical implementation of the pro-
posed dialog management technique and its interaction with the rest of the modules
in the dialog system.

4 Practical Application

We have applied our proposal to develop and evaluate an adaptive system for a
travel-planning domain. The system provides context-aware information in natural
language in Spanish about approaches to a city, flight schedules, weather forecast,
car rental, hotel booking, sightseeing and places of interest for tourists, entertainment
guide and theater listings, and movie showtimes. Different Postgress databases are
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used to store this information and automatically update the data that is included in the
application. In addition, several functionalities are related to dynamic information
(e.g., weather forecast, flight schedules) directly obtained from webpages and web
services providing this information. This way, our system provides a speech access
to facilitate this travel-planning information, which is adapted to each user taking
into account context information.

Semantic knowledge is modeled in the system using the classical frame repre-
sentation of the meaning of the utterance. We defined eight concepts to represent
the different queries that the user can perform (City-Approaches, Flight-Schedules,
Weather-Forecast, Car-Rental, and Hotel-Booking, Sightseeing, Movie-Showtimes,
and Theater-Listings). Three task-independent concepts have also been defined for
the task (Affirmation, Negation, and Not-Understood). A total of 101 system actions
(DAs) were defined taking into account the information that the system provides,
asks or confirms.

Using the City-Approaches functionality, it is possible to know how to get to a
specific city using the different means of transport. If specific means are not provided
by the user, then the system provides the complete information available for the
required city. Users can optionally provide an origin city to try to obtain detailed
information taking into account this origin. Context information taken into account
to adapt this information includes user’s current position, and preferred means of
transport and city.

The Flight-Schedules functionality provides flight information considering the
user’s requirements. Users can provide the origin and destination cities, ticket class,
departure and/or arrival dates, and departure and/or arrival hours. Using theWeather-
Forecast it is possible to obtain the forecast for the required city and dates (for a
maximum of 5 days from the current date). For both functionalities, this information
is dynamically extracted from external webpages. Context information taken into
account includes user’s current location, preferred dates and/or hours, and preferred
ticket class.

TheCar-Rental functionality provides this information taking into account users’
requisites including the city, pick-up and drop-off date, car type, name of the com-
pany, driver age, and office. The provided information is dynamically extracted from
different webpages. The Hotel-Booking functionality provides hotels which fulfill
the user’s requirements (city, name, category, check-in and check-out dates, number
of rooms, and number of people).

The Sightseeing functionality provides information about places of interest for a
specific city, which is directly extracted from the webpage designed for the appli-
cation. This information is mainly based on users recommendations that have been
incorporated in this webpage. The Theater-Listings and Movie-Showtimes respec-
tively provides information about theater performances and movie showtimes that
takes into account the users requirements. These requirements can include the city,
name of the theater/cinema, name of the show/movie, category, date, and hour. This
information is also considered to adapt both functionalities and then provide context-
aware information.
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A set of 25 scenarios were manually defined to cover the different queries to per-
form to the system including different user requirements and profiles. Basic scenarios
defined only one objective for the dialog; it means, the user must obtain information
about only one type of the possible queries to the system (e.g., to obtain flight sched-
ules from an origin city to a destination for a specific date). More complex scenarios
included more than one objective for the dialog (e.g., to obtain information about
how to get to a specific city, car rental and hotel booking information).

Two versions of the system have been developed. The first one (Dialog System 1)
uses a generic dialog model for the task, which employs a single classifier to select
the next system response. The second one (Dialog System 2) employs 25 specific
dialog models, each one of them focused on the achievement of the objective(s)
defined for a specific scenario.

5 Results and Discussion

We have completed a comparative evaluation of the two practical dialog systems
developed for the task. A total of 150 dialogs were recorded from interactions of
25 users employing the two dialog systems. An objective and subjective evaluation
were carried out.

The following measures were defined in the objective evaluation to compare the
dialogs acquired with the dialog systems: (i) Dialog success rate; (ii) Dialog length:
average number of turns per dialog, number of turns of the shortest dialog, number
of turns of the longest dialog, and number of turns of the most observed dialog; (iii)
Different dialogs: percentage of different dialogs with respect to the total number
of dialogs, and number of repetitions of the most observed dialog; (iv) Turn length:
average number of actions per turn; (v) Participant activity: number of turns in the
most observed, shortest and longest dialogs; (v) Confirmation rate, computed as the
ratio between the number of explicit confirmation turns and the total number of
turns in the dialog; and (vi) Error correction rate, computed as the number of errors
detected and corrected by the dialog manager divided by the total number of errors.

Table1 presents the results of the objective evaluation. As can be observed, both
dialog systems could interact correctly with the users in most cases for the two
systems. However, the Dialog System 2 obtained a higher success rate, improving
the initial results by a 6% absolute. Using the Dialog System 2, the average number
of required turns is also reduced from 24.3 to 19.1.

It can also be observed that whenDialog System 2was used, there was a reduction
in the average number of turns and in the number of turns in the longest, shortest and
most observed dialogs. These results show that the use of specialized dialog models
made it possible to reduce the number of necessary system actions to attain the dialog
goals for the different tasks. In addition, the results show a higher variability in the
dialogs generated withDialog System 2 as there was a higher percentage of different
dialogs and the most observed dialog was less repeated. There was also a slight
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Table 1 Results of the high-level dialog measures. Dialog success rate (M1), Average number of
turns per dialog (M2), Percentage of different dialogs (M3), Repetitions of the most observed dialog
(M4), Average number of actions per turn (M5), Number of user turns of the most observed dialog
(M6), Number of user turns of the shortest dialog (M7), Number of user turns of the longest dialog
(M8), Confirmation rate (M9), Error correction rate (M10)

Dialog System 1 Dialog System 2

M1 89.0% 95.0%

M2 24.3 19.1

M3 84.6% 88.7%

M4 4 3

M5 1.2 1.5

M6 12 10

M7 9 6

M8 15 11

M9 38% 36%

M10 0.89% 0.94%

Table 2 Proportions of dialog spent on-goal directed actions, ground actions and other possible
actions

Dialog System 1 Dialog System 2

Goal-directed actions 68.21% 74.35%

Grounding actions 30.76% 24.76%

Rest of actions 1.03% 0.89%

increment in the mean values of the turn length for the dialogs collected withDialog
System 2 due to the better selection of the system actions in the improved strategy.

The confirmation and error correction rates were also improved by using Dialog
System 2 as it required less data from the user, thus reducing the number of errors in
the automatic speech recognition process. A problem occurred when the user input
was misrecognized but it had high confidence score, in which case it was forwarded
to the dialog manager. However, as the success rate shows, this problem did not have
a remarkable impact on the performance of the dialog systems.

Additionally, we grouped all user and system actions into three categories: “goal
directed” (actions to provide or request information), “grounding” (confirmations
and negations), and “other”. Table2 shows a comparison between these categories.
As can be observed, the dialogs provided by theDialog System 2 have a better quality,
as the proportion of goal-directed actions is higher than the values obtained for the
Dialog System 1.

We also asked the users to complete a questionnaire to assess their subjective
opinion about the system performance. The questionnaire had six questions: (i) Q1:
How well did the system understand you?; (ii)Q2: How well did you understand the
systemmessages?; (iii) Q3:Was it easy for you to get the requested information?; (iv)
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Table 3 Results of the subjective evaluation with recruited users (1 = lowest, 5 = highest)

Dialog System 1 Dialog System 2

Q1 4.7 4.8

Q2 4.3 4.4

Q3 4.2 4.7

Q4 4.2 4.6

Q5 4.1 4.3

Q6 4.4 4.7

Q4:Was the interaction with the system quick enough?; (v) Q5: If there were system
errors, was it easy for you to correct them?; (vi) Q6: In general, are you satisfied with
the performance of the system? The possible answers for each one of the questions
were the same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably,
Usually/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire). Table3
shows the average results of the subjective evaluation using the described question-
naire.

It can be observed that using either Dialog System 1 or Dialog System 2 the users
perceived that the system understood them correctly. Moreover, they expressed a
similar opinion regarding the easiness for correcting system errors. However, users
said that it was easier to obtain the information specified for the different objectives
using Dialog System 2, and that the interaction with the system was more adequate
with this dialog manager. Finally, the users were more satisfied with the system
employing Dialog System 2.

We have completed the evaluation with an additional assessment using a dialog
simulation technique [6], which allows to develop a user simulator to automatically
interact with a conversational system. The user simulator emulates the user intention,
that is, the simulator provides concepts and attributes that represent the intention of
the user utterance. Therefore, the user simulator carries out the functions of the ASR
and NLU modules. An error simulator module is also integrated to perform error
generation and the addition of confidence measures [17].

A total of 3000 dialog were simulated for the two dialog systems developed.
The dialogs were only considered successful if they fulfilled the complete list of
objectives that had been previously defined for the simulation. Table4 shows the
values obtained for the task success/efficiency measures considered. As it can be
observed, the percentage of successfully simulated dialogs increases when the dialog
task segmentation module is included. Our analysis also shows that not only the
dialogs of the systems including the dialog task segmentation (DTS) module achieve
their goals more frequently, but also their average completion time is shorter. The
number of different simulated dialogs that are obtained is also increased when this
module is included.
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Table 4 Results of the high-level dialog features defined for the comparative assessment of the
simulated dialogs

Dialog System 1 Dialog System 2

Success. simulated dialogs 83.7% 87.8%

Different dialogs 76.7% 82.9%

Repetit. most seen dialog 11 7

Avg. number of user turns 6.2 5.1

6 Conclusions and Future Work

In this paper, we have described a statistical technique for dialog management in
dialog systems. Our proposal is based on dealing with each one of the dialog subtasks
or dialog objectives by means of a specific dialog model specialized in each one
of them. This model, which considers the previous history of the dialog, is used
for the selection of each specialized dialog agent according to the predicted dialog
subtask, and the decision of the next system action. Although the construction and
parameterization of the dialog model depends on expert knowledge of the task, by
means of our proposal, we facilitate to develop dialog systems that have amore robust
behavior, better portability, and are easier to be extended or adapted to different user
profiles or tasks.

The results of the evaluation of our proposal for a travel-planning dialog system
show that the number of successful dialogs is increased in comparison with using
a generic dialog agent learned for the complete task. Also, the dialogs acquired
using the specific dialog agents are statistically shorter and present a better quality
in the selection of the system responses. For future work, we want to consider the
incorporation of additional information regarding the user, such as specific user
profiles related to their emotional states and adapted to the each application domain.
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Generating Supportive Utterances for
Open-Domain Argumentative Dialogue
Systems

Koh Mitsuda, Ryuichiro Higashinaka, Taichi Katayama, and Junji Tomita

Abstract Towards creating an open-domain argumentative dialogue system, prepar-
ing a database of structured argumentative knowledge for the system as reported in
previous work is difficult because diverse propositions exist in the open-domain set-
ting. In this paper, instead of structured knowledge, we use a simple seq2seq-based
model to generate supportive utterances to user utterances in an open-domain dis-
cussion. We manually collected 45,000 utterance pairs consisting of a user utterance
and supportive utterance and proposed a method to augment the manually collected
pairs to cover various discussion topics. The generated supportive utterances were
then manually evaluated and the results showed that the proposed model could gen-
erate supportive utterances with an accuracy of 0.70, significantly outperforming
baselines.

1 Introduction

An argumentative dialogue system is an automated agent that can debate with users
by responding to user utterances with supportive or non-supportive utterances [7, 11,
12, 15]. Our goal is to create an open-domain argumentative dialogue system that
can argue with users about arbitrary discussion topics decided by users.
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Towards creating an open-domain argumentative dialogue system, preparing the
structured knowledge of argumentation for the system is difficult. The system relies
on a database that has two types of resources: utterances corresponding to proposi-
tions stated by the user, and by the system, in argument and relations such as support
or non-support among the propositional utterances. The system tries to understand
a user utterance by searching the database for a corresponding utterance and then
responds with either a supportive or non-supportive utterances related to the one
it searched. In previous works, the structured knowledge is formalized in a hierar-
chy. Thus, in open-domain discussion, it is difficult to create the database because it
needs to cover diverse topics and because it is not yet clear how to determine relations
among numerous propositional utterances.

To overcome this issue, we propose taking a seq2seq approach [16] that uses
manually collected pairs of a user utterance and system utterance in an open-domain
discussion. As the first step, we create a model that generates supportive utterances to
a user utterance. The coverage of discussion topics in themanually collected datamay
not be enough to make the model robust to various topics, so we propose methods for
automatically bootstrapping and augmenting themanually collected data by utilizing
Web resources. In this paper, we report the data collection and construction of the
model for generating supportive utterances.

2 Related Work

Although various argumentationminingmethods exist [2, 9], only a few studies have
reported on argumentative dialogue systems [7, 11, 12, 15].

Sato et al. [15] and Rakshit et al. [12] proposed an argumentative dialogue system
based on sentence retrieval from argumentative Web resources on a specific dis-
cussion topic. Higashinaka et al. [7] constructed an argumentative dialogue system
based on a graph structure that is manually created for a specific discussion topic.
Rach et al. [11] proposed an annotation scheme of argumentative texts for utilizing
argumentation mining techniques and proposed an argumentative dialogue system
based on argument games [1].

In our approach, we do not prepare rich argumentative resources (such as well-
organized argumentative texts or hierarchically structured argumentative knowledge)
but rather just pairs of a user utterance and supportive utterance. Thus, it is easy to
create the argumentative dialogue system.

3 Data Collection

Here, we describe a task description of the supportive utterance generation and the
procedure to collect pairs of a user utterance and supportive utterance.
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3.1 Supportive Utterance Generation

Figure1 shows a task description of supportive utterance generation. The input utter-
ance corresponding to a user utterance is an argumentative utterance and the output
utterance corresponding to a system utterance is a supportive utterance. Note that,
in this research, Japanese is used as the target language for the data collection and
evaluation.

Argumentative utterances describe someone’s opinion about a specific discussion
topic, which is “cooking” in Fig. 1. An argumentative utterance is limited to a declar-
ative sentence consisting of a subject and predicate for making the task simple, as
propositions in real discussion are syntactically too complex [14]. The subject cor-
responds to the specific topic of discussion (“cooking” in Fig. 1) and the predicate
corresponds to an opinion about the topic. Argumentative utterances include not only
positive expressions, such as the one in Fig. 1, but also negative expressions (e.g.,
“Cooking is difficult”) or neutral expressions (e.g., “I run every day”).

Supportive utterances describe a supportive opinion to the argumentative utterance
as the input. A supportive utterancemust be a declarative sentence and have a content,
such as a word or phrase, different from but related to the argumentative utterance,
along with a supporting reason for it. Utterances that can be used as a response to any
argumentative utterance, for example, “I think so,” are not considered as supportive
utterances.

3.2 Collection Procedure

Figure2 shows the procedure for collecting pairs of an argumentative utterance and
supportive utterance. In order to collect pairs that are both varied and general, we
used a crowdsourcing platform provided by NTTCom Online Marketing Solutions
Corporation. We collected three pairs of an argumentative utterance and support-
ive utterance from each worker. To simplify the collection procedure and suppress
improper working results, we split the procedure of each crowd worker into three
steps, listing nouns, writing argumentative utterances, and writing supportive utter-
ances as described below.

Fig. 1 Supportive utterance generation
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Fig. 2 Data collection of pairs consisting of an argumentative utterance and supportive utterance

Step 1. Listing nouns In this step, crowd workers are instructed to think of and
write down three nouns representing things they like, things they do not like,
interests, or anything else they can come up with. They are also instructed to
avoid writing named entities such as people’s names if possible. This is because
we want to prioritize the collection of common nouns.

Step 2. Writing argumentative utterances In this step, theworkers are instructed
to write utterances intended to begin discussions by using the nouns listed up in
step 1. They are also instructed to make the written utterances include argumen-
tative contents that some people will support and others will not. Each utterance
must consist of a subject and predicate and have at least five characters in Japanese
(roughly two or three words in English).

Step 3. Writing supportive utterances In this step, the workers are instructed to
write an utterance that supports the content of each argumentative utterance. The
written utterances must have a concrete reason for supporting the argumenta-
tive utterances and include words different from but related to the argumentative
utterances. To come up with reasons for supportive utterances, the workers are
instructed to write the utterances in the format: “(argumentative utterance). I think
so, because (supportive utterance).” Each utterance must consist of a subject and
predicate, and have at least five characters in Japanese.

3.3 Collected Data

Table1 shows the statistics of the collected pairs of an argumentative utterance and
supportive utterance. The “All” column shows the number of collected pairs in total.
The 15,000 workers who moved through steps 1 to 3 were recruited from a crowd-
sourcing platform, so we collected 45,000 pairs in total. We divided the collected
pairs into training, development, and test sets in the ratio of 43:1:1. Token length
of the training set was limited to between 1 and 32, and those of the development
and test sets were limited to between 3 and 10 for eliminating exceptionally short
or long utterances. Table1 includes the vocabulary sizes and token lengths of the
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Table 1 Statistics of collected pairs of argumentative utterances (input) and supportive utterances
(output). Collected data shown in “All” column is divided into training, development, and test sets

Statistics Training Dev. Test All

No. of pairs (all) 43,000 1,000 1,000 45,000

No. of pairs (filtered) 42,850 317 397 43,564

Vocabulary size (Input) 11,195 484 531 11,251

Vocabulary size (Output) 13,231 651 729 13,303

Vocabulary size (All) 17,363 962 1047 17,449

Avg. token length (Input) 6.28 5.23 5.17 6.26

Avg. token length (Output) 7.27 6.33 6.18 7.25

Table 2 Example of the collected pairs of an argumentative utterance and supportive utterance
written by three workers

Topic Argumentative utterance Supportive utterance

Walking Walking is interesting It is also good for health

Golf Golf is difficult It is hard to get a good score

Work Worthwhile work is challenging We can feel accomplishment

Comics I don’t have a chance to read comics We want to read at our leisure

Movies I haven’t gone to the movie theater
recently

Nobody goes often

Music Music is interesting Melodies make us happy

Trip I want to trip everywhere We want to enjoy various foods

Ukulele I bought a ukulele We listen to that in Hawaii

Grand son My grand son is cute I can’t say no to his requests

filtered pairs. We filtered out 1,436 pairs from the collected data and used 43,564
pairs in this research. From the “All” column and “Avg. token length” rows, we can
see that the token length of each argumentative utterance and supportive utterance
is from six to seven on average, and supportive utterances tend to be longer than
argumentative ones.

Table2 shows examples of the collected pairs. There are various phrases in both
the argumentative and supportive utterances. From each utterance in Table2, we see
that there are various ways of supporting argumentative utterances.

4 Generation Models

Figure3 shows the proposed method for generating supportive utterances from an
argumentative utterance as an input. We introduce two approaches–bootstrapping
and data augmentation of the manually collected data–to make the generation model
robust to various argumentative utterances. The manually collected data are boot-
strapped and augmented before training the generation model.
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Fig. 3 Proposed method for generating supportive utterances by bootstrapping and augmenting the
collected pairs of an argumentative utterance and supportive utterance

4.1 Bootstrapping of Manually Collected Utterance Pairs

Figure4 shows the flow of bootstrapping themanually collected pairs.We use Twitter
replies for extracting pairs similar to the manually collected pairs of an argumenta-
tive utterance and supportive utterance. The process consists of keyword listing and
Twitter reply filtering by using the keywords.

First, using the manually collected pairs, keywords that tend to appear in the set of
argumentative utterances or supportive utterances are listed. For listing the keywords,
we use chat utterances collected byHigashinaka et al. [5] as sets of non-argumentative
andnon-supportive utterances. For listing up the keywords, Pearson’s chi-squared test
is used for extracting a word that significantly appears in argumentative or supportive
utterances.

Table3 shows the contingency table used for the chi-squared test. The set of chat
utterances is compared with the set of the argumentative or the set of the supportive
utterances. The values A, B, C , D, and N show the frequency of a target word in
each set of utterances. N is a total number of words in the set of chat utterances and
the set of the argumentative utterances or the set of the supportive utterances. Using
the table, a word is assumed to be a keyword if it significantly appears in the set of
the argumentative or supportive utterances.

Twitter reply pairs crawled over six months (from the January 1 to June 13,
2016), including 420,839,296 reply pairs in total, were used for the bootstrap. We
empirically set the significance level for keyword listing to 0.01 and the thresholds for
replyfiltering to 0.5 and0.6 for argumentative and supportive utterances, respectively.
Mention marks, hashtags, and URLs were removed from original tweets, and only
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Fig. 4 Bootstrap process of the manually collected pairs consisting of an argumentative utterance
and supportive utterance by using Twitter replies

Table 3 Contingency table to classify target words that significantly appear in argumentative
utterances or supportive utterances

Set of utterances\Word Target Other Total

Argumentative
(or supportive) utterances

A B A + B

Chat utterances C D C + D

Total A + C B + D N

Table 4 Example of bootstrapped Twitter reply pairs. Words in bold are argumentative keywords
or supportive keywords. Bold ratios indicate that a corresponding tweet has keywords over the
threshold for extraction. In the “Extracted” column, “1” and “0” correspond to true and false

First tweet Second tweet Extracted

Contents Ratio Contents Ratio

Hello 0% (0/1) Thank you hello 33% (1/3) 0

Why oh why ? 25% (1/4) Because laugh 100% (2/2) 0

Raw vegetables 50% (1/2) Let’s boil well 66% (2/3) 1

Spinach is good for zinc 60% (3/5) Vitamin is also abundant 100% (4/4) 1

Instagram is also good 75% (3/4) Instagram seems interesting 66% (2/3) 1

tweets including three to 32 tokens were used. A Japanese morphological analyzer,
JTAG [4], was used for this process. As a result of the extraction,we obtained 208,721
Twitter reply pairs, which are 0.05% of the source Twitter pairs and 485% of the
manually collected pairs.

Table4 shows examples of bootstrapped Twitter reply pairs. The replies shown in
the upper two rows are the pairs that should not be extracted. These replies barely
contain any argumentative or supportive keywords, and thus are not extracted. The
replies shown in the lower three rows should be extracted because their contents are
both argumentative and supportive. These replies have the keywords in each tweet,
and thus are extracted as the pairs of an argumentative utterance and supportive
utterance. There are new discussion topics, such as “raw vegetables,” “spinach,” and
“Instagram” in the extracted pairs. The model trained by the bootstrapped pairs can
cover more topics than the model trained only by manually collected data.
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4.2 Data Augmentation of Argumentative Utterances

In generating supportive utterances, there is a problem when a discussion topic
described as a noun is an unknown word (<unk>) or has sparse training data. As
a conventional method for solving this problem, pre-trained embeddings are used.
However, it is not assumed that similarity in the pre-trained embeddings is the same
as similarity in the supportive utterances. In analyzing the manually collected pairs,
we assume that discussion topics categorized in the same category, e.g., dogs and
cats categorized in the same category of pets, tend to be supported by similar sup-
portive utterances. Thus, we expect that a generation model where topics in similar
categories are treated as similar information will be robust to unknown or sparse
discussion topics.

In the proposed data augmentation method, we use Wikipedia for augmenting
an input noun with categories in Wikipedia. We used category trees, which include
a path from each entry to the top-level in Wikipedia [6]. Using Wikipedia, several
categories are added to a noun phrase in the first position of an argumentative utter-
ance in preparing the training data or generating supportive utterances. For instance,
“surfing” has the path “major category - society - leisure - water sports” and “wake-
boarding” has the path “major category - society - leisure - water sports.” Using the
category information, we can assume that surfing and wakeboarding are similar in
terms of the characteristics of leisure and water sports though wakeboarding does not
appear in the manually collected data. We add up to two categories for each noun;
thus, “surfing is interesting” and “wakeboarding is interesting” are augmented to
“leisure water-sports surfing is interesting” and “leisure water-sports wakeboarding
is interesting.”

Table5 shows the statistics of themanually collected pairs, bootstrapped pairs, and
augmented pairs including the manually collected and bootstrapped ones. As shown
in the “Augmented” and “Original” columns, the number of pairs and vocabulary
becomes rich. The proposed generation model of supportive utterances are trained
by using the data shown in the “Augmented” column.

Table 5 Statistics of manually collected pairs, bootstrapped ones, and data augmented ones. The
“Original” column is the same as “Train” in Table1. “Bootstrapped” shows the pairs only after the
bootstrapping. “Augmented” shows all pairs including original pairs and bootstrapped ones after
the bootstrapping and augmentation

Statistics Original Bootstrapped Augmented

No. of pairs (all) 43,000 – –

No. of pairs (filtered) 42,850 208,721 251,571

Vocabulary size (Input) 11,195 36,872 41,448

Vocabulary size (Output) 13,231 28,926 33,768

Vocabulary size (All) 17,363 47,968 53,794

Avg. token length (Input) 6.28 4.84 5.26

Avg. token length (Output) 7.27 4.82 5.28
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5 Evaluation

Using the manually collected pairs, we trained the generation model and evaluated
the supportive utterances automatically generated to argumentative utterances in the
test set shown in Table1.

5.1 Types of Models

We prepared seven models consisting of four baseline models and three proposed
models. Onemodel is not seq2seq-based and the other six models are seq2seq-based.
Differences among the following sea2seq-based models are only the training data.

Baseline-retrieval This is the only model that does not generate responses, but
search responses from the training data with BM25. It searches the most simi-
lar argumentative utterance in the training data and responds with a supportive
utterance paired to the searched argumentative utterance.

Baseline-normal This model is a seq2seq-based generation model. It is trained by
the training data in the manually collected pairs shown in Table1 over ten epochs
and the best one used for evaluation is determined by a perplexity in the devel-
opment data. OpenNMT [8] is used for training. The encoder is a bidirectional
LSTM, the vocabulary size is 50,000 words, and the source vocabulary and tar-
get vocabulary are common. These parameters are the same as those in the other
seq2seq-based models.

Baseline-twitter This model has a pre-training process that uses 500,000 ran-
domly extracted Twitter reply pairs and is fine-tuned by using the manually col-
lectedpairs. Thismodel is a baseline comparedwith theProposed-bootstrapmodel,
which is trained by the filtered Twitter reply pairs.

Baseline-word2vec This model uses pre-trained word embeddings for encod-
ing. The embeddings is trained by one year’s worth of Japanese blog texts
with word2vec [10, 13]. This model is a baseline compared with the Proposed-
augmentation model, which uses only categorical similarities of discussion topics
in Wikipedia.

Proposed-bootstrap This model is pre-trained only by the bootstrapped pairs and
is fine-tuned by the manually collected pairs.

Proposed-augmentation This model is trained only by the manually collected
data that is augmented by Wikipedia.

Proposed-all This model is pre-trained by the bootstrapped and augmented pairs
and fine-tuned by the manually collected pairs.
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Table 6 Evaluation of generated supportive utterances from each model. The “Accuracy” column
shows the ratios of the outputs evaluated as supportive on average between two annotators. The
“Statistical test” column shows the results of a Steel-Dwassmultiple comparison test [3]. “>”means
amodel is statistically better (p < .05) than amodel shown by a correspondingmodel number (No.)

No. Model Accuracy Statistical test

1 Baseline-retrieval 0.56 (223 / 397) –

2 Baseline-normal 0.63 (251 / 397) –

3 Baseline-word2vec 0.62 (247 / 397) –

4 Baseline-twitter 0.61 (242 / 397) –

5 Proposed-augmentation 0.65 (260 / 397) > No. 1

6 Proposed-bootstrap 0.64 (253 / 397) > No. 1

7 Proposed-all 0.70 (279 / 397) > No. 1, No. 2, No. 3, No. 4

5.2 Evaluation Results

For each argumentative utterance in the test set, seven models generated output
utterances as supportive utterances for evaluation. The top output utterances from
each model were used for evaluation. Two expert annotators evaluated whether each
utterance was supportive or not. An output utterance where no ungrammatical words
were included and words were related to the input but semantically different from
the input was assumed to be supportive and evaluated as correct, while the others
were evaluated as incorrect.

Table6 shows the results of the evaluation with the average accuracy between
two annotators. The results show that the Proposed-all model, which is trained by
our proposed methods, had the highest accuracy. We statistically tested the accu-
racy among the models by using a Steel-Dwass multiple comparison test [3]. The
results show that Proposed-all model was only statistically better (p < .05) than
the Baseline-normal model. This demonstrates that combining the proposed boot-
strapping and data augmentation is effective for generating supportive utterances.
Although the Proposed-bootstrap model and Proposed-augmentation model had
a tendency to outperform the compared models, namely, the Baseline-twittermodel
and Baseline-word2vec model, there was no significant difference among them.

Table7 shows examples of the top 1 output utterances from each model to the
three input utterances in the test set. In the first input, the discussion topic “cooking”
frequently appeared in the manually collected data, and each model thus correctly
generated supportive utterances.

The second input shown in Table7, the discussion topic “women announcers”
did not appear in the manually collected data, so the Baseline-normal model gen-
erated incorrect supportive utterances. In our proposed model, the bootstrap method
extracted pairs referring to an announcer, for example, a pair of the argumentative
utterance “an announcer is nice” and supportive utterance: “everyone is cute,” and the
data augmentationmethod converted “women announcer” into “Japanese-announcer
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Table 7 Example of supportive utterances generated from each model. The “Anno1” and “Anno2”
columns show the annotation results, where “1” and “0” indicate correct and incorrect

Model Generated supportive utterance Anno1 Anno2

Input Cooking is interesting – –

Baseline-retrieval We can find new recipes 0 1

Baseline-normal We can cook well 0 1

Baseline-word2vec We can make families happy 1 1

Baseline-twitter We can eat delicious food 1 1

Proposed-augmentation We can make anything we like 1 1

Proposed-bootstrap Families become happy 1 1

Proposed-all We can make anything we like 1 1

Input Women announcers are nice – –

Baseline-retrieval Girls like Instagram 0 0

Baseline-normal We are tired of watching 0 0

Baseline-word2vec Most of them are handsome guys 0 0

Baseline-twitter Women are cute 0 0

Proposed-augmentation They have a dream 1 0

Proposed-bootstrap Most of them are cute 1 1

Proposed-all They look pretty 1 1

Input I want to go to Disney-land in the
summer

– –

Baseline-retrieval New events will begin soon 1 1

Baseline-normal Traveling is interesting 0 0

Baseline-word2vec Traveling is good 0 0

Baseline-twitter We want to go every year 0 0

Proposed-augmentation We have new awareness 0 0

Proposed-bootstrap Traveling is interesting 0 0

Proposed-all Traveling is interesting 0 0

Japanese-announcer women announcer.” Thus, supportive utterances to announcers,
who are Japanese women, are additionally trained and the Proposed-all model can
generate the correct supportive utterance.

The third input shown in Table7 is a problem that needs to be solved in a future
work. As shown in the output of the Baseline-retrieval model, the training data
contained an argumentative utterance referring to the named entity “Disney-land”
but the proposed models could not generate correct supportive utterances referring
to things related to Disney-land. We recognize that the number of collected pairs
for named entities is not sufficient, and we want to solve this problem by manually
collecting data focused on named entities or by creating a method for converting
named entities to the well-known common nouns in the training data.
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6 Conclusion

This paper presents a model for generating supportive utterances in an open-domain
discussion. First, we defined the task of supportive utterance generation from argu-
mentative utterances. Pairs of an argumentative utterance and supportive utterance
are manually collected by crowdsourcing. To make the generation model robust to
various discussion topics, the collected pairs used for training a seq2seq model are
bootstrapped by Twitter replies and augmented by Wikipedia categories. Human
annotators evaluated the generated supportive utterances and the results showed that
the proposed model generated supportive utterances with the accuracy of 0.70 and
statistically outperformed baseline models, including an example-based model (by
0.14) and a model trained only by the manually collected pairs (by 0.07).

For future work, we will construct a model that generating non-supportive utter-
ances for building an argumentative dialogue system. Another interesting future
direction is to construct a model that can generate further supportive utterances to
the generated supportive utterances from the input argumentative utterance to enable
multi-turn discussion.Using such generationmodels,we plan to investigate strategies
for an argumentative dialogue system that can persuade users in the future.
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VOnDA: A Framework for
Ontology-Based Dialogue Management

Bernd Kiefer, Anna Welker, and Christophe Biwer

Abstract Wepresent VOnDA, a framework to implement the dialoguemanagement
functionality in dialogue systems.Although domain-independent, VOnDA is tailored
towards dialogue systems with a focus on social communication, which implies the
need of a long-term memory and high user adaptivity. For these systems, which are
used in health environments or elderly care, margin of error is very low and control
over the dialogue process is of topmost importance. The same holds for commercial
applications, where customer trust is at risk. VOnDA’s specification and memory
layer relies upon an extended version of RDF/OWL, which provides a universal and
uniform representation, and facilitates interoperability with external data sources,
e.g., from physical sensors.

1 Introduction

Natural language dialogue systems1 are becoming more and more popular, be it as
virtual assistants such as Siri or Cortana, as Chatbots on websites providing customer
support, or as interface in human-robot interactions in areas ranging from human-
robot teams in industrial environments [17] over social human-robot-interaction [1]
to disaster response [12].

1Resource Description Framework https://www.w3.org/RDF/ Web Ontology Language https://
www.w3.org/OWL/.
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A central component of most systems is the dialogue manager, which controls the
(possibly multi-modal) reactions based on external triggers and the current internal
state. When building dialogue components for robotic applications or in-car assis-
tants, the system needs to take into account inputs in various forms, first and foremost
the user utterances, but also other sensor input that may influence the dialogue, such
as information from computer vision, gaze detection, or even body and environment
sensors for cognitive load estimation.

In the following, we will describe VOnDA, an open-source framework initially
developed to implement dialogue strategies for conversational robotic and virtually
embodied agents. The implementation mainly took place in the context of the ALIZ-E
and PAL projects,where a social robotic assistant supports diabetic childrenmanaging
their disease. This application domain dictates some requirements that led in to
the decision to go for a rule-based system with statistical selection and RDF/OWL
underpinning.

Firstly, it requires a lot of control over the decision process, since mistakes by
the system are only tolerable in very specific situations, or not at all. Secondly, it is
vital to be able to maintain a relationship with the user over a longer time period.
This requires a long-term memory which can be efficiently accessed by the dialogue
system to exhibit familiarity with the user in various forms, e.g., respecting personal
preferences, but also making use of knowledge about conversations or events that
were part of interactions in past sessions. For the same reason, the system needs
high adaptability to the current user, which means adding a significant number of
variables to the state space. This often poses a scalability problem for POMDP-based
approaches, both in terms of run-time performance, and of probability estimation,
where marginal cases can be dominated by the prominent situation. A third require-
ment for robotic systems is the ability to process streaming sensor data, or at least
use aggregated high-level information from this data in the conversational system.

Furthermore, data collection for user groups in the health care domain is for ethical
reasons even more challenging than usual, and OWL reasoning offers a very flexible
way to access control.

VOnDA data therefore specifically targets the following design goals to support
the system requirements described before:

• Flexible and uniform specification of dialogue semantics, knowledge and data
structures

• Scalable, efficient, and easily accessible storage of interaction history and other
data, like real-time sensor data, resulting in a large information state

• Readable and compact rule specifications, facilitating access to the underlying
RDF database, with the full power of a programming language

• Transparent access to standard programming language constructs (Java classes)
for simple integration with the host system

VOnDA is not so much a complete dialogue management system as rather a
fundamental implementation layer for creating complex reactive systems, being able
to emulate almost all traditional rule- or automata-based frameworks. It provides



VOnDA: A Framework for Ontology-Based Dialogue Management 95

a strong and tight connection to a reasoning engine and storage, which makes it
possible to explore various research directions in the future.

In the next section, we review relatedwork that was done on dialogue frameworks.
In Sect. 3, we will give a high-level overview of the VOnDA framework, followed
by a specification language synopsis. Section5 covers some aspects of the system
implementation. Section6 describes the application of the framework in the PAL
project’s integrated system. The paper concludes with a discussion of the work done,
and further directions for research and development.

2 Related Work

The existing frameworks to implement dialogue management components roughly
fall into two large groups, those that use symbolic information or automata to specify
the dialogue flow (IrisTK [18], RavenClaw [3], Visual SceneMaker [7]), and those
that mostly use statistical methods (PyDial [20], Alex [8]). Somewhat in between
these is OpenDial [13], which builds on probabilistic rules and a Bayesian Network.

For reasons described in the introduction, VOnDA currently makes only limited
use of statistical information. A meaningful comparison to purely learned systems
like PyDial or Alex therefore becomes more complex, and would have to be done
on an extrinsic basis, which we can not yet provide. We studied comparable systems
focusing mainly on two aspects: the specification of behaviours, and the implemen-
tation of the dialogue memory / information state.

The dialogue behaviours in IrisTK and SceneMaker are specified using state
charts (hierarchical automata). Additional mechanisms (parallel execution, history
keeping, exceptionmechanisms like interruptive edges)make themmore flexible and
powerful than basic state charts, but their flexibility and generalisation capabilities
are limited.

RavenClaw [3] uses so-called task trees, a variant of flowcharts that can be dynam-
ically changed during run-time to implement dialogue agents for different situations
in the dialogue, and an agenda, which selects the appropriate agent for the current
dialogue state. The resemblance to agent-based architectures using preconstructed
plans is striking, but the improved flexibility also comes at the cost of increased
complexity during implementation and debugging.

OpenDial [13] tries to combine the advantages of hand-crafted systems with sta-
tistical selection, using probabilistic rules which can be viewed as templates for
probabilistic graphical models. The parameters for the models can be estimated
using previously collected data (supervised learning), or during the interactions with
reinforcement learning techniques. Being able to specify structural knowledge for
the statistical selection reduces the estimation problem if only a small amount of data
is available, and allows to explicitly put restrictions on the selection process.
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3 High-Level System Description

VOnDA follows the Information State / Update paradigm [19]. The information
state represents everything the dialogue agent knows about the current situation, e.g.,
containing information about dialogue history, the belief states of the participants,
situation data, etc., depending on the concrete system. Any change in the information
state will trigger a reasoning mechanism, which may result in more changes in the
information state, or outputs to the user or other system components.

VOnDA implements this paradigm by combining a rule-based approach with
statistical selection, although in a different way than OpenDial. The rule specifica-
tions are close to if-then statements in programming languages, and the information
state is realised by an RDF store and reasoner with special capabilities (HFC [10]),
namely the possibility to directly use n-tuples instead of triples. This allows to attach
temporal information to every data chunk [9, 11]. In this way, the RDF store can
represent dynamic objects, using either transaction time or valid time attachments,
and as a side effect obtain a complete history of all changes. HFC is very efficient
in terms of processing speed and memory footprint, and has recently been extended
with stream reasoning facilities. VOnDA can use HFC either directly as a library,
or as a remote server, also allowing for more than one database instance, if needed.
The initial motivation for using an RDF reasoner was our research interest in multi-
session, long-term interactions. In addition, this also allows processing incoming
facts in different layers. Firstly, there is the layer of custom reasoning rules, which
also comprises streaming reasoning, e.g., for real-time sensor data, and secondly
the reactive rule specifications, used mainly for agent-like functionality that handles
the behavioural part. This opens new research directions, e.g., underpinning the rule
conditions with a probabilistic reasoner (Fig. 1).

The RDF store contains the terminological and the dynamic knowledge: specifi-
cations for the data types and their properties, as well as a hierarchy of dialogue acts,
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semantic frames and their arguments, and the data objects, which are instantiations
of the data types. The data type specifications are also used by the compiler to infer
the types for property values (see Sect. 4), and form a declarative API to connect new
components, e.g., for sensor or application data.

We are currently using the DIT++ dialogue act hierarchy [4] and shallow frame
semantics along the lines of FrameNet [16] to interface with the natural language
understanding and generation units. Our dialogue act object currently consist of a
dialogue act token, a frame and a list of key-value pairs as arguments to the frame
(Offer(Transporting, what=tool, to=workbench)). While this
form of shallow semantics is enough for most applications, we already experience its
shortcomings when trying to handle, for example, social talk. Since the underlying
run-time core is already working with full-fledged feature matrices, only a small
syntax extension will be needed to allow for nested structures.

A set of reactive condition-action rules (see Fig. 4) is executed whenever there
is a change in the information state. These changes are caused by incoming sensor
or application data, intents from the speech recognition, or expired timers. Rules
are labelled if-then-else statements, with complex conditions and shortcut logic, as
in Java or C. The compiler analyses the base terms and stores their values during
processing for dynamic logging. A rule can have direct effects, like changing the
information state or executing system calls. Furthermore, it can generate so-called
proposals, which are (labelled) blocks of code in a frozen state that will not be
immediately executed, similar to closures.

All rules are repeatedly applied until a fixed point is reached where no new pro-
posals are generated and there is no information state change in the last iteration.
Subsequently, the set of proposals is evaluated by a statistical component, which will
select the best alternative. This component can be exchanged to make it as simple or
elaborate as necessary, taking into account arbitrary features from the data storage.

A VOnDA project consists of an ontology, a custom extension of the abstract
Agent class (the so-called wrapper class), a client interface to connect the com-
munication channels of the application to the agent, and a set of rule files that are
arranged in a tree, using import statements. The blue core in Fig. 2 is the run-
time system which is part of the VOnDA framework, while all elements above are
application specific parts of the agent. A Yaml project file contains all necessary
information for compilation: the ontology, the wrapper class, the top-level rule file
and other parameters, such as custom compile commands.

The ontology contains the definitions of dialogue acts, semantic frames, class and
property specifications for the data objects of the application, and other assertional
knowledge, such as specifications for “forgetting”, which could be modeled in an
orthogonal class hierarchy and supported by custom deletion rules in the reasoner.

Every rule file can define variables and functions in VOnDA syntax which are
then available to all imported files. The methods from the wrapper class are available
to all rule files.
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Fig. 2 A schematic VOnDA agent

The current structure assumes that most of the Java functionality that is used
inside the rule files will be provided by the Agent superclass. There are, however,
alternative ways to use other Java classes directly, with support for the same type
inference as for RDF classes.

4 Dialogue Specification Language

VOnDA’s rule language at first sight looks very similar to Java/C++. However, there
are a number of specific features which make it convenient for the implementation
of dialogue strategies. Maybe the most important one is the handling of RDF objects
and classes, which can be treated similarly to those of object oriented programming
languages, including the (multiple) inheritance and type inference that are provided
by the RDF class hierarchies.

Figure3 contains an example of VOnDA code, and how it relates to RDF type
and property specifications, schematically drawn on the right. The domain and range
definitions of properties are picked up by the compiler and used in various places,

user = new Animate;
user.name = "Joe";
set_age:
if (user.age <= 0) {
user.age = 15;

}

Agent
xsd:string

Animate
xsd:int

Inanimate

Fig. 3 Ontology and VOnDA code
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if (!saidInSession(#Greeting(Meeting)) {
timeout("wait_for_greeting", 7000){ //Wait 7 secs before taking initiative
if (! receivedInSession(#Greeting(Meeting))
propose("greet") {
da = #InitialGreeting(Meeting);
if (user.name) da.name = user.name;
emitDA(da);

}
}

if (receivedInSession(#Greeting(Meeting))
propose("greet_back") { // We assume we know the name by now
emitDA(#ReturnGreeting(Meeting, name={user.name}));

}
}

Fig. 4 VOnDA code example

e.g., to infer types, do automatic code or data conversions, or create “intelligent”
boolean tests, such as the one in line 4, which will expand into two tests, one testing
for the existence of the property for the object, and in case that succeeds, a test if the
value is greater than zero. If there is a chain of more than one field resp. property
access, every part is tested for existence in the target code, keeping the source code
as concise as possible. Also, for reasons of brevity, the type of a new variable needs
not be given if it can be inferred from the value assigned to it.

New RDF objects can be created with new, similar to Java objects; they are
immediately reflected in the database, as are all changes to already existing objects.

Many operators are overloaded, especially boolean operators such as <=, which
compares numeric values, but can also be used to test if an object is of a specific
class, for subclass tests between two classes, and for subsumption of dialogue acts.

There are two statements with a special syntax and semantics: propose and
timeout. propose is VOnDA’s current way of implementing probabilistic selec-
tion. All (unique) propose blocks that are in active rule actions are collected, frozen
in the execution state in which they were encountered, such as closures known from
functional programming languages. When rule processing stops, a statistical com-
ponent picks the “best” proposal and its closure is executed.

timeouts also generate closures, but with a different purpose. They can be used
to trigger proactive behaviour, or to check the state of the system after some time
period, or in regular intervals. A timeout will only be created if there is no active
timeout with that name.

Figure4 also contains an example of the short-hand notation for shallow seman-
tic structures (starting with #). Since they predominantly contain constant (string)
literals, this is the default when specifying such structures. The special syntax in
user={user.name} allows to insert the value of expressions into the literal,
similar to an eval.
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This section only described the most important features of VOnDA’s syntax. For
a detailed description, the reader is referred to the user documentation.2

5 Compiler/Run-Time Library

The compiler turns the VOnDA source code into Java source code using the informa-
tion in the ontology. Every source file becomes a Java class. Although the generated
code is not primarily for the human reader, a lot of care has been taken in making
it still understandable and debuggable. The compile process is separated into three
stages: parsing and abstract syntax tree building, type checking and inference, and
code generation.

The VOnDA compiler’s internal knowledge about the program structure and the
RDF hierarchy takes care of transforming the RDF field accesses into reads from and
writes to the database. Beyond that, the type system, resolving the exact Java, RDF
or RDF collection type of (arbitrary long) field accesses, automatically performs the
necessary casts for the ontology accesses.

The run-time library contains the basic functionality for handling the rule pro-
cessing, including the proposals and timeouts, and for the on-line inspection of the
rule evaluation. There is, however, no blueprint for the main event loop, since that
depends heavily on the host application. It also contains methods for the creation and
modification of shallow semantic structures, and especially for searching the inter-
action history for specific utterances. Most of this functionality is available through
the abstract Agent class, which has to be extended to a concrete class for each
application.

There is functionality to directly communicate with the HFC database using
queries, in case the object view is not sufficient or too awkward. The natural language
understanding and generation components can be exchanged by implementing exist-
ing interfaces, and the statistical component is connected by a message exchange
protocol. A basic natural language generation engine based on a graph rewriting
module is already integrated, and is used in our current system as a template based
generator. The example application also contains a VoiceXML based interpretation
module.

5.1 Debugger/GUI

VOnDA comes with a GUI [2] that helps navigating, compiling and editing the
source files belonging to a project. It uses the project file to collect all the necessary
information (Fig. 5).

2https://github.com/bkiefer/vonda/blob/master/doc/master.pdf.

https://github.com/bkiefer/vonda/blob/master/doc/master.pdf
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Fig. 5 The VOnDA GUI window

Upon opening a project, the GUI displays the project directory (in a file view). The
user can edit rule files fromwithin theGUI orwith an external editor like Emacs,Vim,
etc. and can start the compilation process. After successful compilation, the project
view shows what files are currently used, and marks the top-level and the wrapper
class files. A second tree view (rule view) shows the rule structure in addition to
the module structure. Modules in which errors or warnings were reported during
compilation are highlighted, and the user can quickly navigate to them using context
menus.

Additionally, the GUI can be used to track what is happening in a running system.
The connection is established using a socket to allow remote debugging. In the rule
view, multi-state check boxes are used to define which rules should be observed
under which conditions. A rule can be set to be logged under any circumstances, not
at all or if its condition evaluated to true or to false. Since the rules are represented
in a tree-like structure, the logging condition can also be set for an entire subgroup
of rules, or for a whole module. The current rule logging configuration can be saved
for later use.

The logging view displays incoming logging information as a sortable table. A
table entry contains a time stamp, the rule’s label and its condition. The rule’s label
is coloured according to the final result of the whole boolean expression. Each base
term of the condition is coloured accordingly, or greyed out if short-cut logic led
to premature failure or success of the expression. Inspecting the live system helps
pin-point problems when the behaviour is not as expected. The log shows how the
currently active part of the information state is processed, and the window offers
easy navigation using the mouse from the rule condition to the corresponding source
code.
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6 Applications

VOnDA is used in the integrated system of the EU project PAL [15], which uses
human-robot interaction to support children with diabetes type 1 in coping with
their disease. Children interact with a real NAO robot,3 or with an Android app that
connects to the core system and exhibits a virtual character that is as similar to the
robot as possible, also in its behaviour.

The dialogue component, which is largely responsible for the agent’s behaviour,
is implemented using the VOnDA framework. In addition, HFC, the RDF store that
VOnDA builds upon, is the main database of the system, storing all relevant infor-
mation and being the central data exchange hub. The system runs as a cloud-based
robotic solution, spawning a new system instance for every user. It has been success-
fully tested with more than 40 users at a time on a medium sized virtual machine4

with only moderate load factors, giving a positive indication of the scalability of
HFC and the VOnDA approach.

There are two helper modules integrated into the dialogue component which quite
extensively exploit the connection between the database and the rule part, namely
the Episodic Memory and the Targeted Feedback. While the targeted feedback reacts
to current events in the running session, like entering a bad or good glucose value, or
the current achievement of a task, the episodic memory aggregates data from the past
and eventually converts them into so-called episodes that are used for interactions in
subsequent sessions. Both are only triggered if relevant changes in the database occur,
for example incoming data from the MyPAL app about games or achievements, and
serve different conversational purposes, namely showing familiarity with the user
and her/his everyday life, versus reacting to current positive or negative incidents.

VOnDA has also been used in a recent project aiming to implement a generalised,
ontology-based approach to open-domain talk [21]. The Smoto system uses an addi-
tional HFC server running WordNet [6, 14] as semantic database, thereby gaining
knowledge about semantic concepts that can be used in the dialogue and to find
appropriate reactions on arbitrary user input.

7 Discussion and Further Work

We believe that there are still many interesting application areas for hybrid sta-
tistical and hand crafted systems, e.g., if they are relatively small, or there is little
domain-specific data available. Many currently deployed systems that build on much
simpler technology like VoiceXML can certainly profit from hybrid approaches such
as OpenDial or VOnDA.

VOnDA is under active development. We designed it such that it can be integrated
in most applications and opens many ways for improvements and additions. As a

3Softbank Robotics https://www.ald.softbankrobotics.com.
44 core Xeon E5-2683@2.00GHz, 16 GB RAM.

https://www.ald.softbankrobotics.com
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rule-based framework that is close to being a programming language, VOnDA is
able to completely emulate the automata-based frameworks. In fact, we are currently
working on a graphical editor à la SceneMaker and the precompilation of hierarchical
state charts into VOnDA code.We hope this will facilitate the implementation of new
applications for inexperienced users and help with rapid prototyping, while retaining
the greater flexibility and modularization capabilities. In this way, we combine the
intuitiveway of specifying simple strategieswith the full flexibility of the framework.

VOnDA could also be used to implement modules that simulate the agents of
RavenClaw. To get a functionality similar to RavenClaw’s agenda, its action selection
module would have to be implemented as a dialogue state tracker, activating the most
probable agent at each dialogue step.

Using the well-established RDF/OWL standard as specification layer makes it
very easy to add or change application specific data structures, especially because
of the existing tool support. We already use the reasoning facilities for type and
partially for temporal inference, but given the possibility of attaching also confidence
or credibility information to the RDF data, a more integrated probabilistic approach
with soft preconditions could be implemented, e.g., on the basis of Dempster-Shafer
theory [5]. Moreover, additional meta knowledge, such as trustworthiness or validity
periods could be declared using multiple inheritance, which opens many interesting
research directions.

Other next steps will be the addition of default adaptors for obviously needed
external modules like automatic speech recognition, more flexible language under-
standing, and the like. We will also work on the improvement of the GUI, including
features such as a watch window and/or a timeline to track changes of specific values
in the database, and a tool that analyses the dependencies between rules on the basis
of the conditions’ base terms.

From the research perspective, there are two very interesting lanes: integrating
probabilistic reasoning as a first-class option, which is directly integrated with the
rule conditions, and adding an additional layer to facilitate the implementation of
BDI-like agents, to study the connections and dependencies between conversational
and non-conversational behaviours.

7.1 Source Code and Documentation

The VOnDA core system can be downloaded at https://github.com/bkiefer/vonda.
git. The main page has detailed instructions for the installation of external dependen-
cies. The debugger currently lives in a separate project: https://github.com/yoshegg/
rudibugger.git. Both projects are licensed under the Creative Commons Attribution-
NonCommercial 4.0 International License,5 and are free for all non-commercial use.
A screen cast showing the GUI functionality and the running PAL system is available
at https://youtu.be/nSotEVZUEyw.

5http://creativecommons.org/licenses/by-nc/4.0/.

https://github.com/bkiefer/vonda.git
https://github.com/bkiefer/vonda.git
https://github.com/yoshegg/rudibugger.git
https://github.com/yoshegg/rudibugger.git
https://youtu.be/nSotEVZUEyw
http://creativecommons.org/licenses/by-nc/4.0/
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Towards Increasing Naturalness and
Flexibility in Human-Robot Dialogue
Systems

Graham Wilcock and Kristiina Jokinen

Abstract The chapter discusses some approaches to increasing the naturalness and
flexibility of human-robot interaction, with examples from the WikiTalk dialogue
system. WikiTalk enables robots to talk fluently about thousands of topics using
Wikipedia-based talking. However, there are three challenging areas that need to be
addressed to make the system more natural: speech interaction, face recognition,
interaction history. We address these challenges and describe more context-aware
approaches taking the individual partner into account when generating responses.
Finally, we discuss the need for a Wikipedia-based listening capability to enable
robots to follow the changing topics in human conversation. This would allow robots
to join in the conversation using Wikipedia-based talking to make new topically
relevant dialogue contributions.

1 Introduction

The WikiTalk open-domain spoken dialogue system [7] enables robots to talk about
thousands of different topics using information from Wikipedia. By using human-
written sentences and paragraphs from Wikipedia, the robot is able to talk fluently
and at length about the topics. As Wikipedia is an open community-based project
with articles revised and edited by a world-wide community of volunteers, the sen-
tences are grammatically correct and the paragraphs are locally coherent, and the
information the robot gives is not only up-to-date but also more trustworthy than
information from private sources such as newspapers and magazines.
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The robot makes smooth topic shifts using the hyperlinks in Wikipedia, so users
can navigate smoothly from topic to topic following their own individual interests.
The robot talks about the topics selected by the user, but if the information turns out
to be uninteresting or if it is not convenient for the user to listen at the time, the robot
can be interrupted by touching the sensor on its head. WikiTalk is multilingual, and
currently works in English, Finnish and Japanese.

A video1 of a robot talking fluently about Shakespeare in English and Japanese
and switching languages on demand is described by [17]. Although WikiTalk is one
of the few existing open-domain dialogue systems and its implementation on Nao
robots includes gesturing to make the interaction livelier and more comprehensible
to the user, the video reveals some challenges.

• The robot’s contributions are unnatural in a spoken dialogue as it is reading out
sentences from written texts.

• The user’s dialogue contributions are also unnatural, as they only comprise giving
commands like Continue or requesting topic names like Julius Caesar.

• The robot does not recognize returning users. When a user goes away and comes
back, the robot should recognize the user and start the dialogue with a reference
to where it was when the user left.

2 Approaches to Improving Naturalness and Flexibility

In this section we address the listed challenging areas. We propose that WikiTalk
and similar systems can be improved to offer more natural and flexible interaction
especially by increasing the focus on the individual user.

2.1 More Natural Speech by the Robot

WikiTalk processes the sentences that it extracts fromWikipedia to make themmore
suitable for speech, but the robot is reading out written text. To improve naturalness
of the presentation, one option is to modify the style of the written text to better
fit spoken dialogue. Style transfer of texts to automatically transfer from written to
spoken style using deep learning is an active research area [2] but it has not yet
reached the same level as style transfer of images. More importantly, deviating from
the Wikipedia text risks losing the trustworthiness of the information. We therefore
prefer that the robot follows the written text closely, with minimal changes.

To provide more dialogue-like interaction we use interactive story-telling tech-
niques [3, 6] where generation is based on suitable chunks and on feedback from the
user, rather than radically changing the style.WikiTalk segments the text into suitably

1https://www.youtube.com/watch?v=NkMkImATfYQ.

https://www.youtube.com/watch?v=NkMkImATfYQ
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sized chunks and elicits feedback from the individual user on whether to continue
or not. Currently the feedback is verbal but future work will include recognition of
multimodal signals (gaze and gesturing).

2.2 More Natural Speech by the Human

To avoid restricting the user to an unnatural speaking style using only commands
like Continue or topic names like Julius Caesar, WikiTalk employs word-spotting
techniques. Tell me about Julius Caesar or Julius Caesar would be interesting or
What about Julius Caesar? and so on are recognized as the user wanting to hear
about Julius Caesar.

However, word-spotting has limitations, for example longer sentences are prob-
lematic, and negation or sarcasm are not recognized. So Oh no! Not Julius Caesar
again! would be misinterpreted as a request to hear about Julius Caesar. In these
cases, more sophisticated NLP tools are required. In most cases, however, the users
express their intentions in a factual and positive manner.

2.3 Face Recognition

Recent progress in face recognition includes face landmark detection [10]. Face
landmarks detected using Openface [1] are shown in Fig. 1 (left part). The landmarks
are used to produce face embeddings using a Facenet-type deep convolutional neural
network [16]. The face embeddings are then used to classify new face images.

To recognize known individuals, classifiers compare features of new images with
features of previously recorded images labelled with names. Face recognition of
known persons (Fig. 1 right part) is crucial for long term interaction, for example in

Fig. 1 Face landmarks of the first author and face recognition of the second author
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task-oriented dialogues in elder-care homes [5] where robots may give instructions
to a specific carer on how to perform a care-giving task for a specific resident.

To recognize recently-seen unknown persons, their new images are compared
with recent short-term stored images with anonymous labels such as unknown-23. It
is thus important that the system also maintains an interaction history.

2.4 User Interaction History

Information about user interactions can be stored short-term or long-term using
web apps and cloud data storage. The stored information can include a username
or ID, preferred form of address, and preferred language. CDM Interact has used a
Google Cloud web app (https://wikitalk-app.cdminteract.com) as shown in Fig. 2.
Interaction histories record the Wikipedia topics and chunks presented to the user.
This information is needed to enable resuming from previous topics.

The example in Fig. 2 shows that the user previously heard about Kyoto andKyoto
University. These topic histories can be used in backward referencing (What did we
talk about last time?), summaries (Previously we talked about Kyoto), or proactive
prediction of topics (changing the probability of Kyoto as the next topic).

However, storing any data about user identities andwhat topics people have shown
interest in raises ethical, legal and social issues, which will require appropriate per-
missions and protections before being usedwith end users. These issues are important
especially for care service applications as discussed in [4], but also for private spaces.
We must not allow robots to become spies in our homes.

Fig. 2 WikiTalk web app showing a user’s recent interaction history

https://wikitalk-app.cdminteract.com
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3 Robots that Listen

Recently an attentive listening role has received attention as a task for social robots.
For example, the ERICA android robot [8] adopts this role to encourage people,
especially senior people, not only to talk but also to keep talking over longer periods
in order to maintain communication ability and mental health. To allow users to keep
talking smoothly, work on this task focuses on backchanneling and filler generation,
especially on timing, prosody and synchrony [9]. To encourage users to make more
informative and longer contributions, simple questions are generated by repeating
words said by the the user [12] without using any source of world knowledge.

The attentive listening role can enhance the social robot’s capability to take part
in natural interaction. For WikiTalk, we propose this capability through Wikipedia-
based listening based onwikification of speech. Linking entities to relatedWikipedia
articles [13, 15] can already be done effectively for written texts, but so far it has
been difficult for spoken dialogues.

Recently however, wikification of speech has become more feasible. For exam-
ple, Kim et al. [11] propose wikification of concept mentions in spoken dialogues
using domain constraints from Wikipedia. They identify key differences between
texts and spoken dialogues, and propose wikification of spoken dialogue using clas-
sifiers to analyze dialogue-specific aspects of a given mention, and ranking filtered
candidates to identify the concept most relevant to the mention. Milde et al. [14] also
demonstrate wikification of speech in their Ambient Search engine.2 A demo video3

is impressive, but the demo uses only the smaller Simple English Wikipedia. When
we experimented with the system the ranking of linked articles was puzzling, due
perhaps to the limited content and fewer connections between the articles.

Human-robot interaction will be greatly enhanced if robots are able to follow
the constantly changing topics in human conversation, even to a limited extent, by
means of Wikipedia-based listening. We can call this a WikiListen capability. Then
WikiTalk and other Wikipedia-based talking systems will enable robots to join in
conversations with topically relevant contributions.

By combining Wikipedia-based listening with long-term relations based on face
recognition and storage of user interaction histories, robots will not only be able to
join in conversations in the short term, but will also remember what topics different
people talked about earlier, so they will be able to resume those topics when they
meet and interact with those people on future occasions.

Acknowledgements The first author thanks Prof. Tatsuya Kawahara of Kyoto University for the
opportunity to participate in the ERICA robot project. The second author acknowledges the support
of the New Energy and Industrial Technology Development Organisation (NEDO) in Japan.

2https://github.com/bmilde/ambientsearch.
3https://raw.githubusercontent.com/bmilde/ambientsearch/master/demo_video_august_2016.
mp4.
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A Classification-Based Approach to
Automating Human-Robot Dialogue

Felix Gervits, Anton Leuski, Claire Bonial, Carla Gordon, and David Traum

Abstract We present a dialogue system based on statistical classification which
was used to automate human-robot dialogue in a collaborative navigation domain.
The classifier was trained on a small corpus of multi-floor Wizard-of-Oz dialogue
including two wizards: one standing in for dialogue capabilities and another for
navigation. Below, we describe the implementation details of the classifier and show
how it was used to automate the dialogue wizard. We evaluate our system on several
sets of source data from the corpus and find that response accuracy is generally high,
even with very limited training data. Another contribution of this work is the novel
demonstration of a dialogue manager that uses the classifier to engage in multi-
floor dialogue with two different human roles. Overall, this approach is useful for
enabling spoken dialogue systems to produce robust and accurate responses to natural
language input, and for robots that need to interact with humans in a team setting.
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1 Introduction

Amajor drive in human-robot interaction (HRI) research is to enable robots to serve
as genuine partners in teams with humans. Such heterogeneous teams are intended
for use in a variety of applications including classroom tutoring, disaster-relief, and
military reconnaissance. In particular, there has been a great deal of research in task-
oriented remote communication for the purpose of urban search and rescue (USAR).
HRI is desirable for these domains, as a robot can be used to explore a hazardous
area while a human monitors the situation and gives instructions remotely.

A critical requirement of effective teaming in collaborative USAR domains is
communication [7, 19]. Humans use communication to share task-relevant informa-
tion, give instructions, discuss plans, and many other functions. As a result, robots
will need to handle at least some of these functions if they are expected to fill the
role of a human teammate. At minimum, robots will need to interpret a command
in the form of speech input, perform the corresponding action of the command, and
produce a feedback response to the human. This involves bidirectional communica-
tion in which the robot not only takes orders but also responds in meaningful ways.
Error handling and dialogue management are additional requirements needed for
more robust interactions. Finally, naturalness and flexibility of the system are also
desirable: it is important that humans can talk to the robot in a natural manner, which
includes all the disfluencies and irregularities that arise in natural language (NL),
and the robot should be robust to variability in speech in order to serve as a more
effective conversational partner.

1.1 Background and Related Work

In order to meet the above requirements, various types of dialogue models have been
proposed and attempted. Themost basic is finite-state systems in which dialogues are
represented as a pre-determined state transition network [18]. Finite-state systems
are effective for small, highly-structured domains in which the flow of dialogue is
known in advance. However, such systems are generally inflexible to input that is
not in the network, and do not seem well suited to the complex USAR domains
of interest. Frame-based dialogue models have also been proposed, which involve
filling in various slots in a “form” corresponding to an action or utterance [26].
These offer more flexibility to handle increasingly complex dialogues, but struggle
with utterances that do not fit into a frame. As a result, frame-basedmodels have been
mainly used in tasks with a fixed set of slots, such as travel booking [8]. Finally, plan-
based systems turn dialogue into a planning problem in which a human’s utterance
is mapped to a speech act and the system performs logical inference over its beliefs
and goals in order to select an appropriate response [1, 4]. While this kind of model
is very useful for handling complex dialogues, it relies on the difficult problem of
identifying speech acts and intentions.
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We adopt the corpus-based robotics approach, wherein the system is trained on
corpus data from the target domain [3]. The corpus used for training could involve
human-human instruction [6], human-robot instruction [17], or human-robot instruc-
tion in a Wizard-of-Oz (WoZ) paradigm [2, 5]. The corpus data includes examples
of natural commands that robots will need to interpret and act on, and serves as a
source of interaction patterns to inform dialogue management policies. Through the
use of statistical techniques, systems using this approach have been very effective at
modeling various aspects of dialogue [20, 24, 25]. This approach also offers flexi-
bility, as data-driven models are often robust to noisy and disfluent data. However, a
major drawback with many machine learning techniques is that large, annotated data
sets are required for training [21]. Such data sets are often unavailable or infeasible
to produce due to the large cost and effort needed to collect, transcribe, and anno-
tate data. Moreover, new ones are often needed for each target domain because the
systems do not usually extend beyond the particular training domain.

1.2 Motivation and Present Work

We are currently developing an end-to-end spoken dialogue system for use in a col-
laborative human-robot navigation domain. The system is trained on a small corpus
involving a dual WoZ setup in which one wizard handles the dialogue management
(DM) and the other handles robot navigation (RN). The rationale behind using such
a corpus is that we wanted the system to interpret speech and respond in an appropri-
ate, human-like manner. This approach provides data-driven insights into what such
a response would be, and what variety we should expect, in the context of a collabo-
rative navigation task. Our ultimate goal is to create a fully autonomous robot. In this
paper we describe initial attempts to automate the natural language dialogue capabil-
ities using a statistical classifier based on cross-language information retrieval. The
system operates across multiple floors (i.e., distinct communication channels) and
“translates” messages between the human user and the RN component or wizard,
and gives positive and negative feedback to the human user.

Given our small corpus, we were interested in exploring how far we can get with
a data-driven approach using such limited training data and limited annotation. Most
end-to-end systems require large training sets to get reasonable performance, but
previous evaluations of a similar classifier have shown reasonably high accuracy
with only a few hundred utterances for training [9] compared to the hundreds of
thousands needed in other systems (e.g., [20]). Note that we do not claim that our
approach is immune to the limitations of other data-driven systems, and we discuss
some of these limitations in Sect. 5. However, the goal is to mitigate some of these
limitations through our classification and DM approach.

Below, we introduce our task domain and provide details of the corpus used.
Next, we describe our classification approach as well as the DM policies that were
implemented. Finally, we evaluate our system on several data sets of varying size
from the corpus to compare response accuracy. In the evaluation, the following points
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will be addressed: (1) accuracy of the classifier (especially as it relates to the size
and composition of the training data), (2) adequacy of the DM response, and (3)
integration of the system in a robotic architecture.

2 Collaborative Human-Robot Navigation Task

2.1 Task Domain

Our task domain involves collaborative navigation akin to a USAR scenario. In the
task, a human serves as a Commander and supervises a remotely-located robot to
perform a navigation task in an unfamiliar physical environment. The environment
is modeled after a house and includes various rooms and objects consistent with this
environment type (rooms, hallways, etc.). The goal of the task is to work together as
a team to accomplish two subtasks—one related to searching (e.g., locate shoes) and
one related to analysis (e.g., evaluate whether the area can serve as a headquarters).

Throughout the task, the Commander is seated in front of a computer with an
interface showing task-relevant information. The interface includes a 2D occupancy
grid showing the robot’s location, a snapshot of the last image taken by the robot,
and a textbox showing the robot’s dialogue responses (see top-right of Fig. 1). To
direct the robot, the Commander is able to speak freely using unconstrained natural
language. Examples of common instructions include “Move forward 10 feet”, “Take
a picture”, and “Turn right 45◦”. People also used landmark-based instructions such
as “Move to face the yellow cone”, and “Go to the doorway to your right”, although
these were less common than the metric-based instructions [15].

Fig. 1 Experimental task
domain with dual-wizard
setup (from [13])
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The task was run using a dual-WoZ setup wherein one wizard controlled the DM
and the other controlled the RN. Importantly, the wizards had to communicate with
one another to ensure that actions and responses were performed correctly and in
a timely manner [14]. The task was run over several experiments, with additional
experiments currently in progress. In Experiment (Exp.) 1, theDM-Wizard typed free
responses to the Commander andRN-Wizard according to pre-established guidelines
(see [13]). From this, we developed a GUI that was used by the DM-Wizard in
Exp. 2 to provide quicker and more uniform responses [2, 16]. The same GUI was
used in Exp. 3, except that here we used a simulated robot and environment rather
than a physical one. Exp. 1 and 2 had 10 participants each, whereas Exp. 3 had 62
participants.

2.2 Corpus and Annotation

A corpus was created from the Exp. 1 and 2 data (annotation for Exp. 3 is still
in progress). Dialogues were annotated according to the scheme described in [23],
which was specifically designed to handle the multiple conversational floors in our
dual-wizard setup. These floors include: (1) Commander and DM-Wizard and (2)
DM and RN-Wizards. The main unit of dialogue in our annotation scheme is the
transaction unit (TU), which includes the initial utterance expressing the intent of
the speaker and all subsequent utterances across all floors that are used to achieve the
intent of the original speaker. An example TU can be found in Table1. In addition, our
scheme also includes three distinct types of relations, which are used to characterize

Table 1 Example TU and annotation from the corpus. The * indicates that the antecedent is part
of a sequence of expansions

Left floor Right floor Annotation

# Commander DM
->Commander

DM ->RN RN Ant. Rel.

1 Rotate to the right
ninety degrees

2 And take a photo 1 Continue

3 Ok 2* Ack-
understand

4 Turn right
90◦

1 Translation-r

5 Then... 4 Link-next

6 Send image 2 Translation-r

7 Done and
sent

6* Ack-done

8 Done, sent 7 Translation-l
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how an utterance is related to an antecedent (previous utterance). These relation
types include expansions, responses, and translations along with various subtypes
of each. Expansions are continuations of a previous utterance by the same speaker
in the same floor. Responses are produced by different speakers in the same floor,
and include several types of acknowledgements, clarifications, and answers. Finally,
translations are used to relate utterances in different floors, and include two subtypes:
translation-right involves the DM-Wizard translating a Commander’s instruction
to the RN-Wizard for action (e.g., “Move forward three feet”), and translation-left
involves theDM-Wizard translating theRN-Wizard’s action to theCommander in the
form of feedback (e.g., “I moved forward three feet”). In total, the corpus included
2230 TUs across 60 dialogues from 20 different Commanders (each Commander
participated in three dialogues) [23].

3 Natural Language Dialogue Processing

In this section, we provide an overview of the NL approach toward mimicking the
DM-Wizard’s utterance selection policies based on input from Commander instruc-
tions. We first outline the classification approach and describe the data processing
that we carried out on the corpus data. We then describe the DM policies that were
implemented to make use of the classifier output in order to produce appropriate
responses across the multiple floors. Finally, we evaluate the output on new test data
from Exp. 3.

3.1 Classifier Approach

The task of the language classifier is to analyze the Commander’s instruction and
select the appropriate utterances from the system’s collection of responses. It involves
the following three step process:

First, the classifier indexes the existing language data—a dataset of instruction-
response pairs that we have collected during WoZ experiments. It generates a sta-
tistical language model for each natural language utterance (both instruction and
response): P(w|W ), where w is a word in the vocabulary and W is the utterance.
Note that the vocabularies of instructions and responses are different.

Next, the classifier uses the indexed data to construct a joint model of the instruc-
tions and responses, and to compute the cross-language relevance model for each
newCommander’s instruction P(w|C), wherew is a word in the response vocabulary
and C is the instruction. Please see our previous paper [11] for the technical details
of the approach.

Finally, the classifier compares the language model P(w|C) with the language
model of each response in the system’s dataset, P(w|Ri ). Here Ri is the ith response



A Classification-Based Approach to Automating Human-Robot Dialogue 121

in the dataset. It returns all the responses with the similarity score above a predefined
threshold. The threshold is determined during the classifier training phase.

The classifier implementation is part of the NPCEditor platform, which has been
used in the past to build effective question-answering conversational systems [10].
The approach requires a relatively small amount of training data, has a small number
parameters to tune (three parameters, including the threshold, in most cases), and is
robust to noise and errors in the input [9]. Next, we explain how we processed our
experimental data to train the classifier.

3.2 Data Processing

Instruction-Response pairs The first step was to constrain the multi-floor data
to something closer to what the classifier uses in terms of linked initiative-response
pairs. This is challenging because in our data there are two different types of reactions
to a Commander input: responses to the Commander (including positive and negative
feedback) and translations of actionable Commander instructions to the RN. To
create this dataset, we first used a script to parse the annotated corpus data and
link each utterance produced by the Commander with the DM-Wizard’s responses
to it. We did this for several relation types, including translation-right, and several
response subtypes (clarification, acknowledgment, answer, etc.); this resulted in a
set of instruction-response pairs. For example, “Take a picture” −→ “image” is an
example of a translation-right pair, in which a Commander’s instruction is translated
into a shorthand request sent to the RN-Wizard, and “Move forward” −→ “Please tell
me how far to move forward” is an example of a request-clarification pair, in which
the Commander’s open-ended instruction prompts a clarification request from the
DM-Wizard.

Coherence rating Since the resulting set of instruction-response pairs were automat-
ically generated fromscripts, the next step involvedfiltering these pairs for coherence.
We used the 4-point coherence rating scale from [22], where a 1 represents a response
that is either missing or irrelevant to the instruction, a 2 represents a response that
relies on external context to match, a 3 represents a response that indirectly addresses
the instruction but that contains additional (irrelevant) information, and a 4 repre-
sents a response that directly addresses the instruction. Using this rating scale, we
manually inspected the instruction-response pairs from Exp. 1 and 2 and rated each
one. In Exp. 1, out of a total of 999 pairs, 96 pairs had a rating of 1, 222 pairs had a
rating of 2, 1 pair had a rating of 3, and 680 pairs had a rating of 4. In Exp. 2, out of
a total of 1419 pairs, 50 pairs had a rating of 1, 387 pairs had a rating of 2, 4 pairs
had a rating of 3, and the remaining 978 pairs had a rating of 4. For the final training
set, we included all the pairs that had a 3 or 4 coherence rating.

Data smoothing Finally, we conducted a smoothing step in order to ensure that the
training data would cover the various fields in the most common instructions. For
example, a command such as “Move forward four feet” might not exist in the corpus,
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but is nonetheless an instruction that the system should be able to carry out. In order
to capture these missing fields, we added a set of 250 pairs to the training data. 196 of
these “smoothing pairs” came from the table which was used to generate the Exp. 2
GUI (see [2]). This ensured that the system could at least interpret the most common
actionable commands from the experimental studies. The remaining 54 pairs were
hand-generated to fill in values that were missing from the corpus data, and simply
included additional values for the existing commands.

3.3 Dialogue Manager Policies

After being trained on the instruction-response pairs as described above, the clas-
sifier learned a mapping between commands and responses from the data. We then
implemented a DMwhose role it was to use the classifier output to select appropriate
responses and send them to the corresponding floor (Commander or RN).

The DM works in the following manner. First, it receives an utterance in the
form of a string after it has passed through the speech recognizer. The classifier then
ranks the top responses that match the instruction and sends this list back to the DM.
Upon receiving the matching response from the classifier, the DM then sends this
to the corresponding floor. Actionable commands are formatted and sent to the RN
whereas the corresponding feedback message (“Executing”, “Moving”, “Turning”,
etc.) is sent to the Commander’s interface. Non-actionable commands cause the
system to generate a response (usually a type of clarification or acknowledgment) to
the Commander in order to repair the instruction.

Some specific policies were implemented to handle problematic input. One such
policy handles the case when the classifier finds no match. This usually means that
the command was outside of the domain, or that any potential matches were below
threshold. In either case, the DM will cycle through several general clarification
requests when this happens, prompting the Commander to repeat and reformulate the
instruction. Another policy was implemented to handle cases in which the classifier
selected multiple responses. In this case, it always picks the one with the highest
score, but in the case of a tie, a random response is chosen from the tied options.

4 Evaluation

The DM in combination with the trained classifier allowed us to replicate many of
the dialogue behaviors from the experimental data. To evaluate the performance of
our system, we trained six classifiers using varying amounts of source data from
each of the first two experiments (Exp. 1 and Exp. 2). Training data for each clas-
sifier consisted of annotated user utterances from a given experiment, which were
processed using the methods described in Sect. 3.2. Additional smoothing data was
added to each of the three original classifiers in order to test for the benefit of includ-
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ing these extra pairs. A summary of the combinations of data, as well as the number
of training utterances, responses and links between the two is presented in Table2.
The “# links” column refers to the number of connections between utterances and
responses in that set. These connections do not represent a one-to-one relationship,
as any given utterance can be linked to more than one response, and vice versa. We
also evaluated the DM separately from the classifier to test the appropriateness of
responses produced by the system.

4.1 Classifier Evaluation and Results

Each of the six trained classifierswas tested on a test set comprised of three previously
unseen dialogues that were randomly selected from Exp. 3. These dialogues were
annotated, and the instruction-response pairs were extracted, but no other processing
was done on these pairs as we sought to maintain the raw data for testing. In total,
the test set included 183 instruction-response pairs.

For each utterance in the test set, we compared the best classifier match to the
expected output, which is the one actually produced by the DM-Wizard in the test
data. Accuracy was calculated as the percentage of queries where the best classi-
fier match is the expected response. The results of our evaluation are displayed in
the right-most column of Table2. Accuracy scores ranged from 61% in the Exp. 2
classifier to 75% in the combined Exp. 1+2 classifier with added smoothing pairs.
In general, we found that performance improved with the addition of the smooth-
ing pairs, and this improvement ranged from 2.7 to 5.5% depending on the original
training set. As expected, this largely benefited the Exp. 1 and Exp. 2 classifiers,
which had limited data and were missing many of the basic pairs that were part of
the smoothing set. Interestingly, we found that accuracy on the unconstrained Exp.
1 data (65%) was higher than the GUI-based Exp. 2 data (61%). This is likely due
to the reduced number of responses in Exp. 2 caused by the standardization of the
GUI. Without the smoothing data added, there may not have been enough unique
responses tomatch the test queries. Overall, the highest accuracy (75%)was obtained
for the classifier trained on all the data. This is a promising result, and suggests that
relatively high accuracy can be achieved with under 1000 utterances of training.

4.2 Dialogue Adequacy Evaluation

It is important to note that classifier accuracy is only part of what we are interested in.
Perfect matches are of course desirable, however a response can still be reasonably
appropriate even if not an exact match of the corpus data (e.g., “turn 20◦” vs “turn
25◦”). In order to evaluate the classifier in terms of expected impact on the dialogue,
we examined the 45 (about 25% of test set) utterances that the combined classifier got
wrong in the previous evaluation. For each of these responses, we placed them into
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Table 2 Classifier data summary. Accuracy represents the proportion of the classifier’s responses
that matched the test query

Training data Test data #Utterances #Responses #Links Accuracy

Exp. 1 only Exp 3 347 247 366 0.6503

Exp. 1 +
smoothing

Exp 3 593 436 614 0.6831

Exp. 2 only Exp 3 424 141 429 0.6066

Exp. 2 +
smoothing

Exp 3 670 328 675 0.6612

Exp. 1 & 2 Exp 3 722 303 751 0.7268

Exp. 1 & 2 +
smoothing

Exp 3 966 483 995 0.7541

Table 3 Dialogue adequacy evaluation showing the type and relative frequency of the 45 system
responses that did not match the test set

Felicitous Approximate Context-
dependent

Wrong No response

Instruction Turn one
eighty

Go west five
feet

Go to plant Go back to
table

Rotate toward
camera
towards
calendar

Test-set
response

Turn 180 Turn to face
west; move
forward 5 feet

Go to Dark
room plant

Move back
towards table

Move to
conference
calendar

DM response Rotate 180 Turn to face
west; move
forward 10
feet

Go to Foyer
plant

Return to
starting point

< no response
>

Count (out of
45)

8 15 14 7 1

Proportion 0.18 0.33 0.31 0.16 0.02

one of five categories: Felicitous—appropriate responses that would have the same
effect as the correct response, Approximate—responses that differed only slightly
from the correct one (e.g., variation in turn radius or movement distance), Context-
Dependent—responses that could be correct, but that depend on the context in which
they occurred,Wrong—responses that were not appropriate for the given command,
and No Response—indicating that the classifier did not find a match. Table3 sum-
marizes the analysis of responses that did not match the test-set, including examples
of each type and the frequency of each.

Felicitous responses are expected to have no negative impact on the dialogue.
Approximate responses might have a small delay to extend or correct the robot’s
behavior. Wrong responses are expected to have a more severe impact in terms
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of either cancelling the instruction mid-operation, or undoing it after. Context-
Dependent responses might either have no negative effect (like Felicitous responses)
or a negative effect (like Wrong responses), depending on how the context is applied
to create a full instruction.When the classifier does not find amatch, theDM instructs
the user to repeat or rephrase the previous instruction, slowing down the dialogue,
but not impacting the robot’s physical situation.

In our analysis, we found that over half of the incorrect responses in the test set
were either Felicitous or Approximate to the correct response. This suggests that,
despite not matching the test data, these responses would still be appropriate and
would advance the dialogue. Only one case had no response, and the remaining
cases were split between the Context-Dependent andWrong categories. Fortunately,
these responses were infrequent, representing only 11% of the total test set.

4.3 Demonstration: Integration in the ScoutBot Architecture

One of the primary goals of this research project is to develop a fully automated end-
to-end dialogue system for collaborative navigation. To that end, we (and colleagues)
have implemented a system called ScoutBot, which was designed to automate the
tasks of the dual wizards in our navigation task [12]. We have found in pilot testing
that Scoutbot can effectively interpret simple instructions and navigate accordingly,
but a more detailed evaluation is work in progress. Currently, the main limitation
of Scoutbot is the inability to handle landmark-based instructions such as “Move
from A to B”. Addressing this will require additional mechanisms (see below), but
importantly, the system still works well for the majority of examples and should be
sufficient for the team to complete the task. A demonstration video of ScoutBot can
be found at the following link: http://people.ict.usc.edu/~traum/Movies/scoutbot-
acl2018demo.wmv.

5 Conclusion and Future Work

The ability to converse with robots is an important part of human-robot teaming
envisioned for many applications. As a result, end-to-end dialogue systems that
facilitate effective communication are becoming increasingly needed. We presented
a data-driven system to achieve this goal that uses a statistical classifier and dialogue
manager to interpret natural language commands, produce appropriate responses,
and carry out actions. In our evaluation, the system was shown to maintain relatively
high response accuracy even with limited and noisy training data.

Moving forward, we are in the process of extending the system to handle some of
the limitations we encountered, namely landmark-based instructions and complex,
multi-turn commands. The former will require a context model in which the system
tracks the robot’s location throughout the map and biases the DM to favor objects

http://people.ict.usc.edu/~traum/Movies/scoutbot-acl2018demo.wmv
http://people.ict.usc.edu/~traum/Movies/scoutbot-acl2018demo.wmv
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and locations in the local context. A possible solution for the latter is supplementing
our system with an information extraction approach in which the key parameters of a
command (e.g., action, distance, etc.) are extracted and used to fill a semantic frame.
This will also enable us to provide more detailed clarification requests to obtain
specific pieces of information (e.g., “how far should I move forward?”). Finally, we
expect the additional data from Exp. 3 to further improve the classifier accuracy and
reduce the number of incorrect responses. Overall, this approach offers a practical
alternative to those that require large-scale corpora for dialogue systems, and shows
that good performance is possible with a data-driven approach using a smaller data
set.
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Engagement-Based Adaptive Behaviors
for Laboratory Guide in Human-Robot
Dialogue

Koji Inoue, Divesh Lala, Kenta Yamamoto, Katsuya Takanashi,
and Tatsuya Kawahara

Abstract We address an application of engagement recognition in human-robot
dialogue. Engagement is defined as how much a user is interested in the current
dialogue, and keeping users engaged is important for spoken dialogue systems. In
this study, we apply a real-time engagement recognition model to laboratory guide
by autonomous android ERICA which plays the role of the guide. According to
an engagement score of a user, ERICA generates adaptive behaviors consisting of
feedback utterances and additional explanations. A subject experiment showed that
the adaptive behaviors increased both the engagement score and related subjective
scores such as interest and empathy.

1 Introduction

Spoken dialogue systems are expected to realize social interaction with real users
in more varied scenarios. Conventional systems were applied to scenarios such as
museum guide [21] and mental diagnosis [3]. We have developed a spoken dialogue
system for the autonomous android ERICA [11, 12]. Giving specific social roles
to ERICA, we aim to realize natural dialogue between ERICA and users. We have
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Fig. 1 Social roles expected to ERICA

considered several social roles so far by taking into account two factors of ERICA
in dialogue: speaking and listening as depicted in Fig. 1. Focusing on the role of
listening, we implemented an attentive listening system [14] and a job interview
dialogue system [7] for ERICA. In this study, we focus on the role of speaking and
implement a spoken dialogue system for laboratory guide where ERICA explains
about a laboratory to users. In this scenario, the majority of dialogue is explanations
from guides. However, it is needed to not only just explain but also recognize the
listening attitude of visitors. A human-like laboratory guide is expected to dynami-
cally change the explanation and its behaviors according to states of users so that it
increases the quality of user experience in the dialogue.

We address engagement which represents the process by which dialogue partic-
ipants establish, maintain, and end their perceived connection to one another [19].
This concept is practically defined as how much a user is interested in the current
dialogue [24]. Therefore, it is important for spoken dialogue systems to make users
engaged in dialogue. Engagement recognition has been widely studied using mainly
non-verbal behaviors [1, 2, 15, 17, 18, 23, 26]. We also studied engagement recog-
nition by utilizing listener behaviors such as backchannels, laughing, head nodding,
and eye gaze [9, 10]. Furthermore, we implemented real-time engagement recogni-
tion by detecting the above listener behaviors automatically [8]. On the other hand,
fewer studies have been made on how to manage system behaviors after the system
recognizes user engagement [20, 23, 25, 26].

In this study, we utilize the real-time engagement recognition model in the labora-
tory guide by ERICA. According to the engagement level of a user, ERICA generates
adaptive behaviors to keep or increase the engagement level itself. Furthermore, we
investigate the subjective evaluation of engagement together with rapport that would
be affected by the engagement-based adaptive behaviors. This study aims to con-
firm the effectiveness of engagement recognition in a social scenario of human-robot
dialogue.
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This paper is organized as follows. The real-time engagement recognitionmodel is
introduced in Sect. 2. The adaptive behaviors in the context of a laboratory guide are
explained in Sect. 3. A user experiment is conducted in Sect. 4. Section5 concludes
this paper with future direction.

2 Engagement Recognition Based on Listener Behaviors

We addressed engagement recognition based on listener behaviors such as backchan-
nels, laughing, head nodding, and eye gaze. The listener behaviors are non-linguistic
cues so that engagement recognition can be independent of dialogue content, which
makes it robust and applicable to any scenario. The engagement recognition was
done during each system’s dialogue turn when a user was being a listener. Each
listener behavior was defined as an occurrence of the behavior, and the input feature
was represented as the combination of the binary values, termed a behavior pattern.
Note that the eye-gaze behavior was defined as an event if the user looked at the
robot’s face longer than a certain time (10s). Finally, the engagement recognition
model outputs an engagement score for each system’s turn so we would be able to
utilize the score to decide a system action for the next system’s turn.

In previous works, we proposed a latent character model for engagement recog-
nition [8, 10]. Since the perception of engagement is subjective, oracle labels of
engagement depend on perceivers (annotators). Our approach is based on a hierar-
chical Bayes model and introduces latent variables, called character, to represent the
difference among annotators. Figure2 illustrates the graphical model of the proposed
model that contains two kinds of parameters to be estimated in the training phase:
a character distribution of each annotator and an engagement distribution. In the
test phase, we calculate the probability of the engaged label of a target annotator by

turns

sessions

annotators

(character) (engagement label) (behavior pa ern)

K
L

：observa on
：# characters
：# behavior pa erns

annotators

(character distribu on)

(engagement distribu on)

Fig. 2 Graphical model of latent character model
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using both the engagement distribution and the target annotator’s character distribu-
tion. The advantage is that our model can simulate each annotator’s perception by
using the corresponding character distribution. Therefore, our model can recognize
each annotator’s label more precisely.We conducted amanual annotationwhere each
annotator gave a binary label (engaged or not) in each dialogue turn. Experimental
results showed that our model achieved an accuracy of 71.1% which was higher than
those of other methods that did not take into account the character variables. Fur-
thermore, we examined the relationship between the estimated character distribution
and a personality trait (Big Five) of each annotator. We calculated regression coef-
ficients from Big Five scores to parameters of the character distribution. Using this
regression result, if we specify a personality trait score expected to a conversational
agent or robot, corresponding character distribution is determined. For example, if
we specify an extrovert personality for ERICA, we can simulate the perception of
engagement of extroverted people.

In order to use the engagement recognition model in live spoken dialogue sys-
tems, it is needed to detect listener behaviors in real time. We examined how to
detect the listener behaviors with deep learning approaches [8]. Backchannels and
laughing were detected from an audio signal using bi-directional long short-term
memory with connectionist temporal classification (BLSTM-CTC). Head nodding
was detected from a visual signal of the Kinect v2 sensor with a simpler LSTM
model. Eye gaze behavior was detected also by the Kinect v2 sensor with a heuristic
rule. Results of these automatic detection were used as the input to the engagement
recognition model. We confirmed that the accuracy of engagement recognition was
not so degraded (70.0%) even with the automatic detection of the listener behav-

Engagement recogni on
Input                     Output

Behavior detec on
result

Input context Output context (engagement)

Back-
channels

Laughing

Head 
nodding

Eye gaze

Fig. 3 Real-time engagement recognition
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iors. Finally, we implemented the real-time engagement recognition in the system
of ERICA as shown in Fig. 3. In this study, we utilize the result of engagement
recognition for generation of adaptive behaviors of ERICA.

3 Engagement-Based Adaptive Behaviors for Laboratory
Guide

We implement a spoken dialogue system of ERICA where ERICA plays the role
of the laboratory guide, utilizing the real-time engagement recognition model.1 The
dialogue contents of the laboratory guide are hand-crafted and consist of several
research topics. A structure of the dialogue on each topic is illustrated in Fig. 4.
Each topic consists of 6 subtopics where each subtopic corresponds to each research
theme. Each subtopic includes two of ERICA’s turns. In each turn, an engagement
score is measured by the real-time recognition model, and the result is regarded as a
binary: high or low, with a threshold of 0.5 for the posterior probability of engaged
label. After ERICA’s two turns, ERICA generates feedback utterances according to
the combination of the two engagement scores in the same subtopic. We define three
kinds of feedbacks as follows.

• KEEP feedbacks:
When both scores are high or the scores change from low to high (increase), ERICA
says feedbacks like “You seems to be interested in my talk. I am delighted.” in order
to keep the current engagement.

• ATTENTION feedbacks:
When the engagement score changes from high to low (decrease), ERICA says
a different type of feedbacks such as “Are you tired? I will explain it in easier
words.” to gain attention from the user.

• ICE-BREAK feedbacks:
When both scores are low, ERICA says another type of feedbacks such as “Are you
nervous? Please relax.” to ease the tension of the user like ice-breaking. ERICA
also says like “It would be easy to explain if you show a reaction.” to implicitly
tell a user that ERICA is monitoring their listener behaviors.

It is expected that these feedbacks make the user more engaged in the laboratory
guide. In the case where a KEEP feedback is triggered, ERICA introduces an addi-
tional content of the current topic. This additional content would be beneficial for
users who are potentially interested in the content of the laboratory guide. For users
who are not engaged, this additional content would be difficult to understand and
makes these users more disengaged. Therefore, engagement recognition needs to be
accurate for precise and effective information providing.

1Demo video (in Japanese language) is available at https://youtu.be/53I3lhJ6aUw.

https://youtu.be/53I3lhJ6aUw
https://youtu.be/53I3lhJ6aUw
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Fig. 4 Dialogue structure of laboratory guide and engagement-based adaptive behaviors

4 User Experiment

A human subject experiment was conducted in order to confirm the effectiveness of
engagement recognition and also the engagement-based adaptive behaviors. Figure5
is the snapshot of the dialogue experiment. For speech processing, we used a 16-
channel microphone array to localize sound sources and to enhance the user’s
speech [11]. We also used end-to-end acoustic-to-word automatic speech recog-
nition [22]. In this experiment, a subject and ERICA sat on chairs to face each other.
To elicit listener behaviors of the subjects, ERICA generated backchannels and head
nodding automatically during the subjects’ turns [13]. The subjects were 11 persons
(6 males and 5 females) who were recruited in our university. They are all native
Japanese speakers. The experiment procedure is as follows. At first, each subject
had a practice dialogue to get used to talking with ERICA. They practiced a sim-
ple interaction consisting of several turns. After this, ERICA explained about two
research topics: automatic speech recognition and spoken dialogue systems. During
the explanation, ERICA sometime gave questions toward the subject. The order of
the dialogue topics was randomized among the subjects. Two experiment conditions
were prepared: engagement and control. In the engagement condition, ERICA mea-
sured engagement scores and generated adaptive behaviors mentioned above. In the
control condition, ERICA did not generate any adaptive behaviors, which meant
only the turn 1 and 2 were explained. The dialogue of the first topic was conducted
with the control condition, and the second topic was done with the engagement con-
dition. The order of these conditions was not randomized because it was thought
that the engagement-based adaptive behaviors in the engagement condition would
affect the subjects’ behaviors and impressions in the subsequent topic. Among the
two conditions, measured engagement scores were compared.
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Kinect v2

Microphone
array Subject

ERICA

Fig. 5 Snapshot of dialogue experiment

Additionally, we also investigated subjective evaluations of users after they talked
about each topic. To measure subjective evaluations, we used more specific concepts
related to engagement by referring to previous works [4]. We selected related con-
cepts as interest [24, 25], continuing [16], willingness [23], rapport [5], and empa-
thy [6]. We designed question items for each concept as listed in Table1. Two related
researchers independently validated each question item by considering both the rel-
evance to the subordinate concept and also the correctness of the question sentence.
We used the 7 point scale to evaluate each item because we observed that evaluation
scores tended to high and dense in a preliminary experiment. Finally, the evaluated
scores were averaged for each subordinate concept. We hypothesized that the scores
of the subordinate concepts would be improved in the engagement condition.

Average engagement scores are reported in Fig. 6. Since each topic consisted of
6 subtopics and each subtopic included two turns, the total number of turns was
12. Note that scores of the additional turns in the engagement condition are not
included in this result. A t-test was conducted between the two conditions on all
engagement scores except those of the first and second turns which were before the
first-time feedback utterance. As a result, it turned out that the engagement condition
significantly increased the engagement scores (p = 8.06× 10−4). The difference
between the two conditions was observed in the latter part of the dialogue. This
result suggests that the adaptive behaviors in the engagement condition made the
subjects more engaged in the dialogue. Accordingly, engagement recognition is the
important function in social human-robot dialogue such as the laboratory guide.
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Table 1 Evaluation scale for other concepts related to engagement (* represents invert scale.)

Concept Question

Interest (1) I felt the dialogue was boring. *

(2) I wanted to listen to other topics more.

(3) I was fascinated by the dialogue content.

(4) I was not concerned with the dialogue content. *

Continuing (5) I wanted to quit the dialogue during that. *

(6) I think the dialogue should finish earlier. *

(7) I wanted to continue the dialogue more.

Willingness (8) I wanted to make the dialogue fulfilling.

(9) I could not feel like talking. *

(10) I participated in the dialogue by concentrating on that.

(11) I felt that what I needed to do was just being there. *

(12) I actively answered the questions from the robot.

(13) I actively responded to the robot talk.

Rapport (14) I liked the robot.

(15) I felt the robot was friendly.

(16) I was relieved when I was having the dialogue with the robot.

(17) I could trust the dialogue content the robot talked.

Empathy (18) I could understand what emotion the robot was having.

(19) I could agree with the idea the robot had.

(20) I could advance the dialogue by considering the viewpoint from the robot.

(21) I could understand the reason why the robot had that kind of emotion.
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Fig. 7 Subjective evaluation on other concepts related to engagement

Average subjective scores on the related concepts are reported in Fig. 7. For each
concept, a paired t-test was conducted between the two conditions. The results show
that the scores of interest and empathy significantly increased in the engagement
condition (p < .05 for interest and p < .01 for empathy). One possible reason is
that the additional explanation made the subjects more interested in the research
topic. Besides, the feedback responses were perceived as emotional expressions of
ERICA so that they perceived higher empathy scores.

5 Conclusions

We have addressed applications of engagement recognition in order to realize social
dialogue with autonomous android ERICA. In this study, the real-time engagement
recognition model was applied to the dialogue of laboratory guide where ERICA
plays the role of the guide. In the laboratory guide, sinceERICA talksmost of the time,
ERICA needs to track user engagement based on listener behaviors while ERICA is
speaking. ERICA was implemented to adaptively generate feedback utterances and
additional explanations by measuring user engagement. The experimental results
showed that the adaptive behaviors increased both the measured engagement scores
and subjective evaluations of interest and empathy. Although the adaptive behaviors
of ERICAwere handcrafted in the current study, wewill investigate how to obtain the
adaptive behaviors from dialogue data in the manner of machine learning in future
work.

Acknowledgements This work was supported by JST ERATO Ishiguro Symbiotic Human-Robot
Interaction program (Grant Number JPMJER1401), Japan.
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Spoken Dialogue Robot for Watching
Daily Life of Elderly People

Koichiro Yoshino, Yukitoshi Murase, Nurul Lubis, Kyoshiro Sugiyama,
Hiroki Tanaka, Sakti Sakriani, Shinnosuke Takamichi, and Satoshi Nakamura

Abstract The number of aged people is increasing. The influence of solitude on
both physical and mental health of those seniors is a social problem that needs an
urgent solution in advanced societies. We propose a spoken dialogue robot that looks
over elderly people through conversations by using functions of life-support via
information navigation, attentive listening, and anomaly detection. In this paper, we
describe a demonstration system implemented in the conversational robot.

1 Introduction

Social relationships are essential for promoting mental health. People who perceived
the absence of positive social relationship tend to have a higher risk on both the
physical and the mental health than people who have a family living together. They
are depressed or socially isolated since they tend to have less communication. In
the aged society, the number of aged people in solitude increases, since friends and
relatives often do not have much time to be a constant companion. On the other hand,
the demand for professional caregivers for older adults already outstrips supply. Thus
technologies that increase opportunities for conversation are highly expected [1–4].

Communication robots are expected to solve these problems, as agents that use
communicative functions to prevent isolating aged people. These systems reduce
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Fig. 1 System architecture

loneliness by listening to their self-disclosure attentively and increase the number
of contacts to societies by providing information about daily events. These systems
can also detect anomalies in aged people through daily conversations, for example,
response delay caused by dementia [15].

In thiswork, we built a dialogue robot forwatching aged people through daily con-
versations. The system has functions for preventing aged people from being socially
isolated. The system is implemented in communicative robot called “CommU1”with
a speech interface. The system has functions of information navigation, attentive lis-
tening, and anomaly detection, as shown in Fig. 1.

Some existing works built dialogue systems on robots for social conversations
[8, 13]. These works tried to build systems in typical social roles to realize natural
conversations. On the other hand, some works of dialogue systems tried to build
dialogue functions for helping aged society [5, 12, 17]. Our work builds a dialogue
robot in some social roles with aged people according to acquired knowledge of these
existing works. Our system also tries the detection of anomaly caused by dementia.

2 System Architecture

2.1 Dialogue Scenario

The system has two dialogue functions: “information navigation” and “attentive
listening.” The system starts a dialogue with the information navigation function; the
function initiates dialogue and informs the user recent news written in web articles
in the manner of an information-navigation dialogue [19]. The system moves to
attentive listening mode that listening to the user opinion on the current topic, when
the focus detection predicts higher user’s interest. The focus detection module is
implemented by conditional random fields (CRF). The system continues to predict

1https://www.vstone.co.jp/products/commu/index.html.

https://www.vstone.co.jp/products/commu/index.html
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the user’s interest during the attentive listening mode by using focus detection and
dialogue act classificationmodules based on logistic regression [18]. Once the system
predicts that the user wants to know other news, the system proposes another piece of
news of the day by using the information navigation module again. Before the topic
transition, the system inserts a question generated by the anomaly detection module.
The answer to the question is used to detect anomalies, particularly dementia in our
case.

2.2 Dialogue Data

We collected dialogue data of human-human dialogue following our dialogue sce-
nario of information navigation and attentive listening [20]. A dialogue was con-
ducted between an aged person and a person who listened the aged person, that is, a
professional counselor, a professional care-taker, or a student. Sixty dialogues were
collected in total from 24 aged people, who are more than 65 years old, and 15
listeners. Each utterance was transcribed and annotated with dialogue acts to use in
training the dialogue modules as follows.

2.3 Speech Interfaces

The dialogue system has speech interfaces including automatic speech recognition
(ASR) and text to speech (TTS). We used Julius2 [9] as an ASR decoder by adapting
its language model with the collected dialogue data. Julius works as a server mode
in deep neural network-hidden Markov model (DNN-HMM) mode and controls any
speech activities of the user with its voice activity detection (VAD).

Open JTalk3 [7] was used to generate the speech output of the system. A model of
Open JTalk was first trained from the reading-style voice [14] and then adapted using
the voices of a professional counselor, who is working in the area of care-taking for
aged people, to build synthetic sounds that are easy for aged people to catch.

2.4 Natural Language Understanding

The user utterances transcribed by the ASR module are sent to the natural language
understanding (NLU)module to extract information, which is necessary for deciding
the next action of the system. Our NLU module consists of two functions: focus
detection and dialogue act classification. The focus detectionmodule detects whether

2http://julius.osdn.jp/.
3http://open-jtalk.sourceforge.net/.

http://julius.osdn.jp/
http://open-jtalk.sourceforge.net/
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an utterancemade by the user contains any focuswords, “an attentional state contains
information about the objects, properties, relations, and discourse intentions that are
most salient at any given point” [6, 18], or not, by using CRF. The dialogue act
classifier selects a dialogue act for the user utterance, that is, what the intention is of
the user in the dialogue level, based on logistic regression. Defined classes are based
on our previous work [18].

2.5 Dialog Manager

Once the NLU module predicts the focus and the dialogue act of the user utterance,
these states are used to decide the next system actions. While the system is working
on the “information navigation” function, the system action is decided by a policy
function trainedunder a partially observableMarkovdecisionprocess (POMDP).The
policy decides the actions of the system from three actions: topic presentation (topic
changing), storytelling and question answering. The policy is trained on annotated
training data and it decides an action using information form NLU modules.

When the system changes the topic, the system randomly generates a question that
is used to detect anomalies. Our system randomly selects a question from a question
set for predicting dementia [15, 16]. The answer of the aged person is sent to the
anomaly detection server, and the result is sent to people who monitor the elderly,
e.g., medical doctor or family.

2.6 Information Navigation Module

Utterances generated in information navigation mode are based on our previous
study [19]. The system can provide information written in web news text (news of
the day) with the following functions.

• Topic presentation: Description of available news (topics) including topic changes.
• Storytelling: Description of a summary of the current topic. The description is
created from headers of web news articles.

• Question answering: Answering user’s question.
• Proactive presentation: Additional information provision to previous system utter-
ance. The sentence is generated from related news articles to the current article
(topic).

We expect this module to talk with the user on a variety of domains, to prevent the
isolation from the society.



Spoken Dialogue Robot for Watching Daily Life of Elderly People 145

2.7 Attentive Listening Module

Attentive listening mode is implemented to elicit positive emotions from the user
by following our previous work [10, 11]. The system selects a response from a
response pool, which is constructed from the training dialogue data. Our dialogue
data is annotatedwith dialogue acts; thus, utterances annotated as feedback functional
utterances, for example, short feedback utterances such as “I see” or “Right”, are
stored in the response pool. These utterances are also annotated with emotional
impacts, that is, the degree of the effect on changing the emotion of the dialogue
partner. The system select a response from the response pool by considering the
connection to the contexts and the emotional impact.

2.8 Anomaly Detection

For the anomaly detection function, we focused on dementia. Predicting dementia
from old response of old people is highly demanded on the aged society. It is crucial
to predict dementia in the early stages because dementia is progressive. Dementia
patients show signs in their communication even if the problem is at an early stage;
however, the discovery of such symptoms from aged people in solitude is often
delayed because they have fewer interactions with others than aged people living
with families or other people.

Recently, there have been pieces of research on predicting early-stage dementia
through human-agent interactions by asking questions [15, 16]. These works use
computer avatar with spoken dialog functionalities that produces spoken queries,
and try to predict dementia tendency using language and speech features extracted
from user utterances by using support vector machines or logistic regressions. We
implemented the dementia detection module by inserting typical questions randomly
during topic transition in dialogues because it is expected that dementia can be
predicted through natural conversations. Responses to these questions from aged
people are sent to the dementia detectionmodule and used for detecting. If the system
predicts any indications of dementia, it will notify medical doctors or families.

2.9 Communication Robot

We implemented our system in a communication robot, CommU, since it has high
expressiveness and familiarity. We set action patterns for the dialogue functions to
encourage positive dialogue. These patterns were manually designed.

Acknowledgements This work is supported by JST PRESTO (JPMJPR165B) and JST CREST
(JPMJCR1513).
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How to Address Humans: System
Barge-In in Multi-user HRI

Nicolas Wagner, Matthias Kraus, Niklas Rach, and Wolfgang Minker

Abstract This work investigates different barge-in strategies in the context of multi-
user Spoken Dialogue Systems. We conduct a pilot user study in which different
approaches are compared in view of how they are perceived by the user. For this
setting, the Nao robot serves as a demonstrator for the underlying multi-user Dia-
logue Systemwhich interrupts an ongoing conversation between two humans in order
to introduce additional information. The results show that the use of supplemental
sounds at this task does not necessarily lead to a positive assessment and may influ-
ence the user’s perception of the reliability, competence and understandability of the
system.

1 Introduction

An important goal of Spoken Dialogue Systems (SDS) is to communicate with users
in themost efficient and intuitivewaypossible. Since the expectations andpreferences
of humans differ, it does not seem to be sufficient for a system to simply imitate
human-like behaviour [2]. Instead, the implementation of exclusive social skills is
required in order to increase the naturalness and flexibility of SDS. Moreover, an
essential part of human-human interaction are conversations conducted with more
than two participants. Therefore, the research on multi-user dialogue management
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focuses on scenarios where several users interact with a system simultaneously.
However, due to the challenging requirements (especially in comparison to a basic
human-machine interface [3]) there is currently no day-to-day system available that
is capable of mastering all these tasks. Within this work, we investigate the aspect of
barge-in strategies in a multi-user setup which is essential in order to build a suchlike
system.

In order to obtain a physical representation in a round of talks, the employment
of robots seems to be a reasonable approach to substitute a human speaker and is
thus utilized in this work. The demands of social skills on a robot correspond to the
complexity of its task [1], however. Related work so far concentrates on the question
if a group member addresses the system or another human [8], whereas we focus
on the inverse scenario and address the question of how the system should address
humans when interrupting a conversation.

As stated in [6], an interruption of a human by a machine is not always unwel-
come and could be useful for overcoming a problem. Nevertheless, depending on the
respective task, the system needs different strategies for interrupting its users. Espe-
cially in view of naturalness and flexibility, we need to add a proactive component
to avoid a static and inappropriate behaviour.

In the present work we conduct a user study in order to get an insight into user
perceptions and preferences that are required to tackle these multi-user and proac-
tive challenges. More precisely, we apply different barge-in strategies to interrupt a
human-human conversation and investigate how they are perceived by the user. The
respective multi-modal Dialogue System is represented by a Nao robot and the study
is based on the ‘Wizard-of-Oz’ principle since currently no suitable SDS is avail-
able, as discussed above. Our results indicate that the use of different supplemental
sounds has an impact on system characteristics such as reliability and competence.
The remainder of this paper is as follows: Sect. 2 describes the design of the study. In
the following Sect. 3, we present the outcomes and evaluate our results. Subsequently,
this work closes with a conclusion and an outlook on future work.

2 Study Design

For our purpose, a configuration consisting of two human dialogue participants and
one SDS is deemed the most intuitive and suitable for a multi-user conversation.
We have chosen the humanoid robot Aldebaran Nao produced by the SoftBank
Robotics Group1 as a physical avatar for our system. Nao possesses an easy to
access programming interface that allows for rapidly setting up a test environment
for interaction strategies.

The human dialogue participants are an instructed supervisor, on the one hand, and
a test subject on the other hand. In addition, the robot is employed as a supplementary
interviewer. For guaranteeing a comparable study setup in all study conditions, we

1https://www.softbankrobotics.com/us/NAO.

https://www.softbankrobotics.com/us/NAO
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implemented a partially determined interview as a test scenario, where both system
and supervisor stick to a scripted course of questions. The subject, in contrast, is able
to respond freely. This allows an untrained person to interact with the SDS without
the need of a tutorial. The initiative changes between supervisor and robot during the
interview which imitates a proactive system component. However, the robot is not
allowed to engage in the conversation if a human is speaking. The participants are
seated at a distance of 50cm to each other. For this, the Nao is positioned in a sitting
pose on a desk, which puts his head on the same level as the humans’ heads. As an
attempt to avoid technical issues, a remote operator controls the robot’s actions. This
type of experiment is called ‘Wizard-of-Oz’ because the operator is hidden from the
subject during the process.

Furthermore, we select a domain about tourism to ensure a trustworthy cover story
behind our setup. The scripted interaction is set to 20 turns in which the subject is
asked questions about local attractions and activities. Since the questions are sup-
posedly asked contextually by the system or supervisor, the participant believes that
the robot would function autonomously. This directs the user’s attention purely on
the dialogue.

While the subject is convinced of the authenticity of the robot, we decide to
manipulate the way the system starts to interfere in the conversation. For this study,
three conditions are examined:

Direct: Baseline condition. Here, the user is addressed by the system with a direct
request, e.g. “what is your preferred leisure activity?”.

Name: In this condition the system addressed the user by adding the subject’s first
name to the beginning of a request, e.g. “Alice, what is your preferred leisure
activity?”.

Notification: Requests of this condition are started with a notification sound simi-
larly to the text message notification sound of smart-phones, e.g. “*Sound* What
is your preferred leisure activity?”

The experimental environment and the surrounding conditions remain constant
regardless of each test group. With these considerations we are able to state our
test hypotheses:

Hypothesis 1: The addressingwith the user’s first name results into amore positive
perception of the reliability and competence of the system. However, this has no
influence on the understandability of the system.

Hypothesis 2: The use of a notification sound prior to the interruption leads to a
higher distraction than the other two conditions. In addition, the perceived use-
fulness and the timing of the system will be assessed lower.

For our study, the questionnaires are standardized basing on the descriptions in
[4, 5, 7]. The experiment startswith awelcome sequence and the providing of instruc-
tions. Subsequently, the participants are surveyed prior to and after the dialogue. We
organize our questionnaire in six scales consisting of single item questions. The
prior experiences of the subjects are inquired in the Pre-Trust scale (e.g. “Electrical
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devices cause stress.”). Opposed to this, the perceived Reliability and Competence of
the system is interviewed at the end of the interaction (e.g. “I can rely on the system
to work properly.” and “The system asks the same questions that a competent person
would ask.”). Additionally, the Understandability (e.g. “It is easy to understand what
the system’s task is.”), the personal Attachment (e.g. “I perceive the system as dis-
turbing.”), as well as the Cognitive Load (e.g. “This task is challenging.”) are queried
afterwards. All scales are assessed with a 7-point Likert scale with a range from 1 =
“totally disagree” to 7 = “totally agree”. The next section shows our outcomes.

3 Evaluation

We surveyed a total of 17 student participants for our study. Unfortunately two
questionnaires had to be excluded due to technical errors on the Nao robot during the
experiment. The evaluation could thus be performed with five participants for each
of the three test groups. We had 10 female and 5 male subjects with an average age of
M = 25.07 (SD = 2.43). Despite the small number of test persons, it was possible to
obtain significant results. We tested if previous experiences with technical devices of
the user differed in the three test conditions. By applying the Kruskal–Wallis test, we
showed that these variables had no influence on the final results (since p = 0.061).

For three of the remaining five question scales, the Cronbach’s alpha is sufficient.
To be precise, the lowest alpha of each category equals to: Reliability (α = 0.73),
Competence (α = 0.89), Understandability (α = 0.77), Attachment (α = 0.13), and
Cognitive Load (α = 0.03). Due to this limitation, the last two scales could not be
examined further. In those cases, however, we decided to select single questions for
the following evaluation. The mean values and standard deviations of the scales with
an adequate Cronbach’s alpha are presented below:

Table1 indicates that the direct approach was rated with the highest means of all
three subject groups in the scales Reliability, Competence, and Understandability.
In contrast, the group addressed by the user’s first name gave the lowest assessment
except for Understandability. Hence, the subjects appeared to perceive a system
which addresses the user either by first name or by notification sound as less com-
petent and reliable. In addition, three individual questions had been determined for
evaluation: “The system is useful.”, “The timingof the questions iswell-chosen.”, and

Table 1 Mean value and standard deviation of question scales with Cronbach’s alpha >0.7

Reliability Competence Understandability

Direct 5.96
0.71

6.00
0.68

4.96
1.99

Name 4.56
1.38

4.88
0.88

4.90
0.94

Notification 5.32
0.77

4.92
1.40

3.95
0.89
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Fig. 1 Mean rating and standard deviation of the individual questions

“The system is distracting me.”. The selection of these three questions was based on
their importance in multi-user SDS. Their respective ratings are illustrated in Fig. 1.
As can be seen there, the direct approach was predominantly considered positive.We
utilized the Mann–Whitney-U test to identify significant differences among the test
groups. Between the direct and the name group, the Timing (p = 0.01) and the Dis-
traction (p = 0.04) were significant. Moreover, the Usefulness (p = 0.09), the Reli-
ability (p = 0.09), and the Competence (p = 0.06) showed a tendency, nevertheless
the small group of test subjects didn’t allow for significant results. In the case of the
direct versus the notification group, the Distraction (p = 0.04) exposed significant
differences. All other scales showed no significant results in the Mann–Whitney-
U test. Between the name and the notification group, the Usefulness (p = 0.05) is
significant while all other scales have p-values p � 0.14.

According to this, the first hypothesis has been partially disproved. The addressing
with the user’s first name resulted in a poorer rating of reliability and competence.
Our assumption of a constant understandability was correct. Furthermore, the second
hypothesis was not confirmed by our evaluation. Based on the adequate values for
Cronbach’s alpha and theMann–Whitney-U tests,wewere nevertheless able to obtain
several statistically meaningful results. The following section summarizes this work
in a conclusion and gives an outlook on future work.

4 Conclusion and Future Work

This paper presented the results of a pilot study with 15 participants. We described
our experimental design in a tourism domain where the subjects were alternately
addressed by a human supervisor and a robotic assistant. It was investigated which
approach is the smartest for a system to barge-in in a human-human interaction. For
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this, the scenario was specified in such a way that the interruptions by the robot occur
in different styles. The results of our experiment showed that using supplemental
sounds does not improve the user’s perception of the capabilities of the system. In
fact, especially the subject’s first name has been experienced as an unpleasant start for
a system question. This could be due to the fact that the addressing style remained the
same throughout the dialogue, which could be annoying for participants. For future
studies, we plan to extend the possibilities of the system to start an interaction. We
intend to conduct similar experiments soon.

However, a higher number of subjects would allow for statistically more reliable
predictions. We are also aware that the use of proactivity requires further investi-
gation. The application of statistical methods seems to be inevitable in this context.
On the other hand, this work has brought us important insights into multi-user Dia-
logue Systems with robots which can be used for subsequent experiments. In order to
enable a natural and flexible interaction, future participants should not only be forced
to answer questions, but also be given the option to ask the system themselves.

Acknowledgements This work is part of the “RobotKoop” project that is funded by the Bun-
desministerium für Bildung und Forschung (BMBF, German Federal Ministry of Education and
Research).
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Bone-Conducted Speech Enhancement
Using Hierarchical Extreme Learning
Machine

Tassadaq Hussain, Yu Tsao, Sabato Marco Siniscalchi, Jia-Ching Wang,
Hsin-Min Wang, and Wen-Hung Liao

Abstract Deep learning-based approaches have demonstrated promising perfor-
mance for speech enhancement (SE) tasks. However, these approaches generally
require large quantities of training data and computational resources for model
training. An alternate hierarchical extreme learning machine (HELM) model has
been previously reported to perform SE and has demonstrated satisfactory results
with a limited amount of training data. In this study, we investigate application of the
HELM model to improve the quality and intelligibility of bone-conducted speech.
Our experimental results show that the proposed HELM-based bone-conducted SE
framework can effectively enhance the original bone-conducted speech and outper-
form a deep denoising autoencoder-based bone-conducted SE system in terms of
speech quality and intelligibility with improved recognition accuracy when a limited
quantity of training data is available.
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1 Introduction

Speech enhancement (SE) refers to a technique to modify an input speech signal to a
target signal with improved speech quality and intelligibility. The input speech signal
is usually distorted by additive or convolutive noises or recording device constraints.
In this work, we propose a hierarchical extreme learning machine learning (HELM)
model to convert a speech utterance recorded with a bone-conducted microphone
(BCM) to one from an air-conducted microphone (ACM). Unlike an ACM that
records speech signals directly, a BCM captures speech signals based on the vibra-
tions of the speaker’s skull. The speech signals recorded with a BCM are robust
against noise while some high frequency components may be missing compared to
the speech signals recorded with an ACM.

A number of filtering-based and probabilistic solutions have been proposed in the
past to convert BCMutterances toACMutterances. In [12], the BCMutteranceswere
passed through a designed reconstruction filter to improve quality. In [19] and [20],
BCM and ACM utterances were combined for SE and automatic speech recognition
(ASR) in non-stationary noisy environments. In [4], a probabilistic optimum filter
(POF)-based algorithmwas used to estimate the clean features from the combination
of standard and throat microphone signals. Thang et al. [16] restored bone conducted
speech in noisy environments based on a modulation transfer function (MTF) and
a linear prediction (LP) model. Later, Tajiri et al. [14] proposed a noise suppres-
sion technique based on non-negative tensor factorization using a body-conducted
microphone known as a nonaudible murmur (NAM) microphone.

Recently, neural network based approaches have shown tremendous performance
for SE. In these approaches, non-linear mapping functions are estimated to transform
the source speech utterances to target speech utterances using a learning-basedmodel.
Themodels are generally trainedwith source–target utterance pairs.Numerous neural
network frameworks have been used and have demonstrated exceptional performance
for speech processing. For example, in [9], the authors applied a deep denoising
autoencoder (DDAE) framework by stacking multiple denoising autoencoders and
demonstrated state-of-the-art performance for SE. Meanwhile, in [18], a deep neural
network (DNN) was used to handle a wide range of additive noises for the SE task.
In addition, a signal-to-noise ratio (SNR)-aware convolutional neural network was
proposed by Fu et al. [2] for SE. Similarly, in [3], a fully convolutional network
(FCN)-based architecture is used to optimize the intelligibility of speech, along with
the model parameters, during SE. In [1], a bidirectional long short-term memory
(BLSTM)-based framework was utilized for SE and ASR. Furthermore, genera-
tive adversarial networks have also been deployed for SE [10, 17]. More recently,
the DDAE framework has been applied to BCM–ACM SE and has been noted to
provide satisfactory generalization and speech recognition performance [8]. Despite
notable improvements achieved by the deep learning models over the conventional
approaches, deeper structure-based methods typically require large computational
resources and adequate quantities of training data for effective learning.
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In addition to the deep learning models that require large quantities of data
to train the models and learn the mapping functions, an HELM model has been
proposed to perform SE and has been confirmed to achieve very good performance
with limited quantities of training data [7]. In this study, we further investigate the
HELM model for enhancing BCM speech. The experimental results verify that the
proposed SE framework notably improves the original BCM speech and outper-
forms the previous DDAE-based SE framework in terms of two standardized objec-
tive measures, namely perceptual evaluation of speech quality (PESQ) [11] and
short-time objective intelligibility (STOI) [13], as well as ASR performance.

2 Proposed HELM-Based BCM Speech Enhancement
System

The extreme learning machine (ELM) was proposed by Huang et al. [6] for shallow
neural feed-forward architectures to address the slow gradient issue. In addition
to ELM, the hierarchical structure of ELM, termed as HELM, was proposed by
Tang et al. [15] to extract feature representation in a hierarchical manner. HELM
consists of both unsupervised and supervised (semi-supervised) stages, in which
the compact feature representations are extracted using the unsupervised ELM-
based sparse autoencoders followed by the supervised regression/classification stage.
Figure 1 shows the offline and online phases of the proposed HELM-based SE
system.During the offline phase, the speech utterances recorded using bothBCMand
ACM are divided into short segments of frames and subsequently converted into the
frequency domain using short-time Fourier transform (STFT). The frame-based 160
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dimensional Mel spectral features of the BCM–ACM utterance pairs are estimated
and analyzed by the HELM to learn the mapping function to convert the BCM Mel
spectral features to the corresponding ACM Mel spectral features.

In the testing phase, the incoming BCM test utterance is initially segmented into
short frames using STFT and subsequently converted into 160 dimensional Mel
spectral features. The BCMMel spectral features are further converted by the trained
HELM to acquire the enhanced Mel spectral features. The inverse STFT is then
applied to the enhanced Mel spectral features together with the phase of the original
BCM utterance to obtain the restored speech. More details for the online and offline
phases of the HELM framework can be found in [7].

3 Experiments and Results

3.1 Experimental Setup and Dataset Description

The dataset used in our experiments is the same as the one used in [8]. The utterances
were spoken by a native speaker and recorded using ACM and BCM microphones
simultaneously with the transcript of the Taiwan Mandarin hearing in noise test
(TMHINT) [8]. The datasetwas originally recorded using a sampling rate of 44.1 kHz
and was further resampled to 16 kHz for processing. In this study, we selected 270
utterances from the complete dataset, among which 200 utterances were randomly
selected and used as the training data, and the remaining 70 utterances were selected
as the testing data. There was no overlap between the training and testing utterances.

We evaluated the proposed approach using two standardized objective measures:
PESQ and STOI. The PESQ measures the speech quality of the estimated speech
signal with the clean speech signal as a reference. The PESQ score ranges between
−0.5 and 4.5, where a higher score denotes better speech quality. The STOI
measures the intelligibility of the estimated speech with the clean speech signal as a
reference. The STOI score ranges between 0.0 and 1.0, and a higher score indicates
better speech intelligibility. In this study, we used 160 dimensional Mel spectral
features along with 80,000 patches for the BCM and ACM training samples. In the
experiments, we did not use the context information of the input speech vectors,
i.e., no neighboring input speech vectors were considered.

3.2 HELM-Based SE System

We first utilize the performance of the proposed HELM system for converting
the BCM speech to ACM speech. Table 1 demonstrates the average PESQ and
STOI scores of the unprocessed BCM and HELM enhanced speech. The utterances
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Table 1 Average PESQ and
STOI scores of the
unprocessed BCM speech and
the HELM enhanced speech
trained with the BCM/ACM
utterance pairs

Method PESQ STOI

Unprocessed 2.5775 0.7254

HELM(BCM/ACM) 2.7903 0.8329

Table 2 Average PESQ and
STOI scores of the
unprocessed BCM speech and
DDAE- and HELM-enhanced
speech trained with the
BCM/ACM(IE) utterance
pairs

Method PESQ STOI

DDAE(BCM/ACM-IE) 2.7145 0.8470

HELM(BCM/ACM-IE) 2.8454 0.8306

recorded with the BCM only contain the lower frequency components of the utter-
ances. The HELM framework was trained using the BCM/ACM training utterance
pairs with small numbers of hidden neurons (200, 200, and 500), where 200, 200,
and 500 are the number of hidden neurons for the first, second, and third layer of
HELM, with a sigmoid activation function. The regularization parameters in HELM
were the same as those used in [7].

From Table 1, it is clear that HELM improves the speech quality and intelligibility
by obtaining a remarkable improvement in the PESQ and STOI scores compared to
the unprocessed BCM utterances. Next, we applied a speech intelligibility index
(SII)-based post-filter [8] on the utterances recorded with the ACM to train our
HELM framework. That is, HELM was trained using the BCM/ACM(IE) utterance
pairs, whereACM(IE) represents theACMutterances processed by the SII post-filter.
The purpose of SII-based post-filtering is to consider the critical band importance
function,which correlates speech intelligibility for humans. Table 2 shows the perfor-
mance comparison between the DDAE- and HELM-based enhanced utterances. For
fair comparison, we employed a three-layer DDAE structure, where each layer had
300 hidden neurons (300× 3= 900 hidden neurons), with a sigmoid activation func-
tion. The table shows that HELM outperformed the unprocessed BCM utterances
and DDAE-based enhanced utterances in terms of PESQ score with a reasonable
margin when the systems are trained using BCM-ACM(IE) utterances. However,
DDAE provided a higher intelligibility (STOI) score as compared with the proposed
HELM framework. In addition, comparing the results in Tables 1 and 2, we can see
that the PESQ performance of HELM can be improved by using the BCM/ACM(IE)
training utterances.
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Fig. 2 Spectrograms of the enhanced test utterances using the c DDAE and d HELM of the
a ACM and b BCM utterances. For each figure, the x-axis denotes the time in seconds, and the
y-axis represents the frequency in Hertz

3.3 Spectrogram Analysis

In this section, we analyze the spectrogram of the converted speech signal yielded
by HELM and DDAE. Figure 2a, b show the spectrograms of the BCM and corre-
sponding ACM utterances. Figure 2c, d display the spectrograms of the DDAE- and
HELM- enhanced speech. From Fig. 2c, d, we observe that both of the frameworks
(DDAE and HELM) have successfully converted the BCM utterance to the enhanced
utterance closer to the original ACM (Fig. 2a) utterance.Meanwhile, HELMachieves
better speech quality with PESQ = 2.9633 as compared to DDAE whose PESQ =
2.6027, where the original BCM utterance has PESQ = 2.2619.

3.4 Automatic Speech Recognition

In addition to the speech quality and sound intelligibilitymeasures, we also compared
the recognition results of the speech processed by theHELMandDDAE frameworks.
As discussed in the previous section, the original BCM utterances only contain
the low frequency components of the speech signals, which could result in a poor
recognition performance. We computed the ASR performance of the DDAE- and
HELM- enhanced speech and the original BCM test utterances using Google ASR
[5]. The testing results of the ACM utterances were also listed as the upper bound.
Table 3 presents the character error rate (CER) evaluated on the 70 test utterances.
From Table 3, we first note that BCM speech achieved higher CERs compared to
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Table 3 CERs of the original ACM and BCM test utterances and DDAE- and HELM-enhanced
speech

ACM BCM DDAE HELM

CER (%) 1.0 12.13 10.98 8.27

ACM speech. Next, we can see that both frameworks (DDAE and HELM) provide
a lower CER compared to the unprocessed BCM speech. Moreover, HELM clearly
outperforms DDAE in the ASR experiments.

3.5 Sensitivity/Stability Towards the Training Data

Next, we intend to analyze the sensitivity of the proposed HELM framework with
the quantity of training data. In our previous sections, we used 80000 Mel spectral
patches (MSP) of the samples, randomly selected from the training set, to train the
enhancement models. In this set of experiments, we investigated the performance
using different sizes for the training data from 200 to 500, 1000, 5000, 10000, 20000,
40000, and 80000 MSPs.

Figures 3 and 4 show the brief summaries of the two frameworks in terms of
average PESQ and STOI, respectively. From Fig. 3, we can note that the PESQ
scores of the DDAE framework has improved from 1.4004 to 1.4732 when the size
of the training data increases from 200 to 500 MSP. The same trend of improvement
can be seen when the size of the training data is increased from 500 to 80000MSP for
theDDAE framework. On the other hand, HELMpresents less sensitivity towards the
reduction in the size of the training data. The PESQ score for HELM configuration
escalated from 2.1867 to 2.4605 when the size of the training data only increased
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Fig. 3 Average PESQ scores for DDAE and HELM SE frameworks using different amounts of
training data
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Fig. 4 Average STOI scores for DDAE and HELM SE frameworks using different amounts of
training data

from 200 to 500MSP, as shown in Fig. 3. Similarly, the PESQ score further escalated
to 2.8454 (with 80000 MSP) from 2.6018 (with 1000 MSP). It is very interesting to
observe that DDAE framework require more than 10000 MSP to increase the PESQ
score beyond 2.0 (PESQ = 1.9517 with 10000 MSP), whereas HELM can achieve
PESQ = 2.1867 even with 200 MSP.

Next from Fig. 4, the STOI score for the DDAE framework was low when the
patches were 200 MSP. In contrast, HELM produced comparable STOI scores to the
unprocessed BCM speech when the training data size was 200 MSP. The STOI for
DDAE dropped from 0.8470 to 0.5066 while the drop was not that severe for HELM
as it only declined from 0.8306 to 0.7116 when the amount of MSP was reduced
from 80000 to 200. The results from Figs. 3 and 4 show that both DDAE and HELM
can yield improved speech quality and intelligibility when sufficient training data are
available (more than 80000MSP), while HELM gave improved performance even
with 2000 MSP.

Moreover, we evaluated the ASR results of the DDAE and HELM frameworks
for different amounts of training data. Figure 5 shows the impact of the number of
MSPs on the CER results of the DDAE and HELM frameworks. From the figure,
we can observe a similar trend for the performance of CER as that observed for
PESQ and STOI. Overall, the CERs of the two frameworks are reduced when the
MSP increases from 1000 to 80000. Moreover, HELM yields a consistent and stable
recognition performance with small CER as compared with DDAE for different
numbers of MSP. The CERs of the DDAE decreased consistently and later reduced
dramatically when the MSP increased beyond 10000 MSP, indicating the impact
of the training data on the performance of the DDAE framework. As compared to
DDAE, HELM can yield reduced CER as compared to the BCM even with 5000
MSP. The results again confirm the advantage of HELM over the DDAE when the
amount of training data is limited.
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Fig. 5 CER results of DDAE and HELM frameworks using different amounts of training data

4 Conclusion

In this study, an HELM-based BCM SE approach was proposed. We evaluated the
proposed approach using two standardized objective measures, i.e., PESQ and STOI.
For comparison, a DDAE-based SE system was established and used to test perfor-
mance. Meanwhile, the CERs were tested to compare the performance of the DDAE
and HELM enhanced speech. The experimental results have confirmed the effec-
tiveness of the proposed HELM-based SE framework by maintaining high speech
quality and intelligibility with high recognition accuracy. Since deep learning based
approaches generally require large quantities of training data to learn complex non-
linear relationships between the input and output, we examined the sensitivities of
the DDAE and HELM frameworks with different quantities of training samples. The
performance of theHELM-based SE framework proved to be consistent and provided
superior performance compared with the DDAE-based SE framework. This is the
first attempt that has successfully applied HELM framework for bone-conducted
SE. Because of no fine-tuning or adjustment of parameters during the training phase,
HELM-based models are highly suitable for applications in embedded and mobile
devices.
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Abstract Wehave recently seen the emergence of several publicly available Natural
Language Understanding (NLU) toolkits, which map user utterances to structured,
but more abstract, Dialogue Act (DA) or Intent specifications, while making this pro-
cess accessible to the lay developer. In this paper, we present the first wide coverage
evaluation and comparison of some of the most popular NLU services, on a large,
multi-domain (21 domains) dataset of 25K user utterances that we have collected
and annotated with Intent and Entity Type specifications and which will be released
as part of this submission (https://github.com/xliuhw/NLU-Evaluation-Data). The
results show that on Intent classification Watson significantly outperforms the other
platforms, namely, Dialogflow, LUIS and Rasa; though these also perform well.
Interestingly, on Entity Type recognition, Watson performs significantly worse due
to its low Precision (At the time of producing the camera-ready version of this paper,
we noticed the seemingly recent addition of a ‘Contextual Entity’ annotation tool to
Watson, much like e.g. in Rasa. We’d threfore like to stress that this paper does not
include an evaluation of this feature in Watson NLU.). Again, Dialogflow, LUIS and
Rasa perform well on this task.
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1 Introduction

Spoken Dialogue Systems (SDS), or Conversational Agents are ever more common
in home and work environments, and the market is only expected to grow. This has
prompted industry and academia to create platforms for fast development of SDS,
with interfaces that are designed to make this process easier and more accessible to
those without expert knowledge of this multi-disciplinary research area.

One of the key SDS components for which there are now several such platforms
available is the Natural Language Understanding (NLU) component, which maps
individual utterances to structured, abstract representations, often called Dialogue
Acts (DAs) or Intents togetherwith their respective arguments that are usuallyNamed
Entities within the utterance. Together, the representation is taken to specify the
semantic content of the utterance as a whole in a particular dialogue domain.

In the absence of reliable, third-party—and thus unbiased—evaluations of NLU
toolkits, it is difficult for users (which are often conversational AI companies) to
choose between these platforms. In this paper, our goal is to provide just such an eval-
uation: we present the first systematic, wide-coverage evaluation of some of the most
commonly used1 NLU services, namely: Rasa,2 Watson,3 LUIS4 and Dialogflow.5

The evaluation uses a new dataset of 25k user utterances which we annotated with
Intent and Named Entity specifications. The dataset, as well as our evaluation toolkit
will be released for public use.

2 Related Work

To our knowledge, this is the first wide coverage comparative evaluation of NLU
services—those that exist tend to lack breadth in Intent types, Entity types, and the
domains studied. For example, recent blog posts [3, 5], summarise benchmarking
results for 4 domains, with only 4 to 7 intents for each. The closest published work
to the results presented here is by [1], who evaluate 6 NLU services in terms of
their accuracy (as measured by precision, recall and F-score, as we do here) on 3
domains with 2, 4, and 7 intents and 5, 3, and 3 entities respectively. In contrast, we
consider the 4 currently most commonly used NLU services on a large, new data
set, which contains 21 domains of different complexities, covering 64 Intents and 54
Entity types in total. In addition, [2] describe an analysis of NLU engines in terms
of their usability, language coverage, price etc., which is complimentary to the work
presented here.

1According to anecdotal evidence from academic and start-up communities.
2https://rasa.com/.
3https://www.ibm.com/watson/ai-assistant/.
4https://www.luis.ai/home.
5https://dialogflow.com/.

https://rasa.com/
https://www.ibm.com/watson/ai-assistant/
https://www.luis.ai/home
https://dialogflow.com/
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3 Natural Language Understanding Services

There are several options for building the NLU component for conversational sys-
tems. NLU typically performs the following tasks: (1) Classifying the user Intent or
Dialogue Act type; and (2) Recognition of Named Entities (henceforth NER) in an
utterance.6 There are currently a number of service platforms that perform (1) and
(2): commercial ones, such as Google’s Dialogflow (formerly Api.ai), Microsoft’s
LUIS, IBM’s Watson Assistant (henceforth Watson), Facebook’s Wit.ai, Amazon
Lex, Recast.ai, Botfuel.io; and open source ones, such as Snips.ai7 and Rasa. As
mentioned above, we focus on four of these: Rasa, IBM’sWatson, Microsoft’s LUIS
and Google’s Dialogflow. In the following, we briefly summarise and discuss their
various features. Table1 provides a summary of the input/output formats for each of
the platforms.

Table 1 Input requirements and output of NLU services

Service Input (Training) Output (Prediction)

Rasa JSON or Markdown.
Utterances with annotated
intents and entities. Can
provide synonym and regex
features.

JSON. The intent and
intent_ranking with
confidence. A list of entities
without scores

Dialogflow JSON. List of all entity type
names and values/synonyms.
Utterance samples with
annotated intents and entities.
Need to specify the expected
returning entities as
parameters for each intent.

JSON. The intent and entities
with values. Overall score
returned, not specific to Intent
or Entity. Other returned info
related to dialogue app

LUIS JSON, Phrase list and regex
patterns as model features,
hierarchical and composites
entities. List of all intents and
entity type names. Utterance
samples with annotated intents
and entities

JSON. The intent with
confidence. A list of entities
with scores

Watson CSV. List of all utterances with
Intent label. List of all Entities
with values. No annotated
entities in an utterance needed.

JSON. The intent with
confidence. A list of entities
and confidence for each. Other
info related to dialogue app

6Note that, one could develop one’s own system using existing libraries, e.g. sk_learn libraries
http://scikit-learn.org/stable/, spaCy https://spacy.io/, but a quicker and more accessible way is to
use an existing service platform.
7Was not yet open source when we were doing the benchmarking, and was later on also introduced
in https://arxiv.org/abs/1805.10190.

http://scikit-learn.org/stable/
https://spacy.io/
https://arxiv.org/abs/1805.10190
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(1) All four platforms support Intent classification and NER; (2) None of them
supportMultiple Intents where a single utterancemight expressmore than one Intent,
i.e. is performing more than one action. This is potentially a significant limitation
because such utterances are generally very common in spoken dialogue; (3) Particular
Entities and Entity types tend to be dependent on particular Intent types, e.g. with a
‘set_alarm’ intent one would expect a time stamp as its argument. Therefore we think
that joint models, or models that treat Intent & Entity classification together would
perform better. We were unable to ascertain this for any of the commercial systems,
but Rasa treats them independently (as of Dec 2018). (4) None of the platforms
use dialogue context for Intent classification and NER—this is another significant
limitation, e.g. in understanding elliptical or fragment utterances which depend on
the context for their interpretation.

4 Data Collection and Annotation

The evaluation of NLU services was performed in the context of building a SDS,
aka Conversational Interface, for a home assistant robot. The home robot is expected
to perform a wide variety of tasks, ranging from setting alarms, playing music,
search, to movie recommendation, much like existing commercial systems such as
Microsoft’s Cortana, Apple’s Siri, Google Home or Amazon Alexa. Therefore the
NLU component in a SDS for such a robot has to understand and be able to respond
to a very wide range of user requests and questions, spanning multiple domains,
unlike a single domain SDS which only understands and responds to the user in a
specific domain.

4.1 Data Collection: Crowdsourcing Setup

To build the NLU component we collected real user data via Amazon Mechanical
Turk (AMT). We designed tasks where the Turker’s goal was to answer questions
about how people would interact with the home robot, in a wide range of scenarios
designed in advance, namely: alarm, audio, audiobook, calendar, cooking, datetime,
email, game, general, IoT, lists, music, news, podcasts, general Q&A, radio, recom-
mendations, social, food takeaway, transport, and weather.

The questions put to Turkerswere designed to capture the different requestswithin
each given scenario. In the ‘calendar’ scenario, for example, these pre-designed
intents were included: ‘set_event’, ‘delete_event’ and ‘query_event’. An example
question for intent ‘set_event’ is: “How would you ask your PDA to schedule a
meeting with someone?” for which a user’s answer example was “Schedule a chat
with Adam on Thursday afternoon”. The Turkers would then type in their answers to
these questions and select possible entities from the pre-designed suggested entities
list for each of their answers. The Turkers didn’t always follow the instructions fully,
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e.g. for the specified ‘delete_event’ Intent, an answer was: “PDA what is my next
event?”; which clearly belongs to ‘query_event’ Intent. We have manually corrected
all such errors either during post-processing or the subsequent annotations.

The data is organized in CSV format which includes information like scenarios,
intents, user answers, annotated user answers etc.(See Table4 in Appendix). The
split training set and test set were converted into different JSON formats for each
platform according to the specific requirements of the each platform (see Table1)

Our final annotated corpus contains 25716 utterances, annotated for 64 Intents
and 54 Entity Types.

4.2 Annotation and Inter-annotator Agreement

Since there was a predetermined set of Intents for which we collected data, there was
no need for separate Intent annotations(some Intent corrections were needed). We
therefore only annotated the data for Entity Tokens & Entity Types. Three students
were recruited to do the annotations. To calculate inter-annotator agreement, each
student annotated the same set of 300 randomly selected utterances. Each student then
annotated a third of the whole dataset, namely, about 8K utterances for annotation.
We used Fleiss’s Kappa, suitable for multiple annotators. A match was defined as
follows: if there was any overlap between the Entity Tokens (i.e. Partial Tokens
Matching), and the annotated Entity Types matched exactly. We achieved moderate
agreement (κ = 0.69) for this task.

5 Evaluation Experiments

In this section we describe our evaluation experiments, comparing the performance
of the four systems outlined above.

5.1 Train and Test Sets

Since LUIS caps the size of the training set to 10K, we chose 190 instances of each
of the 64 Intents at random. Some of the Intents had slightly fewer instances than
190. This resulted in a sub-corpus of 11036 utterances covering all the 64 Intents
and 54 Entity Types. The Appendix provides more details: Table5 shows the number
of the sentences for each Intent. Table6 lists the number of entity samples for each
Entity Type. For the evaluation experiments we report below, we performed 10 fold
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cross-validation with 90% of the subcorpus for training and 10% for testing in each
fold.8

5.2 System Versions and Configurations

Our latest evaluation runs were completed by the end of March 2018. The service
API used was V1.0 for Dialogflow, V2.0 for LUIS. Watson API requests require
data as a version parameter which is automatically matched to the closest internal
version, where we specified 2017/04/21.9 In our conversational system we run
the open source Rasa as our main NLU component because it allows us to have more
control over further developments and extensions. The evaluation done for Rasa was
on Version 0.10.5, and we used its spacy_sklearn pipeline which uses Conditional
Random Fields for NER and sk-learn (scikit-learn) for Intent classifications. Rasa
also provides other built-in components for the processing pipeline, e.g. MITIE, or
latest tensorflow_embedding pipeline.

6 Results and Discussion

We performed 10-fold cross validation for each of the platforms and pairwise t-tests
to compare the mean F-scores of every pair of platforms. The results in Table2 show
the micro-average10 scores for Intent and Entity Type classification over 10-fold
cross validation. Table3 shows the micro-average F-scores of each platform after
combining the results of Intents and Entity Types. Tables7 and 8 in the Appendix
show the detailed confusion matrices used to calculate the scores of Precision, Recall
and F1 for Intents and Entities.

Performing significance tests on separate Intent and Entity scores in Table2
revealed: For Intent, there is no significant difference between Dialogflow, LUIS and
Rasa.Watson F1 score (0.882) is significantly higher than other platforms (p < 0.05,
with large or very large effects sizes—Cohen’s D). However, for Entities, Watson
achieves significantly lower F1 scores (p < 0.05, with large or very large effects
sizes—Cohen’s D) due to its very low Precision. One explanation for this is the high
number of Entity candidates produced in its predictions, leading to a high number

8We also note here that our dataset was inevitably unbalanced across the different Intents & Entities:
e.g. some Intents hadmuch fewer instances:iot_wemo had only 77 instances. But this would affect
the performance of the four platforms equally, and thus does not confound the results presented
below.
9At the time of producing the camera-ready version of this paper, we noticed the seemingly recent
addition of a ‘Contextual Entity’ annotation tool to Watson, much like e.g. in Rasa. Wed like to
stress that this paper does not include an evaluation of this feature in Watson NLU.
10Micro-average sums up the individual TP, FP, and FN of all Intent/Entity classes to compute the
average metric.
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Table 2 Overall scores for intent and entity

Intent Entity

Prec Rec F1 Prec Rec F1

Rasa 0.863 0.863 0.863 0.859 0.694 0.768

Dialogflow 0.870 0.859 0.864 0.782 0.709 0.743

LUIS 0.855 0.855 0.855 0.837 0.725 0.777

Watson 0.884 0.881 0.882 0.354 0.787 0.488

Table 3 Combined overall scores

Prec Rec F1

Rasa 0.862 0.787 0.822

Dialogflow 0.832 0.791 0.811

LUIS 0.848 0.796 0.821

Watson 0.540 0.838 0.657

of False Positives.11 It also shows that there are significant differences for Entity F1
score between Dialogflow, LUIS and Rasa. LUIS achieved the top F1 score (0.777)
on Entities.

Table3 shows that all NLU services have quite close F1 scores except for Watson
which had significantly lower score (p < 0.05,with large or very large effects sizes—
Cohen’s D) due to its lower entity score as discussed above. The significance test
shows no significant differences between Dialogflow, LUIS and Rasa.

The detailed data analysis results in the Appendix (see Tables5 and 6) for fold-112

reveal that distributions of Intents and Entities are imbalanced in the datasets. Also,
our data contains some noisy Entity annotations, often caused by ambiguities, which
our simplified annotation scheme was not able to capture. For example, an utterance
in the pattern “play xxx please” where xxx could be any entity from song_name,
audiobook_name, radio_name, posdcasts_name or game_name, e.g. “play space
invaders please” which could be annotated the entity as [song_name: space invaders]
or [game_name: space invaders]. This type of Intent ambiguity that can only be
resolved by more sophisticated approaches that incorporate domain knowledge and
the dialogue context. Nevertheless, despite the noisiness of the data, we believe that
it represents a real-world use case for NLU engines.

11Interestingly, Watson only requires a list of possible entities rather than entity annotation in
utterances as other platforms do (See Table1).
12Tables for other folds are omitted for space reason.
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7 Conclusion

The contributions of this paper are two-fold: First, we present and release a large
NLU dataset in the context of a real-world use case of a home robot, covering 21
domains with 64 Intents and 54 Entity Types. Secondly, we perform a comparative
evaluation on this data of some of the most popular NLU services—namely the
commercial platforms Dialogflow, LUIS, Watson and the open source Rasa.

The results show they all have similar functions/features and achieve similar
performance in terms of combined F-scores. However, when dividing out results
for Intent and Entity Type recognition, we find that Watson has significant higher
F-scores for Intent, but significantly lower scores for Entity Type. This was due to its
high number of false positives produced in its Entity predictions. As noted earlier,
we have not here evaluated Watson’s recent ‘Contextual Entity’ annotation tool.

In future work, we hope to continuously improve the data quality and observe its
impact on NLU performance. However, we do believe that noisy data presents an
interesting real-world use-case for testing current NLU services.We are alsoworking
on extending the data set with spoken user utterances, rather than typed input. This
will allow us to investigate the impact of ASR errors on NLU performance.

Appendix

We provide some examples of the data annotation and the training inputs to each of
the 4 platforms in Table4, Listings 1, 2, 3 and 4.

We also provide more details on the train and test data distribution, as well as the
Confusion Matrix for the first fold (Fold_1) of the 10-Fold Cross Validation. Table5
shows the number of the sentences for each Intent in each dataset. Table6 lists the
number of entity samples for each Entity Type in each dataset. Tables7 and 8 show
the confusion matrices used to calculate the scores of Precision, Recall and F1 for
Intents and Entities. The TP, FP, FN and TN in the tables are short for True Positive,
False Positive, False Negative and True Negative respectively.

Listing 1 Rasa train data example snippet

1 {
2 "rasa_nlu_data": {
3 "common_examples": [ {
4 "text": "lower the lights in the

bedroom",
5 "intent": "iot_hue_lightdim",
6 "entities": [ {
7 "start": 24,
8 "end": 31,
9 "value": "bedroom",

10 "entity": "house_place"
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11 } ] },
12 {
13 "text": "dim the lights in my bedroom"

,
14 "intent": "iot_hue_lightdim",
15 "entities": [ {
16 "start": 21,
17 "end": 28,
18 "value": "bedroom",
19 "entity": "house_place"
20 } ] },
21 ... ...
22 ]
23 }

Table 4 Data annotation example snippet

Userid Answerid Scenario Intent Answer_annotation

1 2 Alarm Set Wake me up at [time: nine am] on [date:
friday]

2 558 Alarm Remove Cancel my [time: seven am] alarm

2 559 Alarm Remove Remove the alarm set for [time: ten pm]

2 561 Alarm Query What alarms i have set

502 12925 Calendar Query What is the time for [event_name: jimmy’s
party]

653 17462 Calendar Query What is up in my schedule [date: today]

2 564 Calendar Remove Please cancel all my events for [date: today]

2 586 Play Music I’d like to hear [artist_name: queen’s]
[song_name: barcelona]

65 2813 Play Radio Play a [radio_name: pop station] on the radio

740 19087 Play Podcasts Play my favorite podcast

1 1964 Weather Query Tell me the weather in [place_name:
barcelona] in [time: two days from now]

92 3483 Weather Query What is the current [weather_descriptor:
temperature] outside

394 10448 Email Sendemail Send an email to [person: sarah] about
[event_name: brunch] [date: today]

4 649 Email Query Has the [business_name: university of
greenwich] emailed me

2 624 Takeaway Order Please order some [food_type: sushi] for
[meal_type: dinner]

38 2045 Takeaway Query Search if the [business_type: restaurant]
does [order_type: take out]
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Listing 2 LUIS train data example snippet

1 {
2 "intents": [
3 { "name": "play_podcasts" },
4 { "name": "music_query" },
5 .......
6 ],
7 "entities": [ {
8 "name": "Hier2",
9 "children": [

10 "business_type", "event_name", "
place_name", "time", "timeofday" ]

},
11 ... ...
12 ],
13 "utterances": [ {
14 "text": "call a taxi for me",
15 "intent": "transport_taxi",
16 "entities": [ {
17 "startPos": 7,
18 "endPos": 10,
19 "value": "taxi",
20 "entity": "Hier9::transport_type"
21 } ] },
22 ... ...
23 ]
24 }

Listing 3 Watson train data example snippet

1 ---- Watson Entity list ----
2

3 joke_type,nice joke_type,funny joke_type,
sarcastic

4 ... ...
5 relation,mum relation,dad person,ted
6 ... ...
7 person,emma person,bina person,daniel

bell
8

9 ---- Watson utterance and Intent list ----
10

11 give me the weather for merced at three pm,
weather_query

12 weather this week,weather_query
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13 find weather report,weather_query
14 should i wear a hat today,weather_query
15 what should i wear is it cold outside,

weather_query
16 is it going to snow tonight,weather_query

Listing 4 Dialogflow train data example snippet

1 ---- Dialogflow Entity list ----
2 {
3 "id": "... ...",
4 "name": "artist_name",
5 "isOverridable": true,
6 "entries": [ {
7 "value": "aaron carter",
8 "synonyms": [
9 "aaron carter"

10 ] },
11 {
12 "value": "adele",
13 "synonyms": [ "adele" ]
14 } ],
15 "isEnum": false,
16 "automatedExpansion": true
17 }
18

19 ---- Dialogflow "alarm_query" Intent
annotation ----

20 {
21 "userSays": [ {
22 "id": " ... ... ",
23 "data": [ { "text": "checkout " },
24 {
25 "text": "today",
26 "alias": "date",
27 "meta": "@date",
28 "userDefined": true
29 },
30 { "text": " alarm of meeting" }
31 ],
32 "isTemplate": false,
33 "count": 0
34 },
35 ... ...
36 ] }



Benchmarking Natural Language Understanding Services … 183

References

1. Braun D, Mendez AH, Matthes F, Langen M (2017) Evaluating natural language understanding
services for conversational question answering systems. In: Proceedings of SIGDIAL 2017, pp
174–185

2. Canonico M, Russis LD (2018) A comparison and critique of natural language understanding
tools. In: Proceedings of CLOUD COMPUTING 2018

3. Coucke A, Ball A, Delpuech C, Doumouro C, Raybaud S, Gisselbrecht T, Dureau J (2017)
benchmarking natural language understanding systems: Google, Facebook, Microsoft, Ama-
zon, and Snips. https://medium.com/snips-ai/benchmarking-natural-language-understanding-
systems-google-facebook-microsoft-and-snips-2b8ddcf9fb19

4. Canh NT (2018) Benchmarking intent classification services. June 2018. https://medium.com/
botfuel/benchmarking-intent-classification-services-june-2018-eb8684a1e55f

5. Wisniewski C, Delpuech C, Leroy D, Pivan F, Dureau J (2017) Benchmarking natural language
understanding systems. https://snips.ai/content/sdk-benchmark-visualisation/

https://medium.com/snips-ai/benchmarking-natural-language-understanding-systems-google-facebook-microsoft-and-snips-2b8ddcf9fb19
https://medium.com/snips-ai/benchmarking-natural-language-understanding-systems-google-facebook-microsoft-and-snips-2b8ddcf9fb19
https://medium.com/botfuel/benchmarking-intent-classification-services-june-2018-eb8684a1e55f
https://medium.com/botfuel/benchmarking-intent-classification-services-june-2018-eb8684a1e55f
https://snips.ai/content/sdk-benchmark-visualisation/


Dialogue System Live Competition:
Identifying Problems with Dialogue
Systems Through Live Event
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Abstract We organized a competition entitled “the dialogue system live competi-
tion” in which the audience, consisting mainly of researchers in the dialogue com-
munity, watched and evaluated a live dialogue conducted between users and dialogue
systems. The motivation behind the event was to cultivate state-of-the-art techniques
in dialogue systems and enable the dialogue community to share the problems with
current dialogue systems. There are two parts to the competition: preliminary selec-
tion and live event. In the preliminary selection, eleven systems were evaluated by
crowd-sourcing. Three systems proceeded to the live event to perform dialogues with
designated speakers and to be evaluated by the audience. This paper describes the
design and procedure of the competition, the results of the preliminary selection and
live event of the competition, and the problems we identified from the event.
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1 Introduction

As in many fields in computer science (e.g., question answering, document retrieval,
and speech recognition), evaluation workshops have been a driving force in dialogue
systems. There are two types of evaluation workshops; one for developing a specific
module in a dialogue system and the other for improving the quality of an entire
dialogue system.

In the former, organizers prepare datasets and participants develop their own
algorithms, competing for the best performance with regards to the dataset. The
Dialog State Tracking Challenge (DSTC) [9] has been a popular venue for task-
oriented dialogue systems. In the DSTC, participants develop algorithms for spoken
language understanding from dialogue logs. The Dialogue Breakdown Detection
Challenges (DBDCs) [4] and NTCIR short text conversation [6] have been held in
recent years for non-task-oriented dialogue systems. In the latter, participants develop
dialogue systems and organizers prepare human evaluators for subjective evaluation.
Popular challenges are the Spoken Dialogue Challenge [2], Loebner Prize (Turing
test), Alexa Prize,1 and the Conversational Intelligence Challenge.2

In this paper, we describe the event “the dialogue system live competition” we
organized in Japan, which falls into the latter category. However, this event differs
from previous ones as follows.

• Dialogues between human users and dialogue systems developed by participants
are performed live in front of an audience, including many researchers and engi-
neers, who watch the dialogues and evaluate the dialogue systems.

• After the live dialogues, the developers describe their systems and conduct a
question-answering (QA) session with the audience.

• Before and after the event, questionnaires are handed out, asking for what the
audience thinks the current problems are with current dialogue systems.

By having the audience watch and evaluate a dialogue live, we expect that the
dialogue community can share the same understanding about the problems with
current dialogue systems, which we believe is important for the community. We give
details on the design of the competition, results of the preliminary selection and live
event, and problems we identified with dialogue systems from the live event.

2 Design of Live Competition

The aim of the live competition is to have the dialogue community share the same
understanding about the current problemswith dialogue systems. To this end,weneed
to have systems that exhibit state-of-the-art or at least high-quality performance to
be used in the live event; we need to ask developers to submit their dialogue systems

1https://developer.amazon.com/alexaprize.
2http://convai.io/.

https://developer.amazon.com/alexaprize
http://convai.io/
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and conduct a preliminary selection. We also need to define evaluation metrics and
regulations. This section describes the design (specifications) of the competition.

2.1 Target Dialogue Systems

The competition focuses on chat-oriented dialogue systems. One reason for avoiding
targeting task-oriented dialogue systems is that chat-oriented ones are still in the
phase of basic research, making it easy for both academia and industry to participate
and submit their systems. Since task-oriented dialogue systems benefit from the
chat function from a social perspective, we also expected the submission of systems
from those working on task-oriented dialogue systems. Another reason for avoiding
targeting task-oriented dialogue systems is that, if we focus on a certain task, only
the people working on that task may be able to participate, limiting the number of
participants. This is especially true when considering the high cost of constructing
an entire dialogue system.

2.2 Platform

The dialogue systems for the competition are implemented as bots on the Telegram
platform. Telegram is an onlinemessaging systemdeveloped byTelegramMessenger
LLP and has been used as a platform for the Conversational Intelligence Challenge.
To have a conversation with a chatbot, users just need to specify the username of
the chatbot and start the conversation.

Participating teams of the competition create their chat-oriented dialogue systems
and make the systems accessible on Telegram. Systems are submitted by informing
the organizers of the username of the systems. Although Telegram is equipped with
various APIs (in Python, Java, Ruby, etc.) with which to support the development of
chatbots, we also created several examples and how-to web pages to facilitate system
development.

2.3 Requirements

We set the following requirements for systems to be submitted to the competition.

1. The language of the system is Japanese.
2. When the system receives a /start message on the Telegram platform, the

system initiates a dialogue.
3. Turns alternate between the system and user, and the system can produce just one

utterance (one speech bubble) in its turn.
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4. The content of the utterance can only include text and should not include emoti-
cons, facial expressions, and stamps.

5. The utterance should not include line breaks.
6. The system should not use profile pictures, icons, and profile descriptions.
7. Upon receiving the 15th user utterance, the system needs to end the dialogue by

its 16th utterance and show a unique dialogue ID, which is used by organizers for
evaluation.

We devised requirement 3 to conduct the evaluation independent of the interaction
style of users.Wedevised requirements 4–6 so that the evaluation canbe conducted on
the basis of the textual content of the dialogue. Note that, in the preliminary selection
using crowd-workers, we also ask the workers to satisfy the same requirements when
making their utterances. We set the number of system utterances to 16, which is
reasonably long when considering the ratio of dialogue breakdowns [3] in current
chat-oriented dialogue systems.

2.4 Evaluation Metric

Although chat has many functions and it is difficult to decide on an appropriate
evaluation metric, we use a single metric “how much the user is willing to chat with
the system again” in the competition because one of the most important functions of
chat-oriented dialogue systems is to maintain the relationship with users. The choice
of this criterion is inspired by Alexa Prize, which uses basically the samemetric. The
evaluation was done on a five-point Likert scale. Note that, the users are explicitly
notified that they are talking to a system (not a human) before evaluation.

2.5 Preliminary Selection and Live Event

The preliminary selection and live event are conducted as follows:

Preliminary selection We use crowd-workers in the preliminary selection. We ask
them to sign in to Telegram and chat with their assigned chatbots by using the
evaluationmetric described above. Since the evaluationof a chat-orienteddialogue
system can be very subjective, we use multiple workers (we used at most 30
workers; see the next section) for each system. The averaged score by the workers
is used for ranking the systems.

Live event The systems that performed well in the preliminary selection can pro-
ceed to the live event. In the live event, the designated speakers talk to the systems,
and the audience watches and evaluates the systems. After that, the developers
present their systems and answer questions from the audience. On the basis of the
average scores of the audience, system ranking is determined.
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2.6 Information Disclosure

To encourage participation, especially from the industry, we set a policy for informa-
tion disclosure. For the teamswho have passed the preliminary selection, we disclose
their names/institutions. For others, the names are anonymized in principle; we will
only disclose them if the developers opt in to be disclosed. The dialogue data col-
lected in the preliminary selection will not be disclosed in principle, although those
willing to make the data public can do so by contacting the organizers. The dialogue
data in the live event will be made public on the competition’s website.3

3 Preliminary Selection

We now describe the preliminary selection together with the results. We also present
analyses of the results and describe the methods that may be promising on the basis
of the results.

3.1 Entries

The live competition was announced in June 2018 and entries were closed at the
end of September 2018. We had 12 entries (from 12 teams), including one from
the organizers. The institutions of the participating teams included those from both
academia and industry. Refer to Table1 for the participating teams.

The system that we (the organizers) prepared is called IRS, which is based on the
IR-STATUSapproach described byRitter et al. [5]. This is a retrieval-based approach:
it first searches for an utterance that is most similar to the input user utterance in the
database (we use 26,972 utterance pairs obtained from human-human chat dialogue
data). Then, the response associated with that utterance is used as an output system
utterance. Lucene4 with the default setting is used for retrieval. For morphological
analysis, we use JapaneseAnalyzer, which comes with Lucene.

3.2 Evaluation Through Crowd-Sourcing

The evaluation process started on October 1st. Since one of the systems could not be
tested by the organizers, we conducted the evaluation on the remaining 11 systems.
We used CrowdWorks5 as the crowd-sourcing platform.We recruited crowd-workers

3https://dialog-system-live-competition.github.io/dslc1/.
4http://lucene.apache.org/.
5https://crowdworks.jp/.

https://dialog-system-live-competition.github.io/dslc1/
http://lucene.apache.org/
https://crowdworks.jp/
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who had good records in their previous tasks; namely, those with over 95% task-
acceptance rate could take part in the evaluation. 300 Japanese yen (two to three US
dollars) was paid on the completion of the task.

Since the systems operate on the Telegram platform, we created a crowd-sourcing
task for each system. Each crowd-worker was only able to talk to a system once,
although it was possible for them to talk to different systems. To avoid relative
evaluation, we asked the crowd-workers to rate the systems by absolute evaluation
and not to compare among systems.

After conducting a dialogue, the crowd-workers rated the system by showing
their degree of agreement with the following statement: “I’m willing to chat with the
systemagain” on a five-point Likert scale; 1 indicates “strongly agree” and 5 indicates
“strongly disagree”. We also solicited free-style comments from the crowd-workers
about dialogue and systemquality. The crowd-workers completed the task by sending
us the dialogue logs, evaluation scores, and comments.

We assigned 30 crowd-workers for each system. Since some workers did not
follow our guideline, some dialogues were regarded as invalid. As a result, each
dialogue system was rated by between 26 to 30 crowd-workers.

3.3 Results

Table1 shows the scores averaged over the raters. The table also shows the institu-
tions, team names, and Telegram bot names. The anonymized participants are called
TEAM1–6. Since there was a notable difference between the third and fourth places,
we decided that the top three teams would proceed to the live event. The box plot
of the scores for each team is shown in Fig. 1. We also conducted a non-parametric
multiple comparison test (Steel-Dwass test) and found that only the top three teams,
who proceeded to the live event, statistically outperformed RSL. In addition, only
NTTdocomo showed marginal statistical significance over TEAM3.

3.4 Analysis

Table2 summarizes the systems. The top-ranked teams use the combination of rule-
and generation-based approaches. The mid-ranked teams use rule- and retrieval-
based approaches. The low-ranked teams use only the rule- or generation-based
approach. Therefore, using rules is important but needs to be complemented with the
generation-based approach. It is also clear that the top-ranked teams use an abundance
of knowledge. It is surprising that neural-based methods struggle; it seems that there
are still limitations to appropriately using neural-based methods within a dialogue.
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Table 1 Results of preliminary selection: averaged scores from crowd-workers

Rank Score Institution Team Telegram bot name

1 1.97 NTT DOCOMO
INC.

NTTdocomo MarikoZatsudanBot

2 2.10 NTT
Communication
Science Labs.

NTTCS tripfreak

3 2.27 Tohoku
University

teamzunko zunko

4 2.57 Organizers IRS IRS

5 2.72 Anonymous TEAM1 Anonymous

6 2.73 Anonymous TEAM2 Anonymous

8 2.75 Anonymous TEAM3 Anonymous

7 2.76 Anonymous TEAM4 Anonymous

9 3.31 Waseda
University

RSL momokoBot

10 4.10 Anonymous TEAM5 Anonymous

11 4.77 Anonymous TEAM6 Anonymous

Fig. 1 Box plot of scores for each participating team

Table3 shows the statistics regarding user and system utterances. To calculate the
number of words, we used MeCab6 for morphological analysis. Although the length

6http://taku910.github.io/mecab/.

http://taku910.github.io/mecab/
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Table 2 Description of each system as reported by participating teams. Approach can be rule-,
retrieval-, or generation-based. Knowledge used can be large text data, knowledge base (KB), or
dialogue data. N/A was used when no machine-learning (ML) was used
Rank Team Approach Knowledge

Rule Retrieval Generation Text KB Dialogue ML algorithm

1 NTTdocomo � � � Other

2 NTTCS � � � � CRF, SVM

3 teamzunko � � � � � RNN

4 IRS � � N/A

5 TEAM1 � � � N/A

6 TEAM2 � � � CNN,
RNN

7 TEAM3 � � � � CNN

8 TEAM4 � � � RNN

9 RSL � N/A

10 TEAM5 � � RNN

11 TEAM6 � � Transformer

Table 3 Statistics regarding system and user utterances. Chars/words indicate averaged number of
characters/words per utterance. Uniq indicates ratio of unique words

Rank Team No. dia-
logues

System utterance User utterance

Chars Words Uniq
(%)

Chars Words Uniq
(%)

1 NTTdocomo 29 22.99 13.46 18.96 15.51 9.40 23.86

2 NTTCS 30 45.34 27.16 3.39 15.84 9.41 16.81

3 teamzunko 30 40.78 25.05 10.43 13.09 7.94 21.25

4 IRS 28 30.30 18.08 19.09 16.97 10.06 22.56

5 TEAM1 29 32.27 18.65 14.89 13.59 8.05 21.77

6 TEAM2 30 17.62 10.09 6.98 14.78 8.70 19.76

7 TEAM3 28 15.23 8.03 21.46 15.34 8.97 23.18

8 TEAM4 29 13.96 8.25 21.07 16.89 10.13 20.63

9 RSL 29 57.44 30.70 3.42 11.59 6.31 18.71

10 TEAM5 30 9.82 6.23 1.46 11.50 6.68 20.81

11 TEAM6 26 4.36 1.93 1.24 11.59 7.12 1.94

of system utterances differs from system to system, longer utterances are generally
preferred by users.We also found that the ratio of uniquewords needs not be high (see
Uniq of NTTCS); it seems satisfactory dialogue can be achieved by fixed pattern-like
utterances.
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4 Live Event

The teams that proceeded to the live event on 21stNovember 2018wereNTTdocomo,
NTTCS, and teamzunko. The system descriptions are as follows; readers capable of
reading Japanese are referred to individual system papers [1, 7, 8]. See also Fig. 2
for example dialogues.

NTTdocomo Their open-domain chat-oriented dialogue system estimates the
focus and dialogue act from the user utterance and produces a system utterance
on the basis of a large utterance database and rules.

NTTCS Their chat-oriented dialogue system talks about travel. On the basis of the
manually constructed dialogue flow and the utterance knowledge created semi-
automatically, it understands/generates appropriate utterances depending on the
context.

teamzunko Their system uses three types of knowledge (Wikipedia-based knowl-
edge base, quizQAdataset, and puns scraped from theweb) to generate rule-based

NTTdocomo S: Hi, my name is Mariko. How have you been?
U: I’ve been preparing for the workshop.
S: Now, cosmetics manufacturer are keen on anti-aging products.
U: I don’t know much about cosmetics.
S: Lately, males are also keen on cosmetics.
U: Oh, I didn’t know that.
S: I guess so.

NTTCS S: Hello, could you tell me your name?
U: My name is Den.
S: Your name is Den. I’m Riko. Nice to meet you. Where do you live, Den?
U: I live in Chiba.
S: I see. Chiba. Chiba is great. I want to go there. It is famous for Tokyo Disney

Land, isn’t it?
U: Yeah, although it is not regarded as part of Chiba.
S: Oh, really. I was wondering how it’s like because my friends tell me that it

is great. Can you recommend me some sightseeing spots in Chiba?
U: There is no great place in Chiba.

teamzunko S: Hi, good morning. My name is Zunko. I’m promoting Zunda rice cakes
around the world. Lately, I’m studying cooking. What is your favorite food?

U: I like omelet-rice (rice wrapped in an omelet).
S: Oh, it is western-style food, isn’t it? It actually originated from Japan, did

you know that?
U: Oh, it is Japanese food, then. I didn’t know that.
S: Talking about Japanese food, do you know Nikiri? It is soy sauce evaporated

with sake or sweet sake. It is widely used in Japanese dishes.
U: Oh, yes. You have to evaporate alcohol when you use sweet sake.

Fig. 2 Dialogue excerpts from live event. S and U indicate system and user, respectively. The
dialogues were originally in Japanese and were translated by the authors
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Fig. 3 Photos of live event. Designated speaker talking to chatbot on Telegram (left) and oral
presentation by a participating team (right)

utterances. The system has the personality of the character, Zunko Tohoku,7 and
uses rules to produce character-like utterances. If the rules do notmatch, a seq2seq
model is used to generate an utterance.

We now describe the procedure and results of the live event. We also discuss the
analysis of the questionnaire responses before and after the live event, from which
we identified the problems with current chat-oriented dialogue systems. See Fig. 3
for the photos of the event.

4.1 Procedure

The procedure was as follows:

1. Each systemwas to talkwith a designated speaker twice. Representatives from the
three teams drew lots to decide the order of the systems. Since we had three sys-
tems, six dialogues were to be performed. The order was decided to be: NTTCS,
NTTdocomo, teamzunko, NTTdocomo, teamzunko, and NTTCS.

2. Three of the four designated speakers (A–D) drew lots to decide to which system
they would talk. The speakers were selected from senior researchers who are
experts in dialogue systems. One of the speakers (A), who did not draw lots,
talked to all three systems, while B–D were assigned to one of the systems.

3. Before the dialogues, the audience filled out a questionnaire,8 which asked what
they think are the current problems with chat-oriented dialogue systems. We
prepared a list of 30 problems, and the audience was requested to choose the five
most important from the list. See Table4 for the full list of problems.

4. The six dialogues were performed by repeating the following process six times:

7https://zunko.jp/.
8We used Google Form for the questionnaire and the following evaluations.

https://zunko.jp/
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Table 4 List of problems from questionnaire regarding chat-oriented dialogue systems. Authors
solicited problems in advance from dialogue research community in Japan and manually clustered
them into 30 problems. Category indicates label used in clustering

No. Category Description of problem

1 Objective The objective of the dialogue is unclear

2 Objective The intention of the system is unclear

3 Objective The dialogue is not informative

4 Objective The dialogue is not interesting/fun

5 Topics The system cannot cope with many topics

6 Topics The system cannot shift to desired topics

7 Knowledge The system lacks common-sense knowledge

8 Knowledge The system lacks sociality

9 Knowledge The system lacks awareness of the environment/situation

10 Knowledge The system delivers incorrect information

11 Knowledge The system delivers outdated information

12 User adaptation/Personality The system does not adapt to the user

13 User adaptation/Personality The relationship between the system and user does not
change

14 User adaptation/Personality The system does not make use of dialogue history

15 User adaptation/Personality The system lacks personality

16 Understanding The level of understanding is poor/shallow

17 Understanding The system does not understand emotion

18 Understanding The system does not understand/answer questions

19 Generation The system generates ill-formed/ungrammatical sentences

20 Generation The underlying intention of the utterance is unclear

21 Generation The utterance does not reflect the dialogue context

22 Generation The system repeats the same or similar utterance

23 Generation The system generates contradicting utterances

24 Miscellaneous The system cannot adequately grab/release initiatives

25 Miscellaneous The system cannot recover from errors

26 Miscellaneous It is difficult to determine what one can say to the system

27 Miscellaneous The system cannot cope with multi-modal input

28 Business/Deployment The implementation cost is high

29 Business/Deployment The business model has not yet been established

30 Business/Deployment It is difficult to evaluate the dialogue quality

a. A designated speaker talked to his/her assigned bot on the Telegram interface
while the audience watched the interaction.

b. After the dialogue, the audience (except for those with conflict of interest)
rated each utterance of the dialogue with one of three labels (good, bad, or
ambivalent) before finally providing a single rating about their willingness to
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talk to the system in question on a five-point Likert scale (as in the preliminary
selection, 1 is best and 5 worst).

5. The participating teams presented their systems through oral presentations. They
also answeredquestions from the audience regarding the behavior of their systems.
The dialogue logs were displayed on the screen so that utterance-level discussions
could be done.

6. The audience filled out the same questionnaire, selecting the five most important
problems after watching/evaluating the dialogues and listening to the presenta-
tions.

4.2 Results

Table5 shows the results of the live event. NTTCS achieved the best averaged score
of 2.81, followed by NTTdocomo (3.06) and teamzunko (3.48). Different from the
preliminary selection, NTTCS was rated the best. It is also clear that the range of the
scores differs with those of the crowd-workers (see Table3). The audience seemed
to have rated the systems more severely, although it may be because the raters and
speakers were different in the live event.

When we looked at the comments given for each system, we found that NTTCS
was favored because of the natural dialogue flow resulting from constraining the topic
to travel, although there was criticism that the dialogue was too system-initiative and
monotonous. NTTdocomo’s system was evaluated highly for its friendly character
speaking in the Kansai (Osaka area of Japan) dialect. The downside was its abrupt
topic-shifts and its failure to understand open-domain utterances. For teamzunko,
the audience liked the variety of utterances made from its different sources, although
therewas criticism about the frequent dialogue breakdowns due to their system ignor-

Table 5 Results from live event.Average indicates score averaged over all ratings given to particular
system

Rank Team Dialogue Averaged rating No. of raters

1 NTTCS 1st dialogue 2.69 97

2nd dialogue 2.93 99

Average 2.81

2 NTTdocomo 1st dialogue 3.18 101

2nd dialogue 2.95 101

Average 3.06

3 teamzunko 1st dialogue 3.58 92

2nd dialogue 3.40 98

Average 3.48
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ing user utterances and producing ungrammatical utterances from seq2seq models.
Overall, NTTCS’s system was perceived the best probably because it was keeping
track of the dialogue by restricting the topic, while others had difficulty in dealing
with open-domain utterances of users, which is still fraught with problems.

4.3 Analysis of Questionnaire

Table6 shows the top ten problems after the live event and the ranking of these
problems before the live event so that we can compare the changes in ranking.
After the audience witnessed the dialogues, the rankings significantly changed; the
understanding of user utterances, recognition of the topics, and capability of answer-
ing questions now occupy the top three, indicating that the fundamental function of
understanding the meaning of utterances is still a challenge in chat-oriented dialogue
systems. As the changes in the ranking suggest, the event successfully highlighted
the difficulty with current chat-oriented dialogue systems.

5 Summary and Future Work

We described a competition entitled “the dialogue system live competition” we orga-
nized in which the audience, consisting mainly of researchers in dialogue systems,
watched and evaluated a live dialogue conducted betweenusers anddialogue systems.
The motivation behind the competition was to cultivate state-of-the-art techniques
in dialogue systems and enable the dialogue community to share the problems with
current dialogue systems.

We had a total of 12 entries, out of which 11 systems were evaluated during the
preliminary selection. Three systems proceeded to the live event and were evaluated
by approximately 100 people. Below are the findings from the competition:

• The combination of rule- and generation-based approaches seems appropriate to
produce good dialogues. The use of multiple knowledge sources also helps. Cur-
rently, neural-based methods alone do not lead to high-quality dialogues.

• With the current level of dialogue technology, it greatly helps to constrain the topic
of conversation (such as travel) to keep the dialogue on track.

• The live event successfully identified the difficulty with current chat-oriented dia-
logue systems.After the event, the problems perceived to be importantweremostly
regarding the fundamental understanding functions of a system, such as under-
standing of utterances, recognition of the topics, and question answering.

We believe our findings are general enough becausewe used high-quality dialogue
systems that are currently available, although it may be possible that the problems
we identified may be specific to the systems of the live event. We want to further
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Table 6 Ten most important problems after live event. Previous ranking indicates problem ranking
from questionnaire before live event

Rank Problem description Previous ranking Change in ranking

1 The level of
understanding is
poor/shallow

2 UP

2 The system cannot
shift to desired topics

8 UP

3 The system does not
understand/answer
questions

13 UP

4 The utterance does not
reflect the dialogue
context

1 DOWN

5 The intention of the
system is unclear

18 UP

6 The system does not
make use of dialogue
history

11 UP

7 The objective of the
dialogue is unclear

7 SAME

8 The system repeats the
same or similar
utterance

19 UP

9 The system does not
adapt to the user

6 DOWN

10 The system cannot
cope with many topics

5 DOWN

clarify the problems and pursue state-of-the-art methods in chat-oriented dialogue
systems by holding another live competition.

Acknowledgements The authors would like to thank the Japanese society for artificial intelligence
(JSAI) for financially supporting the competition. We also thank the teams who participated in the
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form to be filled in by the participants was updated to enable data distribution to
researchers as long as it is used for research purposes. After the data collection,
eight annotators were divided into three groups and assigned labels representing
how much a participant looks interested in the current topic to every exchange. The
labels given among the annotators do not always agree as they depend on subjective
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1 Introduction

Dialogues consist of various elements including verbal information conveyed by
spoken languages and non-verbal information. Multimodal information including
such non-verbal information is important when constructing various systems such as
dialogue robots and empathetic agents. It is desirable that such a system can detect
intention, attitude, and emotion not necessarily expressed through spoken language.

We have been constructing a multimodal corpus of human-system multimodal
dialogues that can be distributed to researchers, which will contribute to the devel-
opment of multimodal dialogue systems. Since 2016, we have performed a number
of activities to build such a shared corpus,1 which will enable us to analyze user
behaviors and contribute to improving components of multimodal dialogue systems.

We focus on analyzing how humans behave toward multimodal dialogue systems
rather than analyzing human-human dialogues. While a number of shared corpora
of multimodal dialogues among humans have been built and there have been plenty
of studies analyzing these corpora (e.g., [2, 10]), user behaviors in human-system
dialogues are different from those in human-human dialogues especially when the
users realize that they are talking to a system.

This paper reports our new data collection of multimodal dialogues and the results
of its annotation disagreement analyses. After outlining related work in Sect. 2, we
describe the details of the data collection and annotation in Sect. 3. In Sects. 4 and
5, we show the results of several analyses for annotation disagreement. In Sect. 4,
we present a model to show how each annotator’s results are deviated. In Sect. 5, we
show how the annotation results changed when annotators assigned the labels again
about one month after the first annotation. We conclude this paper by showing our
perspective and issues in sharing such corpora in Sect. 6.

2 Related Work

Several meeting conversation corpora with multiple participants have been released
and shared for analyzing human-human multimodal conversation, such as the Aug-
mented Multi-party Interaction (AMI) corpus [2] and the ICSI meeting corpus [10].
The Computers in Human Interaction Loop (CHIL) corpus treats human-human
interactions in offices and classrooms [21], and the Video Analysis and Content
Extraction (VACE) corpus also treats human-human interactions in battle-game ses-
sions in the air force [3]. A corpus of political debates in a TV program has also been
shared for analyzing social interactions [20].

Several multimodal corpora, which are not those of interactions, have also been
published, such as ones for assessing public speaking ability and anxiety [5] and for

1These activities are being conducted by a working group (Human-System Multimodal Dialogue
SharingCorpusBuildingGroup) under SIG-SLUDof the Japanese Society forArtificial Intelligence
(JSAI).
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recognizing group-level emotion on in-the-wild data [6]. Such multimodal analyses
have been used for constructing systems; for example, a system that analyzes non-
verbal human behaviorswas developed and used to assess indicators of psychological
distress, such as depression and post-traumatic stress disorder (PTSD) [18].

Our target is to construct a human-system dialogue corpus. The most important
difference between human-human and human-system dialogues is whether users
realize that they are talking to a system. User behaviors differ when they talk to a
system or a human. Data on human-system dialogues contain real behaviors of users,
which can be used to detect user states in actual dialogue systems.

Our goal in this project is to contribute to the development of multimodal dialogue
systems. The corpora can be used to detect users’ interests [4, 8] and boredom [16],
which can lead to adaptive dialogue systems that change their question strategy and
topics to talk with. Collecting and sharing such dialogue corpora can lead to the
development of component techniques required in dialogue systems, which will not
easily bore users by considering their states.

In terms of sharing the human-system dialogue corpus, there was a project to
collect and share a text chat corpus, which also conducted shared tasks using it [7].
A competition for speech-input chatbots, the Amazon Alexa Challenge,2 was also
conducted. The target of our project is not text-input or speech-input chatbots but
multimodal dialogue systems. Privacy issues for the multimodal data need to be
considered because it contains participants’ faces.

There have been several studies that exploit labels given by multiple annotators.
Ozkan et al. used the labels obtained via crowdsourcing for predicting backchannels
by integrating the classifiers for each crowdworker by using latent variables [14, 15].
Kumano et al. proposed a probabilistic model that considers an observer’s (i.e. an
annotator’s) perception tendency [11]. Inoue et al. also proposed a latent character
model of annotators to estimate a listener’s engagement [9].We analyze the disagree-
ment of the annotation results in our corpus and also empirically confirm annotators’
tendency.

3 Collecting Dialogue Data

We collected the data of human behaviors when participants talked with a system
operated using the Wizard of Oz (WoZ) method. We updated the consent form to
enable data distribution for research purposes and recruited various participants from
the general public. After the data collection, we annotated the interest level of the
participants to every exchange, similarly to our previous work [1]. The annotation
was applied to every exchange, and can be used as reference labels for constructing
a system that can adapt to user multimodal behaviors in each exchange.

2https://developer.amazon.com/alexaprize.

https://developer.amazon.com/alexaprize
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Video camera
• Recording of face 

and upper body

Kinect
• Posture and depth
• Speech

Display
• MMD-Agent operated by 

“Wizard” in another room

Fig. 1 Environment of data collection

3.1 System

We used a virtual agent, MMDAgent,3 as the interface with which participants inter-
acted. The environmental setup is shown in Fig. 1. The participants talked with the
agent shown on the display.

The behavior of the participants was recorded using a video camera and a
Microsoft Kinect V2 sensor, which were set up above the display. The video camera
recorded the face and upper body of the participants at 30 frames per second (fps).
The audio recording sampling rate was 44.1kHz. The Kinect sensor recorded voice,
depth information, and posture of their upper body. The posture information was
recorded as joint positions of the participant, whose coordinate origin was the center
of the infrared (IR) sensor, at 30 fps. The voice was recorded as 16kHz WAV files.
We asked the participant to clap once before the dialogue to provide a reference point
to align the camera and the Kinect sensor manually.

The virtual agent was manipulated by an operator, called the “Wizard,” via WoZ
method. The operator simulated a dialogue system that interacts with the participants.
The operator’s interface is shown in Fig. 2. The operator can select a topic, utterances
in the topic, and general responses used in chat dialogues, and can partly control facial
expressions and actions of the virtual agent when it speaks by putting some special
character sequences at the end of utterances.

3http://www.mmdagent.jp/.

http://www.mmdagent.jp/
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Copyright 2009-2013 Nagoya Institute of Technology (MMDAgent Model ”Mei”)

Fig. 2 GUI for Wizard [19]

3.2 Task

No specific task was set in the dialogue; that is, it was a chat dialogue. Before the
dialogue, each participant filled out a questionnaire selecting three favorite and three
non-favorite topics out of 12 topics prepared beforehand. The operator used the six
chosen topics in random order, and selected questions and responses prepared in the
Wizard interface after the participants spoke. The number of exchanges in each topic
was about 15. An example dialogue is shown in Fig. 3 (translated from Japanese).

3.3 Participants and Collected Data

The participants comprised 30 males and females, whose ages ranged from 20 to 50,
recruited from the general public through a recruitment agency.We explained to them
the objectives of this data collection and their rights (e.g., they can withdraw their
participation in the data collection at any time) and asked them to fill in the consent
form only if they agreed with the conditions. We clearly stated that the collected



206 K. Komatani et al.

------------------------------------------------
S: Let’s talk about food.
U: Okay.
S: Do you like sweets?
U: Sweets, ... well, not so much.
S: Then let’s talk about cooking.
U: Okay.
S: Which do you like better, eating or cooking?
U: Well, I much more prefer to eat.
S: You like to eat. Can you recommend any food?
------------------------------------------------

S and U denote the system (Wizard) and user (participant) utterances, respectively.

Fig. 3 Example WoZ dialogue

data can be distributed to researchers for research and development purposes on
the premise that the researchers submit a written oath on use. In addition, explicit
permission was asked of the participants for use of their facial images in conference
presentations and technical papers.

We collected data from 29 participants; the data of one participant could not
be recorded due to machine trouble. The duration of the data is about 15min per
participant. Dialogue data with each participant contains about 80 exchanges for the
six topics.

3.4 Annotation

We annotated labels that denote an interest level, i.e., whether a participant seemed
to be interested in the current dialogue topic. The labels basically consist of three
choices: interest (o), unknown (t), and no interest (x). If a system error occurred, error
(e) can also be given. The interest level is a different notion from engagement [13,
17]. We believed the engagement was almost always established in such situations
because these were dyadic interactions without any distracting factors, so we focused
on the interest level, which can be helpful for constructing multimodal dialogue
systems that select the next topic based on its estimation results.

The labels were given to each exchange (i.e., a pair of a system utterance and a
user utterance). More specifically, an exchange begins from the start time of a system
utterance and ends at the start time of its next system utterance.

Annotators were instructed to consider various features of the participants, such
as facial expressions, prosody, utterance content, etc., and not to determine the labels
only with a specific modality. They were also instructed not to give labels only from
a part of the exchange, and to give labels considering differences among individual
participants after watching the entire recording of the target participant.
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Table 1 Amount of data and annotator groups

Group Num. participants Num. exchanges Num. annotators

A 10 844 6

B 10 816 3

C 9 762 3

A total of eight annotators4 were assigned to three groups, as shown in Table1.
We did not use crowdsourcing because we need to protect the participants’ personal
information. First, three annotators were assigned to groups B and C, respectively, so
that we can use a majority vote of labels if necessary. The remaining annotators were
assigned to group A so as to enable analysis of the annotation tendency by multiple
annotators.

4 Analysis on Disagreement of Annotation Results

Since perception of the interest level is subjective, the labels given by the annotators
do not completely agree. The inter-rater agreement scores (Fleiss’ κ coefficients)
among annotators in each group are shown in Table2. According to [12], κ values
between 0.41 and 0.60 are regarded asmoderate agreement but not perfect agreement.

In this section, we analyze the annotation tendency to discuss the disagreement
among labels given by annotators. First, we give examples to show our insights and
formulation. We then show the tendency of all annotators in each group.

4.1 Example in Arbitrary Pair of Annotators

Table3 shows an example confusion matrix, in which each value denotes counts
of labels given by two annotators (here, B2 and B3 in group B). Each row of the
matrix represents the labels given by annotator B2 while each column represents
those by B3. Diagonal components in the matrix denote counts of cases where the
two annotators gave the same labels, i.e., their judgments agreed. However, the count

Table 2 Inter-rater
agreement scores (Fleiss’
kappa coefficient) among
annotators in each group

Group κ

A 0.49

B 0.55

C 0.45

4Two annotators gave labels to the data of all three groups.
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Table 3 Example confusion matrix of labels annotated by B2 and B3 (each row represents labels
annotated by B2; each column represents those by B3.)

B2 \ B3 o t x Total

o 192 19 18 229

t 23 64 9 96

x 125 68 297 490

Total 340 151 324 815

Fig. 4 Example of
regression analysis (a pair of
annotators B2 and B3). Since
multiple pairs overlap on the
nine points, we shifted plot
positions of the points
depending on the number of
pairs
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of disagreed labels shown in the lower triangular matrix (23 + 125 + 68 = 216) was
larger than that on the upper triangular matrix (19 + 18 + 9 = 46). This means that
B3 tended to give more “interest (o)” labels to exchanges than B2 did.

To analyze the tendency of the disagreement, we conducted a regression analysis
based on the function y = x + b, which is a parallel translation of x to y. b in the
regression model corresponds to the difference between x and y. For the regres-
sion analysis, we converted the three labels (categorical data) to continuous values
(numerical data) corresponding to the three levels. Assuming the unknown (t) label
has themedium value between interest (o) and no interest (x), we converted the labels
x, t, o to continuous scores −1, 0, 1, respectively.

Let si, j ∈ {−1, 0, 1} be scores of each exchange j given by annotator i . We con-
ducted a regression analysis between all pairs of score vectors given by two annotators
who belonged to the same groups (A-C). On the assumption that there is difference
of scoring tendency between annotators, b is optimized so as to minimize the sum
of the square errors between si1, j and si2, j (i.e., si1, j + b). The sign of the estimated
b indicates whether the annotator tends to annotate a higher score (“interest (o)”) or
lower (“no interest (x)”).

Figure4 shows the result of the regression analysis between annotators B2 and
B3 as an example. Each point denotes the pair of scores (sB2, j and sB3, j ). Note that
nine points in this figure correspond to the pairs (3 × 3) of scores (si, j ∈ {−1, 0, 1}).

After optimizing the regression model, the bias value b in the regression function
(the amount of the parallel translation) was estimated as 0.26. This result shows that
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sB3,∗ tends to be larger than sB2,∗. The result of the regression modeling enables us
to effectively analyze the difference of scoring tendencies between annotators.

The evidence that B3 tended to annotate higher scores is also obtained using
a paired sample t-test between B2 and B3. The t-test was conducted to determine
whether the mean of differences between the two score sets of samples (exchanges)
was zero. As a result of the t-test, the p-value was less than 10−27, indicating that
the average of the differences between the score sets was not zero with statistical
significance.

4.2 Tendency Among All Annotators in Each Group

Next, we compare the annotation tendency among all annotators by using the regres-
sion analysis. For this purpose, we calculated average scores (s j ) of all annotators
belonging to each group and conducted the regression analysis between scores si, j
of an annotator and the averages s j . The average scores of each group were used
as standards for obtaining relative relationships of each annotator’s results. As an
example, we show the results of the regression analysis that converts the scores of
C3 to the average scores of group C in Fig. 5.

Through the regression analysis between the scores and the average scores, we can
compare scoring tendencies by annotator i by ranking the bias bi of the regression
model. Table4 shows the comparison of the estimated bi via regression analysis in
each group.

From Table4, the result of the regression analysis shows that the biases of anno-
tators A1, A2 and A3 were positive (bi > 0) and those of A6, A5, and A4 were
negative. The results indicate that annotators A1, A2, and A3 tended to give lower
scores (“no-interest”) than the average in Group A and, inversely, annotators A4,
A5, and A6 tended to give higher scores (“interest”). In groups B and C, the biases
of annotators B3 and C3 were negative (bi < 0), which indicates they tended to give
higher scores (“interest”) than the average andwhen compared to the other annotators
in the group.

Fig. 5 Example of
regression analysis using the
averages of each group:
scores of annotator C3 and
the average scores of all
annotators belonging to
group C

-1.5

-1

-0.5

 0

 0.5

 1

 1.5

-1.5 -1 -0.5  0  0.5  1  1.5

A
nn

ot
at

or
 a

ve
ra

ge

Annotator C3

y = b - 0.192
Annotator C3



210 K. Komatani et al.

Table 4 Bias bi in the regression model trained by using score vectors of annotator i so as to output
the average scores of all annotators (including the annotator) in each group. The larger bi denotes
larger differences between annotator scores and average scores in each group

A bi B bi C bi

A2 0.178 B2 0.138 C2 0.117

A1 0.104 B1 0.063 C1 0.076

A3 0.046 B3 −0.202 C3 −0.192

A6 −0.093

A5 −0.094

A4 −0.142

The regression analysis revealed the difference of scoring tendencies between
annotators. If there is significant ordinal association between the score sets given
by two annotators, it is suggested that the subjective difference of scores between
annotators is explainable through the regression analysis.

5 Analysis of Temporal Changes of the Same Annotators’
Results

We have confirmed in the previous section that there are deviations in the annotation
results depending on the individual annotators. In this section, we verify whether
such deviations are caused by the annotators’ characteristics or their capriciousness.

We asked two annotators in Group A (A4 and A5) to annotate again with the
same data about one month after the first annotation. We then compared the first
and second annotation results by κ values in addition to those with other annotators’
results. The results are shown in Table5.

Table 5 κ values between 1st and 2nd annotations in Group A

A4(1st) A5(1st)

1st A1 0.426 0.564

A2 0.463 0.536

A3 0.438 0.613

A4 − 0.509

A5 0.509 −
A6 0.473 0.438

2nd A4 0.605 0.502

A5 0.549 0.689



Multimodal Dialogue Data Collection and Analysis … 211

The highest κ values for A4(1st) and A5(1st) were obtained with A4(2nd) and
A5(2nd), respectively, whose κ values were 0.605 and 0.689. This result indicates
that the annotation results most agreed with those by the annotators themselves after
one month passed, compared with those with other annotators, although the results
did not match perfectly even with the same annotators. This suggests that there is an
annotator-specific tendency that is preserved even after a lapse in time. Although the
annotation results do not always agree because of the subjectivity of each annotator,
we showed there is a certain tendency specific to each annotator, and confirmed
quantitatively that it is different from other annotators.

6 Issues and Future Work

The collected multimodal dialogue data includes the personal information of partici-
pants such as their faces and voices. Therefore, the data needs to be handled carefully
so as not to violate privacy issues. To keep continuous and consistent handling of such
data, we are now in discussion with an organization whose mission is to distribute
such corpora.

Organization distributing such data may require that the data collection procedure
also be certified by its ethics review committee in addition to the collection phase. In
an ethics review, it is better to write the content of the consent forms more concretely
to relieve participants. On the other hand, if the usage description is very limited,
opportunities to use the data will also be limited when it is shared with various
researchers. It is also an important factor that researchers can easily obtain and use
the data. Thus, before starting a data collection that includes personal information
for the purpose of sharing, it is necessary to design in advance its consent form that
balances ease of data distribution and personal information protection.

Upon request, the collected data is currently being distributed by the first author.
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Analyzing How a Talk Show Host
Performs Follow-Up Questions for
Developing an Interview Agent

Hiromi Narimatsu, Ryuichiro Higashinaka, Hiroaki Sugiyama,
Masahiro Mizukami, and Tsunehiro Arimoto

Abstract This paper aims to reveal how human experts delve into the topics of
a conversation and to apply such strategies in developing an interview agent. The
purpose of recent studies on chat-oriented dialogue systems has centered around
how to respond in conversation to a wide variety of topics. However, in interviews,
it is also important to delve into particular topics to deepen the conversation. Since
interviewers in talk shows, such as talk show hosts, are considered to be proficient at
such skills, in this paperwe analyze howa talk showhost interviews her guests in aTV
program and thus reveal the strategies used to delve into specific topics. In particular,
we focus on follow-up questions and analyze the kinds of follow-up questions used.
We also develop a prediction model that judges whether the next utterance should
be a follow-up question and then evaluate the model’s performance.

1 Introduction

Recently, interview agents have been attracting attention because they have practical
uses and the resulting dialogue can be engaging. Various types of interview agents
have been studied, such as SimSensei [1] for performing mental care through inter-
views and a job-interviewer robot [4]. However, these systems interview users in a
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fixed setting and cannot converse with users over a wide variety of topics, as achieved
in current chat-oriented dialogue systems.

This work lies at the intersection of chat-oriented dialogue systems and interview
agents. While recent studies on chat-oriented dialogue systems aim to respond to a
wide variety of conversation topics [3, 9], the dialogue is not very engaging because
the topics change frequently,making users less engaged.Wewant to add interviewing
skills to a chat-oriented dialogue system so that the dialogue can be more engaging
and entertaining.

In order to gain insights into how to perform interviews through a chat-oriented
dialogue, we analyze the behavior of a talk show host, who is considered to be
proficient at such skills. In particular, we focus on follow-up questions and analyze
the kinds of follow-up questions that are typically used in interviews.We also develop
a predictionmodel to judgewhether the next utterance should be a follow-up question
and then evaluate this model’s performance.

2 Related Work

Listening agents, interview agents, and chat-oriented dialogue systems have different
ways of keeping users engaged in a conversation.

Listening agents attentively listen to users [2, 7] while making timely acknowl-
edgments and multi-modal behaviors, which gives the users a sense of being listened
to. However, they typically do not answer questions or ask questions.

Interview agents can create engaging conversations by asking questions in an
interview-style [1, 2]. This strategy is effective in requesting information and in
prompting users to extend their talk as long as possible. However, such an interview
is not likely to be entertaining because the typical aims are to simply elicit information
or perform a task-specific interview.

Recently, an abundance of work on chat-oriented dialogue systems has been
reported [3, 9]. The typical strategy adopted for making users engage with such
systems is to generate informative or interesting utterances [5]. Methods of generat-
ing questions have also been studied [8]; however, how to make effective questions,
especially follow-up questions, within a chat-oriented dialogue has rarely been con-
sidered.

This paper adds interviewing skills to a chat-oriented dialogue system in order
to produce more engaging dialogue. We assume that interviewers on TV talk shows
have the required skills to produce an engaging conversation. Therefore, we analyzed
the actual interviewing behaviors of a talk show host to mine the relevant strategies
from the viewpoint of follow-up questions.
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3 Dataset

We collected actual conversations between a professional interviewer and guests
on a famous Japanese TV show “Tetsuko no Heya1” (meaning “Tetsuko’s room”
in English) that has a conversational-style format. On this TV show, the interviewer
(TetsukoKuroyanagi) talkswith a different guest on each program in a conversational
style, and the audience enjoys the conversation and the information elicited from the
guests. The number of dialogues in our corpus is 447, and each dialogue contains
about 480 utterances.

Since attentive listening and urging strategies are particularly used in parts of the
conversation, especially when the guest supplies some pieces of information on the
same topic, we extracted such segments in a conversation story. We also defined
utterance functions of listening and urging signs and assigned one of the functions
to each utterance within stories.

3.1 Annotation

The definition of a story is as follows:

• It consists of utterance sequences about the same topic. Not only the story itself
but also neighboring conversation blocks about the same topic are included in a
story.

• The story includes at least two turns of information provision from the guest.

Then, we newly defined the utterance functions of listening and urging based
on the categories of Maynard [6]. Specifically, we defined eight utterance functions
related to listening and urging (See Table 1).

3.2 Statistics of the Dataset

The number of interviewer’s utterances in the story is 57,333, and Fig. 1 shows
the ratio of utterance functions. The ratio of FQ is highest in all interviewer utter-
ances except for Others. This highlights the importance of FQ and indicates that the
interviewer works to assist the guest in easily continuing his/her story.

To clarify the flow of transitions between the utterance functions in the inter-
viewer, we analyzed the transition rate between each pair of functions (Fig. 2) except
for Others. The results show that the interviewer repeats follow-up questions by
sometimes inserting filler and admiration. Furthermore, Question (Ir) continuously
occurs with high frequency.

1https://www.tv-asahi.co.jp/tetsuko/.

https://www.tv-asahi.co.jp/tetsuko/


218 H. Narimatsu et al.

Table 1 Utterance functions

Utterance function Explanation

Filler Light expression of understanding

Repeat Show understanding of the important words in
utterances

Admiration Show understanding that the point made is
worthy of admiration

Urging Show recognition that the current story
continues

Paraphrasing Show deeper understanding by rephrasing
using other words

Question (Information request: Ir) Questions to request new information

Follow-up Question: FQ Questions to delve into the current topic

Others Utterances not corresponding to any of above
functions
(this includes statements of impressions and
opinions)

Fig. 1 Utterance function frequency rate of interviewer within the story

4 Generation of Follow-Up Questions

4.1 Judgment of Whether the Next Utterance Is a Follow-Up
Question

As one of the challenges toward achieving an interviewer agent, we decided to
develop a model to judge whether the next utterance is a follow-up question. The
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Fig. 2 Flow of transitions between utterance functions where the rate is more than 0.01

Table 2 Judgment of next follow-up question

Pre. Rec. F1

DT 0.493 0.503 0.498

LR 0.609 0.433 0.510

SVM 0.493 0.503 0.498

number of training and test data (utterances) are 30,000 and 6,384, respectively.
The number of follow-up questions in these datasets is 12,877 (42.9%) and 2,525
(39.6%), respectively.

We compared three classifier models: decision tree (DT), support vector machine
(SVM), and logistic regression (LR). We first assigned dialogue-act labels to the
utterances automatically using our dialogue-act classifier. Then, the dialogue-act
labels in the latest n-th utterances were used as features for classification. Here, the
latest n-th utterances include those of an interviewer and a guest.

Table 2 shows that LR achieved the highest F1 score with 0.510, although most of
the scores are similar. To further clarify the decision process, we analyzed the trained
model of the decision tree (See Fig. 3). The decision tree indicates that whether the
latest guest utterance includes a Question (fact)/Question (Ir) is one of the strong
features of judgment; it seems that there is a non-listening conversational turn of the
interviewer when questions are included in the guest utterances.
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4.2 Discussion for the Generation

In order to gain insights for realizing a follow-up question generator, we analyzed
the follow-up questions in more detail.

By using the estimated dialogue-act labels for the utterances, we examined the
ratio of dialogue-acts in follow-up questions (Fig. 4). As a result, we found that the
most frequent dialogue-acts are question (fact), confirmation, and question (infor-
mation request).

Furthermore, we counted the appearance number of words in follow-up questions
(Fig. 5). Thenumber ofwords that appear only once is significantly large. This implies
that the interviewer asked follow-up questions without using patterned questions but
instead various types of representations, such as words in the context. Therefore,
generating a follow-up question with certain types of dialogue-acts is important, and
using the context words in the follow-up question will probably improve the quality
of the follow-up questions.

Finally, we analyzed the follow-up question types by dividing them into 5W1H
question categories (Table 3), indicating that “What” is the most frequent followed
by “When” and “How”.We also show several examples of questions along with their
dialogue-acts and 5W1H categories in Table 4.

Fig. 4 Ratio of dialogue-act in follow-up question of interviewer
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Fig. 5 Number of n-appearance word in follow-up question of interviewer

Table 3 Rate of 5W1H question categories in follow-up questions

What When Where Who Why How

Rate (%) 41.3 20.1 7.3 1.7 6.4 17.2

Table 4 Follow-up question examples

Context Interviewer’s
follow-up question

Dialogue-act 5W1H category

Guest: My body got
sore on stage.

Oh my god, what did
you do?

Question (fact) What

Interviewer: Well, did
you leave your own
shop to others? Guest:
Yes.

You’ve been worried,
haven’t you?

Confirmation Other

Guest: I ate the famous
food there.

How was it?
Delicious?

Question (Eval) How

5 Conclusion

For the purpose of developing an interview agent that can delve into stories on a
certain topic, we analyzed an actual TV talk show’s conversation to reveal how the
host interviews her guests. In particular, we focused on conversational segments in
which the same topic is discussed, and we analyzed how a skilled interviewer listens
to a guest and urges the guest to continue an interesting story. Our analysis shows
that the high-frequency utterance function used by an interviewer in pursuing a story
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is the technique of follow-up questions. Through this work, we developed a simple
model to judge whether the next utterance should be a follow-up question, and this
model could be useful in developing an interview agent. In future work, we will
analyze the specific content and utterances in detail and consider how to develop a
follow-up question generator. Another study on modeling the order of dialogue-acts
in a story would also be effective for creating a useful interview agent.
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Chat-Oriented Dialogue System That
Uses User Information Acquired
Through Dialogue and Its Long-Term
Evaluation

Yuiko Tsunomori, Ryuichiro Higashinaka, Takeshi Yoshimura,
and Yoshinori Isoda

Abstract A chat-oriented dialogue system can become more likeable if it can
remember information about users and use that information during a dialogue. We
propose a chat-oriented dialogue system that can use user information acquired dur-
ing a dialogue and discuss its effectiveness on long-term interaction. In our subjective
evaluation over five consecutive days, we compared three systems: a system that can
remember and use user information over multiple days (proposed system), one that
can only remember user information within a single dialogue session, and another
that does not remember any user information. We found that users were significantly
more satisfied with our proposed system than with the other two. This paper is the
first to verify the effectiveness of remembering on long-term interaction with a fully
automated chat-oriented dialogue system.

1 Introduction

The demand for chat-oriented dialogue systems has been increasing [1, 12, 15, 18,
21]. To construct a chat-oriented dialogue system that is affective and can be used
long-term by users, it is important that users and systems get to know each other well
[2, 14]. Therefore, ways for dialogue systems to remember and use user information
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have been investigated [3, 6, 9, 19, 20]. However, verifying the effectiveness of
remembering and using user information in chat-oriented dialogue systems has rarely
been conducted.

In this paper, we first construct a chat-oriented dialogue system that remembers
and uses user information overmultiple days. Then, we prepare two other systems for
comparison. One only remembers user information within a single dialogue session
and the other does not remember any user information. We conduct an experiment in
which participants interact with the three dialogue systems for five consecutive days
to evaluate the effectiveness of remembering overmultiple days.As a result, we found
that the effectiveness of remembering increases as time passes and that the effect of
remembering can last for more than two days. We also found that remembering over
multiple days, i.e., not remembering for the time being, is important to make users
feel familiar with a dialogue system.

2 System Development

We first describe the user-information-extraction method. Then, we describe our
proposed dialogue system that uses the acquired user information for generating
system utterances.

2.1 User-Information-Extraction Method

We adopt the user-information-extraction method proposed by Hirano et al. [6], in
which user information is represented in the form <[predicate-argument structures
(PASs)], focus, person attribute, topic>. For example, from a user utterance “I went
to England.”, we can extract the user information <[nominative=I, predicate=go,
dative=England], England, experience, travel>.

To extract user information, we first determine whether user information is con-
tained in the input user utterance. This is done by using the estimated dialogue act
(DA) of an input user utterance (see Meguro et al. [11] for our DA types). When the
DA is about self-disclosure, it is determined that user information is included. In this
case, the following steps (1 – 4) are performed to extract user information:

1. We conduct PAS analysis [7] to extract PASs from a user utterance. PAS analysis is
similar to semantic role labeling (SRL) [13] and is a technique to detect predicates
together with their arguments. For example, we acquire a PAS [nominative=I,
predicate=live, dative=Kyoto] from “I live in Kyoto.”

2. We extract NPs that represent the topic of the utterance, which we call the topic
word or focus of an utterance. We use the conditional random field (CRF)-based
method [10] for extraction, as described by Higashinaka et al. [5]. If the input
user utterance does not contain the focus, the focus is null.
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3. We estimate the person attribute, which represents aspects of users, included in a
user utterance, as described by Hirano et al. [6]. There are 34 person attributes,
e.g., “hobby”, “experience”, “ability”, “gender”, and “job”. These attributes are
based on our previous analysis of personal questions [16].

4. We estimate the topic included in a user utterance, as described by Hirano
et al. [6]. There are 43 topics, e.g., “travel”, “movie”, “television”, “fashion”,
and “shopping”.

When the user information is obtained from a user utterance, it is stored as a record
in the user-information database with a time stamp.

2.2 Development of Chat-Oriented Dialogue System That
Uses Stored User Information

Our proposed chat-oriented dialogue system has two phases: greeting and chatting.
In the greeting phase, the system first introduces itself by saying its name and

asking the user’s name and place of residence.We include this phase because greeting
is important in social interaction.

After the greeting phase, the system enters the chatting phase (see Fig. 1 for a
flowchart of the chatting phase). This phase involves the following procedure. First,
the user-information-extractionmethod is used to extract and store user information if
it is contained in the input user utterance. Then, a system utterance is generated using
the following three utterance-generation units, one of which is randomly selected for
utterance generation:

User-information question unit This unit asks a question to elicit user informa-
tion. It does this by randomly selecting from about 200 user-information-soliciting
questions prepared manually in advance. Table1 shows some example utterances.
We created the utterances referencing the questions in the Person-Database [16].
The Person-Database consists of a number of question-answer pairs created by
many questioners, which cover most of the questions related to the information
about users.

Utterance-generation unit based on focus This unit consists of about 20,000
hand-crafted rules (pattern-response pairs)written in artificial intelligencemarkup
language (AIML) [19] and retrieves a response whose associated patterns match
the focus of the input user utterance. The focus of the input utterance is obtained
in the same manner as the user-information-extraction method. Table2 shows an
example pattern-response pair.

Utterance-generation unit based on user information This unit generates an
utterance using stored user information. The time range of user information to
be used is determined in accordance with the value of the parameter representing
time t . If we set t = all, we can use the user’s information acquired in all previ-
ous dialogue sessions, and if we set t = session, we can use the user information
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Fig. 1 Flowchart of proposed system (chatting phase). When selecting system utterance genera-
tion unit, constraint is set so that same unit cannot be used for two consecutive turns except for
user-information question unit. Regarding the user-information question unit, if there exists user-
information in user information database, the result of “Matched?” is YES; otherwise NO. As for
the utterance generation based on user information unit, if the focus of the input user utterance
matches the patterns whose associated pattern-response pairs exist in our hand-crafted rules, the
result of “Matched?” is YES; otherwise NO

Table 1 Example utterances

acquired only from the current dialogue session. If we set t = none, the system
cannot use any user information.
The user information to be used is randomly selected from the stored user-
information in user-information database (note that only the user information
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Table 2 Example pattern-response pair in AIML

Table 3 Example utterances prepared for each topic

whose time stamp satisfies t is retrieved), and an utterance is generated using the
template “By the way, Mr/Ms. [user name], didn’t you talk about [focus]?”. The
[focus] part is filled with the focus in the selected user information; in cases in
which the focus is null, one of the arguments of a PAS is used instead. Depending
on the time between when the user information was acquired and that information
is used, “a short while ago” or “previously” is added. Specifically, when using the
user information acquired from the current dialogue session, “just a short while
ago” is used, and when using the user information acquired before the current
session, “previously” is used. In addition, we concatenate an utterance related to
the topic of the retrieved user information. The utterance is randomly selected
from a list of utterances prepared for each topic. Table3 shows the example list of
utterances, and there are approximately 300 utterances in all. We prepared about
seven utterances for each topic by making use of typical phrases related to each
topic. By having this additional utterance, the system can show interest in the
topic mentioned previously by the user.

Table4 shows example utterances from the utterance-generation units.
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Table 4 Example utterances from utterance-generation units. Utterances were originally in
Japanese. English translations were done by authors

Utterance-generation unit Utterance

User-information question unit What foods do you cook?

Utterance generation based on focus unit
( f ocus = f ood)

Regarding the order of seasonings in cooking,
alcohol is put before sugar.

Utterance generation based on
user-information unit (t = session)

By the way, didn’t you talk about hamburgers,
just a short while ago? Why don’t you cook
one for a change?

Utterance generation based on
user-information unit (t = all)

By the way, didn’t you talk about cooking
class, previously? Let’s increase your
repertoire of dishes.

3 Experiment

We conducted a subjective evaluation involving human participants to verify the
effectiveness of our proposed dialogue system.

3.1 Experimental Procedure

Twenty-seven participants (13 males and 14 females) evaluated several dialogue
systems for comparison with the following procedure.

1. Each participant followed (a) and (b) once a day for five consecutive days.

a. The participants conducted dialogues in a text-chat interface with the three
systems (see the next subsection). The participants were instructed to conduct
a dialogue with each system lasting at least 30 turns; that is, more than 30
utterances from both the participant and system. The participants could end
the dialogue session at any time after 30 turns.

b. After each dialogue session, the participants evaluated the systems by respond-
ing with their degree of agreement from the statements listed in Table 5. The
questionnaire items were on a seven-point Likert scale where 7 indicates the
highest agreement.

The order of the systems was randomized for each day. However, once the inter-
action began, the participants became aware to which system they were talking,
because each system mentioned its name at the beginning of the dialogue (in this
experiment, the systems were named no. 1, no. 2, and no. 3).

2. At the endof the experiment (after the last sessionon thefifth day), eachparticipant
ranked the three systems by considering his/her degree of user satisfaction over
the entire experimental period.



Chat-Oriented Dialogue System That Uses User Information … 233

Table 5 Questionnaire items

Item Statement

Q1. Familiarity This dialogue system sounds familiar.

Q2. Understandability The utterance of this dialogue system is easy to
understand.

Q3. Content richness The utterance of this dialogue system is
interesting and informative.

Q4. Remembering This dialogue system remembers information
about me.

Q5. Becoming familiar I became familiar with this dialogue system.

Q6. Want to talk again I want to talk to this dialogue system again.

Q7. Satisfaction I am satisfied with this dialogue.

3.2 Systems for Comparison

Each system had a different t , which determines the time range of user information
to be used.

a. ALL (proposed) We set t = all. This system uses user information acquired
from all previous dialogue sessions (including the current one) to generate system
utterances.

b. SESSION We set t = session. This system uses user information acquired only
within the current dialogue session to generate system utterances.

c. NONE Weset t = none. This systemdoes not use any user information acquired
from the dialogue to generate system utterances. For utterance generation, the
system only utilizes user-information question unit and utterance-generation unit
based on focus.

An example dialogue of ALL is shown in Table 6. User information<[nominative
=I, predicate=have, accusative=dog], pet, property, animal> was acquired on the
second day and used on the fourth day.

3.3 Results

A two-waywithin-subjects analysis of variance (ANOVA)was conducted to examine
the effect of the systems (a–c) and the number of days (Day 1–Day 5). There was a
statistically significant interaction between the systems and days for Q4 (remember-
ing) (F8,26 = 3.44, p < 0.05) andQ5 (becoming familiar) (F8,26 = 2.04, p < 0.05);
we did not find significant interaction except for Q4 and Q5. For these questionnaire
items, a main effects analysis showed that the systems significantly differed from
Days 2 to 5. A multiple comparison test (Holm’s method) revealed that, for Q4, ALL
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Table 6 Example dialogue fromproposed system (ALL).User name indicates user’s name acquired
from system at greeting phase on first day. S denotes system utterance and U user utterance. Utter-
ances were originally in Japanese. English translations were done by authors

Dialogue excerpt Utterance-generation unit

Day 2 S: By the way, Mr. [user name], do you
have any pets?

User-information question unit

U: I used to have a dog.

Day 4 S: By the way, Mr. [username], are you
busy at work?

User-information question unit

U: I am busy, I did not get enough sleep.

S: Although people talk about sleep
deprivation, necessary sleeping time
differs from person to person.

Utterance-generation unit based on
focus

U: Recently, there are many apps that can
help you to sleep.

S: Oh, Really! By the way, didn’t you
talk about pets, previously? Mr. [user
name], when you do not want to talk
to anyone, you can relax by stroking
your pet.

Utterance-generation unit based on
user information (t = all)

was significantly better than SESSION and NONE from Days 2 to 4 (p < 0.05).
On Day 5, ALL was significantly better than SESSION and NONE (p < 0.05), and
SESSION was significantly better than NONE (p < 0.05). For Q5, from Days 2 to
5, ALL was significantly better than SESSION and NONE (p < 0.05), and on Day
4, ALL was significantly better than SESSION (p < 0.05).

From Fig. 2, we can visually confirm the better performance of ALL over SES-
SION and NONE for Q4 and Q5. This suggests that using user information acquired
over multiple days is effective. It is also notable that since ALL outperformed SES-
SION, remembering over multiple days, not remembering for the time being, is
effective. As the duration of the significant differences suggests, the effectiveness
of the systems remain as time passed; the effectiveness of remembering took effect
from Day 2 and lasted until the end of the experiment, i.e., Day 5.

In addition, to investigate the difference in overall performance among the sys-
tems, we compared the averaged subjective evaluation results over the entire experi-
mental period (See Table 7). For each questionnaire item, we merged all ratings from
all days and compared the averages. Steel-Dwass multiple comparison test showed
that ALL was significantly better than SESSION in all questionnaire items except
for Q3 and was significantly better than NONE in Q1, Q4, Q5, and Q6. This also
indicates the effectiveness of the proposed system. It is encouraging that the ratings
for Q4 and Q5 were higher than 4, which is the middle point in our 7-point Likert
scale.

The average ranking that the participants ranked at the end of experiment for
each system was 1.30 for ALL and 2.78 for both SESSION and NONE, showing
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Q1. Familiarity Q2. Understandability

Q3. Content richness Q4. Remembering

Q5. Becoming familiar Q6. Want to talk again

Q7. Satisfaction

Fig. 2 Trends in subjective evaluation results for three systems (a: ALL, b: SESSION, c: NONE)
over five days
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Table 7 Subjective evaluation results (7 is highest) for all days. We used Steel-Dwass multiple
comparison test [4] as statistical test. Superscripts a–c next to numbers indicate systems with which
that value was statistically better. Double-letters (e.g., aa) mean p < 0.01; otherwise, p < 0.05
System Q1. Famil-

iarity
Q2. Under-
standability

Q3. Content
richness

Q4. Remem-
bering

Q5. Becom-
ing
familiar

Q6. Want to
talk again

Q7. Satisfac-
tion

a. ALL 4.95bbcc 4.67b 4.59 5.04bbcc 4.41bbcc 4.70bbc 4.21bb

b. SESSION 4.41 4.37 4.27 3.95 3.87 4.14 3.71

c. NONE 4.51 4.56 4.31 3.60 3.89 4.24 3.89

the participants’ overwhelming favor for ALL. A sign test, which compared the
number of times ALL won over the others, indicates that ALL is significantly better
(p < 0.01).

4 Related Work

In task-oriented dialogue systems, research on long-term use has been conducted
especially in the context of education [8] and health care [2]. Our study differs in
that we focused on long-term evaluation of chat-oriented dialogue systems.

Although there has been little research on conducting evaluation of chat-oriented
dialogue systems that remember and use user information, Sugo et al. [17] con-
ducted an evaluation of their chat-oriented dialogue system that uses user informa-
tion acquired from previous interaction. However, their system simply uses nouns
contained in previous user utterances as user information, and they conducted only
a two-session experiment; we consider it necessary to conduct a longer experiment
because the effect of using user informationmaywear out quickly due to the decrease
in the novelty of such systems. Our experiment over five days verified that the effect
of using user information can last for the entire interaction period. In addition, they
did not compare their system with one that only remembers user information in
the current dialogue session. We believe this comparison is important so that the
difference between short-term memory (remembering just for the time being) and
long-term memory (remembering over multiple days) can be clarified.

5 Summary and Future Work

We proposed a chat-oriented dialogue system that uses user information acquired
from dialogues and conducted a subjective evaluation of the system over five con-
secutive days. We found that, when a system can remember and use user information
over multiple days, it improves familiarity and its effect can last during interactions.
Our contribution is the following:
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• As far as we know, this work is the first to verify the effectiveness of remembering
on long-term interaction with a fully automated chat-oriented dialogue system.

• We verified that the effect of remembering does not diminish as time passes but
can last much longer than two dialogue sessions, keeping the familiarity of the
system high.

In the future, we will investigate other methods of generating system utterances
using user information. We also plan to analyze the timing of effectively using
user information in dialogues since we only had a random choice among utterance-
generation units, which is obviously not the optimal solution. We also want to con-
duct a longer-term experiment because the performance of our system may decrease
because of its limited capability.
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Abstract This paper presents how to improve retrieval-based open-domain dialogue
systems by re-ranking retrieved responses. The paper uses a retrieval based open
domain dialogue system implemented previously, namely Iris chatbot as a case study.
We investigate two approaches to re-rank the retrieved responses. The first approach
trains a re-ranker using machine generated responses that were annotated by human
participants through WOCHAT (Workshops and Session Series on Chatbots and
ConversationalAgents) and its shared-tasks [5, 6]. The second approach uses transfer
learning by training the re-ranker on a large dataset froma different domain.We chose
the Ubuntu dialogue dataset as the domain. The human evaluation test asked subjects
to rank and review three different dialogue systems, the baseline Iris system, the Iris
system enhanced with a re-ranker trained on WOCHAT data, and the Iris system
enhanced with a re-ranker trained on the Ubuntu data. The Iris system enhanced
with a re-ranker trained on WOCHAT data received the highest ratings from the
human subjects.
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1 Introduction

Dialogue systems are often classified into two1 categories with respect to their objec-
tives: Task oriented dialogue systems and open domain dialogue systems [1]. Task
oriented dialogue systems are designed to handle specific scenarios such as flight
booking or restaurant reservations, whereas open domain dialogue systems do not
focus on specific tasks to reach a target, but mostly focus on the continuity of the dia-
logue. In general, two approaches are used to provide responses for dialogue systems:
Retrieval basedmodels [2] and generativemodels [3]. The retrieval basedmodel uses
a heuristic to choose a response from a given dataset of predefined responses, whereas
the generative model generates new responses. In this work, we focus on re-ranking
responses for a retrieval based model.

The Iris chatbot system [4] has access to a dataset of dialogues extracted from
movie scripts. At each turn it is given the user utterance, the previous utterance and
the dialogue history so far. Using TF-IDF measure it finds the best matches from
the dataset to the utterance and to the given dialogue history and retrieves a list of
candidate answers from where the system can take one as following utterance in the
dialogue.

The retrieved utterances are the best candidates to give as response but usually
choosing the best one is notwhat a heuristic statistic can do. This is where the need for
a re-ranker arises. The re-ranker is a network trained on a dataset that sorts the given
candidate list with respect to their relevance to the given utterance and history, and
chooses the best response to give. This paper uses two different re-rankers trained on
two different datasets. One on Ubuntu dialogue corpus and the other is on a dataset
that consists of annotated turns of the IRIS chatbot.

2 Related Work

Re-ranking has been commonly used inNLPproblems such as parsing and translation
[8], and many other studies also use it for response selection [9, 10].

Wang [11] trained two re-rankers using LSTMs. One of the re-rankers is called
“strength-based re-ranker”, which takes into account how often the answer to the
question is encountered in related passages. The other re-ranker is called “coverage-
based re-ranker”, which ranks candidates higher when the union of all its contexts in
different sentences could covermore aspects appearing in the question. The proposed
re-rankers in this paper, different to our goal, are intended to find specific responses
to a given open-domain question and therefore answers are unique. However, for
a chitchat task, where there is no need to have a specific answer but to provide
meaningful ones and to keep the conversation similar to what will happen when
talking to a real person, the task of re-ranking answers could be more difficult as

1http://workshop.colips.org/wochat/.

http://workshop.colips.org/wochat/
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many candidates can be selected and the selection of one before other could be due
to personal or subjective reasons.

Aktolga [9] introduced a two steps approach for ranking answers to a question.
They first determine the type of the answer the question will be given and then only
those candidateswith the correct type are comparedwith the question in terms of their
parse structures. This ensures that answers are not accidentally ranked highly if they
contain some common sentences with the question. Similar to what we mentioned
above, different to a QA systemwhere correctly determining the type of a question is
important (e.g. who, when, what, etc.), for a conversational agent it could be possible,
at some times, to provide a general answer or even to change the topic. For instance,
it might be possible to reply to the user asking the chatbot for “Who is your favorite
researcher in the area of NLP” with a “I do not know” or “this question gives me
goosebumps”.

Romeo [10] aims to rank the passages, retrieved as candidate answers to a question.
The approach they use is to train anLSTMbased network to rank similarities between
the asked question and questions from the dataset. In order to do that they have two
macro trees representing the original question and the candidate question which they
merge to be syntactic trees of sentences composing both questions. They additionally
link the trees by connecting the phrases whenever there is at least a lexical match.
Our system in order to match similar questions uses word embedding which maps
sequences of sentences to vectors in a an n-dimensional space. A possible future
improvement to the system might be implementing the used LSTM approach in
order to find similarities between questions.

All approaches mentioned above are applied to the problem of question answer-
ing (QA) systems, whereas in our work we apply response re-ranking to an open
domain dialogue system. The problem we are working on has additional challenges.
InQA answering systems the context is usually knownwhich decreases the candidate
answer space considerably a lot although for an open domain dialogue systems it
may be not the case since the subject of the conversation can move in any direction.

3 Method

The aim of this paper is mainly to re-rank retrieved dialogues of an open domain
dialogue system that is already implemented. The dialogue system has a very basic
designwhere it has access to a dataset constituted by extracting dialogues frommovie
scripts.Given an utterance and the current history of the dialogue, the dialogue system
finds the best match for both history and utterance and retrieves a list of responses
that might be returned by using TF-IDF statistics. Two approaches are investigated.

The first approach is transfer learning, where the re-ranker is first trained on a
larger out-of-domain dataset before it is applied to the target dataset. Ubuntu dialogue
corpus, which is mostly on technical dialogue turns between users of the system, is
used to train the re-ranker. The corpus has almost 1 million multi-turn dialogues with
over 7 million utterances, it provides at each sample the history of the dialogue, the
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last utterance said by the user, the actual response given to that utterance and 100
randomly chosen responses for each utterance [12]. Randomly chosen responses are
provided in order to give user possibly a bad or not correct example along with the
correct one for each utterance. The dataset was quite divergent from the purpose of
our dialogue systemwhich is just daily talk and chit-chat. The re-ranker worked with
0.7 accuracy on the test data.

The second approach is to use a dataset with the same context of daily talk in
order to train an automatic annotator that will order the list of retrieved responses.
The dataset consists of annotated responses from user dialogues of the Iris chatbot
[13]. Each data point has a user utterance and a chatbot response which are evaluated
by annotators as valid, acceptable or invalid. The challenge in using this dataset is
the limited labeled data it has. There are only 1200 turns of annotated data that can
be used to train a re-ranker.

3.1 Word Embeddings

The word embeddings for both approaches were unsupervisely trained using the
FastText library2 on the Ubuntu Dialogue Corpus since it includes near 100 million
words. The sentence embeddingswere created by averaging embeddings of thewords
in the sentence.

3.2 Ubuntu Re-Ranker

The Ubuntu dataset containing almost 1 million multi-turn dialogues, with a total of
over 7 million utterances and 100 million words [14], mostly consists of technical
questions and replies. Since we have an open domain dialogue system in hand, using
this dataset to re-rank the retrieved responses is not expected to do as good as a dataset,
whose context is similar to ours. The advantage in using the specified dataset comes
from its size though. This paper uses this dataset in the context of transfer learning
where the idea is to store a knowledge in solving one problem and use it to solve
another but related problem [15]. Data forums like Ubuntu are more widely used on
Q/A systems and this is what makes our study more challenging as we try to apply
it to an open domain dialogue system.

Our training data is prepared in a way to include the utterance, the actual response
and one of the wrong responses at each sample. Figure 1 shows what the re-ranker
network is fed and what it outputs in return. The column of random and correct
response in the data is chosen randomlywith a label indicatingwhich column belongs
to the correct answer. This data is fed to the network hoping that given an utterance,
a random answer and a correct answer it would learn to classify which answer is the

2https://fasttext.cc/.

https://fasttext.cc/


Reranking of Responses Using Transfer Learning for a Retrieval-Based Chatbot 243

Fig. 1 Ubuntu network

Fig. 2 Ubuntu re-ranking algorithm

one that is closer to an actual response. The network used is a multilayer perceptron
with two hidden layers with 500 neurons. The learning rate is 0.001, batch size is
64. We used Adam optimizer, and had a dropout rate of 0.5. The network trained has
72% accuracy on the test data.

The next step was to write an algorithm that chooses the best response out of
the candidate list given a re-ranker that provides an accuracy of 72%. The re-ranker
is deterministic, so it gives the same answer every time it is fed with the same
input, but the probability that the answer is correct is only 72%. The algorithm
implemented is shown in Fig. 2 and does the following: First it shuffles the candidate
list randomly, then it sorts it using a standard sorting function, having the re-ranker
network as the binary comparator and then assigns scores to candidates according
to their places in the list. This procedure is repeated several times and scores are
added to candidates. At the end, the candidate with the highest score is chosen as the
response. This approach works as the following: due to initial random shuffling, each
call to the sorting algorithm generates unique sorting network and since 72% of the
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comparisons are right then as the number of turns of shuffle-order increase the sorting
will be satisfactory. Since the binary comparator is not perfect, it could have some
inconsistencies in the results it gives. For example lets say we have an utterance and
3 different responses A, B and C. We feed response pairs (A, B), (A, C), and (B, C)
and the results the comparator gives in terms of validity is as follows respectively:
A > B, C > A, B > C that cannot be correct; however, our algorithm shuffles the
response pairs multiple times and changes the set of binary comparisons at each turn.
Thus, at the end, it is expected that it will choose the best or one of the top responses
out of the n-best list.

3.3 Wochat Re-Ranker

TheWochat re-ranker is trained on a dataset that consists of human annotations done
on turns of IRIS chatbot’s dialogues. As this dataset consists of turns created by
the baseline dialogue system itself, it is a more convenient source for the training;
unfortunately, its main drawback is that it has only 1500 annotated turns.

The network in this re-ranker is a multilayer perceptron with one hidden layer
with 128 neurons. The learning rate is 0.008. We used Adam optimizer, and had a
dropout rate of 0.8. The network, as shown in Fig. 3, is fed with an utterance and a
response and classified as one of the 3 classes: Valid, acceptable or invalid. 1400 of
the sample data used as training data while 100 for test and the results showed an
accuracy of 75%; however, it would have been better to use k-fold cross validation to
train and test the network which we did not to use during the implementation phase
of the project.

The Wochat re-ranking algorithm is depicted in Fig. 4 and works as follows: the
network scores each utterance according to each classification type (valid, invalid

Fig. 3 Wochat network
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Fig. 4 Wochat re-ranking algorithm

and acceptable). Using these scores a total score for each response is found taking
valid and acceptable scores as positive effects and invalid score as a negative effect
on the final score. At the end, the response with the maximum score is returned. For
example, an utterance might have a valid score of 0.6 an invalid score of 0.2 and
an acceptable score of 0.8 while another one has 0.4, 0.7 and 0.5 respectively. In
such a case, the score for the first one will be greater than the second since valid and
acceptable scores are positive effects while the invalid score is a negative effect.

4 Evaluation

The evaluation of the paper was done in two ways. First by getting into similar
conversations with the bots and checking their responses (Table 1). In many cases,
the improvements to the responses for bots combined with re-ranker is considerable
(Table2).

The second evaluation metric is the actual users: An interface through a website,
similar to [7], was implemented to get users interact with the chatbots. Since the
main concern was to see the improvement of the responses of the baseline chatbot,
all three bots are put anonymously to the website. Users interact with each of the bots
separately without knowing their identities. In the end they report their comments
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Table 1 Dialogue with the basic chatbot (Baseline or just IRIS)

Speaker Utterance

User Hi

Iris Hey

User How are you doing man

Iris Okay..

User What fruit do you like the most?

Iris It’s a vegetable.

User Okay what is it?

Iris Sir?

User What is your favorite vegetable

Iris Agua.

Table 2 Dialogue with the chatbot using a re-ranker trained with Wochat corpus (IRIS + Wochat
re-ranker)

Speaker Utterance

User Hello, how are you?

Iris Were you in an accident? Were you attacked? It’s okay, I’m a doctor.
my name is Miranda Grey...

User I’m fine. So, you are a doctor, that’s great

Iris Is that it?

User Yeah. you save lives

Iris So why would you hesitate to lie to save lives?

User I’m not talking about lives now. I’m surprised to know you are a doctor

Iris What do you mean... what am i talking about? do you realize that you
say that to me everyday of your life? i am dying. do you know... do
you realize the death you are spreading around to the people who are
around you

on each and order them from best to worst in terms of continuity and overall quality
of the dialogue. There were 8 people taking the experiment and the results of the
evaluations can be found in Fig. 5.

The comments are discussed through some example snippets of the chats that
users had with the bots.

Table 3 shows an example snippet from a dialogue between the user and the
baseline chatbot. The bot gives an overly dramatic response to the greeting coming
from the user which is also irrelevant of the context.

The comments on Ubuntu chatbot are not promising as people rarely find it of
good quality and define its responses as irrelevant and reckless. It does not only give
short and non-informative answers but also gives answers that are out of context and
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Fig. 5 Results of user
evaluations, each bar refers
to the number of times a bot
is ranked in first, second or
third place
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Table 3 Dialogue with the original chatbot

Speaker Utterance

User Hello

Iris Did you find it okay?

User What do you mean?

Iris I mean you’ve done a great thing. you should be rewarded monetarily

User What did i do?

Iris You threatened to drive her downtown. She has agoraphobia.

User Who is she?

Iris She’s your wife!

User But i am a woman and not gay what do you think about i?

Iris I mean, hello!

irrelevant. Table 4 shows an example from one of the dialogues initiated with the
Ubuntu chatbot.

The Wochat dialogue system seems to have a tendency to give safe and short
answerswhichmakes its answers correct but not quite informative. Users that interact
with it mostly say its answers are sensible and it is just like someone who is trying to
be cool. Tables 5 and 6might be a good example that demonstrates these attributes, at
most all of the answers the bot gives are acceptable, however, there are no intention
of trying to get the dialogue going and providing any extra information which is not
desirable.
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Table 4 Example of dialogue using a re-ranker trained with Ubuntu corpus

Speaker Utterance

User I will need help with some school assignments

Iris Yeah

User It is about maths actually

Iris weapons down

User I got no weapons, only an old hp calculator :)

Iris Who is it?

User It is me Rafael

Iris Who ?

User Your friend from chatbot high

Iris You hear me now?

User Yes, let me know if you are helping with the maths assignment or not

Iris Against

User Ok, bye bye

Iris Sorry about that.

Table 5 Example of dialogue using a re-ranker trained with Wochat corpus

Speaker Utterance

User Hello

Iris Hello

User How do you feel today?

Iris Dirty

User Why?

Iris An opportunity

User Are you ready for tonight?

Iris I’m ready.

User What do you think about the dress I showed?

Iris I think you need help.

User What type of help I need?

Iris Jean?

5 Discussion

Overall with the results from Fig. 5 and all the user comments combined the Wochat
bot seems to be the best one. However, there are still some improvements needed to
work on it.

Regarding the problem of Wochat bot to provide short or safe answers, it can
be minimized in two ways: either in the process of training the network or during
the algorithm while choosing the best response. Also, checking the conversation on
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Table 6 Example of dialogue using a re-ranker trained with Wochat corpus

Speaker Utterance

User Why are you doing this?

Iris Doing what?

User Saying stupid things.

Iris It’s fun

User I don’t think so.

Iris About what?

User Your stupid things.

Iris It’s fun

User Who cares?

Iris I care.

User I think I should not talk to you anymore

Iris Well –

Table 1, giving last few utterance matches rather than the whole dialogue history
might as well improve the performance of the chatbot.

An improvement to the baseline system might be truncating the responses. Since
the responses are taken directly from movie databases, they may sometimes be quite
dramatic and long and the baseline gives mostly relevant even though too long
answers. Thus truncating those responses might help increase the quality of the
bot.

Another improvement on the systems might be filtering the responses retrieved
from database before choosing one of them to give as a response. Since the Wochat
dataset is composed of movie dialogues, which might turn out to be dramatic and
long from time to time, some external filtering to answers such as removing short
responses, duplicate responses and responses with undesirable words might increase
the quality of the bot considerably [17].
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Online FAQ Chatbot for Customer
Support

Thi Ly Vu, Kyaw Zin Tun, Chng Eng-Siong, and Rafael E. Banchs

Abstract Chatbots and conversational systems are becoming a prominent research
area, and many businesses are starting to leverage on their capability to handle basic
communication tasks.With a vast variety of available frameworks for chat-bot devel-
opment from tech giants, business organizations can build their own systems quickly
and conveniently. However, these frameworks often lack a proper set of holistic
tools to build a chatbot that is manageable, adaptable to learn, and scalable. Hence,
frequently, additional machine learning mechanisms are needed to improve perfor-
mance. In this paper, we demonstrate a chatbot system that uses machine learning
to answer Frequently Asked Questions (FAQs) from our school website. The system
includes different types of user query and a vector similarity analysis component
to handle long and complex user queries. In addition, the Google’ s DialogFlow
framework is used for intention detection.

1 Introduction

With the advancements in natural language1 understanding (NLU) and speech recog-
nition technology, chatbots are able to resolve some of the problems in customer
services with a reasonable cost. They offer a new opportunity to reduce cost for

1https://dialogflow.com/.

T. L. Vu (B) · K. Z. Tun · C. Eng-Siong · R. E. Banchs
School of Computer Science and Engineering, NTU, Nanyang Ave, Singapore
e-mail: tlvu@ntu.edu.sg

K. Z. Tun
e-mail: ztkyaw@ntu.edu.sg

C. Eng-Siong
e-mail: aseschng@ntu.edu.sg

R. E. Banchs
e-mail: rbanchs@ntu.edu.sg

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
E. Marchi et al. (eds.), Increasing Naturalness and Flexibility in Spoken
Dialogue Interaction, Lecture Notes in Electrical Engineering 714,
https://doi.org/10.1007/978-981-15-9323-9_21

251

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9323-9_21&domain=pdf
https://dialogflow.com/
mailto:tlvu@ntu.edu.sg
mailto:ztkyaw@ntu.edu.sg
mailto:aseschng@ntu.edu.sg
mailto:rbanchs@ntu.edu.sg
https://doi.org/10.1007/978-981-15-9323-9_21


252 T. L. Vu et al.

companies, big or small, in almost any sector. A customer support or FAQ bot will
never quit, never get bored with all the questions it receives. It can be faster than
humans in learning about the company products or services, and always providing
the exact and detailed information. Chatbots are also better suited than humans in
handling multiple requests at a time, without being distracted or tired.

Like a Question Answering system (QA system), a chatbot is also an interac-
tive system able to answer user questions in natural language [4]. However, chatbot
applications allow for interaction in a conversational format, providing a better and
improved user experience. Hence, they have become the preferred choice over con-
ventional QA systems. While the QA systems mainly focus on identifying the ques-
tion type, chatbot applications focus on a more comprehensive processing of the
query for understanding the intention, extracting additional information (entities)
and keeping track of the conversation context. Additionally, chatbot applications are
intended to deliver a better user experience by means of character style and imper-
sonation, making the interaction more human-like [1, 3]. Recently, the number of
available frameworks for creating chatbot applications has increased significantly,
from open source to enterprise level, from free to paid service,2 from ready to use
solutions to highly customized frameworks.3

In this work, we present a chatbot system that integrates a highly scalable and
customized framework along with additional machine learning techniques to answer
FAQs from our school website (NTU’ s School of Computer Science and Engineer-
ing, Singapore).4 As main platform, we selected DialogFlow. The evaluation from
[2] showed that the DialogFlow performed worst as the NLU service with all the
experimented corpus, but it supported integration to many messenger platforms and
website, fulfillment service and other features.We also integrated additional process-
ing components including a question generation module to generate permutations,
sentence similarity analysis from spaCy.5 The data from question generation is to
diversify the training data, to handle different queries from users. The sentence sim-
ilarity module strengthen the language understanding part. Our target was to build
a system not only for experimental purposes, but also for deployment, requiring it
to be scalable and modular for future integration of new components to improve its
performance.

2 System Architecture and Implementation

Figure 1 illustrates the system architecture of the developed FAQ chatbot. In this
section, we will describe in detail the different components of the system.

2https://medium.com/mindlayer/a-generic-summary-of-chatbot-public-apis-26448c1b108c.
3https://tryolabs.com/blog/2017/01/25/building-a-chatbot-analysis--limitations-of-modern-
platforms/.
4http://askntu.ntu.edu.sg/home/ntu_wide/ifaq.aspx.
5https://spacy.io/usage/vectors-similarity.

https://medium.com/mindlayer/a-generic-summary-of-chatbot-public-apis-26448c1b108c
https://tryolabs.com/blog/2017/01/25/building-a-chatbot-analysis--limitations-of-modern-platforms/
https://tryolabs.com/blog/2017/01/25/building-a-chatbot-analysis--limitations-of-modern-platforms/
http://askntu.ntu.edu.sg/home/{ntu_wide}/ifaq.aspx
https://spacy.io/usage/vectors-similarity
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Fig. 1 NTU/SCSE FAQ chatbot system architecture

Fig. 2 Web interfaces for datamanagement (left) and agent training (right). In the datamanagement
interface, system admin could review and modify the training example. With agent training, the
list of untrained examples (question, answer, and meta information) are displayed. When system
admin edits the example, he/she can select the closest intention in the fourth column. After finishes
reviewing, he/she can do batch training by click to Training button at the top of the page

Themain components of the system are: (1) a user interface to receive user queries
and display system responses, (2) a FAQs agent to handle language understanding
and dialog management, (3) a web-service to process the back-end tasks, including
information retrieval from a database [5], information searching from predefined
websites (Google Custom Search). We also added other supported modules, such as
a crawler to collect data from the school website, agent training to adapt with new
data, data management, integrated to our website (Fig. 2).

We also implemented two additional sub-components to improve the chatbot
performance: a module to compute sentence similarity to select the best response,
and a question generation module to provide more training data for chatbot agent.



254 T. L. Vu et al.

Fig. 3 User interface for conversation with user. a User can have a conversation with the chatbot
via text or speech (We are using two speech engines: Google Voice and our in-house speech engine).
The input query (or transcription from speech engine) is entered in the User query text field. When
user presses Send button, the query will be sent to the chatbot agent. The back-end (Dialogflow
agent and our webservice) processes the query, returns the response and displays output text in the
Chat history area

2.1 Web User Interface

We use Python and Flask framework to build the website, as illustrated in Fig. 3. It
has a chat history to store the conversation log between user and system, a debugging
panel to analyze the correctness of intent/entities extraction, similar queries to display
the suggestion of typos corrected queries.6

6https://abiword.github.io/enchant/.

https://abiword.github.io/enchant/
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2.2 Language Understanding and Dialog Manager

Our FAQs agent is created on the DialogFlow platform, and focused on text-based
conversations. Since our FAQs chatbot is for the school domain,we focused on intents
and entities about these four relevant topics: admission, programmes, scholarships
and general school inquiries. First, we defined the list of entities: scholarships, pro-
grammes, student_groups, fees_type, and so on. Second, we created the
list of intents to resolve the most relevant intentions: “How to apply to engineer-
ing school?”, “Which programme can I apply?”, ‘Can I get more information about
Nanyang Scholarship?”, etc.We reviewed subset questions (655 question and answer
pairs) in the data set (2600 question and answer pairs) and grouped similar questions
into single intents. This was done manually at first, and improved over time. As more
examples are provided, the intent recognition accuracy can be improved (Tables1, 2
and 3).

We grouped the list of intentions into 3 main categories: the simple intention
(their responses can be hard-coded in text response of the DialogFlow framework),
the structured intentions (their responses have to be retrieved from the database),
the complex intentions (their response is the response of the most similar query).
With structured and complex intentions, we have to enable webhook option so their
response will be forwarded and processed by a web-service.

Not like other dialog systems, intentions with context were not the common cases
in this type of chatbot (question and answering). However, in some cases, the context
make the conversation more flexible and naturalness. Here is the typical conversation
where the context information is useful:

Table 1 Data used in our FAQs agent

Item Quantity

Number of questions, answers crawled from
askntu

2600

Number of questions, queries used to train the
agent

655

Number of intentions 68

Average number of queries per intention 9.6

Table 2 Number of queries and intents in similar queries group in FAQs chatbot

Item Quantity

Number of questions, queries 66

Number of intentions 7

Average number of queries per intention 9.4



256 T. L. Vu et al.

Table 3 Queries test set for system evaluation

Query type Quantity Result Comment

Matched queries 10 8 correct intents The response is still
long and containing
other information

Permutation queries 8 6 correct intents The response is the
most similar query
instead of response for
its

New queries 5 0 correct intent These queries are all
sent to Google Custom
Search module

• User: List all scholarships that NTU offers?

• System: Here is the list of scholarships that NTU offers:

• User: Tell me about the last one

• System: <show the general information about Nanyang Scholarship>

• User: When is the close date for this scholarship application

• System: The close-date of this scholarship application is on <date-time>

2.3 Web-Service to Retrieve Information

To provide more flexible and customized answers, we implemented a web-service
for DialogFlow webhook calls. This service receives calls from the DialogFlow
frameworkwith information that includes the recognized intent and extracted entities.
These requests are categorized into three main groups: structured queries, similar
queries and custom queries.

The first group, structured queries, requires information about intent name and
entities to construct database queries. While the intent refers to specific table or
document names, entities are used as filter conditions. An SQL query is constructed
with these filter conditions and intent name to retrieve a response from the database.
The challenge for serving this kind of query is the completeness of the database
information. If there is no such an answer or data, the SQL query will retrieve
nothing from the database. Data in the first group was reviewed and constructed into
13 classes in MongoDB.7

The second group of requests is composed by queries with a high degree of
complexity andwhich typically do not contain entities. An example of these complex
queries is: “I have obtained sub-pass in the mother tongue language and i did not

7https://docs.mongodb.com/manual/tutorial/.

https://docs.mongodb.com/manual/tutorial/
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take the mother tongue syllabus B. I have done well in my A level subjects will i be
given a provisional offer of admission?”

These queries are very hard to process, and typically, it is not possible to compose
structured queries from these types of questions. Therefore, we come up with and
alternative solution, which consist of comparing with the known set of questions to
find the most similar question, and get the corresponding answer for it. The steps to
build this module are two:

1. Store the list of known complex queries, grouped by intent or topic, and their
answer in an index. We experimented with 7 intentions, from 66 user queries.

2. Whenever the chatbot receives a query, it will compare with the list of available
questions, select the most similar and return its response. Semantic similarity is
calculated using the spaCy library.

The final group, custom queries, are not handled by our FAQs agent. Queries in
this group will be used to search in Google with predefined list. Top ten results will
be formatted and displayed in the web-interface, user can click to the link and check
further.

2.4 Sentence Similarity Module

We tried two models to measure the sentence similarities: Google Word2Vec and
spaCy. We selected the model and similarity measurement from spaCy since it is
balanced between the accuracy and performance of processing.

The procedures to find the response from similar queries with spaCy and Google
word2vec are illustrated in Algorithms 1 and 2, respectively. Semantic similarity is
measured by cosine similarity. In our experiment with Google word2vec, we selected
DELTA= 0.85,weighing the semantic similaritymore than theword order similarity.

Algorithm 1 Sentence Similarity algorithm with spaCy
procedure get_response_from_similar_query_spacy(intentname, userquery)

2: max_similarity ← 0.0
ref_sentences ← get_ref_from_intent_name(intentname)

4: for ref_sentence ← ref_sentences do
ref_doc ← nlp(ref_sentence)

6: input_doc ← nlp(userquery)
semantic_score ← doc_similarity(ref_doc, input_doc)

8: if max_similarity < semantic_score then
max_similarity = semantic_score

10: return max_similarity
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Algorithm 2 Sentence Similarity algorithm with Google word2vec
1: procedure get_response_from_similar_query(intentname, userquery)
2: max_similarity ← 0.0
3: ref_sentences ← get_ref_from_intent_name(intentname)
4: for ref_sentence ← ref_sentences do

5: ref_tokens ← spli t (ref_sentence)
6: input_tokens ← spli t (userquery)
7: ref_sent_vector ← get_wvector_from_sentence(ref_tokens)

8: input_sent_vector ← get_wvector_from_sentence(input_tokens)

9: semantic_score ← semantic_similarity(ref_sent_vector, input_sent_vector)

10: word_order_score ← word_order_similarity(ref_sent_vector, input_sent_vector)

11: r ← DELT A ∗ semantic_score + (1.0 − DELT A) ∗ word_order_score

12: if max_similarity < r then

13: max_similarity = r
14: return max_similarity

2.5 Other Modules

In addition the main FAQ related capabilities, the following features have been also
integrated into the system:

• Chitchat. Tomake the chabot more friendly and interactive with real users, we also
used the small-talk feature provided by DialogFlow. This enables the chatbot to
support out-of-topic conversations about itself, saying hello or goodbye or other
chitchats.

• User feedback. Getting explicit feedback from users is also useful for improving
and adjusting the system responses. To this end,we also develop a feedback feature,
which the user can provide any time after each query is responded.

• Spelling correction. Our system also includes a sentence correction feature, which
checks typos in user queries by using a standard English dictionary. A sentence
suggestion module will check the input sentence on the fly. We used the python
library of enchant, with addition words.

• Web crawler. To collect data used for our chatbot, we write the program, using the
Selenium framework and Sukhoi8 to browse the FAQs website of NTU to get the
asked questions and answers. After processed and removed HTML tags and other
meta-information, we had approximate 2600 question and answer pairs, covered
many topics.

8https://pypi.org/project/sukhoi/.

https://pypi.org/project/sukhoi/
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3 Evaluation

To evaluate our chatbot, we conducted two types of experiments. The first experiment
is to evaluate the accuracy of the system functions, with selected queries, cover
from known scenarios to the unexpected scenarios. The queries test set is including
some matched queries with the training data set, permutation queries (from question
generation output), and also completely new queries. The results showed in the table
below. The system handles the trained intentions quite well, but fails to capture the
new queries.

4 Conclusion

Our target is to build a system that is both scalable and modular, so it is easy to add or
remove other modules when necessary. To further improve the system, the following
additional modules need to be implemented: (a) Collecting and analyzing the user
evaluation, (b) Using output of Question Generation to improve the accuracy, (c)
Text summarization to provide the flexible and short response in conversation style
and (d) support SPARQL database search

Acknowledgements This research was supported by the Speech team in Multimedia and Interac-
tive Computing Lab (MICL), School of Computer Science and Engineering, NTU, Singapore.
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What’s Chat and Where to Find It

Emer Gilmartin

Abstract Chat or ‘non-goal directed’ dialogue has becomse a popular domain for
spoken dialog system research, while the exponential increase in the use of commer-
cial chatbots is creating interest in how to add friendly talk to make task-oriented
systems more personable, or indeed to create systems which can create and maintain
friendly relations with a user through the use of social talk. However, such talk is not
very well defined, relevant data sources are few, and how to create artificial social
talk is still an inexact science. This non-technical position paper briefly overviews
these areas, exploring data used in chat systems and the limitations and challenges
involved, and how these impact on the implementation of realistic social talk in
spoken dialog systems.

1 Introduction—What’s Chat?

Human spoken interaction takes many forms, from highly formalised rituals and
ceremonies to light and aimless casual chat. Interaction types or speech exchange
systems can be differentiated along a number of dimensions including goal, for-
mality/register, length and frequency of contributions, number of participants, and
relationship between participants. A common division for classification is between
‘instrumental’, transactional or task-based dialog and ‘interactional’, interpersonal,
or social talk [4]. Task-based dialog is generally considered to cover practical tasks
mediated through speech—such as commercial transactions, professional consulta-
tions, business meetings and discussions or problem-solving sessions. Social talk
ranges from short interactions in public places between strangers (‘bus stop talk’),
through intermittent social talk between co-workers throughout the day, stretches of
casual talk which bookend or punctuate transactional interactions, to long private
conversations between intimate friends (‘dinner party talk’) [8, 20]. The content of
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and markers of success in task-based talk are defined by its goal—there are usually a
limited number of sequences or sub-dialogues which together constitute the interac-
tion, and reaching a defined result such as the successful sale of a product, provision
of information, or decisions on agenda items, allows the dialog to be considered suc-
cessful. Social talk is not goal-less, there is a broad consensus among researchers in
a variety of fields that such talk serves strong social goals—building and maintaining
social bonds, informing participants of their interlocutors’ personality, values, feel-
ings and affect [1, 6, 12, 16, 24]. However, these are not short-term goals, fulfilled
in one interaction, and thus assessment of conversational success, beyond simple
measurement of time users spend chatting to the system, is challenging.

Casual or social talk is thought to involve a levelling of role, power and status
differentials between interlocutors, with equally distributed speaker rights [5, 15].
Topics are decided locally and proposable by any participant. This leads to unpre-
dictability at the level of topic change, although there is internal coherence within
topics. The structure of casual talk is not normally a series of questions and short
answers as often found in task-based dialog, but rather a series of statements and
comments on a topic, often interspersed with backchannels and short comments with
little or no additional information, a phenomenon known as ‘idling’ [20]. In addi-
tion, longer conversations devolve into phases of casual interactive ‘chat’ and more
monologic ‘chunks’ of narrative or extended opinion. It is thus not possible to model
such conversations as a series of adjacency pairs [22]. This chat/chunk form also
leads to challenges for endpointing, as within speaker pauses in chunk phases or
long turns can be longer than between speaker pauses in interactive chat, and thus a
single endpointing module will not suffice.

2 Where to Find It: Data and Generation

Human-human casual conversational data is in short supply. Most dialog datasets,
and spoken dialog corpora in particular, are collections of task-based conversations,
either real or staged meetings or elicited dialog created using knowledge gap tasks
[2, 13, 17]. Collections of casual talk do exist [21], but are often recordings of ‘first
encounters’ or of short conversations [3, 7, 18], and are not large enough for training
of stochastic systems and end-to-end models in particular. Corpora of telephone
conversations do provide longer conversations, which move into chat/chunk format
after initial volleys of short question-answer pairs.

The structure and content of social talkmakes any stochastic process of finding the
best next utterance for a system very challenging. Asmost utterances in longer casual
conversations are not questions, and do not have a highly predictable response, unless
a conversation is closely following an example in training data and thus running the
danger of overfitting, it is highly unlikely that a suitable content rich response will
be proposed—systems often generate very common responses (‘ok’, ‘yeah’). This
means that the system is not outputting talk that moves the conversation along or
provides something for the interlocutor to comment on.
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Dialog is unpredictable, beyond simple ‘getting to know you’ question-answer
sequences, which only occur at the beginning of any series of interactions. Several
systems have used the concept of dialog acts (moves, intents, etc.) to abstract away
from variable surface forms of user utterances. An act labelled ‘request[depDate]’
could map ’When does my flight leave?’ or ‘Can you tell me the departure date for
my flight, please?’ to the same underlying user intent and match to the best next
system action [23]. This delexicalisation process is useful for predictable task-based
dialogs, but once casual talk is examined it becomes clear that there is not a uniform
adjacency pair structure where the first part utterance of a pair (somewhat!) reliably
projects the second part, as occurs in task-based talk [19]. Indeed, the vast bulk
of dialog acts in casual talk are informs, and often sequences of informs from one
speaker. Even in task-based dialog, human-human interaction often involves multi-
intent or multi-act utterances, where the speaker closes one adjacency pair and opens
another, sometimes in a different domain—for example answering a question on a
flight booking, and asking about the weather in a location.

Telephone corpora, such as Switchboard [11], may be useful for modelling longer
chunk phases, and the transitions between chunks could serve as useful models
of transitions comprising short stretc.hes of chat between chunks. In general, for
conversations longer than simple greetings and short smalltalk, it would seem logical
to view the interaction as a series of sub-conversations, and model accordingly on
multiple datasets. Such ‘blended’ dialog is a promising avenue of research. However,
although it will be possible to provide longer stretches of monologic system talk
which are relevant, this may ‘raise the stakes’ for system understanding of the user,
who will be prompted to provide longer stretches of monologue, with attendant
need for backchannelling models as well as robust natural language understanding
capability and context modelling spanning multiple previous turns. These challenges
have made evident by work on chat system evaluation [14].

3 The ADELE Project

We are currently working on several of the challenges mentioned above, in order
to gain insight into the mechanics of casual talk in order to more accurately model
social dialogue for use in applications in elder care and education.

To explore the dialog acts present in social talk, we built and annotated a corpus of
over 200 text dialogs where participants tried to discover commonalities in personas
given to them, thus eliciting ‘getting to know you’ dialog [9]. Even in this relatively
predictable interaction, informs and comments (declaratives) outnumbered questions
and requests by a factor of 3.4—in longer conversations, this disparity is greater with
increasing prevalence of chunks dominated by one speaker. We have also found that
the variety of social acts present in these limited dialogs is not adequately covered by
existing annotation schemes and are working on defining new acts to make the task
of abstraction easier and to aid understanding of the structure of even the simplest
formulaic exchange of greetings and smalltalk [10].We have built a stochastic system
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for the ConvAI Challenge, based on a ‘getting to know you’ paradigm similar to the
ADELE corpus—this experience has highlighted the difficulties of using a data-
driven approach to select responses which are appropriate and more than simple
‘idling’ or platitudes.

We are now working on the Switchboard corpus to understand the structure of
longer monologic stretches and on how transitions between chunks and chat are
managed. We have annotated 200 conversations from the corpus for topic and topic
shift, and are now working on modelling these transitions. We hope this work will
allow us to further explore possibilities of blended dialog, and generate realistic
transitions between stretches drawn from separate sources.

Aswithmost research in this field,we are severely hamperedby the lackof relevant
data in adequate quantities, and would hope that greater interest in and discussion
of the challenges of creating realistic social talk either as standalone systems or
within task-based applications will lead to the creation of relevant datasets open to
the community.
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Generation of Objections Using Topic
and Claim Information in Debate
Dialogue System

Kazuaki Furumai, Tetsuya Takiguchi, and Yasuo Ariki

Abstract In recent years, systems with a dialogue interface are attracting wide
attention [1, 2]. We propose a dialogue system that can debate with users about news
broadcasts on TV or radio and help users to understand the meaning deeply. We
previously reported a debate system that collected opinions from the Web [4], vec-
torized them, and finally selected the most appropriate supporting/opposing opinion
among them for debating. In this paper, we propose a Neural Network Language
Model that can generate objections instead selecting one opinion for debating. The
model generates sentences by putting claim information (supporting/opposition) in
the input layer of Long Short-TermMemory (LSTM) [3].We conducted experiments
by BLEU score and Human Evaluation, and both showed the effectiveness of our
method.

1 Introduction

There are many systems that support users by answering their questions [1, 2], but in
order to deal with even more complicated problems, we propose a debate dialogue
system that supports users to be able to understand things deeply by providing new
perspectives on topics of news broadcast on TV or radio. To this end, we already
developed a system that could estimate a user’s claim (supporting/opposing) on the
topic as well as the reason behind the claim, and debate with a user by showing the
appropriate opinions selected from the Web [4]. However, depending on the number
and quality of opinions on the Web, we encountered the problem that the debate was

K. Furumai (B) · T. Takiguchi · Y. Ariki
Kobe University, Nada Ward, Japan
e-mail: kazuaki.furumai@stu.kobe-u.ac.jp

T. Takiguchi
e-mail: takigu@kobe-u.ac.jp

Y. Ariki
e-mail: ariki@kobe-u.ac.jp

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
E. Marchi et al. (eds.), Increasing Naturalness and Flexibility in Spoken
Dialogue Interaction, Lecture Notes in Electrical Engineering 714,
https://doi.org/10.1007/978-981-15-9323-9_23

267

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9323-9_23&domain=pdf
mailto:kazuaki.furumai@stu.kobe-u.ac.jp
mailto:takigu@kobe-u.ac.jp
mailto:ariki@kobe-u.ac.jp
https://doi.org/10.1007/978-981-15-9323-9_23


268 K. Furumai et al.

not active in some cases. Therefore, in this paper, we propose a method to generate
opinions or objections that are more appropriate to the user’s opinion when there are
no suitable candidate opinions found on the Web.

For generating objections, we employ a neural network language model using
LSTM. Unlike the majority of seq2seq models, our model does not have the encoder
of the input sentence but, rather, is trained to generate an objection to the user’s
opinion, by decoding the document vector created by Sparse Composite Document
Vectors (SCDV) [6]. SCDV combines syntax and semantics learnt by word embed-
ding models together with a latent topic model that can handle different senses of
words, thus enhancing the expressive power of the document vectors. Specifically,
we cluster distributed representations of all words using Gaussian Mixture Models,
improve the word representation based on the probabilities belonging to each class,
and use it for calculating the document vector. In addition, we control the claim
of the sentences generated by the model by connecting a system claim vector (that
is opposite to the user’s claim) to the word embedding vector. We examined the
performance of this model by BLEU score and a subjective evaluation experiment.

2 Debate Management

In this section, we briefly explain the process of objection generation in our debate
dialogue system,which has already been proposed in [4], (please see the upper part of
Fig. 1). First, the Language Understanding module estimates the user’s claim (sup-
porting/opposing/neither) and reason (presence/absence). We use a Convolutional
Neural Networks model proposed by Shi [5] to estimate them. In this module, when
the user’s claim is estimated to be “neither”, or when the reason is estimated to be
“absence”, the system generates an utterance to ask the user for clarification.

Finally, after the system estimates the user’s claim and reason, the system selects
an opinion from the debate database, that is against the user’s claim. For example, if
the user’s claim is estimated to be “supporting”, the system utterance is selected from
the opposite opinion stored in the debate database. As for the selection method, an
opposite opinion with the highest cosine similarity to the user’s utterance is selected.

However, because there are cases where it cannot be dealt with well, in this paper
we propose an objection generation model, which is composed of a LSTM decoder
and SCDV of the user opinion, as shown in the lower part of Fig. 1. This part is
described in Sect. 4.
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Fig. 1 Overview of the debate system

3 Debate Database and Motivation for Generating
Objections

We employed Inoue’s method [7] for collecting opinions from the Web, and created
a database for debates. We collected 4 topics. The number of collected opinions is
shown in Table 1.

Depending on the topic and claim, the number of opinions that can be collected
is unbalanced in terms of supporting and opposing, as well as in terms of topics.
Therefore, there is a possibility that the system cannot find the appropriate objection
to the user’s opinion because of the limited number of candidate opinions. In addition,
even for a topic with a large number of collected opinions, the system may not be
able to find the appropriate objection if there are no candidate objections that deal

Table 1 Debate Database Information

Topics Claims Number of opinions Avg. length of words

Capital punishment Supporting 228 60.84

Opposing 283 64.19

Nuclear power plant Supporting 124 64.06

Opposing 320 80.68

Tax hike Supporting 126 65.03

Opposing 202 70.44

Casino bill Supporting 52 57.40

Opposing 141 87.20
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with the point being made in the argument. Hence, in such a case, we propose a
language model to generate more appropriate objections to the users’ claim instead
of selecting the candidate objections.

4 Model of Objection Generator

The structure of the language model for our objection generator is shown in Fig. 2,
which corresponds to the lower part of Fig. 1. In recent years, models have been
proposed that concatenate additional information to the input layer and generate a
characteristic response sentence [8, 9]. We applied these models to our objection
generator and employed the topic and claim as additional information. Here, the
“Topic” is capital punishment, a casino bill or the like, and the “Claim” is either
supporting or opposing.

In training themodel, we encode a document (opinion) D = {w0,w1, ...,wn}, into
a vector representation DV created by SCDV (Due to space limitations, the SCDV
explanation is omitted here. Please refer to [6] for an explanation.). Then, the original
opinion sentence is reproduced by LSTM [3] from the DV as shown in Fig. 2. The
values of hidden units in LSTM are obtained by combining the value of hidden units
produced at the previous time step t − 1, the word representations et at the current
time step t , the topic vector ti for topic i(i ∈ [0, 1, 2, 3]), and the claim vector c j for
claim j ( j ∈ [0, 1]). An input gate, a memory gate, and an output gate, respectively
denoted as it , ft and ot , are computed as follows:

⎡
⎢⎢⎣
i0
f0
o0
l0

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

σ

σ

σ

tanh

⎤
⎥⎥⎦WDV · SCDV (D) (1)

Fig. 2 Objection generator
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⎤
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⎡
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σ

σ

σ

tanh

⎤
⎥⎥⎦Win ·

⎡
⎢⎢⎣
ht−1

et
ti
c j

⎤
⎥⎥⎦ (t ≥ 1) (2)

Each value of the topic vector ti (i ∈ [0, 1, 2, 3]) and claim vector c j ( j ∈ [0, 1])
is randomly initialized by the value drawn independently from Gaussian distribution
N (0, 1). After training and generating an objection, the claim vector is replaced with
the desired one, and the model predicts wt by computing the following equation
iteratively: wt = softmax(Wout (ht )). See the related work [9] for the computation
of ht .

5 Experiments

The human evaluation and BLEU were conducted using 90% of the collected opin-
ions (Table 1) as training data and the rest as test data.We used 1-layer LSTMmodels
with 180 hidden cells. The word embedding size, topic vector size, claim vector size,
and vocabulary size were 256, 32, 50, and 7,557, respectively. The optimization
method was Adam [10] and the Document Vector DV size was 2,000.

5.1 BLEU

In this experiment, we clarify the sentence generation ability from document vec-
tors and the effect of the topic vector and claim vector. The BLEU score [12] was
calculated between the original sentence and the sentence generated from the docu-
ment vector, which was converted from the original sentence. The results are shown
in Table 2. BLEU-1, BLEU-2, BLEU-3, and BLEU-4 are 1-gram, 2-gram, 3-gram,
and 4-gram precision, respectively. “Objection Generator” is a model that does not
use the claim vector or topic vector. “Objection Generator-T” is a model that only
uses the topic vector, and “Objection Generator-T&C” is a model that uses both.
“LSTM Encoder-Decoder” [11] was implemented for comparison. “Objection Gen-
erator” shows better performance than LSTM Encoder-Decoder. The reason is that
it is difficult to train the encoder because of limited data and the number of words
per sentence is large. On the other hand, our model uses SCDV to reduce the number
of parameters related to encoding. Moreover, the topic vector proved to be effective.
Since the opinion vectors are well divided into each topic, it seems that SCDV helps
our model to discriminatively learn the vocabulary used in each topic.
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Table 2 BLEU score

BLEU-1 BLEU-2 BLEU-3 BLEU-4

LSTM
Encoder-Decoder

3.71 1.07 0.31 0.00

Objection
Generator

6.32 2.76 1.03 0.00

Objection
Generator—T

9.52 3.70 1.36 0.46

Objection
Generator—T&C

10.01 3.94 1.51 0.63

5.2 Human Evaluation

A5-point Likert scale evaluation was conducted using the top 30 generated sentences
with the highest cosine similarity for each input sentence. Comparison with human
opinion sentences selected by the method described in Sect. 2 was conducted, and
the result is shown in Fig. 3.

Ten participants evaluated generated or selected sentences on “Naturalness”
(whether the wording is natural), “Clarity” (whether the claim [supporting or oppos-
ing] is clear), “Reason” (whether appropriate reason is included), “Viewpoint”
(Whether the point of view is the same as the point of view of the user opinion
sentence), and then the scores were averaged. Although our model is superior in

Fig. 3 Results on generated sentences having the highest cosine similarity
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Fig. 4 Results on generated sentences having higher cosine similarity than selected human opinion

“clarity”, it cannot be said that our performance is better than the selected human
opinion sentences. Here, the averaged results for only 13 sentences generated with
higher cosine similarity than the selected human opinion sentences are shown in
Fig. 4. Since problems remain in “naturalness”, our model is superior to selected
human opinion sentences in “Clarity” and “Viewpoint”.

6 Conclusions

We proposed a model that can generate objections based on the topic and claim
vectors when there were no suitable candidate sentences. Experiments showed the
effectiveness of this model. In particular, the model shows good performance in
“clarity”, which is considered to be owing to the effect of the Topic Vector. However,
at this time, from the viewpoint of “reason”, the sentences generated by our model
are inferior to selected opinion sentences created by humans. We will endeavor or
improve our model in this regard in future research. In addition, there is also a
problem regarding “naturalness”, so that it is necessary to consider techniques (such
as pre-training) using data other than opinions collected. Finally, regarding the human
evaluation, examples of generated sentences that obtain good evaluation are shown
in Table 3.
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Table 3 Examples of generated objections
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A Differentiable Generative Adversarial
Network for Open Domain Dialogue

Asier López Zorrilla, Mikel deVelasco Vázquez, and M. Inés Torres

Abstract This work presents a novel methodology to train open domain neural
dialogue systems within the framework of Generative Adversarial Networks with
gradient based optimization methods. We avoid the non-differentiability related to
text-generating networks approximating the word vector corresponding to each gen-
erated token via a top-k softmax.We show that aweighted average of theword vectors
of the most probable tokens computed from the probabilities resulting of the top-k
softmax leads to a good approximation of the word vector of the generated token.
Finally we demonstrate through a human evaluation process that training a neural
dialogue system via adversarial learning with this method successfully discourages
it from producing generic responses. Instead it tends to produce more informative
and variate ones.

Keywords Dialogue systems · Generative adversarial networks · Open domain
dialogue

1 Introduction

Open domain dialogue systems or chatbots are systems deployed to interact with
humans offering coherent responses according to the dialogue history. Unlike task-
oriented dialogue systems, there is no specific goal to be achieved during the inter-

A. López Zorrilla (B) · M. deVelasco Vázquez · M. I. Torres
Faculty of Science and Technology, University of the Basque Country UPV/EHU, Sarriena s/n,
48940 Leioa, Spain
e-mail: asier.lopezz@ehu.eus

M. deVelasco Vázquez
e-mail: mikel.develasco@ehu.eus

M. I. Torres
e-mail: manes.torres@ehu.eus

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
E. Marchi et al. (eds.), Increasing Naturalness and Flexibility in Spoken
Dialogue Interaction, Lecture Notes in Electrical Engineering 714,
https://doi.org/10.1007/978-981-15-9323-9_24

277

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9323-9_24&domain=pdf
mailto:asier.lopezz@ehu.eus
mailto:mikel.develasco@ehu.eus
mailto:manes.torres@ehu.eus
https://doi.org/10.1007/978-981-15-9323-9_24


278 A. López Zorrilla et al.

action by the system. The only goal is to generate appropriate, relevant, meaningful
and human-like utterances.

This area of research has gained an increasing amount of interest from the com-
munity since the advent of sequence-to-sequence neural network models [22]. These
neural networks are capable of processing and generating sequences of data of arbi-
trary length, which makes them very suitable for this research [21, 24]. The task
of open domain dialogue generation can easily be cast as a sequence transduction
problem, where the input is the sequence of words corresponding to the last user’s
utterance, and the output are the words of the system’s response. It is also possible to
condition the output of the network to a broader dialogue context or other knowledge
sources in order to increase the coherence of the responses [6, 19], but in this work
we will not research in that direction.

These neural models are usually learnt from corpora composed of input utterance-
response pairs, via supervised learning. Movies subtitles, Twitter or online forums
canbe used as the source of these data. In this framework, the neural network is trained
to minimize a distance between the generated response and the desired one. Even
though interesting performances can be obtained with this procedure, it frequently
yields models that tend to generate dull and safe responses which appear frequently
in the corpus, such as I don’t know or I’m sorry.

We build upon Generative Adversarial Networks (GANs) [7] to overcome this
problem and to increase the overall variety in the responses of the neural dialogue
model, as these have shown promising results in many data generation tasks. While
in supervised learning a unique desired output is assigned to each input in the corpus,
GANs allow many correct outputs, which makes much more sense in dialogue, and
models better the one-to-many property of input-output pairs [23]. The learning
methodology for GANs involves training two neural networks, a generator and a
discriminator, in an adversarial fashion. The generator tries to learn a data distribution
while the discriminator learns whether a given sample corresponds to the training
data or has been generated by the generator. In the context of dialogue systems, the
generator would be the sequence-to-sequence model and the discriminator would act
as a Turing Test.

GANs were first successful in image generation tasks. More recently text-related
problems, such as machine translation [25], text generation [26, 27] or image cap-
tioning [20] have also been tackled within this framework. GANs have also been
applied in the research of dialogue systems, yet only on a few occasions. References
[5, 11] experiment with training discriminators that could measure the quality of
the utterances generated by chatbots. On the other hand [9, 14] go a step further
and train neural dialogue systems via adversarial learning, but with the drawback
that they make use of reinforcement learning instead of gradient-based optimiza-
tion methods. This is due to text being represented as a sequence of discrete tokens,
which breaks the differentiability of the discriminator’s output with respect to the
generator’s parameters, as explained in Sect. 3.

In this context, the contributions of our work are twofold. First, we present a
novel methodology to avoid this non-differentiability: the top-k softmax. Since the
top-k softmax allows to plug-in the output of the generator into the discriminator
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in a differentiable manner, our approach is simpler and easier to implement than
other dialogue systems trained in the GAN framework. Second, we demonstrate
that training a neural dialogue system via adversarial learning with this method
successfully discourages it from producing generic responses, and that it often leads
to more informative responses too.

The rest of the paper is organized as follows. In Sect. 2 we specify the chosen
architecture for the sequence-to-sequence dialogue model and the baseline training
procedure. In Sect. 3 we describe the proposed GAN for dialogue generation based
on the top-k softmax and compare it to alternative approaches to deal with the differ-
entiability problem. In Sect. 4 we give all the details about our experimental setup and
hyper-parameter choice. Section 5 shows the results of two experiments to validate
our proposal. We conclude with the final remarks in Sect. 6.

2 Sequence-to-Sequence Dialogue Model Architecture

The chosen architecture for the dialogue model is a standard sequence-to-sequence
network with attention [1]. Given an input sequence of length T of discrete integer
tokens x = x1, x2, ..., xT , the corresponding sequence of vectorial word representa-
tions v = v1, v2, ..., vT can be obtained via the word vector matrixW, just by taking
the corresponding row vi = W[xi ] per each token xi . The size ofW is V × D, where
V is the vocabulary size and D the dimension of each word vector. The encoder takes
this sequence of vectors and produces another sequence of vectors of the same length
h = h1,h2, ...,hT = encoder (v). In our work the encoder is a deep bidirectional
Long Short Term Memory (LSTM) Recurrent Neural Network (RNN).

To proceed with the generation of the output sequence y = y1, y2, ..., yτ , a global
attention mechanism is applied as in [17]. At the time step t of the generation, the
decoder is fed with the discrete integer token generated at previous time step, yt−1.
Then the corresponding word vectorW[yt−1] is input to the decoder’s RNN and this
outputs ot . Of course, due to the architecture of RNNs, ot is conditioned, though
implicitly, not only to yt−1 but also to all the previously generated tokens. In our
experiments this neural network is also a deep LSTM. ot is then transformed to õt
via a multilayer perceptron (MLP) that takes as input ot and also ct , the context-
vector produced by the attention mechanism at time step t . ct is a weighted average
of the encoder’s output vectors:

ct =
T∑

j=1

a jth j , (1)

where a jt is the score between h j and ot , i.e., how much attention should be put
on the output of the encoder at the encoding time step j on the time step t of the
decoding phase. a jt is a softmax-normalized scalar output of another MLP, that takes
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Fig. 1 A diagram of the
chosen
sequence-to-sequence
network: blue
transformations refer to the
encoder, orange to the
attention mechanism, purple
to the word matrix (shared
between the encoder and
decoder), and red to the
decoder. For simplicity, only
the time step t of the
decoding is shown

as input h j and ot , and outputs a jt . With the softmax normalization we ensure that
all the scores at time step t are positive and sum one:

a jt = exp
(
a jt

)
∑T

j ′=1 exp(a j ′t )
(2)

Finally, õt is linearly projected to a vector of dimension V : ft = linear(õt ).
This vector represents an unnormalized probability distribution over all the pos-
sible words in the vocabulary. A softmax normalization is then applied to ft to get
pt = softmax(ft ), the normalized version of ft . The output token at time step t , yt ,
can be sampled from pt taking the argument of the maxima:

yt = argmax
i

(pt [i]) (3)

Generation stops at time τ , when yτ corresponds to the end-of-sequence token.
The architecture of the network is summarized in Fig. 1.

MaximumLikelihood Estimation via Supervised LearningAs aforementioned, this
neural network can be trained from a corpus composed of input-output sequence pairs
via supervised learning. A maximum likelihood estimation (MLE) of the parameters
of the network can be carried out by minimizing the word level cross entropy loss
LMLE :

LMLE = 1

|C|
∑

x,s∈C

1

|s|
|s|∑

t=1

−log pt [st ] , (4)
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where C is a corpus composed of pairs of inputs x and desired outputs s, st each of the
words in s, and pt [st ] the output of the network in the t-th time step corresponding
to the token st . We omit the output’s dependence on x to keep the notation simple.

During training we employ the teacher forcing strategy, i.e., in the t-th step of the
decoding we feed the ground true token st−1 to the decoder’s RNN instead of the
prediction yt−1. We experimented with other sampling techniques such as scheduled
sampling [2], but we found no improvement.

3 Sequence Generative Adversarial Network Training

In the context of dialogue systems, the generator network in theGAN is the sequence-
to-sequence dialogue model, which produces a response y to the input utterance x .
The discriminator is another network that acts like a Turing Test: it takes an input
utterance x and a response r as inputs, and outputs a scalar between 0 and 1 repre-
senting the network’s confidence level on r being produced by a chatbot. Namely,
the lower the output of the discriminator is, the more human-like r is according to
the discriminator’s criteria.

The procedure to train the dialogue system in this framework involves iteratively
updating the generator and the discriminator. The generator is trained to fool the
discriminator and make it think that its responses are human-like, and in contrast the
discriminator is trained to distinguish between human and bot responses.

Let us now define the losses to be minimized in this two optimization procedures.
Given a batch of input utterances, responses and labels indicating whether each
response has been generated by a bot or a human, the discriminator’s parameters will
be updated to minimize the next cross-entropy loss:

LD = 1

|BD|
∑

x,r,l∈BD

− [
l · log a + (1 − l) · log (1 − a)

]
, (5)

where BD is a batch composed of tuples of input utterances x , responses r and
boolean labels l, and a the output of the network given x and r .

The objective for the generator is just to minimize the output of the discriminator
when the latter is fed with a batch of input utterances and the responses of the
generator to those same input utterances:

LG = 1

|BG |
∑

x∈BG

a , (6)

where BG is a batch composed of input utterances x . a is the output of the discrimi-
nator given x and y, where y is the output of the generator given x .

The differentiability problemWe have already described the architecture of the gen-
erator in Sect. 2. On the other hand, the discriminator is a composed of two deep bidi-
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rectional LSTM-RNNs, for x and r respectively, followed by some fully-connected
layers. Before being processed by the RNNs, both x and r integer sequences are con-
verted to word vector sequences via the same word vector matrixW, as explained in
Sect. 2.

Being these the network architectures, it is not possible to differentiate LG (Eq. 6)
with respect to the parameters of the generator. The problem arises with the argmax
operation in the sequence of transformations that converts ft into ut :

ft
softmax−−−−→←− pt

argmax−−−→�←− yt
W[yt ]−−−→←− ut , (7)

where ft is the unnormalized probability distribution over all the possible words in
the vocabulary in the step t of the generation, pt the softmax-normalized version of
ft , yt the argument of the maxima of pt , and ut is the word vector corresponding to
the token yt . Green arrows indicate that the operation is differentiable, whereas red
arrows that it is not.

The top-k softmax We propose a novel alternative computation path that approxi-
mates ut in a fully differentiable manner, allowing the generator to be trained with
very convenient gradient-based methods. The idea behind this path is to generate a
word vector ũt , hopefully similar to ut , as a weighted average over the word vec-
tors corresponding to the k most probable words according to ft . k ≥ 2 is an integer
parameter of the transformation. In short, the differentiable computation path is as
follows:

ft
top-k−−→←− kt , f̃t

softmax−−−−→←− kt , p̃t
∑

i p̃t [i]·W[kt [i]]−−−−−−−−−→←− ũt (8)

The first operation in Eq.8 performs a selection of the top-k elements in ft . It
outputs kt and f̃t . kt are the indices corresponding to the k elements in ft with
the highest values, and f̃t are those values. In other words, kt represents the most
probable words, and f̃t their unnormalized probabilities. The second operation is just
a softmax normalization of these k probabilities. It converts f̃t into p̃t . See Fig. 2
for a graphical example. Finally, the approximated word vector that will be fed to
the discriminator’s RNN is computed as the weighted average of the word vectors
corresponding to tokens kt , where the weights are the probabilities p̃t :

ũt =
k∑

i=1

p̃t [i] · W[kt [i]] (9)

Note that in thewhole process the differentiability has not been broken. Therefore,
and in contrary to the previous computation path (Eq.7), the partial derivatives of
ũt with respect to f̃t exist and are non zero. In Sect. 5 we show that ũt is a good
approximation of ut when k is small. In fact, ut is the nearest neighbor of ũt the 98%
of the times with k = 2.
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Fig. 2 On the left, a graphical example of a softmax normalization of a ft distribution. The rest of
the plots show the top-k softmax normalizations of ft for different values of k

Related approaches Before continuing with our proposal for training the GAN, let
us briefly compare the top-k softmax with alternative approaches to deal with the
non-differentiable argmax operation. Apart from the aforementioned reinforcement
learning-relatedmethodologies based on [27], we are only aware ofworks [13] that in
one way or another tackle this problem with the concrete or Gumbel-softmax distri-
bution [10, 18]. This is a continuous relaxation of discrete random variables. In short,
it transforms a probability distribution into a relaxed one-hot vector corresponding to
a randomly taken sample from that distribution. That relaxed vector is different from
the result of the top-k softmax in two important aspects. First, it is non-deterministic,
which could be interesting but also unnecessary for our application. Second, all its
elements are non-zero, which means that approximating a word vector as a weighted
average according to those probabilities would imply mixing all the word vectors in
the vocabulary, which seems again inadequate for our application.

A discrete version of this transformation is the Straight-ThroughGumbel-softmax
estimator [3, 10], which was used by [16, 20]. It serves to approximate the gradients
of a one hot vector sampled according to a probability distribution. Thus it avoids
the problem of averaging over all the word vectors, but it is still non-deterministic.
Moreover, the operation is still non-differentiable. Even though this method provides
an estimation of the gradients in this scenario, but using it could be risky because
it might cause discrepancies between the forward and backward passes, as stated in
the original work [10].

Training procedure The top-k softmax allows LD to be differentiable with respect
to the parameters of the generator. Thus gradient-based optimization methods can
be applied to train both the generator and the discriminator. Let us now specify the
general training loop and the pretraining strategies applied in this work.

Prior to the training of the dialogue system, we pretrain the word vector matrix
in the same corpus that will be used later. Following the work of [9, 14], we also
pretrain the generator using theMLEcriteria, and the discriminatorwith the responses
generated by the pretrained generator and with responses from the corpus. In order
to stabilize the rest of the training process and to avoid the catastrophic forgetting
phenomenon of the discriminator, each time we sample a response of the generator
to a given input, we add it to a corpus of generator’s turns CD .
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Now we enter the main training loop, where the generator and the discriminator
will be trained adversarially. This loop will be run for many iterations. We start it
training the generator to minimize the output of the discriminator according to Eq. 6
during a number of iterations. Then we increase the corpus CD with the current state
of the generator, and train the discriminator during another number of iterations.
More recent input-response pairs are taken with a higher probability than the older
ones from CD when training the discriminator.

We finally repeat this process of training the generator, adding samples to CD and
training the discriminator, but this time training the corpus with the MLE criteria.
This approach is also taken in [9, 14], and it aims at stabilizing the training process.
In order to further stabilize it, we reduce the learning rate of the training optimizer
throughout the global iterations.

This whole procedure is summarized in the Algorithm 1.

Algorithm 1 An adversarial training strategy for neural dialogue models

Require: Generator G, Discriminator D, Corpus C, training hyper-parameters.
Pretrain word vector matrixW on C.
Pretrain G minimizing LMLE (Eq.4).
Initialize CD with G’s responses y to some inputs x .
Pretrain D minimizing LD (Eq.5).

for the number of total iterations, and with a decaying learning rate do
Update G minimizing LG on inputs x in C (Eq.6).
Add (x , y) pairs to CD using G.
Update D minimizing LD .

Update G minimizing LMLE on C.
Add (x , y) pairs to CD using G.
Update D minimizing LD .

4 Experimental Setup

All the experiments in this work were carried out with the OpenSubtitles2018 cor-
pus [15], which is composed of around 400M utterances from movie subtitles. As
proposed in [24], since the turns are not clearly indicated, we treat each utterance as
the desired output for the previous one.

As for the text preprocessing, we removed some symbols and converted all the
names, numbers and places to tags <person>, <number> and <place>, respec-
tively. This was done with the Spacy entity recognizer [8]. Finally we defined the
vocabulary with most 30000 frequent words, and deleted every other token from the
corpus. We pretrained 300 dimensional word vectors of those tokens on the corpus,
with FastText [4]. These are then optimized again throughout the training process.
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Let us now give details about the architecture of the sequence-to-sequence gener-
ator. The deep bidirectional RNN encoder is made of two LSTM networks (one per
direction) of 4 layers, 512 cells each. On the other hand, the decoder’s LSTM has 4
layers of 1028 cells. The MLP that converts ot and ct into õt (see Sect. 2 for more
details) has one leaky-ReLU layer. The size of õt is 500. The MLP that computes the
attention score has two layers. The first one is a 250-sized hyperbolic tangent layer,
and the second is a linear output layer that computes the scalar score.

Regarding the discriminator, its two deep bidirectional encoders share the same
architecture: two LSTM networks of two layers, 128 cells each. This vector is then
fed to a MLP of two layers: a leaky-ReLU layer of size 100 followed by a single
sigmoidal unit. The chosen value for the k parameter of the top-k softmax was 2.

The most promising hyper-parameters we have found for the training procedure
are summarized next. First of all, we used the Adam optimizer [12] with batch size
of 256 throughout all the optimization processes. We pretrained the generator during
50000 training iterations with a fixed learning rate of 0.001. We sampled 125000
responses from that generator and then pretrained the discriminator during 1000
iterations, with the same learning rate. All the batches fed to the discriminator were
balanced: there was a human example per each generator’s example. Human and
generator’s example were uncorrelated; they did not share the input.

Themain iteration loopwas run 200 times. The initial learning rate was 0.001with
a decaying factor of 0.995 when training the discriminator and the generator with the
MLE criteria. It was ten times smaller when training the generator to minimize the
output of the discriminator. Every MLE step was run during 50 iterations, and every
step of minimizing the discriminator’s output was run during 35 iterations. After
each of these steps, 5000 input-response pairs were sampled from the generator, and
the discriminator was trained during 40 iterations.

It is worth mentioning that we did not vary the architectural hyper-parameters
much during our experiments. They are similar to many other sequence-to-sequence
networks in the literature. On the other hand, selecting good and stable training
hyper-parameters is challenging. This requires a deeper and more specific research
that we leave for future work.

5 Experiments

We now present an experimental validation of the proposed differentiable sequence
generative adversarial network for dialogue generation in two series of experiments.
First we validate our differentiable GAN architecture measuring the quality of the
word vectors obtained with after the top-k softmax computation path presented in
Eq.8. Additionally, we compare a neural dialogue trained with this computation path
and with the adversarial learning procedure summarized in the Algorithm 1 with a
standard MLE model.



286 A. López Zorrilla et al.

Fig. 3 Number of times that the actual word vector is the nearest neighbor of an approximated
word vector produced by the top-k softmax, for different values of k

Table 1 Some responses to the same inputs in four different stages of the training procedure. A
is the response of the pretrained MLE model. B is a response of an intermediate model just after
a MLE step. C is the response of the same model than B, but just after a step of minimizing the
output of the discriminator. D is the output of the final model

Input utterance Response

Hi! A: I’m <person> <person>.

B: hi.
C: hi, <person>.

D: hello, <person>.

I love you. A: I love you, too.
B: I love you
C: I love you too, <person>

D: you know, I think maybe we could talk...

Who is she? A: I don’ know.
B: she’s my friend

C: you’ll never regret again.
D: she’s my girlfriend, <person>, and...

What’s the color of the sky? A: it’s a blue light.
B: the blue blue.
C: it’s the red of the moon.

D: it’s a beautiful blue sky

See you A: <person> <person>

B: I’m sorry, I’m sorry

C: I’m sorry, I didn’t mean to interrupt you

D: see you later, <person>



A Differentiable Generative Adversarial Network for Open Domain Dialogue 287

Approximated word vectorsWe fed 1000 random inputs from the corpus to the dia-
logue system, and computedwhichwas the closest word vector to each approximated
one according to the euclidean distance, for different values of k. With k = 2, the
closest word vector was the correct one the 98% of the times if we consider all the
produced tokens, and the 97% if we do not consider repetitions. This two percentages
decrease to 83%/69% respectively with k = 3, and to 74%/60% with k = 4. Figure
3 shows this statistic for more values of k. We therefore conclude that the proposed
method to make the output of the discriminator differentiable with respect to the
generator’s parameters is appropriate, at least with k = 2.
Comparison between the MLE baseline and the GAN Let us show a preliminary
comparison between the pretrained MLE dialogue model with the final system after
the adversarial learning. We asked 10 human evaluators to interact freely with the
two systems during some few minutes, which resulted in dialogues of 25 turns on
average. Then they were asked to decide which of them was better in terms of (1)
the variety of the responses, (2) coherence and (3) informativeness. 7 out of the 10
evaluators opined that the final system was more variate and informative, and there
was a draw in terms of coherence.

This can also be seen in Table 1. It shows responses to the same inputs in different
stages of the training procedure. Not only are the baseline and final models compared
in the table, but it also lets us gain an insight into the short-term effect of each of
generator’sminimizing the output of the discriminator. It tends to complex and enrich
the model’s responses, sometimes at the cost of losing some coherence.

6 Conclusion

We have presented a novel methodology to allow text generating models be trained
in the GAN framework with gradient based optimization methods, the top-k soft-
max, and we have validated it in the open domain dialogue generation task. We
have shown that good approximations of the word vector corresponding to each of
the tokens generated by the dialogue system can be obtained with the top-k softmax.
Moreover, we have demonstrated through a human evaluation process that a dialogue
model trained in these conditions produces more variate and informative responses
than the baseline MLE model, while being as coherent as it. Ultimately, the intersec-
tion between dialogue systems and GANs is a very promising area of research. We
expect many more ideas from the two fields will be combined, and that many more
applications of the GANs in the dialogue research will arise.
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A Job Interview Dialogue System with
Autonomous Android ERICA

Koji Inoue, Kohei Hara, Divesh Lala, Shizuka Nakamura,
Katsuya Takanashi, and Tatsuya Kawahara

Abstract We demonstrate a job interview dialogue with the autonomous android
ERICA which plays the role of an interviewer. Conventional job interview dialogue
systems ask only pre-defined questions. The job interview system of ERICA gener-
ates follow-up questions based on the interviewee’s response on thefly. The follow-up
questions consist of two kinds of approaches: selection-based and keyword-based.
The first type question is based on selection from a pre-defined question set, which
can be used in many cases. The second type of question is based on a keyword
extracted from the interviewee’s response, which digs into the interviewee’s response
dynamically. These follow-up questions contribute to realizing natural and trained
dialogue.

1 Introduction

Spoken dialogue systems have been developed for various scenarios so far such as
smartphone apps and smart speakers, and future systems are expected to handle more
social interaction like human-human dialogues in our daily lives. For example, in
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a real-life job interview, interviewers make various kinds of questions directly to
interviewees in order to elicit information necessary for determining acceptance.
A spoken dialogue system is expected to play the role of an interviewer so that
interviewees are able to practice answering against expected questions. To assist
with interview practice, the system has to realize a job interview dialogue similar to
real human-human dialogue.

We demonstrate a job interview dialogue with autonomous android ERICA [3, 4]
in the role of an interviewer. ERICA looks like a human being and is able to generate
various behaviors including non-verbal ones such as eye gaze and head nodding.
Current spoken dialogue systems for job interview dialogue ask only pre-defined
questions [1, 2, 6, 7]. Although it is important for interviewers to dynamically ask
follow-up questions to know more about the current topic, only a small number of
studies have been conducted on automatic generation of follow-up questions [8]. In
this demonstration, ERICA generates follow-up questions based on how well the
interviewee’s response fulfills the previous question and also keywords extracted
from that response. It is expected that these follow-up questions make the job inter-
view dialogue more natural and stimulate some thought from the interviewee, which
is required for a practical system for job interview training.

2 System Configuration

While the basic dialogue flow is controlled with finite state transition, questions are
generated based on interviewees’ responses as explained below.

2.1 Scenario

In this demonstration, ERICA plays the role of the interviewer in a job interview. The
dialogue content is independent of any business category or company, so questions
from ERICA focus on the motivation and experience of interviewees. Therefore, the
proposed system can be applied to interviewees with various background without
modifying the list of questions.

2.2 Dialogue Flow

The dialogue flow is controlled with finite state transitions as illustrated in Fig. 1.
The current job interview consists of several topics. Example topics are reasons for
application and accomplishments in college. Each topic starts with a base question
which is followed by follow-up questions. The base question is an open question
on the topic. For example, when the topic is reasons for application, a base ques-
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end
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Fig. 1 Dialogue flow of job interview

tion is “What is the reason you applied for this job?” Topics and corresponding
base questions are pre-defined. Next, based on an interviewee’ response to the base
question, the system generates a selection-based follow-up question. Finally, based
on the response to the follow-up question, a keyword-based follow-up question is
generated. Then, the current topic ends and proceeds to the next topic. The following
section describes how to generate the above two kinds of follow-up questions in
detail.

The other settings of ERICA’s behaviors are as follows. ERICA generates head
nodding when an interviewee is answering, based on a model for backchannel gen-
eration using prosodic features [5]. For the turn-taking behavior, ERICA waits for
four seconds silence to take the floor. ERICA should wait for longer than in other
dialogue scenarios because the system has to make sure that an interviewee has def-
initely finished answering. Note that ERICA generates head nodding while ERICA
waits for the user’s turn to end to avoid an unnatural silence. If an interviewee’s
response contains only a few nouns, ERICA will reply with a phrase such as “Sorry,
could you say it again?” to prompt the interviewee to continue the answering.

2.3 Generation of Follow-Up Questions

We address how to generate the two kinds of follow-up questions below. At first, the
system generates a selection-based follow-up question against a response to a base
question. Next, a keyword-based follow-up question is generated against a response
to the selection-based follow-up question.
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2.3.1 Selection-Based Follow-Up Questions

We prepare several follow-up questions related to a base question, and the system
selects an appropriate one based on the interviewee’s response. This approach is
robust against to any interviewee’s responses because sentences of the questions are
handcrafted. The prepared follow-up questions are categorized into three categories
taking into account how well the response has fulfilled the base question.

• category 1 (high priority) follow-up questions on which an interviewee must
answer

• category 2 (middle priority) follow-up questions on which an interviewee should
answer

• category 3 (low priority) other follow-up questions

Category 3 is a backup for categories 1 and 2. For example, for the topic reason for
apply, follow-up questions can be as follows.

• category 1 What is the specific reason why you want to work in our company?
• category 2 What do you want to achieve after you enter our company?
• category 3 Have you applied to any other companies?

The question of category 1 should be used when an interviewee’s response did not
satisfy the base question. The question of category 2 should be used when the inter-
viewee accounted for the base question but did not mention in detail related to the
follow-up question. The question of category 3 should be used when the interviewee
has answered the base question well. Category 1 has the highest priority to be asked,
followed by categories 2 and 3.

The system selects an appropriate follow-up question from the above-mentioned
prepared set based on the degree of fulfillness of an interviewee’s response. At first, if
the number of nouns of an interviewee’s response is larger than a threshold, follow-
up questions of category 1 are excluded from candidates, since these were likely
already mentioned in the interviewee’s response. Next, for each follow-up question,
the system checks if it has been addressed in the response. For this, in advance, we
define a set of words to represent each follow-up question. The set contains words
that appear in the sentence of the follow-up question itself. The set also includewords
related to the follow-up question. For example, relatedwords for a follow-up question
“Where do you see yourself 10 years in the future?” are future, years, and so on. Then,
if one of the words in an interviewee’s response to a base question is semantically
close to one of the words in the above-mentioned list, the corresponding follow-up
question is excluded from the candidates. In the above example, if an interviewee’s
response includes future, the follow-up question will not be selected. To measure
the semantic distance between words, we use word embedding (word2vec) and its
cosine distance. Finally, among follow-up questions left in the set of candidates, the
system selects one of them from the category with the highest priority. If there are
several possible candidates in the same category, the system randomly selects one
question.
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2.3.2 Keyword-Based Follow-Up Questions

The system also generates another type of follow-up question based on a keyword
contained in the interviewee’s response. Although the selection-based follow-up
question can always be generated, their sentences are pre-defined. Therefore, it might
be difficult for interviewees to feel that their responses are comprehended by the sys-
tem. To deal with this issue, the system dynamically generates a follow-up question
reflecting the response of an interviewee.

The system extracts a keyword from an interviewee’s response and fills the key-
word in a template. First, the system calculates the inverse document frequency
(IDF) value that was trained with the text8 corpus1 and the gensim software.2 We
hypothesize that an appropriate keyword is a rarity so that it has a higher IDF value.
A keyword is determined as having the highest score of the IDF values. If several
nouns are continuously observed, they are regarded as a compound noun, and then
it is processed as one noun. To calculate an IDF value for a compound noun, the
maximum value is used from several IDF values of consisting nouns.

After extracting a keyword, the system fills the keyword in a pre-defined template
to generate a sentence of a follow-up question. For example, when an extracted
keyword is spoken dialogue systems, the system generates a follow-up question as
“Youmentioned spoken dialogue systems, so could you explain them inmore detail?”.

3 Dialogue Example

A dialogue example is introduced as below.3 The topic is reasons for application.
Note that U and S represent utterances of a user and ERICA, respectively. Figure 2
shows a snapshot of a job interview with ERICA. We use a 16-channel microphone
array to enhance the interviewee’s speech for automatic speech recognition so that
the interviewee can talk with ERICA without holding a microphone (hands-free).

S1 What is the reason why you applied for this job? (base question)
U1 I have learned artificial intelligence in my university. In this company, I can

apply my skills of AI technologies to the job and can obtain new skills. This is
the reason why I applied for this job.

S2 I see. What kind of effort or preparation do you make to achieve your goal?
(selection-based follow-up question)

U2 I learn the latest technologies because this industry drastically changes. Recently,
I am learning machine learning methods.

S3 I see. Could you explain about machine learning in detail?
(keyword-based follow-up question)

1http://mattmahoney.net/dc/textdata.html.
2https://radimrehurek.com/gensim/models/tfidfmodel.html.
3Demo video is available at https://youtu.be/JpTlSVp2zx8.

http://mattmahoney.net/dc/textdata.html
https://radimrehurek.com/gensim/models/tfidfmodel.html
https://youtu.be/JpTlSVp2zx8
https://youtu.be/JpTlSVp2zx8
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user
(interviewee)

ERICA
(interviewer)

microphone array

Fig. 2 Snapshot of job interview dialogue with ERICA

U3 I am especially interested in deep learning. It is reported that deep learning allows
us to train a complicated model that can be applied to various classification tasks
and achieve higher accuracy than conventional approaches.

S4 I see. Thank you.

4 Conclusion

We have described a demonstration of a job interview dialogue with the autonomous
android ERICA. The proposed system generates follow-up questions based on an
interviewee’s response. The follow-up questions consist of two kinds of approaches:
selection-based and keyword-based. While the former is based on a pre-defined set
of questions, the latter dynamically reflects an interviewee’s response by extracting a
keyword which was used. These follow-up questions contribute to realizing a natural
job interview dialogue with ERICA.
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Automatic Head-Nod Generation Using
Utterance Text Considering Personality
Traits

Ryo Ishii, Taichi Katayama, Ryuichiro Higashinaka, and Junji Tomita

Abstract We propose a model for generating head nods from an utterance text con-
sidering personality traits. We have been investigating the automatic generation of
body motion, such as nodding, from utterance text in dialog agent systems. Human
body motion varies greatly depending on personality. Therefore, it is important to
appropriately generate body motion according to the personality of the dialog agent.
To construct our model, we first compiled a Japanese corpus of 24 dialogues includ-
ing utterance, nod information, and personality traits (Big Five) of participants. Our
nod-generation model also estimates the presence, frequency, and depth during each
phrase by using various types of language information extracted from utterance text
and personality traits. We evaluated how well the model can generate and estimate
nods based on individual personality traits. The results indicate that our model using
language information and personality trails outperformed a model using only lan-
guage information.

1 Introduction

In human communication, non-verbal behavior is important to convey emotion and
intention in addition to spoken language [3]. Therefore, in a dialogue system using
conversational agents and robots, it is preferable to express appropriate nonverbal
behavior according to the utterance and carry out smooth communication with a user.

Nodding is known to not only provide feedback to the partner but also affirmation,
emphasis, turn-taking, rhythm, and utterance intention [9, 18, 21]. Also, nodding
accompanying utterances strengthens the persuasive power of an utterance, making
it easier for the other party to understand the content of the utterance [17]. Therefore,
enabling a humanoid agent to nod when in dialogue with a human not only improves
the impression of naturalness but also promotes conversation.
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Against such background, several studies have been conducted to generate nods
during utterances, especially using speech-sound information such as prosody [2,
4, 6, 9, 14, 15, 23]. However, it was difficult to accurately generate nods from
such information. The co-occurrence relation between speech-sound information
and nodding in Japanese is known to be weak [8, 23].

We have been investigating the automatic generation of body motions, such as
nodding, from utterance text in dialog agent systems [10–13]. For this study, we
developed a model for generating detailed head nods for each phrase and estimating
the nodding depth (the difference between the direction angle of the head at the
beginning of nodding and the direction angle when the head is oriented furthest
downward), presence, and frequency.

Human bodymotion varies greatly depending on the personality of the individual.
Therefore, it is important to appropriately generate body motion according to the
personality of the dialog agent. We believe that this allows users to feel comfortable
and form better relationships with agents.

To construct our model, we first compiled a Japanese corpus of 24 dialogues
including utterance, nod information, and personality traits (Big Five: openness to
experience, conscientiousness, extraversion, agreeableness, and neuroticism) of par-
ticipants. Our model also estimates nod presence, frequency, and depth during each
phrase by using various types of language information extracted from utterance text
and personality traits. We evaluated how well the model can generate nods reflecting
the personality of individuals. The results indicate that our model using language
information and personality traits outperformed a model using only language infor-
mation.

2 Corpus

To create a Japanese conversation corpus including verbal and non-verbal behaviors
for generating nods in dialogue, we recorded 24 face-to-face two-person conversa-
tions (12 groups of 2 different people). The participants were Japanese males and
females in their 20s to 50s who had never met before. They sat facing each other
(Fig. 1). To gather more data on nodding accompanying utterances, we adopted the
explanation of a famous cartoon that participants had not seen as the conversational
content. Before the dialogue, they watched a cartoon called “’Tom& Jerry” in which
the characters do not speak. In each dialogue, one participant explained the content
of the cartoon to the conversational partner within ten minutes. At any time during
this period, the partner could freely ask questions about the content.

We recorded the participants’ voices with a pin microphone attached to the chest
and video recorded the entire discussion. We also took bust (chest, shoulders, and
head) shots of each participant (recorded at 30 Hz). In each dialogue, the data on the
utterances and nodding behaviors of the person explaining the cartoonwere collected
during the first half of the ten-minute period (120 min in total) as follows.
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Fig. 1 Photograph of two participants having dialogue

• Utterances: We built an utterance unit using the inter-pausal unit (IPU) [16]. The
utterance interval was manually extracted from the speech wave. A portion of an
utterance followed by 200 ms of silence was used as the unit of one utterance. We
collected 2965 IPUs. We also used J-tag [5], which is a general morphological
analysis tool for Japanese, to divide an IPU into phrases. We collected a total of
11877 phrases.

• Head nod: A head nod is a gesture in which the head is tilted in alternating up and
down arcs along the sagittal plane. A skilled annotator annotated the nods by using
bust/head and overhead views in each frame of the videos.We regarded continuous
nodding within a certain period as one nod event. The frequency (number) of nods
was also manually labeled as 1, 2, 3, 4, or 5 or more. The change in the rotation
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angle of the head when nodding occurred was measured using OpenFace, which is
head-tracking software that uses image processing [1]. The difference between the
direction angle of the head at the beginning of nodding and that when the head is
oriented furthest downward was obtained as nodding-depth information. Nodding
depth was classified into the following four stages.

– Micro: Depth less than 5 degrees
– Small: Depth greater than 5 degrees and less than or equal to 10 degrees
– Medium: Depth greater than 10 degrees and less than or equal to 20 degrees
– Large: Depth greater than 20 degrees

• Personality traits: We used the Big Five personality traits of each participant.

All verbal and non-verbal behavior data were integrated at 30 Hz for display
using the ELAN viewer [22]. This viewer enabled us to annotate the multimodal
data frame-by-frame and observe the data intuitively. In this study, we only handled
utterance and head-nod data in the corpus we constructed. Nods occurred in 11877
out of the 5525 IPUs.

3 Head-Nod-Generation Model

We constructed our head-nod-generation model in three stages for each phrase using
language information and personality traits. The presence or absence of nodding is
first estimated. Next, when there is nodding, information on the frequency and depth
is estimated independently. Finally, nodding is generated from these three estimation
results.

3.1 Nodding Presence or Absence

First, we evaluated our model in terms of estimating the nodding presence or absence
of participants using personality traits in addition to language information. We used
the value of 5-dimensional personality characteristics of each participant as the fea-
ture values for generating head nods.We also use the following language information.

• Length of phrase (LP): Number of characters in a phrase.
• Word position (WP): Word position in a sentence.
• Bag of words (BW): Other studies focused on limited words to generate head
nods. To handle more generic word information as well, we examined the num-
ber of occurrences of all words, not some words. We used J-tag [5], a general
morphological analysis tool for Japanese.

• Dialogue act (DA):ADAwas extracted using an estimation technique for Japanese
[7, 19]. The technique can extract a DA using the word N-grams, semantic
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Table 1 Evaluation results of our model for estimating nodding presence or absence

Feature values Precision Recall F-score

Chance level 0.500 0.500 0.500

Language information 0.578 0.599 0.590

Language informa-
tion+Personality
traits

0.636 0.638 0.637

categories (obtained from a Japanese thesaurus Goi-Taikei), and character N-
grams. There are 33 types of DAs.

• Part of speech (PS): Number of occurrences of the PSs of words in a phrase. We
used J-tag [5] to extract PS information.

• Large-scale Japanese thesaurus (LT): TheLT is a large lexical database of Japanese.
Nouns, verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept. Synsets are interlinked by means of
conceptual-semantic and lexical relations.

Language information obtained from the target phrase and the phrases before and
after the target phrase was taken as the feature value for the model.

We constructed our nod-generation model by using C4.5 [20], which is a well-
known algorithm used to generate a decision tree, and evaluated its accuracy and
the effectiveness of each type of language information. The criterion variable was a
binary value as to whether a nod occurred.

We used 24-fold cross validation using a leave-one-person-out technique with
the data from the 24 participants. To align the number of phrases of two classes,
with or without nodding, the number of phrases in the larger class was reduced to be
equal that in the smaller class. The total was 11050 phrases including 5525 phrases in
which nodding occurred and 5525 phrases inwhich nodding did not occur. Therefore,
chance level was 0.500.

We evaluated how well presence or absence of participants’ nods could be esti-
mated with an estimator generated from only data of other people. As shown in Table
1, the performance of our model in estimating the presence or absence of partici-
pants’ nods using both language information and personality traits was higher than
the model only using language information (the results of t-test were p < 0.05).

3.2 Estimating Nodding Frequency

We then evaluated ourmodel in terms of estimating nodding frequency of participants
using various types of language information. The objective values were categorized
as 1, 2, 3, 4, or 5 and more. The feature values and machine-learning algorithm were
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Table 2 Evaluation results of our model for estimating nodding frequency

Feature values Precision Recall F-score

Chance level 0.144 0.380 0.209

Language information 0.348 0.370 0.339

Language informa-
tion+Personality
traits

0.396 0.378 0.387

Table 3 Evaluation results of our model for estimating nodding depth

Feature values Precision Recall F-score

Chance level 0.273 0.299 0.282

Language information 0.381 0.420 0.397

Language informa-
tion+Personality
traits

0.447 0.412 0.430

the same as in the above case, and we determined which explanatory variable was
valid.

We used 24-fold cross validation using a leave-one-person-out technique with
the data for the 24 participants. The number of phrases was 5525 in which nodding
occurred. We evaluated how well the nodding frequency of a participant could be
estimated with an estimator generated only from data of other participants.

As shown in Table 2, the performance of our model using both language informa-
tion and personality traits was higher than themodel using only language information
for estimating the nodding frequency of users (the results of t-test were p < 0.05).

3.3 Nodding Depth

Finally, we evaluated our model in terms of estimating nodding depth of participants
using language information. The objective value was the numeric value of nodding
depth. The nodding frequency estimated with our model was used as a feature value
in addition to language information. The machine-learning algorithm was the same
as in the above cases, and we determined which explanatory variable was valid.

We used 24-fold cross validation using a leave-one-person-out technique with
the data for the 24 participants. The number of phrases was 5525 in which nodding
occurred. We evaluated how well the nodding depth a participant could be estimated
with an estimator generated only from data of other participants.

As shown in Table 3, the performance of our model using both language informa-
tion and personality traits was higher than themodel using only language information
for estimating nodding depth of participants (the results of t-test were p < 0.05).
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4 Discussion

The experimental results from our nod-generation model indicate that using the Big
Five personality traits is useful for generating nods.

We used language information extracted from a unit of a phrase and before and
after it and attempted to determine whether nodding occurred in the phrase. We did
not consider the time-sequential information as a feature. In the future, we plan to
construct a generation model with time-sequential information [12, 13].

We plan to evaluate how users perceive personality difference by observing the
nods of a conversational agent generated with our model.

5 Conclusion

We proposed a head-nod-generation model that also estimates nodding presence,
frequency, and depth during a phrase by using personality traits (Big Five) in addi-
tion to language information. The results indicate that our model using personality
trait in addition to language information outperformed a model using only language
information. The results also indicate that using personality traits is effective for
estimating head nods of individuals.

In the future, we will focus on time-sequential language information to generate
nods. We plan to construct a model for generating other body movements by con-
sidering personality traits. We have plans to evaluate how users perceive personality
difference by observing agent nods generated with our model.
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Opinion Building Based on the
Argumentative Dialogue System BEA

Annalena Aicher, Niklas Rach, Wolfgang Minker, and Stefan Ultes

Abstract In this work, we introduce BEA, an argumentative Dialogue System that
assists the user in his or her opinion forming regarding a certain controversial topic.
To this end, we establish an opinion model based on weighted bipolar argumentation
graphs that allows the system to infer the influence of preferences expressed by
the user on all related aspects and is updated by the system in real time during the
interaction. The system and themodel are tested and discussed by use of an argument
structure consisting of 72 components in a proof of principal scenario, showing a
high sensitivity of the employed model regarding the expressed preferences.

1 Introduction

Over the past 20 years the amount of available data has grown considerably. With the
overwhelming and often contradicting information present on the internet, it is quite
difficult to retrieve and extract meaningful, accurate and suitable information. Thus,
advanced tools and systems that enable the user to find the adequate information
and make choices that meet their needs and expectations are required. This is also
reflected in the recent development of recommender and decision support systems
that have become increasingly popular in assisting users with their choices [21].
To enable such assistance systems to offer information that is tailored to a particular
user, it is essential to understand the user and his or her individual interests, opinions,
priorities and thus, preferences. Especially in situations where hands-free interaction
is required (like in the context of smart home or smart environment), the need for
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mediating agents that are able to process natural language requests and master the
complicated structure of the network is given [10]. Recent work in Natural Language
Processing (NLP), e.g. in the field of Argument Mining [11, 13, 14], is concerned
with the automatic extraction and mining of content of the Internet. However, this
data structure is non-intuitive for humans and requires an interface to be accessed by
the user.

In this work we introduce the Argumentative Dialogue Systems BEA (‘build
evidence-based argumentation’) as such an interface which provides an incremental
and intuitive access to available information [16] on a certain topic. The system uti-
lizes data structured according to the argument mining scheme introduced in [23] as
database and presents related aspects (arguments) incrementally during the interac-
tion. In order to establish a complex and fine grained model of the users opinion, we
realize the user preference model based on bipolar weighted argumentation graphs
(WBAGs) [3] sketched in [17]). This model allows the user to introduce preferences
between arguments related to the same sub-topic as well as to automatically infer the
effect of this preference on the overall stance. Hence, the system is able to model the
personal opinion of the user based on the expressed preferences, resulting in a opin-
ion model which considers the available information as well as the users personal
views.

The remainder of the paper is as follows: Sect. 2 examines related work on argu-
mentative Dialogue Systems and user preferences in recommender and decision
support systems. Section 3 introduces the employed preference model which maps
the opinion of the user. In Sect. 4, we introduce the architecture of the system in
combination with the theoretical background of the respective components. Subse-
quently, in Sect. 5, the results are discussed exemplary. We close with a conclusion
and a brief discussion of future work in Sect. 6.

2 Related Work

In the following we give an overview on related work on decision support and rec-
ommender systems, as well as Dialogue Systems based on argumentation graphs.
Recent examples of the latter where introduced in [18, 20, 22] but focus on a per-
suasive setup, i.e. the exchange of arguments with the user. In contrast, we model a
cooperative user-system interaction with a focus on the user’s preference and opinion
regarding the available arguments in order to extend the underlying argumentative
technology to assistive scenarios.

Theneed for bipolar argumentation graphs has been empirically supported by [15].
In recent years, some weighted bipolar argumentation frameworks have been intro-
duced that start with an initial weight of arguments and adapt this weight based on
the strength of attacking and supporting arguments [2, 3, 6, 9, 19]. For example, in
the analysis of discussions in social networks, the initial weight can be based on the
number of likes, dislikes and shares of a post, and attack and support relations can
be identified from replies using sentiment analysis tools [1]. Another application is
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decision support in areas like engineering design and e-democracy [5, 19]. However,
those systems are focused on quantitative decision support problems only and do not
involve an immediate user interaction via dialogue. In contrast, the herein discussed
approach includes a domain-independent opinion model that is developed during the
interaction and based on the user’s personal views.

Also, most decision making support systems [4, 21] as well as recommender
systems [12] are clearly focused on the application concerning specific items, like
e.g.movie recommendations [8]. An overviewon the state of the art andmethodology
of recommender systems, as well as trends is given by Ricci et al. [24]. Thus, most
existing research in this area is based purely on quantitative aspects such as indices
of popularity or measures of similarity between items or users. Another approach
is presented by Rago et al. [19]. It builds upon an item/aspect-based graph with
users partially given ratings and maps them onto so-called Tripolar Argumentation
Frameworks, experimentally evaluated on a movie dataset. In contrast, the herein
presented approach is based on the active involvement of the user via dialogue,
which enables us to directly access the user’s preferences and opinions.

3 The User Preference Model

In this section, we introduce an opinion model based on bipolar argument structures
which encodes dependencies of different arguments in one of two relations (support
or attack) between nodes in a graph. As classical bipolar argumentation structures
only capture the relations between arguments and do not distinguish their validity
or persuasiveness, we utilize weighted bipolar argumentation graphs (BAGs) [2, 3]
in which a weight is assigned to each argument. These weights encode the personal
opinion of the user regarding the respective arguments and are updated during the
interaction based on the expressed preferences. The overall strength of an argument
can then be determined from the weight and the strength of its attackers and support-
ers, i.e. arguments that are related to it. For the sake of simplicity and without loss of
generality, we choose weights and strengths of arguments to be a real valued number
in the interval [0, 1]. Approaches for computing strength values also often assume
an acyclic argumentation graph which is ensured in the herein discussed scenario by
the data structure [16].

We utilize the Euler-based restricted semantics introduced by Amgoud and
Ben-Naim [3], which aggregates the strength of arguments in a linear fashion. The
energy Ei (also Euler’s number) at an argument i is defined as [3]:

Ei =
∑

i

si,sup −
∑

i

si,att (1)

where ‘i ,sup’ and ‘i ,att’ are the sets of supporters and attackers and si denotes the
corresponding strength value. Hence, the stronger or more-numerous the supporting
argument components are, the greater and more-likely-positive is that exponent (and
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Fig. 1 Illustration of a
weighted bipolar
argumentation graph,
including the strengths and
weights

vice versa for attackers). The aggregated strength of an argument i is a function of
its initial weight ωi and the energy in (1) [3]:

si = 1 − 1 − ω2
i

1 + ωi eEi
. (2)

Consequently, si considers theweight of the argument itself aswell as the influence
from connected arguments. If an argument has no child nodes, its strength equals its
weight. Figure 1 shows an exemplary sketch of the discussed structure. A parent node
is sketched with its supporting and rejecting child nodes. Each node has a specific
weight and strength, which are defined further on. Our opinion model considers
preferences between arguments related to the same parent node. After a preference
is expressed, the corresponding weight is adjusted according to an update function
and iterated through all connected arguments following Eq.2. Preferences can be
expressed as either prefer or reject, where the first option means that the argument
is preferred over its siblings and the latter means that the argument is considered
invalid. Consequently, the strength of a preferred argument has to be greater than the
ones of its siblings and thus set to

s ′
i = smax + 0.5 (1 − smax) . (3)

Here, smax denotes the maximum strength of all siblings. As we formally update
only weights in order to consider later preferences, we determine the new weight
(solution of Eq.2) as

ω′
i = eEi

(
1 − s ′

i

)

2

(
−1 ±

√
1 + 4s ′

i

e2Ei
(
1 − s ′

i

)2

)
. (4)

Due to the square root, there are two solutions to this equation but only one meets
this in the required interval [0, 1]. If an argument is rejected, its weight (and thus its
strength as well) is set to 0. The whole opinion model is updated after each expressed
preference according to the following scheme:
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1. According to the user’s preference (prefer or reject) regarding a certain argument
i (node), its new strength s ′

i is calculated.
2. The new energy of the parent node of i is determined by applying Eq. (1). Graph-

ically illustrated we move up a level in the graph depicted in Fig. 3. Using the new
energy of the parent of i calculated in the previous step and the update formula
in Eq. (2), the new strength of the parent node is calculated.

3. Step three is repeated until all related values are updated.

The overall preference of the user can then be determined by calculating the energy
of the root node. As no information about the user’s preferences is known before
the interaction, we initialize all weights with the same value (ω0 = 0.5, representing
indifference).

4 BEA

In this section we discuss our argumentative Dialogue System BEA which serves as
an interface between the user and the argument structure. The graphical surface of
the system includes a drop-down menu from which the desired action can be chosen
by the user, a dialogue history and the system response. A screen shot of an ongoing
interaction with the system is shown in Fig. 2. Here, the orange box marks the drop
down menu, where the user is able to choose between the possible moves. The
system’s output after the user chose his move is marked by the red box. To ensure a
better traceability of the dialogue history, the whole dialogue is displayed on the right
hand side (green box). We discuss the utilized data structure (or knowledge base),
the interaction (or dialogue) model and the natural language generation (NLG) in
detail in the following subsections.

4.1 Data and Argument Structure

In the following we take a look on the employed annotation scheme and the data it is
applied to. The latter corresponds to the one presented in Rach et al. [16] consisting
of a sample debate from the Debatabase of the idebate.org1 website. As pointed out
by Rach et al. one of its advantages are the secured quality standards regarding both
form and content. Furthermore, the representation of pro and con side in all debates
meets our purpose to offer the user a fair chance to decide unprejudiced which side
to prefer. Moreover the specific structure provided by Debatabase debates allows

1https://idebate.org/debatabase (last accessed 09 January 2018). Material reproduced from www.
iedebate.org with the permission of the International Debating Education Association. Copyright
© 2005 International Debate Education Association. All Rights Reserved.

https://idebate.org/debatabase
www.iedebate.org
www.iedebate.org
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Fig. 2 Graphical surface of BEA, consisting of a drop down menu (orange), a system display
output (red) and the dialogue history (green)

quick screening for suitable topics and facilitates the argument annotation process
later on. As a sample debate for our work we chose the topicMarriage is an outdated
institution due to its large number of arguments.

The utilized annotation schememeets the requirements of the discussed argument-
based preference model described in Sect. 3 and was introduced by Stab et al. [23]
for annotating argumentative discourse structures and relations in persuasive essays.
According to Stab et al. an argument consists of several components (major claim,
claim and premise). Usually a single major claim formulates the overall topic of
the debate, representing the root node in the graph (here Marriage is an outdated
institution). Thus it is the only component without target. Claims on the other hand
are allegations which formulate a certain opinion targeting the major claim but still
need to be justified by further arguments, premises respectively. Hence, a claim
is either supported or attacked by at least one other premise. We will further on
only focus on non-cyclic graphs, meaning that each premise only targets one other
component, leading to a strictly hierarchical structure. Furthermore the annotation
scheme distinguishes two directed relations a premise can have towards a claim
(support and attack). Between sibling nodes there exists no explicit relation.

In order to build the opinion model, we assign a weight ωi to each argument in
the database which is used to determine the current user preference. This is depicted
in Fig. 3. The enumerated levels illustrate the depth of an argumentation line. The
green arrows denote a supporting relation towards an argument component whereas
the red ones mark an attack.

The enumeration of levels displays how deep an argumentation line reaches and
will in Sect. 5 be important to analyze to which extent our employed model is sen-
sitive to preference changes in higher levels and thus, very selective parts of the
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Fig. 3 Illustration of a structured graph representing the annotated argument components

argumentation line. Note that Fig. 3 shows an exemplary graph with three levels and
the approach can be generalized to an arbitrary graph depth.

As described by Rach et al., the employed structure consists of a total of 72
argument components (1 major claim, 10 claims and 61 premises) and their corre-
sponding relations and encoded in an OWL ontology [7] for further use. In order to
generate the dialogue as natural as possible the original annotated sentences were
slightly modified to create complete and reasonable utterances. Due to the generality
of the annotation scheme, the system is not restricted to the herein considered data
and generally every argument structures that can be mapped into the applied scheme
can be processed by the system.

4.2 The Dialogue Model

In order to navigate through the often large and complex argument structure, we
restrict the interaction on sub-structures consisting of one parent node or current state
and all related child nodes. Thus, the user generally is able to express preferences
between the child nodes of the current state or navigate to another one (and thus
another sub-structure). The interaction between the user and system is separated
in turns, where each turn consists of a user action and a system response. Each
user action is as a request the system is processing, followed by a corresponding
natural language answer. The system updates the opinion model and the current
state according to the user’s choice after the respective action. The response of the
system depends on the available arguments provided by the argument tree discussed
in Sect. 4.1 and the current opinion model. Thus, the user is enabled to explore
available arguments step by step, to express preferences between them and to request
information about the influence of his choice on the stance of the current state. We
distinguish the six user actions why, prefer, reject, stance, level up and exit. Each
move is explained in detail in Table 1, including it’s influence on the state and
the preference model. Each interaction starts with a greeting of the system and a
repetition of the discussed topic. Afterwards, the resulting dialogue is determined
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Table 1 Available moves and explanation

Moves Explanation Determiners

Stance Stance move which returns the current
stance of the user by calculating the
energy of the corresponding node

Always possible

Exit Termination move which immediately
terminates the conversation with an
automated farewell phrase

Always possible

Level up Ascent move which changes the current
state and switches to the according parent
node (one level up)

Always possible. In case
that the current node is
already the root node this
move leads to itself

Why (child node) Information-seeking move which asks for
argument components related to the
chosen child node. Changes the state to
the chosen node (level down)

Only possible if child nodes
exist

Prefer Preference move if a user supports an
argument component over the other ones.
Preferences can be stated between
siblings, as we imply a direct relation.
Strengths and weights are updated
according to Sect. 3

Always possible

Reject Reject move if a user abandons an
argument component. Hence, also all its
children are excluded from the graph and
its energy is thus zero. Strengths and
weights are updated according to Sect. 3

Always possible

only by the user and his choices. In each turn all moves, and if child nodes exist,
also all premises with the according moves are shown and the user decides what to
do next. The termination criterion for the dialogue is given by the user choosing the
exit move.

4.3 Natural Language Generation

TheNLGof the system is based on the original textual representation of the argument
components.As discussed inSect. 4.1, the annotated sentenceswere slightlymodified
to form a stand-alone utterance which serves as a template for the respective system
response.

Additionally, a list of natural language representations for each type of move
was defined. During the generation of the utterances, the explicit formulation and
introductory phrase is chosen from this list randomly. Regarding the why move the
relation (support or attack) of the presented children is clearly stressed by specific
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formulations, such as This claim is supported by the argument that... and A contrary
indication is the fact that.... Especially if there exists more than one child node this
generates a contextual connection, which forms a continuous utterance and makes
the dialogue more natural. In order to signalize the user that his or her prefer or reject
movehas been taken into account, a notification sentence is generated, likeFurther on
I will take into account that you rejected/preferred the presented argument. Likewise,
we create notifications, such as (I gladly present you the previous argument again.),
for the level up move. In case the user asks for his stance, the system returns the
following phrases At this moment you are in favor of/indifferent concerning/refuse
this argument. corresponding to the value of the energy of this node. Finally, a
finishing phrase is shown if the exit move is chosen in order to mark that the dialogue
is finished.

5 Discussion

In this section, we discuss exemplified extracts of the interaction between the system
and the user. As the interaction takes places via a drop down menu, where the user
is able to choose his actions and the system answers by monitor output, the user side
is modelled without utterance output.

In the following, we demonstrate the functionality of the whole system at exem-
plary extracts of the user system interaction. This includes the interaction itself as
well as the iterative update of the underlying opinion model.

In the first extract, we concentrate on the claim2 “Marriage undermines same-sex
couples and single parent families as legitimate ways of raising children”, which is
addressed by the user with a why move.

System: “This claim is supported by the argument that marriage is seen as the best
way to raise children (C1). Another argument in favor is the existence of
marriage is essentially saying that same-sex couples and single parents
are less able of raising children than heterosexual couples (P3). A con-
trary indication is the fact that the idea that the existence of marriage
undermines other methods of raising children is ridiculous (C2).”

User: reject C1
System: “Further on I will take into account that you rejected the presented argu-

ment.”

Figure 4 illustrates the corresponding update of the opinion model after the reject
of C1. As expressed by the grey color, by rejecting C1, the two premises P1 and P2
become irrelevant. Thus, in the subsequent conversation this branch is excluded. In
the next extract the dialogue is continued and the user asks for further information
on C2 (why move).

2For the sake of simplicity we define this argument as the Major Claim of this subdialogue.
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Fig. 4 Illustration of the reject move. The new weight of C1 ω′
C1 is set to zero. All corresponding

child nodes are no longer relevant, which is expressed in the grey masking of P1 and P2. The
resulting graph consists of three argument components, which are left (P3, C2 and P4)

Fig. 5 Illustration of the
prefer move. The graph
consists of the two remaining
branches. The new weight of
P4 ω′

P4 is significantly bigger
than old the one

System: “This claim is supported by the argument that some people choosing to
raise children in a certain way does not prevent or inhibit other people
doing so in a different way (P4).”

User: prefer P4
System: “Further on I will take into account your preference.”
User: stance
System: “At this moment you are in favor of C2.”
User: level up
System: “Would you like to hear the previous argument?”
User: stance
System: “At this moment you refuse this argument (Major Claim).”

As shown in Fig. 5 the prefer move does not change the graph like the reject move
did before, but again the weights and strengths are updated. This can clearly be seen
regarding the system response to the stance moves. In case of P4 the user stated a
preference and thus, the system recognizes that the user is in favor of C2 as it is
supported by P4. As C2 attacks the Major Claim, consequently the user refuses the
latter.

To test the consistency and sensitivity of the system, different combinations of
prefer and reject on all levels of the argument structure were tested. It could be show,
that even a preference/rejection choice on a high level can influences the stance of the
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Major Claim. Hence, we value the herein presented preference-based model and the
bipolar weighted argumentation as an adequate approach to reflect user preferences
and furthermore, build an opinion on controversial topics.

6 Conclusion and Outlook

This work addressed the machine aided opinion forming and preference modelling
by use of argumentative Dialogue Systems. We have discussed and implemented a
fine grained opinion model based on BAGs which allows to infer the influence of
expressed user preferences on related aspects of the topic. Moreover, we introduced
the the argumentativeDialogueSystemBEAwhich allows users to explore all aspects
of a certain topic and to express preferences between them. A proof of principle
investigation showed that the users choices on any level influence the overall stance
(and thus all related arguments as well) and that the model is thus sensitive enough
for the desired purpose.

In future work we aim for an extended user survey to evaluate the informative
value of the opinion model. Also a more detailed comparison with regard to related
approaches will extend the evaluation of our proposed model. Furthermore, we will
extend BEA to enable an interaction with the system via speech. Moreover, we will
compare alternatives for the updating of the graph and the default initialization by
using further information on the user, e.g. preferences in other discussions.
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Abstract The present paper reports on the advantages of learning inferences and
understanding strategies from the interactive structure of a corpus. First of all, we
introduce the SUGAR corpus for the cooking domain, describing its peculiar collec-
tion and annotation procedures. After this first overview, we show how information
included within the corpus can be used to enhance the action interpretation in dia-
logue systems. This can be the case of linguistic elements or related lexical units
which can be acquired from a linked database or from rephrasing strategies within
the corpus itself. In all theAI-based approaches depending on a training process using
large and representative corpora, the probability to correctly predict the creativity a
speaker can perform in using language is lower than expected. Trying to capturemost
of the possible words and expressions a speaker could use is extremely necessary,
but even an empirical, finite collection of cases could not be enough. For this reason,
the use of our corpus, possibly in combination with online training, appears as an
appealing solution.
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1 Introduction

Spoken dialogue systems are nowadays in the spotlight in different commercial,
academic and industrial sectors. The data-driven approach is becoming more and
more important to infer knowledge and communicative strategies in the field of
spoken language understanding and generation for applying different statistic and
machine learning algorithms in solving problems [14]. The corpora available for this
purposes are diverse, depending on the specific research goals: spoken, spontaneous
and human-human, such as the Switchboard dataset [4]; spoken, specialised and
human-machine, such as the Let’s Go! corpus [11]; written, spontaneous and human-
human, such as the NPS Chat Corpus [3]; spoken, general-purpose and human-
human, such as the OpenSubtitles collection [15].

Despite the great amount of data which is available to be exploited for the lan-
guage design of such systems, corpora can still be perceived as limited in terms
of language usages which are not described nor implied within it. For this reason,
different techniques are being applied to let conversational agents learn from the
interaction itself. Among the others, we mention the reinforcement learning tech-
niques, based on live interactions with humans (online) or user simulator models
(offline), which can make use of partially observable Markovian Decision Processes
(POMDP) for the selection of the correct action according to the interlocutor feed-
back [10, 18]. In this scenario, different scholars have pointed out the importance
of learning while interacting, (i) by asking questions as students would do for the
improvement of the learning process [7]; (ii) by exploiting users feedback online
through imitation and rewards analysis to enlarge the fixed dialogue corpora-based
offline learning [8]; (iii) by using corpora to train a reinforcement learning system
and to bootstrap clarification strategies [5, 6, 12, 13].

As a matter of fact, despite their limitations, corpora are still the most exploited
source for learning purposes. Therefore, in this paper, we want to show how the
clarification strategies could be sometimes avoided during the actual interaction by
learning inferences based on the rephrasing of commands by users, following clar-
ification requests uttered by the system during the corpus collection, as being a
robust basis for a lifelong learning system. In particular, we are going to present our
SUGAR (Spoken Utterances Guiding Chef’s Assistant Robots) Corpus [2] whose
peculiar interactive learning structure can be used for the interpretation of unclear
commands, in situationwhere clarification strategieswould have been applied.More-
over, the active learnability of the corpus-based knowledge can be initiated in combi-
nation with a domain-specific database that can assure a wide range of applicability
in different situations. The paper is structured as follows: in the next section (Sect. 2)
we are going to present our corpus and its interactive character lying in its collec-
tion procedure; afterwards, in Sect. 3, we are going to describe how its interactive
nature can be exploited for learning from the rephrasing of unclear commands and
how its arguments-filling structure can make it suitable for ontology-based learning
purposes.
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2 Corpus Description

The SUGAR corpus1 was created for EVALITA 2018 [1, 2] and contains 2293 audio
files corresponding to Italian cooking actions annotated through predicate-arguments
structures [16]. To collect the corpus, a 3D virtual environment was designed. We
designed a real kitchen inUnreal Engine 4,2 which could be virtually visited bymeans
of the Oculus Rift.3 In this kitchen users could interact with a robot - named Bastian -
which received commands to accomplish some recipes, guided via a Wizard-of-Oz.
User’s orders were triggered by silent cooking videos shown in a TV screen put in
the 3D scene, thus ensuring the naturalness of the spoken production. Videos were
segmented into elementary portions and sequentially proposed to the speakers who
uttered a single sentence after having seen each single frame (Fig. 1). The collected
corpus thus consists of a set of spoken commands, whose meaning derives from the
various combination of actions, items (i.e. ingredients), tools and different modifiers.

Actions are represented as a finite set of generic predicates accepting an open set
of domain-dependent parameters, as follows

put (pot, f ire)

The annotation process resulted in determining the optimal predicate-argument struc-
ture corresponding to each command, according to the action templates previously
defined through the selected video collection4 (Table 1). In the annotation files, the
symbols are univocal: square brackets are used to indicate a list of ingredients, slashes
indicate the alternative among possible arguments, asterisks are used when an argu-
ment is not explicitly instantiated but recoverable from the context (i.e. previous
instantiated arguments, which are not uttered, not even by means of clitics or other
pronouns) or from the semantics of the verb (i.e. instrumental verbs). For instance,
fry(flowers) is represented as add(flowers, *oil*) because oil is implicitly expressed
in the semantics of the verb to fry as an instrument to accomplish the action. Among
other phenomena, it is worth mentioning the presence of actions paired with tem-
plates, even when the syntactic structure needed a reconstruction, as in cover(bowl,
wrap) which is annotated with a more generic template as put(wrap, bowl). In other
cases, the uttered action represents the consequence of the action reported in the
template, as in separate(part, flowers) annotated as clean(flowers), or stir([yeast,
water]) represented with melt(yeast, water). The arguments order does not reflect
the one uttered in the recorded audio files, but the following:

action(quanti t y, object, complement,modali t y)

1Available on GitHub: https://github.com/evalitaunina/SUGAR_Corpus.
2www.unrealengine.com.
3www.oculus.com.
4The videos were selected from the Giallo Zafferano website: https://www.giallozafferano.it/.

https://github.com/evalitaunina/SUGAR_Corpus
www.unrealengine.com
www.oculus.com
https://www.giallozafferano.it/
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Fig. 1 3D Reconstruction of
Bastian in his Kitchen. On
the wall, the television
showing frames of video
recipes, from which users
could extract actions to utter
as commands

Table 1 Action templates

Predicate Arguments
prendere
take

quantità, [ingredienti]/recipiente
quantity, [ingredients]/container

aprire
open

quantità, [ingredienti], recipiente
quantity, [ingredients], container

mettere
put

quantità, utensile/[ingredienti],
elettrodomestico, modalità
quantity, tool/[ingredients],
appliance, modality

sbucciare
peel

quantità, [ingredienti], utensile
quantity, [ingredients], tool

schiacciare
mash

[ingredienti], utensile
[ingredients], tool

passare
pass through/strain

[ingredienti], utensile
[ingredients], tool

grattare
shred

[ingredienti], utensile
[ingredients], tool

girare
turn

[ingredienti], utensile
[ingredients], tool

togliere
remove

utensile/prodotto, elettrodomestico
tool/product, appliance

aggiungere
add

quantità, [ingredienti], utensile/recipiente/
elettrodomestico/[ingredienti], modalità
quantity, [ingredients], tool/container/
appliance/[ingredients], modality

mescolare
stir

[ingredienti], utensile, modalità
[ingredients], tool, modality

impastare
knead

[ingredienti]
[ingredients]

separare
split

parte/[ingredienti], ingrediente/utensile
part/[ingredients], ingredient/tool

coprire
cover

recipiente/[ingredienti], strumento
container/[ingredients], instrument

scoprire
uncover

recipiente/[ingredienti]
container/[ingredients]

controllare
check

temperature, ingrediente
temperature, ingredient

cuocere
cook

quantità, [ingredienti], utensile, modalità
quantity, [ingredients], tool, modality

The modality5 arguments are diverse and follow a specific order: adverb, cooking
modality, temperature and time.

Although the action templates are limited in number, they can represent different
types of action, as shown in the previous examples. Moreover, despite the small size
of the corpus, it can be used as a training set for learning purposes, considering the
sectoral openness of the arguments slots (Sect. 3).

3 Interactive Learning Modules

The purpose of this paper is to show how the interactive learning advantages could
be exploited starting from the corpus collection and structure. For this purpose,
we talk here about clarification-based learning and ontology-based learning. With

5The quantity always precedes the noun it is referred to. Therefore, it can also occur before the
complement.
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the former, we refer to the possibility of deriving knowledge and skills from the
linguistic analysis of linked rephrased utterances (i.e. implicitness of arguments,
anaphora resolution, semantic relationships recognition, etc), whereas with the latter
we mean that the system can actively learn from an external database enabling the
automatic lexical extension of the corpus and thus the understanding of potentially
any possible recipe. Through our learning modules we, therefore, intend to present
two possible corpus collection structures which can be used within a functioning
systems, making use of either grammars or machine learning algorithms.

3.1 Clarification-Based Learning

As far as the clarification-based learning is concerned, during the collection phase,
our Bastian could ask for clarifications to users in two different scenarios: (i) when
the action was not correspondent to the one shown in the television (I think this is
not the correct action); (ii) when the command was not clear, because of the lack of
a not-previously mentioned argument or of a wrongly selected argument or action
(I don’t understand. Could you repeat?). This second scenario is particularly useful
to extract the adequate knowledge to train the system to connect correct utterances
to less precise ones. For training purposes, in addition to what has been done in the
annotation process for EVALITA 2018, we enriched the corpus with the less clear
instances (left out in the EVALITA task) which were paired with the more precise
ones. The couples were, furthermore, annotated as far as the occurring language phe-
nomenon was concerned. In the following examples, we exemplify some recurrent
inaccuracies with their corresponding corrections.

(1) a. [ ] due uova.

‘[ ] two eggs’.

b. Rompi due uova.

‘Crack two eggs’.

(2) a. Aggiungi le uova [ ].

‘Add the eggs [ ]’.

b. Aggiungi le uova al preparato.

‘Add the eggs to the mixture’.

(3) a. Prendi 100 g di acqua ghiacciata.

‘Take 100 g of cold water’.

b. Versa 100 g di acqua ghiacciata.

‘Pour 100 g of cold water’.

(4) a. Metti i fiori di zucca nella farina.

‘Put squash blossoms in the flour’.

b. Metti i fiori di zucca nella pastella.

‘Put squash blossoms in the batter’.

In the first two examples, the clarification need is requested by the lack of speci-
fication. Specifically, in (1a) the verb is implicit, but without the direct formulation
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of the verb the system cannot be sure of what to do with the uttered ingredient; as a
matter of fact, in combination with eggs other actions can be used, among the most
frequent of which we can, for instance, mention to beat. The statistic analysis of
the data can, furthermore, be used to infer user behaviours concerned with the fact
that the verb is mostly left out when we have less specific actions in mind, such as
to take, to crack or to add. For the reconstruction of these ellipsis human speakers
conversely rely on the extra-linguistic context. In (2a) the argument mixture is not
uttered, but the clarification is necessary for the system as in the previous example,
as far as disambiguation purposes are concerned. On the other hand, the other two
examples show a paradigmatic problem. In (3a) the verb to take is used instead of
the verb to pour, being an implicit part of the action of pouring something. Never-
theless, its meaning is incomplete for the activation of the specific action and needs,
therefore, a clarification. Finally, in (4a-b) a meronymic relation-linked vocabulary
choice caused the uttering of a raw ingredient to designate the mixture it is part of.
The inference and the consequent learning of these kinds of relationships between
incomplete or imprecise commands and more precise ones is important to ensure an
interactive learning module starting from the data.

3.2 Ontology-Based Learning

As far as what we call ontology-based learning is concerned, the template extracted
from the data, and to which annotations are related, can be used as a ready to be
extended data structure with the predefined use of a database. For this purpose, we
mention a linguistic resource, such as MultiWordNet-Extended [9], to automatically
extend the vocabulary collected in the corpus, thus enabling the system to understand
examples which are not directly present in it. As a matter of fact, the interaction here
is intended as the requests communication between the data and the aforementioned
database.

(5) a. Pelare 2 kg di patate. = sbucciare(due kg, patate)

‘Peel 2 kg of potatoes’. = peel(two kg, potatoes)

b. Sbuccia 2 mele. = sbucciare(due, mele)

‘Peel two apples’. = peel(two, apples)

In (5a), for instance, the argument-slot occupied by potatoes can be paradigmati-
cally substituted with another term, such as apples, belonging to the same semantic
field Gastronomy. This is possible by linking the argument position (ingrediente),6

6The hypernym ingrediente (En. ingredients) is chosen to retrieve all the appropriate hyponyms
and synonyms which are semantically related to the argument uttered in the example.
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Fig. 2 Graph representing the ingredients used in the preparation of pancakes without butter (It.
pancakes senza burro), extracted from Giallo Zafferano. The pancake recipe is represented as the
central node; the ingredients extracted are ‘farina’ (En.flour), ‘olio di oliva’ (En. olive oil), ‘uova’
(En. eggs), ‘lievito in polvere per dolci’ (En. baking powder), ‘yogurt’, ‘latte’ (En. milk); the
relationship connecting the central node (recipe) and the other nodes (ingredients) is USES

from the correspondent intent template, to the database via a specific query,7 as in
(1), to extract the required lexical unit.

1 MATCH (n:NOUN {word:'ingrediente'})-[:BELONGS_TO]->(m
:SYNSET)-[:BELONGS_TO]->(j:SEMANTIC_FIELD {name: '
Gastronomy'})<-[:BELONGS_TO]-(b:SYNSET)<-[:
BELONGS_TO]-(w:NOUN) RETURN n.word, w.word

This query generates a list of 944 nouns, among which we mentios as instances
‘candito’ (En. candid fruit), ‘caramello’ (En. caramel), ‘carciofo’ (En. artichoke),
etc. This automatic extraction of data simplifies the collection phase. A work in
progress is directed to the implementation of a specific database of recipes which
connects recipes’ name to their specific ingredients (Fig. 2), quantities, and tools
with specific relationship, in order to reduce possible erroneous extractions from a
generic semantic database.

7As MultiWordNet-Extended is a graph database implemented in Neo4J [17], we are here referring
to Cypher queries.
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4 Conclusion

In this paper, we presented the SUGAR Corpus, its collection and its annotation.
Furthermore, we focused our attention to the interactive structure of the dataset and
the learnability techniques which can be applied by using it, especially as far as both
clarification-based and ontology-based learning are concerned. The corpus as it is
aims therefore at reducing the cost of the online learning processes. Next develop-
ments include the enlargement of the corpus and of the database and the creation of
a dataset for the English language, alongside with the introduction of multimodality.
As a matter of fact, pointing gestures or mimed actions and movements are mul-
timodal activities interesting for this field of application as for any other spoken
understanding task where a shared context of interaction is expected.

Acknowledgements This work is funded by the Italian PRIN project Cultural Heritage Resources
Orienting Multimodal Experience (CHROME) #B52F15000450001.
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Framing Lifelong Learning as
Autonomous Deployment: Tune Once
Live Forever

Eneko Agirre, Anders Jonsson, and Anthony Larcher

Abstract Lifelong Learning in the context of Artificial Intelligence is a new
paradigm that is still in its infancy. It refers to agents that are able to learn con-
tinuously, accumulating the knowledge learned in previous tasks and using it to help
future learning. In this position paper we depart from the focus on learning new tasks
and instead take a stance from the perspective of the life-cycle of intelligent software.
We propose to focus lifelong learning research on autonomous intelligent systems
that sustain their performance after deployment in production across time without
the need of machine learning experts. This perspective is being applied to three
European projects funded under the CHIST-ERA framework on several domains of
application.

1 Introduction

In the context ofArtificial Intelligence, intelligent systems based onmachine learning
rely on human experts across all phases of the software. According to the de-facto
standard CRISP-DMmethodology (Cross-industry standard process for data mining
[1]), the life-cycle of such software includes a development cycle with interactions
to define the business domain, understand and prepare the data, select and train
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appropriate models, and evaluate the software. After several iterations, development
is halted and the system is deployed in production.

Such systems are constructed, developed and trained until a certain point of time,
and once deployed for production in the target environment they need to be con-
tinuously monitored to check that its performance in real life matches the one in
development. Current intelligent systems are not able to adapt to situations out-
side their development conditions. For this reason, the flow of real data and system
responses needs to be monitored, to ensure that it follows the same distribution as
the data used in development, as otherwise the performance of the intelligent system
will degrade with time. Usually human monitoring from field experts is needed to
detect whether performance degrades, and at that point, development experts (e.g.
machine learning experts) are needed to revise the system and adapt it to the new
conditions. In short, intelligent systems are not able to learn from the environment
and improve themselves without intervention from their initial developers.

Lifelong Learning in the context of Artificial Intelligence1 is a new paradigm
that is still in its infancy. It is commonly defined as agents that are able to learn
continuously, accumulating the knowledge learned in previous tasks and using it to
help future learning [3]. The concept of "new task" is not well defined, as it has
been used for different phenomena like new instances unseen in training, related
tasks or new domains, but it is generally demonstrated on toy tasks [2, 4]. We depart
from the focus on learning new tasks and, instead, take a stance from the perspective
of the life-cycle of intelligent software that addresses real tasks. We propose to
focus lifelong learning research on autonomous intelligent systems that sustain their
performance across time after deployment without the need of machine learning
experts, following the “Tune once, live forever”motto.We think that such a capability
of incremental autonomous learning, or lifelong learning, is key to the development
of truly autonomous intelligent systems, as argued in the CHIST-ERA 2016 call for
projects.2

In this position paper we first detail our proposal, and then mention how we
plan to address this issue in three European projects funded under the CHISTERA
framework.

2 Lifelong Learning for Autonomous Deployment

Given a task, thefinal goal is to design a systemwhich is able to continue learning after
deployment, adapting itself to the changes in the distribution of the input data when
necessary, without the need of further development. Figure 1 shows two possible
scenarios. In the first scenario (left of figure) the lifelong learning system (LL system
for short) is able to learn from a stream of data over time, improving the performance

1Also called continual learning [2], among other terminological options.
2http://www.chistera.eu/sites/chistera.eu/files/CHIST-ERA%20Call%202016%20-%20Call
%20Announcement.pdf.

http://www.chistera.eu/sites/chistera.eu/files/CHIST-ERA%20Call%202016%20-%20Call%20Announcement.pdf
http://www.chistera.eu/sites/chistera.eu/files/CHIST-ERA%20Call%202016%20-%20Call%20Announcement.pdf
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Fig. 1 Lifelong learning under two scenarios. In the left, the distribution of input data does not
change with time after deployment. In the right, the distribution of input data changes after deploy-
ment

over time. The right side of the figure shows a more realistic scenario, where, at some
point of time, there are changes in the distribution of the input data, and the system
performance drops. The LL system (in green) will be able to recognize the change
in the environment and take actions to adapt and improve performance, reaching, or
even surpassing, the original performance level. The figure also shows a current AI
system (in red), which is not able to adapt.

We envision that such LL systems need to solve two key challenges:

Auto-evolution: An LL system needs to identify relevant new information that
was not present at the time of development, and integrate this information into
its learning model. An LL system also needs to balance the importance of old
and new data, since an excessive focus on old data may prohibit the system from
adapting to changes,while an excessive focus on newdatamay lead to catastrophic
forgetting.

Auto-evaluation: An LL system needs to adapt to changes in the underlying input
distribution, which may require modifying the objective function. For example,
in supervised learning a system needs to automatically select new inputs and
associate labels with these inputs, which implicitlymodifies the objective function
to include a measure of how well the system covers these new examples.

Although the final goal is a fully autonomous system, a weaker systemwhich only
requires field experts would also represent an important breakthrough, as it would
lower the reaction time and costs of the current model, where the interaction with
developers is also needed. In this weaker case, field experts might help recognizing
the degradation of performance, gathering relevant adaptation data and label it when
necessary.

Another key challenge is evaluation.Metrics and protocols for traditionalmachine
learning task bench-marking have been thoroughly developed for decades through
intensive efforts and numerous evaluation campaigns. Adapting them to match the
LL paradigm is a necessary step to catalyse the development of autonomous systems
and provide means of reproducible and fair evaluation.
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Wehave applied the perspective outlined in this section to threeEuropeanProjects:
ALLIES,3 DELTA4 and LIHLITH.5

3 Approach in Three Heterogeneous Projects

In this Section we present three different approaches for LL systems as envisioned
in three projects: ALLIES, DELTA and LIHLITH.

The ALLIES project envisions LL systems guided by domain experts through
active learning and continuous supervision. The human in the loop is expected to
provide a safeguard across time but also make sure the adaptation policy is matching
the customer needs. A key aspect of ALLIES lays in the supervised evaluation of
such systems which performance must be considered according to the human effort
provided across time. Implementations ofmachine translation and speaker diarization
autonomous systems will help design the requested metrics and protocols. The main
outcomes of the project consist of a secured platform to evaluate autonomous systems
in a reproducible manner and two bench-marking campaigns that will validate the
evaluation scenarios.

The DELTA project aims at developing novel algorithms for lifelong reinforce-
ment learning, an area of machine learning that studies sequential decision making.
Concretely, the objective of DELTA is to address three key problems related to
lifelong reinforcement learning, and develop solutions that improve on the state-of-
the-art: (1) plan high-quality sequences of actions; (2) efficiently explore the envi-
ronment; and (3) decompose the overall task into subtasks. Auto-evolution will be
tested by changing observable variables and available actions, and measuring how
robust a system is to such changes. Auto-evaluation and benchmarking are already
part of reinforcement learning, in the sense that the evaluation metric takes the form
of a reward signal that the system has to learn to maximize. Since reinforcement
learning is online by nature, a system constantly improves over time, and the balance
of old and new data is controlled by tuning a learning rate. However, the reward is
usually defined by a human expert, while in the lifelong setting the system itself has
to define the reward associated with new, previously unseen tasks.

The LIHLITH project applies lifelong learning to the interaction of humans and
machines on specific domains. LIHLITH focuses on human-computer dialogue,
where each dialogue experience is used by the system to learn to better interact,
based on the success (or failure) of previous interactions. The dialogues are designed
to produce a reward, allowing the chatbot system to knowwhether the interactionwas
successful or not. The reward is used to train the domain and dialogue management
modules of the chatbot, improving the performance, and reducing the development
cost, both on a single target domain but specially when moving to new domains.

3https://projets-lium.univ-lemans.fr/allies/.
4https://www.upf.edu/web/delta.
5http://ixa2.si.ehu.eus/lihlith/.

https://projets-lium.univ-lemans.fr/allies/
https://www.upf.edu/web/delta
http://ixa2.si.ehu.eus/lihlith/
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Contrary to other domains, in human-machine dialogue auto-evaluation is more nat-
ural, in the sense that user feedback can be naturally blended in the conversation,
providing new learning instances. Auto-evolution can be triggered when detecting
that negative feedback is associated with patterns in the data (e.g. change of domain).
Please see [5] for a recent successful example, where simple patterns are used to get
feedback in the framework of simple chatbots.

4 Relation to Recent Work on Lifelong Learning

Research in lifelong reinforcement learning hasmainly focused on learning strategies
for solving a set of tasks [6, 7]. However, in this setting the set of tasks is usually
fixed and known. There also exists work on transfer learning that investigates how an
existing strategy can be adapted to solve a new task [8]. Preliminary work in DELTA
has studied how exploration can be adapted to the case for which model components
change over time [9]. There are also preliminary results investigating the theoretical
properties of hierarchical decomposition [10, 11], but this work assumes that the
decomposition is already given rather than inferred by the system.

5 Conclusion and Discussion

In this position paper we depart from the focus on learning new tasks and instead take
a stance from the perspective of the life-cycle of intelligent software. We propose
to focus lifelong learning research on autonomous intelligent systems that sustain
their performance after deployment in production across time without the need of
machine learning experts. We briefly report how this perspective is applied to three
European projects funded under the CHIST-ERA framework on several domains of
application.

Acknowledgements This work has been partially funded by the ALLIES, DELTA and LIHLITH
projects supported by the EU ERA-Net CHIST-ERA and the Spanish Research Agency (LIHLITH,
PCIN-2017-118; DELTA, PCIN-2017-082).
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Continuous Learning for Question
Answering

Anselmo Peñas, Mathilde Veron, Camille Pradel, Arantxa Otegi,
Guillermo Echegoyen, and Alvaro Rodrigo

Abstract We consider the problem of answering natural language questions over a
Knowledge Graph, in the case of systems that must evolve over time in a production
environment. One of the key issues is that we can expect that the system will receive
questions that cannot be answered with the current state of the Knowledge Graph.
We discuss here the challenges we need to address in this scenario and the expected
behavior of this kind of Lifelong learning system. We also suggest a first task to
address this problem and a possible procedure to build a benchmark.

1 Scenario

We focus on the problem of Question Answering (QA) over Knowledge Bases: the
task of building an interpretation to a Natural Language (NL) question, according to
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a Knowledge Base (KB), Database (DB) or Knowledge Graph (KG). Without much
loss of generality, we will assume the KB has the form of a KG for the purposes of
our study.

The general task is defined as follows: Given a NL question, produce a query in
a formal language (e.g. SPARQL) to return from the KG the correct answers to the
question.

In this setting, the aim of this work is to study the problem of answering natural
language questions over a Knowledge Graph, in the case of systems that must evolve
over time in a production environment. One of the key issues is that we can expect
that the system will receive questions that cannot be answered with the current state
of the Knowledge Graph.

The first challenge, then, is the detection of this situation: detect if the user’s utter-
ance can be mapped or not into an explicit knowledge subgraph. Maybe the answer
is not in the KG because of a lack in its population (i.e. some resources/instances
or property values are missing). But in the general case, it could happen that the
KG doesn’t contain information about classes and properties that might be of new
interest for the user. In this case, a good system, which can evolve over time and
adapt to these “surprise” new situations, should be able to look for resources outside,
in order to extract and populate the KG, not only with new instances but also new
classes and new properties.

This problem has already captured the attention of some researchers such as
Mazumder and his colleagues [1] who presented the LiLi system, although in that
work, the problem is only addressed partially and without a previous definition of
the complete general scenario. In particular, queries to the LiLi system are just single
triples, reducing to the trivial case the problem of deciding whether the answer to a
question is in the KG or not. It simplifies also the problem of detecting the pieces
of knowledge that have to be added to the KG. The option taken for LiLi system for
enriching the KG is to ask the user for some missing pieces of knowledge and try to
find strategies to infer some others.

However, in the general scenario of complex NL Question-Answering over KGs
these decisions are not trivial. If a systemdoes not get an answer to a question, it could
be due to several factors, including some errors in the process of NL interpretation
(e.g. Entity Linking).

We are agnostic with respect to the strategy and the role of users to address this
problem. But this is a hard problem and we envisage that it should be solved in
collaboration with users, especially for the explicit or implicit assessment of new
information correctness, and the decision to incorporate it into the KG.
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For the purposes of clarifying the scenario, consider the following example:
Assume a cooking scenario where we have classes, such as recipe or ingredient,
with instances such as mousse or milk, respectively, together with properties such
as a has ingredient relation between objects of recipe class and objects of ingredient
class. Imagine now that the user asks something that cannot be answered with the
current state of the KG: “How long do I need to put my mousse in the fridge?”. We
expect a system to follow a procedure similar to:

1. The system must determine that it cannot answer this question with the KG.
2. Then, the system needs to answer this question by making use of external

resources (it can be done by collaborating with a user [4, 5], after processing
a large document collection [6], by querying the web [7], or through a combi-
nation of them). Imagine that finally the piece of text accepted says: “Chill the
mousse in the refrigerator for 2 h”.

3. The systemmust identify that theKGhas not an explicit relation between a recipe
and a time duration similar to “time in the fridge”. So, it decides to declare a new
relation “fridge-duration” with range on recipes and domain on time duration.

4. The system adds a new triple for this relation: <mousse, fridge-duration,
“P0DT2H”ˆˆxsd:duration>

5. Once the system has confirmation of a relation that must be added to the KG,
together with a good example, then, the system must go through all instances of
the involved class (i.e. recipes) and use the external sources to try to populate this
new relation in the KG. Depending on the approach, it could be interesting for
the system to maintain other information such as the natural language statements
used to express the relation, etc.

This is a very ambitious scenario that poses many interesting research questions
that can be addressed in many different ways, with many different strategies. The
first effect is that current state of the art in QA over KGs cannot address this problem
because most of the systems are built over the assumption that the KG contains the
answer to the question [2, 3].

Therefore, in our opinion, this is the first challenge we should address in the
described scenario: the detection of situations where the KG does not contain the
required pieces of information.

2 A Proposal for a Shared Task

According to the scenario described above, we propose to address an initial task as
the first step towards the development of continuous-learning QA systems. Since we
are working with KGs, we can assume without loss of generalization, that we have
objects, types or classes attached to the objects, literals, and relations or properties
between objects and literals. Therefore, themissing pieces of information that impede
the mapping of a user utterance into a KG subgraph can be any of them.
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The task, then, is: Given a KG, and an external resource such as a text collection
in the same domain:

1. decide whether a user utterance in Natural Language can be mapped or not into
the KG and, if it is not possible,

2. determine through which ones of the following ways the system must find a
strategy to enrich the knowledge graph:

a. Declare a new class (or object type). For example: utensil.
b. Add a new instance of a class. For example: rolling pin.
c. Declare a new relation. For example: needs_utensil.
d. Add a new triple to the KG. For example: <shortbread, needs_utensil, rolling

pin>.

The task is being expressed as a classification problem, which allows a wide range
of different techniques. At the end, wewould be training a set of five binary classifiers
(or a multi-label classifier).

To test this task, we would need a benchmark dataset. There are several ways in
which we can build such dataset, but perhaps the easiest one is to take advantage
of current QA datasets with NL questions that must be answered according to a
KG. For each question we can remove some elements form the KG that impede the
system to answer the question. These elements can be from a particular instance up
to a complete relation. Thus, somehow what we are expecting from the system is to
guess the kind of information that is missing in the KG.

This proposal is related to some approaches developed by other researchers for
evaluating their proposals in the context of Lifelong Learning. For example, [8]
evaluated the ability of their system adding new triples to a KG, but not new classes
or properties. On the other hand, [1] evaluate the ability of their system finding
strategies for including new knowledge including relations. However, their system
works directly over triples and not over NL questions. Thus, the decision about
whether the current state of the KG permit to answer or not the question is trivial.
This decision has a strong inter-relation with the problem of NL understanding and
should be considered in this context.
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Abstract Steven Spielberg’s “A.I.” tells the story of two artificial agents: David and
Teddy.While David resembles a human child, his companion Teddy is much simpler.
Its behavior, however, still suggests a crucial mix of capabilities that stretch the state
of the art in AI today. We argue that, unlike most contemporary AI, Teddy qualifies
as a bona fide agent, and that implementing such a systemwould represent a valuable
advance in our understanding of agency. We then describe a project to integrate our
existing work to create a simple agent with Teddy-like capabilities.

Teddy learns by dialog as well as observation, andmakes helpful comments based on
its assessment of other agents. A real-life Teddy would seem to involve a synergistic
integration of multiple areas including robotics, vision, learning, NLP, knowledge
representation, and commonsense and multi-agent reasoning. Teddy doesn’t need to
do a whole lot in the ordinary sense. It is there learning/knowing more and more all
the time, is available for simple interactions (such as asking and telling), and can
offer suggestions and remember events as they transpire over time (e.g., who else
was present on a particular occasion).
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By contrast, a great deal of AI is task-based: write a program that accepts input
type I and produces output type O . The term “agent” is sometimes used loosely for
almost any AI program. But, as we intend the term here, an agent (e.g., Teddy) is an
entity that knows what tasks it is attempting, and when and why, and can reason and
make decisions about them while doing them, as well as before and after. What is of
interest here is not that Teddy succeeds at a particular task X , but that Teddy knows
that it its attempting X , and can reason about it and remember it later.

Here we summarize several relevant advances which we are now engaged in
integrating into such a (robotic-dialogic) agent:

Anomaly-handling:We designed and implemented theMetacognitive Loop (MCL)
with the purpose of allowing a system to handle anomalies [2, 4] by (i) noting when
the system’s actions do not line up with its expectations, (ii) assessing any such
anomaly and examining the available routes for resolving it, and (iii) guiding the
system toward implementing the chosen strategy. This was built using our Active
Logic Machine [3], which is a paraconsistent and temporal reasoning engine. [12]
discusses how agent-centric logics, such as active logic, are well suited for resolving
contradictions through introspection due to the temporal stratification of the infer-
ence process. MCL in a way embodies an implementation of the appearance-reality
distinction [8]: things may be different from what the agent has believed them to be.
This leads to a need for representation of one’s past beliefs. Active logic is used for
this purpose, for instance to create expressions for “the thing I formerly took to be
X” in the case of misidentification [11]. Dialog and intention: [13] describes ways
that active logic can be used to prevent implications that could misleadingly impact
the intended meaning of input phrases. In [10], the TRAINS system [1] is extended
using MCL to determine if it understood a speech request and then takes actions to
correct errors. Dialog and robotic self-knowledge: We sketched a robotic activity:
on request, a robot goes to another room to find a particular book [5]. This may sound
simple enough, but it is surprisingly complex when designed in a general way. Two
robots (Alice and Julia) explored this and unexpectedly brought us face-to-face with
new issues. In particular, when Alice was programmed to point at Julia while saying
that it was doing so, it would enter an unintended loop by responding to its own
utterance of “Julia”. Using the neuroscientific idea of efference copy, we enabled
Alice to know when she was engaged in talking and thus not respond [7]; this differs
markedly from the approach of [6] who programmed a robot to recognize the sound
of its own voice, and then decide on that basis that it must be speaking. Dialog and
self/other knowledge: We recently examined self/other knowledge complexities
arising even in a simple dialogue [9]. If asked, “Is there milk in the fridge?” Teddy
should: (i) realize another agent is addressing it, (ii) consider if it has appropriate
knowledge of the fridge and milk, or (iii) if it realizes it doesn’t know, then possibly
(iv) infer that it can find out by looking in the refrigerator, and so on. Finally, after
responding, it should understand that the other agent now knows the information in
the response.Navigation:Wehave developed a voice-controlled navigation interface
for our robot agent. Current work includes: (1) expanding the command vocabulary
to include more complex movements and objectives; (2) using computational lin-
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guistics to attempt to resolve unknown/misheard commands. Object recognition:
We are using object-detection software from state of the art deep neural networks to
locate and classify objects within an image. Our network can detect bottles, chairs,
people, and other common indoor objects. This can be made more complex via dif-
ferent neural network architectures, increased network object classes, and eventually
specific agent identification (or misidentification leading to anomaly detection and
response). We expect that a Teddy-bot endowed with a variety of abilities, particu-
larly learning, asking, and telling, operating over its lifetime, will be able to assess
and adjust its actions, and, in so doing, will yield new discoveries about how dialog
and lifelong learning enable task-general behaviors.
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Abstract The main objective of this paper is to propose a functional definition
of lifelong learning systems adapted to the framework of task-oriented dialogue
systems. We mainly identified two aspects where a lifelong learning technology
could be applied in such systems: to improve the natural language understanding
module and to enrich the database used by the system. Given our definition, we
present an example of how it could be implemented in an existing task-oriented
dialogue system that is developed in the LIHLITH project.

1 Introduction

A dialogue system allows a user to interact using natural language. Two families
of dialogue systems exist: conversational systems and task-oriented systems. Con-
versational systems have to generate the most appropriate reaction given a user’s
utterance and a context, without any restriction about the domain. A task-oriented
system aims to help the user perform a task or access information (in this family,
both open and limited domains are possible). A dialogue system generally consists

M. Veron · S. Rosset (B)
LIMSI, CNRS, Université Paris-Saclay, Campus universitaire, bât. 507,
91405 Orsay Cedex, France
e-mail: sophie.rosset@limsi.fr

M. Veron
e-mail: mathilde.veron@limsi.fr

S. Ghannay
LIMSI, CNRS, Université Paris-Sud, Université Paris-Saclay, Campus universitaire,
bât. 507, 91405 Orsay Cedex, France
e-mail: sahar.ghannay@limsi.fr

A.-L. Ligozat
LIMSI, ENSIIE, CNRS, Université Paris-Saclay, Campus universitaire, bât. 507,
91405 Orsay Cedex, France
e-mail: anne-laure.ligozat@limsi.fr

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
E. Marchi et al. (eds.), Increasing Naturalness and Flexibility in Spoken
Dialogue Interaction, Lecture Notes in Electrical Engineering 714,
https://doi.org/10.1007/978-981-15-9323-9_32

347

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9323-9_32&domain=pdf
mailto:sophie.rosset@limsi.fr
mailto:mathilde.veron@limsi.fr
mailto:sahar.ghannay@limsi.fr
mailto:anne-laure.ligozat@limsi.fr
https://doi.org/10.1007/978-981-15-9323-9_32


348 M. Veron et al.

of three modules: natural language understanding (NLU), dialogue management and
natural language generation (NLG). In this paper, we focus on task-oriented system,
and more precisely, on classical task-oriented systems and not on end-to-end ones.

There has recently been a growing interest for building lifelong learning (LL)
dialogue systems. LL is a subject which has led to numerous works in different
fields, such as machine learning, deep learning,1 artificial intelligence or robotics [2,
9, 11]. It is commonly considered as the “ability to continually learn over time by
accommodating new knowledge while retaining previously learned experiences” [9].
Performing LL in each field differs, depending on the nature of the new knowledge to
learn, and on the way the learning is conducted. In the field of dialogue systems, the
application of LL should result in dialogue systems which are able to continuously
learn over time, by interacting with the user as two humans would do it in real life.
For example, a human can learn new knowledge at any time by asking questions
when facing an unknown situation, or simply by inferring new knowledge from the
current conversation. A human is also able to use this learned knowledge directly or
in future conversations. The new piece of knowledge can be for instance vocabulary,
information or even an appropriate behavior to have in a specific situation. A LL
dialogue system should thus be able, as a human, to improve its communication
abilities and, in the case of a task-oriented system, to learn new knowledge specific
to its application domain. This implies that the system should be able to detect new
knowledge in the user’s utterances and to understand when it should ask questions
in order to learn new knowledge.

We therefore want to delimit how far a dialogue system can mimic the human
continuous learning process, by determining exactly what a dialogue system can
learn, how far it can continuously learn over time, and the methods which have to
be developed to achieve this goal. In more simple terms, we want to determine what
could be a LL dialogue system. It will also be interesting to wonder if we can adapt
LL techniques from other fields to dialogue systems.

We present in Sect. 2 previous works which have been done about LL, reinforce-
ment learning and learning dialogue systems. In Sect. 3 we attempt to define what
a LL dialogue system is. Finally, we apply this definition to an existing cooking
chatbot and try to propose mechanisms in order to perform LL, in Sect. 4.

2 Related Work

Lifelong learning (LL) has been of growing interest for several years resulting in
numerous works and writings [2, 9, 11]. In their book [2], Chen and Liu define three
features characterizing a LL system: continuous learning, knowledge accumulation
and maintenance in the knowledge base (KB), and the ability to use past knowledge
to help future learning. Moreover, they consider that a LL system should be able to

1See for example the workshop Continual Learning at NIPS in 2018, https://sites.google.com/view/
continual2018/home?authuser=0.

https://sites.google.com/view/continual2018/home?authuser=0
https://sites.google.com/view/continual2018/home?authuser=0
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detect new situations in the usage process and to adapt its behaviour to these new
situations, by learning new tasks and performing self-motivated learning. The learned
knowledge, which is accumulated, should also help the system to learn new tasks
with little data or effort. In particular, the new task can belong to an other domain
(subject area). However, this new task concept is unclear and seems to cover a broad
variety of situations, going from new instance (i.e. a new instance of a concept in a
model) to completely new domain [5].

Simultaneously, progress has beenmade in the domain ofReinforcement Learning
(RL). A system using RL methods learns from past experiences to estimate the most
accurate decision process by maximizing a predefined reward function. In particular,
RL in dialogue systems has been widely studied to enable the system to learn a
dialogue policy [13], considering for example online scenarios [13], and inverse RL
framework [1]. More recently, Li and his colleagues [4] used the RL framework in
their chatbot, which aims to answer questions of the movie domain. Thanks to RL,
their system is able to learn when and how to ask questions to a user, in order to
improve itself during this specific interaction.

Li and his colleagues [4] identify three situations where their dialogue system can
ask questions:

• Understanding problem: the system asks for a paraphrase or verification. They
focus here only on typos/spelling mistakes.

• Knowledge operation problem: the system needs help to perform reasoning steps
over the KB.

• Lack of knowledge: the system asks for the answer.

RL methods can be applied to a dialogue system in order to perform LL but
other methods are possible. For example, Mazumder and his colleagues developed a
continuous knowledge learning engine for chatbots [6]. To achieve this, they focus on
solving the open-world knowledge base completion problem by interactive learning
and inference. They developed techniques to enable the system to continuously and
interactively learn new knowledge in particular during real conversations. They use
a knowledge store to retain the learned knowledge. They also developed a guessing
mechanism, as they consider that the user may not know the information that the
system is asking for.

In their second edition of their book [3], Chen and Liu dedicated the 8th chapter to
continuous knowledge learning in chatbots. In this chapter, they essentially discuss
the article mentioned above [6] and claim:

Lifelong learning is reflected by the fact that the newly acquired facts are retained in the KB
andused in inference for future queries, and that the accumulated knowledge in addition to the
updated KB including past inference performances are leveraged to guide future interactions
and learning.

However,Mazumder and his colleagues focus only on the problem of KB completion
and provide a specific example of what can be a LL dialogue system. In Sect. 3, we
propose a global definition of a LL dialogue system and we describe the different
types of knowledge that can be learned.
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3 What Is a LL Dialogue System: Attempt of a Definition

Before defining what a LL dialogue system is, we have to mention that LL should
not be considered as a method like Reinforcement Learning, but more as a goal. In
fact, the nature of the knowledge that can be learned, the methods involved and the
objectives, strongly depend on the field and the application domain. It would though
be interesting to define LL concepts and methods that can be shared between the
different fields.

Thanks to the definitions given in [2, 3] and the previously described papers [4,
6], we can say that a lifelong learning dialogue system is a conversational system
that continuously learns over time through interactions with a real user and possibly
by asking questions. The learned knowledge should be retained, in order to allow
the system to directly have access to this new knowledge, and to directly adapt its
behaviour. The system should also keep themodifications for future dialogues.More-
over, the learned knowledge should help the system to infer additional knowledge
and to learn in the future in a more efficient and in a faster manner. During interaction
with the user, the system should thus be able to detect new situations and to learn
how to adapt.

We now focus on task-oriented dialogue systems. This kind of system aims to
help the user to perform a task or to access information. To achieve this, the system
first tries to understand what the user is asking for, by calling the NLU sub-system
which performs slot-filling and intent detection. Then, the dialogue manager tries
to link the slots and the intent detected to the data that it has access to. Finally, the
system returns the result by generating natural language.

Considering the previous definition of a LL dialogue system and the distinctions
made in [4] we can see that a LL task-oriented dialogue system can learn at different
levels:

• Improve interactions:

– by being better at understanding what the user says (NLU)

better perform slot-filling and intent detection
be able to detect new intents and/or new slots
be able to detect out-of-domain user’s utterance

– by being better at generating natural language (NLG)

• Enrich data: the system can learn new data by enriching its knowledge base
• Link new intent to data: the system can learn to link already known user’s intent
or new ones to the data it has access to. It can thus learn to perform new tasks.

However, we should pay particular attention to the fact that the user may transfer
incorrect information, that can be learned by the system. For example, in the case of
data enrichment, the system can ask the user about a specific piece of information
that is missing in its knowledge base. The problem is that the user can not know the
answer, can be wrong, or the data can be subjective. Moreover, he can also make
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typos or spelling mistakes, and he can have his own way to communicate given his
age and where he lives for instance.

This consideration highlights, in particular, the need of defining when, or under
which conditions, a learned knowledge should be considered as reliable. After this,
the learned knowledge can be used for retraining amodel, or can definitely be retained
in the knowledge base of the system.

Moreover, to perform LL we could make use of Online Reinforcement Learning
(RL) techniques, to allow the system to decide when it should ask questions and what
questions it should ask, as done in [4]. All the methods which can be used rely on
a certain amount of available data and even on data simulation (e.g. user simulation
learned on available data in the case of RL).

4 Application to a Cooking Chatbot

As part of the LIHLITH project,2 we developed a chatbot in the cooking domain,
that allows, among others thing, a user to find a recipe matching his criteria.

In the following sections, we first give an overview of the system and then describe
how LL could be implemented in it.

4.1 General Description of the LIHLITH Cooking Chatbot

The LIHLITH cooking chatbot is divided into three sub-systems:

• NLU module: takes as input the utterance of the user and returns the slots and
the intent associated to this utterance. Considering the following user utterance:
“Please find me a recipe of pancakes without eggs”, the NLU should detect the
slots “recipe: pancakes” and “neg-ingredient: eggs” plus the intent “RECING”,
that means that the user is looking for a recipe by giving the name of the recipe
and the ingredients. The NLUmodule is based on deep neural network performing
both slot-filling and intent detection [12], also known as joint NLU. We use an off-
the-shelf system.3 It has been trained with data which have been automatically
generated and annotated thanks to patterns and lists of terms according to the
method described in [7].

• Dialogue manager: decides what action to perform depending on the results of the
NLU module and the current context, using a semantic textual similarity module
or a database module.

• NLG module: generates the answer with the help of patterns

2Learning to Interact with Humans by Lifelong Interaction with Humans.
3All needed information can be found on https://github.com/SNUDerek/multiLSTM.

https://github.com/SNUDerek/multiLSTM
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Note that both the dialoguemanager and the NLGmodule are based on rule-based
approaches.

The LIHLITH cooking chatbot4 handles two different types of scenarios:

1. It searches in the recipes database if the user wants to find a recipe matching
his criteria. The user may say for example “Please find me a recipe of pancakes
without eggs”.

2. It searches in unstructured data by estimating semantic textual similarity, if the
user asks a question relative to the cooking domain. The user may say for example
“Why is −18% C the ideal freezer temperature?”.

For these two types of scenarios we use different types of data: the recipes database
and the unstructured data. The recipes database has been built uponWikipedia:Cook-
book, and includes 1,064 recipes. It contains for example information about the name,
the details, the ingredients, the procedure and the categories. The unstructured data is
composed of 784 non-recipe documents that can be found on Wikipedia:Cookbook.

4.2 Lifelong Learning for Cooking Chatbot

Based on the definitions of Sect. 3, we decide to focus on two ways of performing
LL on our chatbot: the improvement of understanding and the data enrichment. We
discuss in the following subsections how it could be done, with the help of dialogue
examples.

4.2.1 Improve Understanding

The first way aims at letting the system improve its understanding capabilities. In
this case, it should be able to better detect slots and intents. It also should be able to
learn new slots and new intents and to link each new intent to the right data.

There are several situations, where the system can detect that it actually misun-
derstood what the user said:

• If there is a contradiction between the slots and the intentwhich have been detected.
• If the score of the detected intent or slot is low.
• If the user reacts negatively, by saying for example “You misunderstood me” or
“You’re wrong”.

When facing this kind of situation, the goal is not only to detect the problem
and deal with it in the current dialogue, but is also to infer/obtain new information
allowing the system to adapt itself.

4See https://lihlith.limsi.fr/dialog.php. To try it, use the following login and password: “lihlith” and
“recipe?”.

https://lihlith.limsi.fr/dialog.php
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Fig. 1 Example of contradiction between detected slot and intent

We consider the example presented in Fig. 1, where the system should detect a
contradiction between a slot and an intent.5

When facing this kind of problem, the system could first ask the user to clarify
the slots and the intent it has detected. This clarification process would thus lead to
the creation of an annotated user’s utterance.

In order to allow the system to learn from this clarification, and to be able to reuse
it directly or in future conversations, this annotated data can first be saved in a specific
file. Then, when detecting a misunderstanding, the systemwould, before even asking
the user about clarification, look into this specific file if the user’s utterance that the
system doesn’t understand, corresponds or has high similarities with an annotated
utterance in the file.

Moreover, we could consider retraining our NLU model with the accumulated
annotated user’s utterances consisting in new training examples. This could be done
for example after a specified number of annotated user’s utterances have been added
to this file and if the annotated data seems to be useful and reliable according to
user’s feedbacks. However, we should be careful about respecting the proportions
of the different slots and intents in the training data, when retraining the model with
the new examples, in order to minimize the problem of catastrophic forgetting and
performance decrease [9].

We could also infer a pattern from the annotated user’s utterance and generate
automatically annotated data from this pattern to retrain our understanding model.
In the example presented in Fig. 1, we could infer the pattern “i’d like to prepare a
$recipe”.

One can also face a situation where the system detects a new intent as it is shown
in Fig. 2.

5The intent REC means that the user searches for a recipe by giving the name of the recipe.
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Fig. 2 Example of new intent (sub-dialogue)

In such a situation, the question is not understood at all by the system and it then
decides to ask the user to give an example of what could be a plausible answer to this
question. Using this plausible answer, the system can apply other techniques to find
the relevant piece of information, by searching in its database or in external resources
(here the unstructured data it has access to). If the user confirms that the answer of
the system is appropriate, the system could enter to another process to complete
automatically its database. As proposed in [10], the system could thus check in its
database if this new intent could be applied to other recipes. In the example of Fig. 2,
this process could result in the creation of the feature “oven_temperature” and a value
could be associated with the new feature for all the recipes needing an oven.

It is important that the system chooses the right moment to ask its question to
the user. As it is done in [4], methods based on (inverse) reinforcement learning
framework might be very interesting.

4.2.2 Data Enrichment

This section presents the second way to perform LL in order to improve our system,
which is about new factual knowledge acquisition and more specifically enriching
the recipe database.

At some point in the dialogue, the user and the system are speaking about one
specific recipe. We consider, in this case, that if a piece of information is missing in
the database, like the time needed, the difficulty or the serving, the system should
ask the user about it, in oder to enrich its database.

This situation is presented in Fig. 3.
RL could be used to train the system to decide when it should ask for a new piece

of information as it is done in [4]. RL will also allow the system to learn which piece
of information is the most interesting to ask. The system can base its decisions on
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Fig. 3 Example of data enrichment

various parameters such as the number of time such a missing piece of information
is asked by different users, if the current user seems to be willing to answer system’s
questions, if he seems to be knowledgeable in cooking, etc. And obviously RL will
help to build a model on such an action to collect new data in a proactive way.

5 Conclusion and Discussion

In this paper we try to define what a LL task-oriented dialogue system could be
and to apply this definition to our existing chatbot devoted to the cooking domain.
We consider that two ways of improvement are possible for our chatbot: the system
can learn to better understand and can enrich its database. We consider different
situations in which the system might want to interact with the user in order to obtain
his help. In such cases, a RL framework can be used to learn in which condition a
question could be asked.

When applying our hypotheses to our chatbot, we can observe that a lifelong
learning task-oriented dialogue system involves:

• having for the system, the ability to understand from user’s utterance when it can
learn new knowledge and the ability to handle it in the current context;

• some criteria or score functions which evolve over time to know when to ask
questions and what questions to ask and to whom;
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• a way to store the learned knowledge;
• a criterion to know when to retrain a model and an other one to know when to
permanently store the learned knowledge in case of knowledge base enrichment.

However, we presented only simple LL aspects and put aside the complex ones
such as LL for improving dialogue quality. Such an aspect would be interesting in
any case and more specifically when working with conversational systems.
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Towards Understanding Lifelong
Learning for Dialogue Systems

Mark Cieliebak, Olivier Galibert, and Jan Deriu

Abstract Lifelong learning is the ability of a software system to adapt to new
situations during its lifetime.Weexplore how this paradigmcanbe applied to dialogue
systems, how it might be implemented, and howwe can evaluate the lifelong learning
progress.

1 Introduction

Chatbots, dialogue systems, conversational user interfaces–the names may differ,
but the basic idea is the same: “intelligent” computer systems that can interact with
humans in natural language. These systems have become more and more popular
in the past years, and there is an increasing interest in spoken and written dialogue
systems in research and industry. Prominent examples include automatic customer
support agents, smart home devices such asAmazonAlexa or Apple’s Siri, and in-car
operating systems. While implementing a successful and reliable dialogue systems
is already a challenge, “lifelong learning” even adds an additional twist: the system
should be able to adapt to new situations during its lifetime. More precisely, the
dialogue system learns to handle new situations by interacting with its environment
(e.g. asking a domain expert, scraping the web), instead of being retrained by a
machine learning expert. For instance, a chatbot for travel advicemight be confronted
with a new location that is not yet in its knowledge base. One strategy to deal with
this situation could be to ask the user to give additional information (e.g. in which
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country, GPS coordinates etc.), then explore the web to find information about the
location (e.g. databases, Wikipedia or travel reviews), and finally analyze, structure,
and integrate the information into the chatbots’ knowledge base.

In this paper, we attempt to make a step forward towards understanding what
lifelong learning in the context of dialogue systems means. In order to achieve this,
we first briefly introduce both concepts independently and discuss typical settings
and applications. Then we describe the the impact of applying lifelong learning to
dialogue systems (in Sect. 4). Finally, we turn to the important question how we
could measure the success (or failure) of lifelong learning in the context of dialogue
systems (Sect. 5).

2 What Is a Dialogue System?

In the following, we introduce the concept of a dialogue system. A dialogue system
allows the user to converse with a computer system using natural language. Such
systems can be applied to a variety of tasks, e.g.:

• Virtual Assistants, which are developed to aid its users in every-day tasks, such as
scheduling appointments. They usually operate on predefined actions, which can
be triggered by voice command.

• Interaction with Information Systems, by asking questions or finding a piece of
information (e.g. the most suitable hotel in town).

• Training environments, where the dialogue systems are developed to train students
in the interaction with medical patients or train military personnel in questioning
a witness.

• Answering Questions, where the dialogue system can answer specific questions of
a user. These might be factoid questions or more complex questions.

Dialogue systems usually structure dialogues in turns, each turn is defined by one
or more utterances from one speaker. Two consecutive turns between two different
speakers is called an exchange. Multiple exchanges constitute a dialogue. Another
correlated view, is to interpret each turn or each utterance as an action. The main
component of a dialogue system is the dialogue strategy, which defines the content
of the next utterance and thus the behaviour of the dialogue system. There are many
different approaches to design a dialogue strategy, which are partly dictated by the
application of the dialogue system.However, there are three broad classes of dialogue
systems, which we encounter in the literature: task-oriented systems, conversational
agents and interactive question answering systems.1 We identified the following
characteristic features, which help differentiate between the three different classes:
is the system developed to solve a task, does the dialogue follow a structure, is the

1In recent literature, the distinction is made only between the first two classes of dialogue systems
[1, 4, 7]. However, interactive question answering systems cannot be completely placed in either
of the two categories.
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domain restricted or is it open domain, does the dialogue span over multiple turns,
are the dialogues rather long or efficient, who takes the initiative, and what is the
interface used (text, speech, multi-modal).

• Task-oriented systems are developed to help the user solve a specific task as effi-
ciently as possible. The dialogues are characterized by following a clearly defined
structure, which is derived from the domain. The dialogues followmixed initiative:
both, the user and the system can take the lead. Usually, the systems found in the
literature are built for speech input and output. However, task-oriented systems in
the domain of assistance are built on multi-modal input and output.

• Conversational agents display a more unstructured conversation, as their purpose
is to have open-domain dialogues with no specific task to solve. Most of these
systems are built to emulate social interactions and thus longer dialogues are
desired.

• Question Answering (QA) systems are built for the specific task of answering ques-
tions. The dialogues are not defined by a structure as with task-oriented systems,
however they mostly follow the question and answer style pattern. QA systems
may be built for a specific domain, but also be tilted towards more open domain
questions. Usually, the domain is dictated by the underlying data, e.g. knowledge
bases or text snippets from forums. Traditional QA systems work on a singe-
turn interaction, however, there exist systems that allow multiple turns to cover
follow-up questions. The initiative is mostly done by the user who asks questions.

3 What Is Lifelong Learning?

In the most abstract way, Lifelong Learning (LL) is the ability of a system to use past
experiences to adapt to future challenge. For the purpose of this paper, we exploit
the definition of LL from Chen and Liu [2], which we summarize in the following:

Lifelong learning is a continuous learning process. Given that the learner has
learned N tasks. When faced with the (N + 1)th task the learner leverages past
knowledge to help learn the new task. The goal is to optimize on both the new task
and the previous tasks. The three components are: continuous learning, knowledge
accumulation andmaintenance and leverage past knowledge to learn new tasks. There
are some additional considerations to be made considering the above definition.

• The learner learns new tasks continuously, however, in contrast to transfer-learning,
the learner improves or at least does not deteriorate its performance on the old tasks.
Ideally, by learning new tasks, the performance on the previous tasks improves.

• The learner is not restricted to a certain task or domain. On the contrary, the learner
is encouraged to learn different types of tasks (e.g. sentiment analysis, named entity
recognition, etc.) and domains.

• Ideally, the learner is self-motivated and able to find its own learning tasks and
data by interacting with the environment.
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Note that this definition is strongly focused on “knowledge improvement”,
whereas in the setting of LL for dialogue systems, there are also other goals, as
we discuss in the following section. In addition, we would like to mention that the
concept of a “task” may cover situations of varying complexity, ranging from single
new instances (e.g. a newperson in a face recognition system) up to newdomains (e.g.
switching from cooking to car tuning for a questions answering systems). Finally,
note that several other terms have been coined and used for very similar learning
paradigms of systems that improve over time, such as continuous learning [3, 6],
meta-learning [9], active learning [8], or transfer learning [5]. For a more elaborate
introduction of LL, see the recent book by Chen and Liu [2], which gives a good
overview of LL in general and describes applications in various fields.

4 Lifelong Learning for Dialogue Systems

While the definition of lifelong learning given by [2] is very general, we attempt now
to apply the definition to dialogue systems. These systems allow its users to converse
with a computer via natural language. This implies a high level of interactivity. Thus,
the focus of applying LL to dialogue systems should lie in the interactive nature of the
dialogue. Furthermore, LL describes the capability of the dialogue system to learn
to handle new situations throughout its deployment, i.e. without being re-trained
by a machine-learning expert. Ideally, the learning takes place in a self-driven and
autonomous manner. This does not exclude (it rather encourages) the assistance of a
“domain expert”, i.e. a type of user who takes the role of a teacher.

We assume that the dialogue system is an agent that interacts with its environ-
ment. The environment includes humans as well as having access to structured and
unstructured knowledge sources (e.g. knowledge bases, Wikipedia, Twitter). When
faced with a new situation, the dialogue system has to learn how to handle this new
situation. This does not necessarily means that the dialogue system directly adapts
to the new situations. Rather, through interaction with its environment, the dialogue
system learns to handle the situations over time.

There are various aspects to a dialogue system which can be improved over time:

• Language Understanding: Here, the dialogue systems’ capability of parsing the
user input is the focal point. This is the case, for instance, when new request
types occur over time, for instance if a system was only faced with simple factual
questions until now, and the system is suddenly confrontedwith complexquestions.

• Dialogue Behaviour is concerned with the “soft” quality factors of a dialogue,
such as human-likeness, appropriateness of responses, efficiency of reaching a
goal, engaging utterances etc. Typically, the DS asks after a user interaction for
feedback, which is then used to improve the behaviour over time. Thus, the DS
leverages past experiences to improve its future behaviour. Note that in this case,
there are no external catalysts that trigger LL, but there is an “intrinsic motivation”
of the system itself.
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• Knowledge Induction is concerned with accumulating more information. This
means adapting the knowledge base (KB) with new or updated knowledge, which
can be factual knowledge or unstructured. Here, new situations are in the context
of handling new entities and relations which are not in the current knowledge base.

• Capability Improvement is concerned with extending the functionality of the DS.
This can range from domain adaption (e.g. moving from asian recipies to the pasta
domain) up to integrating new skills (e.g. reportingweather forecasts for a personal
assistant)

In each case the dialogue system needs to improve its aspects over time. Each time
it is faced with a new situation one or more of the aforementioned aspects need to be
adapted. In the context of dialogue systems, this adoption can be done by means of
interacting with a “domain” expert. More precisely, the goal is to remove the need
to rely on a dialogue system expert who would retrain the different components of
the dialogue system. Rather the domain-expert teaches the dialogue system how to
handle a new situation through interaction. Note that in some cases the systemmay be
able to learn how to handle the situation autonomously, especially in the case where
it can aggregate data from some external sources. Thus, a LL enhanced dialogue
system is able to learn to adapt to new situations by interacting with its environment
and not by means of retraining components.

5 Evaluation of Lifelong Learning for Dialogue Systems

The above definition of LL for dialogue systems sets a strong focus on learning to
handle new situations by interacting with its environment. Thus, the LL component
of the dialogue system needs to be trained and evaluated with this in mind. More
precisely, the interaction with an environment lies at the centre of the training and
evaluation. The environment should enable the interaction the dialogue system will
encounter during deployment. This includes the interaction with a domain expert.

In general, LL evaluation methods need to be reproducible in order to measure
improvements and changes over time. One straightforward way of doing this is to
deploy a dialogue system and let humans interact with it. However, this is very time
consuming and expensive, and alternatives with less or no humans in the loop are
desired. Onemajor issue that is particular for evaluating dialogue systems is that they
produce their “result”—the dialogue—during the interaction with their environment.
Thus, any automated environment environment has to provide artificial users, and
building them can be as complex as building the dialogue system itself.

When it comes to LL evaluation, additional complexity arises due to the fact
that the interaction with the expert needs to be simulated as well. For instance, the
dialogue system may ask an expert for advice about a new entity or topic. In general,
the evaluation system cannot know in advance which questions the dialogue system
will ask—hence, it is hard to simulate.
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Experimental Evaluation Environment We are currently working on an exper-
imental setting to automate the evaluation of knowledge acquisition and capability
improvement. We work in the cooking domain, where the dialogue system is devel-
oped to assist the user by answering questions about cooking, e.g. providing recipes,
giving advice or providing tutorials. Typical question might be “How do i prepare
linguini?”, which is answered with a corresponding recipe from the database.

In order to evaluate the LL capabilities of the dialogue system, we deploy it in a
simulated environment, which consists of:

• Evaluation agent: provides the questions and evaluates the answers given by the
dialogue system. The agent institutes new situations by asking about entities which
were not present in any training set of the dialogue system (e.g. enchilada), by
asking types of questions which the dialogue system did not encounter yet (e.g.
“How do i clean my oven?”), or by asking questions about unseen domains (e.g.
Chinese food).

• Expert: provides advice to the dialogue system when stuck. The dialogue system
can ask clarifying questions to the expert before it tries to answer the question of
the evaluation agent. However, this comes at a cost, i.e. each interaction with the
expert has its fee, and thus, the system should learn to efficiently interact with the
expert.
We envision that the dialogue system asks questions from a list of predefined
templates, which the (automated) expert can easily parse and answer. These are,
for instance, “What is <X>?” or “Is <X> a relevant entity for this question?”.
The domain expert has at its hand a large collection of pre-recorded dialogues on
the domain, and returns extracts of these dialogue that match to the clarification
question.

The evaluation measures the capability of the LL component to adapt to the new
situations. This capability is measures by the number of interactions needed with the
expert system before answering the initial question correctly. A system with a strong
LL component should adapt to new situations quickly.

6 Conclusion

Implementing lifelong learning for a dialogue system may aim at 1. extending the
underlying knowledge base (Knowledge Induction); 2. handling more complex user
interactions (Language Understanding); 3. improving the perceived quality of the
resulting dialogues (Dialogue Behaviour); or 4. extending the functionality of the
system (Capability Improvement) over time.

While stating these goals is simple, implementing a system that achieves any of
these four goal is far from trivial. To the best of our knowledge, most approaches in
research currently tackle the first dimension (Knowledge Induction), while there is
almost no solution (yet) for the other three.
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One important challenge is to evaluation the progress of LL in such systems.
In order to avoid time-consuming and costly human evaluations, automated envi-
ronments are required. We are currently working on such a system, which shall be
presented as shared task in 2020.
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Incremental Improvement of a Question
Answering System by Re-ranking
Answer Candidates Using Machine
Learning

Michael Barz and Daniel Sonntag

Abstract We implement a method for re-ranking top-10 results of a state-of-the-art
question answering (QA) system. The goal of our re-ranking approach is to improve
the answer selection given the user question and the top-10 candidates. We focus on
improving deployed QA systems that do not allow re-training or when re-training
comes at a high cost. Our re-ranking approach learns a similarity function using
n-gram based features using the query, the answer and the initial system confidence
as input. Our contributions are: (1) we generate a QA training corpus starting from
877 answers from the customer care domain of T-Mobile Austria, (2) we implement
a state-of-the-art QA pipeline using neural sentence embeddings that encode queries
in the same space than the answer index, and (3) we evaluate the QA pipeline and
our re-ranking approach using a separately provided test set. The test set can be
considered to be available after deployment of the system, e.g., based on feedback of
users. Our results show that the system performance, in terms of top-n accuracy and
the mean reciprocal rank, benefits from re-ranking using gradient boosted regression
trees. On average, the mean reciprocal rank improves by 9.15%.

1 Introduction

In this work, we examine the problem of incrementally improving deployed QA
systems in an industrial setting. We consider the domain of customer care of a wire-
less network provider and focus on answering frequent questions (focussing on the
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long tail of the question distribution [2]). In this setting, the most frequent topics
are covered by a separate industry-standard chatbot based on hand-crafted rules by
dialogue engineers. Our proposed process is based on the augmented cross-industry
standard process for data mining [23] (augmented CRISP data mining cycle). In
particular, we are interested in methods for improving a model after its deployment
through re-ranking of the initial ranking results. In advance, we follow the steps of
the CRISP cycle towards deployment for generating a state-of-the-art baseline QA
model. First, we examine existing data (data understanding) and prepare a corpus
for training (data preparation). Second, we implement and train a QA pipeline using
state-of-the-art open source components (modelling).Weperformanevaluationusing
different amounts of data and different pipeline configurations (evaluation), also to
understand the nature of the data and the application (business understanding). Third,
we investigate the effectiveness and efficiency of re-ranking in improving our QA
pipeline after the deployment phase of CRISP. Adaptivity after deployment is mod-
elled as (automatic) operationalisation step with external reflection based on, e.g.,
user feedback. This could be replaced by introspective meta-models that allow the
system to enhance itself by metacognition [23]. The QA system and the re-ranking
approach are evaluated using a separate test set that maps actual user queries from a
chat-log to answers of the QA corpus. Sample queries from the evaluation set with
one correct and one incorrect sample are shown in Table1.

With thiswork,wewant to answer the questionwhether a deployedQAsystem that
is difficult to adapt and that provides a top-10 ranking of answer candidates, can be
improved by an additional re-ranking step that corresponds to the operationalisation
step of the augmented CRISP cycle. It is also important to know the potential gain
and the limitations of such a method that works on top of an existing system. We
hypothesise that our proposed re-ranking approach can effectively improve ranking-
based QA systems.

2 Related Work

The broad field of QA includes research ranging from retrieval-based [8, 9, 15, 29]
to generative [20, 21], as well as, from closed-domain [10, 16] to open-domain QA
[7, 13, 18, 20]. We focus on the notion of improving an already deployed system.

For QA dialogues based on structured knowledge representations, this can be
achieved by maintaining and adapting the knowledgebase [24–26]. In addition, [23]
proposes metacognition models for building self-reflective and adaptive AI systems,
e.g., dialogue systems, that improve by introspection. Buck et al. present a method
for reformulating user questions: their method automatically adapts user queries with
the goal to improve the answer selection of an existing QA model [5].

Other works suggest humans-in-the-loop for improving QA systems. Savenkov
and Agichtein use crowdsourcing for re-ranking retrieved answer candidates in a
real-time QA framework [19]. In Guardian, crowdworkers prepare a dialogue system
based on a certain web API and, after deployment, manage actual conversations with
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users [12]. EVORUS learns to select answers frommultiple chatbots via crowdsourc-
ing [11]. The result is a chatbot ensemble excels the performance of each individual
chatbot. Williams et al. present a dialogue architecture that continuously learns from
user interaction and feedback [27].

We propose a re-ranking algorithm similar to [19]: we train a similarity model
using n-gram based features of QA pairs for improving the answer selection of a
retrieval-based QA system.

3 Question Answering System

We implement our question answering system using state-of-the-art open source
components. Our pipeline is based on the Rasa natural language understand-
ing (NLU) framework [4] which offers two standard pipelines for text classi-
fication: spacy_sklearn and tensorflow_embedding. The main difference is that
spacy_sklearn uses Spacy1 for feature extraction with pre-trained word embed-
ding models and Scikit-learn [17] for text classification. In contrast, the tensor-
flow_embedding pipeline trains custom word embeddings for text similarity estima-
tion using TensorFlow [1] as machine learning backend. Figure1 shows the gen-
eral structure of both pipelines. We train QA models using both pipelines with
the pre-defined set of hyper-parameters. For tensorflow_embedding, we addition-
ally monitor changes in system performance using different epoch configurations.2

Further, we compare the performances of pipelines with or without a spellchecker
and investigate whether model training benefits from additional user examples by
training models with the three different versions of our training corpus including
no additional samples (kw), samples from 1 user (kw+1u) or samples from 2 users
(kw+2u) (see section Corpora). All training conditions are summarized in Table2.
Next, we describe the implementation details of our QA system as shown in Fig. 1:
the spellchecker module, the subsequent pre-processing and feature encoding, and
the text classification. We include descriptions for both pipelines.

Spellchecker.We address the problem of frequent spelling mistakes in user queries
by implementing an automated spell-checking and correction module. It is based
on a Python port3 of the SymSpell algorithm4 initialized with word frequencies for
German.5 We apply the spellchecker as first component in our pipeline.

Pre-Processing and Feature Encoding. The spacy_sklearn pipeline uses Spacy
for pre-processing and feature encoding. Pre-processing includes the generation
of a Spacy document and tokenization using their German language model

1https://spacy.io/.
2https://rasa.com/docs/nlu/components/#intent-classifier-tensorflow-embedding.
3https://github.com/mammothb/symspellpy.
4https://github.com/wolfgarbe/SymSpell.
5German 50k: https://github.com/hermitdave/FrequencyWords.

https://spacy.io/
https://rasa.com/docs/nlu/components/#intent-classifier-tensorflow-embedding
https://github.com/mammothb/symspellpy
https://github.com/wolfgarbe/SymSpell
https://github.com/hermitdave/FrequencyWords


Incremental Improvement of a Question Answering System … 371

Table 2 Considered configurations for QA pipeline training

spacy_sklearn tensorflow_embedding

Parameters Default Default with epochs
∈ {10, 50, 100, 300, 600}

Spellchecking yes, no

Training corpus kw, kw+1u, kw+2u

Fig. 1 The basic
configuration of the QA
pipeline, which is a part of
our complete QA system
architecture with the
re-ranking algorithm pre-processing

text classifica on

spellchecker

feature encoding

Top-10 Answer Ranking

Ques on

Q
A 

Sy
st

em

de_core_news_sm (v2.0.0). The feature encoding is obtained via the vector
function of the Spacy document that returns the mean word embedding of all tokens
in a query. For German, Spacy provides only a simple dense encoding of queries (no
proper word embedding model).

The pre-processing step of the tensorflow_embedding pipeline uses a simple
whitespace tokenizer for token extraction. The tokens are used for the feature encod-
ing step that is based on Scikit-learn’s CountVectorizer. It returns a bag of
words histogram with words being the tokens (1-grams).

Text Classification. The spacy_sklearn pipeline relies on Scikit-learn for text clas-
sification using a support vector classifier (SVC). The model confidences are used
for ranking all answer candidates; the top-10 results are returned.

Text classification for tensorflow_embedding is done using TensorFlow with an
implementation of the StarSpace algorithm [28]. This component learns (and later
applies) one embeddingmodel for user queries and one for the answer id. Itminimizes
the distance between embeddings of QA training samples. The distances between a
query and all answer ids are used for ranking.

3.1 Corpora

In this work, we include two corpora: one for training the baseline system and another
for evaluating the performance of the QA pipeline and our re-ranking approach. In
the following, we describe the creation of the training corpus and the structure of the
test corpus. Both corpora have been anonymised.
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Training Corpus. The customer care department provides 877 answers to common
user questions. Each answer is tagged with a variable amount of keywords or key-
phrases (M = 3.81, SD = 5.92), 3338 in total. We asked students to augment the
training corpus with, in total, two additional natural example queries. This process
can be scaled by crowdsourcing for an application in productive systems that might
include more answers or that requires more sample question per answer or both. The
full dataset contains, on average, 5.81 sample queries per answer totalling in 5092
queries overall. For model training, all questions (including keywords) are used as
input with the corresponding answer as output. We generated three versions of the
training corpus: keywords only (kw, n = 3338), keywords with samples from 1 user
(kw+1u, n = 4215) and keywords with samples from 2 users (kw+2u, n = 5092).

Evaluation Corpus. The performance of the implemented QA system and of our
re-ranking approach is assessed using a separate test corpus. It includes 3084 real
user requests from a chat-log of T-Mobile Austria, which are assigned to suitable
answers from the training corpus (at most three). The assignment was performed
manually by domain experts of the wireless network provider. We use this corpus
for estimating the baseline performance of the QA pipeline using different pipeline
configurations and different versions of the training corpus. In addition, we use the
corpus for evaluating our re-ranking approach per cross-validation: we regard the
expert annotations as offline human feedback. The queries in this corpus contain a lot
of spelling mistakes.We address this in our QA pipeline generation by implementing
a custom spell-checking component.

4 Baseline Performance Evaluation

We evaluate the baseline model using all training configurations in Table2 to find a
well-performingbaseline for our re-ranking experiment.Weuse the evaluation corpus
as reference data and report the top-1 to top-10 accuracies and the mean reciprocal
rank for the top-10 results (MRR@10) as performance metrics. For computing the
top-n accuracy, we count all queries for which the QA pipeline contains a correct
answer on rank 1 to n and divide the result by the number of test queries. The MRR
is computed as the mean of reciprocal ranks over all test queries. The reciprocal rank
for one query is defined as R R = 1

rank : The RR is 1 if the correct answer is ranked
first, 0.5 if it is at the second rank and so on. We set RR to zero, if the answer is not
contained in the top-10 results.

Results. Figure2 shows the accuracy and MRR values for all conditions. We only
restrict tensorflow_embedding to the default number of epochswhich is 300. At the
corpus level, we can observe that the accuracy and the MRR increase when training
with additional user annotations for all pipeline configurations. For example, the
spacy_sklearn pipeline without spell-checking achieves a top-10 accuracy of 0.317
and a MRR of 0.139 when using the kw training corpus with keywords only. Both
measures increase to 0.33 and 0.165, respectively, when adding two natural queries
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Fig. 2 Performance metrics
in terms of top-1 to top-10
accuracy and MRR@10 of
both QA pipelines for
different pipeline
configurations and training
corpora

1 2 3 4 5 6 7 8 9 10
kw 0.073 0.129 0.169 0.199 0.225 0.250 0.270 0.288 0.305 0.317 0.139
kw+1u 0.095 0.156 0.194 0.223 0.246 0.265 0.287 0.304 0.317 0.332 0.161
kw+2u 0.099 0.158 0.202 0.226 0.253 0.274 0.290 0.304 0.320 0.330 0.165

kw 0.095 0.150 0.205 0.238 0.265 0.286 0.304 0.322 0.342 0.356 0.167
kw+1u 0.117 0.186 0.241 0.280 0.313 0.333 0.355 0.368 0.387 0.404 0.198
kw+2u 0.127 0.203 0.250 0.295 0.327 0.354 0.375 0.393 0.412 0.428 0.212

kw 0.125 0.192 0.240 0.279 0.308 0.332 0.345 0.351 0.360 0.364 0.198
kw+1u 0.156 0.227 0.277 0.318 0.347 0.365 0.381 0.394 0.404 0.413 0.233
kw+2u 0.195 0.273 0.328 0.360 0.383 0.404 0.418 0.434 0.443 0.454 0.274

kw 0.194 0.276 0.326 0.363 0.390 0.412 0.424 0.435 0.445 0.456 0.275
kw+1u 0.190 0.277 0.330 0.366 0.401 0.419 0.432 0.442 0.454 0.464 0.276
kw+2u 0.180 0.274 0.332 0.375 0.408 0.435 0.451 0.463 0.478 0.492 0.275

yes

corpus
Accuracy (top-n) MRR

@10

sp
ac
y-
sk
le
ar
n no

yes

te
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w
em

be
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pipeline
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Fig. 3 Performance metrics
in terms of top-1 to top-10
accuracy and MRR@10 for
the tensorflow_embedding
pipeline with spell-checking
for different training corpora
and a different number of
training epochs

1 2 3 4 5 6 7 8 9 10
10 0.193 0.261 0.298 0.321 0.334 0.349 0.361 0.371 0.378 0.387 0.255
50 0.196 0.263 0.302 0.324 0.342 0.354 0.366 0.377 0.387 0.396 0.258

100 0.181 0.265 0.312 0.345 0.365 0.380 0.396 0.405 0.416 0.425 0.259
300 0.194 0.276 0.326 0.363 0.390 0.412 0.424 0.435 0.445 0.456 0.275
600 0.145 0.220 0.284 0.326 0.362 0.387 0.400 0.415 0.430 0.439 0.232

10 0.189 0.253 0.294 0.320 0.334 0.350 0.364 0.376 0.386 0.396 0.252
50 0.204 0.292 0.336 0.364 0.384 0.400 0.413 0.421 0.431 0.441 0.281

100 0.235 0.318 0.369 0.401 0.428 0.445 0.459 0.474 0.485 0.493 0.316
300 0.190 0.277 0.330 0.366 0.401 0.419 0.432 0.442 0.454 0.464 0.276
600 0.183 0.276 0.333 0.373 0.400 0.425 0.442 0.459 0.472 0.485 0.275

10 0.189 0.268 0.311 0.337 0.359 0.377 0.389 0.400 0.413 0.425 0.263
50 0.213 0.287 0.331 0.363 0.387 0.405 0.424 0.440 0.451 0.463 0.288

100 0.208 0.299 0.353 0.391 0.417 0.438 0.454 0.466 0.478 0.494 0.296
300 0.180 0.274 0.332 0.375 0.408 0.435 0.451 0.463 0.478 0.492 0.275
600 0.196 0.300 0.356 0.393 0.421 0.438 0.455 0.470 0.486 0.498 0.292

Accuracy (top-n) MRR
@10

kw
kw

+1
u

kw
+2

u
corpus epochs

for training. In some cases, adding only 1 user query results in slightly better scores.
However, the overall trend is that more user annotations yield better results.

In addition, we observe performance improvements for pipelines that use our
spell-checking component when compared to the default pipelines that do not make
use of it: The spacy_sklearn kw+2u condition performs 9.8% better, the tensor-
flow_embeddingkw+2u condition performs 3.8%better, in terms of top-10 accuracy.
We can observe similar improvements for the majority of included metrics. Similar
to the differentiation by corpus, we can find cases where spell-checking reduces the
performance for a particular measure, against the overall trend.

Overall, the tensorflow_embedding pipelines perform considerably better than
the spacy_sklearn pipeline irrespective of the remaining parameter configuration:
the best performing methods are achieved by the tensorflow_embedding pipeline
with spell-checking. Figure3 sheds more light on this particular setting. It provides
performance measures for all corpora and for different number of epochs used for
model training. Pipelines that use 300 epochs for training range among the best for
all corpora.When addingmore natural user annotations, using 100epochs achieves
similar or better scores, in particular concerning the top-10 accuracy and the MRR.
Re-ranking the top-10 results can only improve the performance in QA, if the correct
answer is among the top-10 results. Therefore, we use the tensorflow_embedding
pipeline with spellchecking, 100 epochs and the full training corpus as baseline
for evaluating the re-ranking approach.
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5 Re-ranking Approach

Our re-ranking approach compares a user querywith the top-10 results of the baseline
QA system. In contrast to the initial ranking, our re-ranking takes the content of
the answer candidates into account instead of encoding the user query only. Our
algorithm compares the text of the recent user query to each result. We include
the answer text and the confidence value of the baseline system for computing a
similarity estimate. Finally, we re-rank the results by their similarity to the query
(see Algorithm 1).

Algorithm 1: Re-Ranking Algorithm
Input: a user query q; the corresponding list of top-10 results R including an answer a and

the baseline confidence c;
Output: an updated ranking R′

begin
R′ ←− [];
foreach (c, a) ∈ R do

c′ ←− similari t y(q, a, c);
R′.append((c′, a));

// sort R’ by confidences c’, descending
sort (R′);
return R′

We consider a data-driven similarity function that compares linguistic features
of the user query and answer candidates and also takes into account the confidence
of the baseline QA system. This similarity estimate shall enhance the baseline by
using an extended data and feature space, but without neglecting the learned patterns
of the baseline system. The possible improvement in top-1 accuracy is limited by
the top-10 accuracy of the baseline system (49.4%), because our re-ranking cannot
choose from the remaining answers. Figure4 shows how the re-ranking model is
connected to the deployed QA system: it requires access to its in- and outputs for the
additional ranking step.

We consider the gradient boosted regression tree for learning a similarity function
for re-ranking similar to [19]. The features for model training are extracted from pre-
processed query-answer pairs. Pre-processing includes tokenization and stemming
of query and answer and the extraction of uni-, bi- and tri-grams from both token
sequences.6 We include three distance metrics as feature: the Jaccard distance, the
cosine similarity,7 and the plain number of n-gram matches between n-grams of a
query and an answer.

6We use default word tokenizer, Snowball stemmer and n-gram extraction of the nltk toolkit [3].
7We use the implementation for Jaccard distance and cosine similarity as found in the following
Github gist: gaulinmp/similarity_example.ipynb.

https://gist.github.com/gaulinmp/da5825de975ed0ea6a24186434c24fe4
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Fig. 4 Complete QA system architecture including the re-ranking model. The re-ranking model is
trained usingmanually annotated data for generating a supervised/ideal ranking result for the top-10
answers from the QA system. Features are extracted from the user question and a particular answer
candidate. At inference time, the re-ranking model is used to improve the initial top-10 ranking

6 Re-ranking Performance Evaluation

We compare our data-driven QA system with a version that re-ranks resulting top-
10 candidates using the additional ranking model. We want to answer the question
whether our re-ranking approach can improve the performance of the baseline QA
pipeline after deployment. For that, we use the evaluation corpus (n = 3084) for
training and evaluating our re-ranking method using 10-fold cross-validation, i.e.,
90% of the data is used for training and 10% for testing with 10 different train-test
splits.

The training and testing procedure per data split of the cross-validation is shown
in Algorithm 2. For each sample query q in the train set Ctrain , we include the correct
answer a+ and one randomly selected negative answer candidate a− for a balanced
model training. We skip a sample, if the correct answer is not contained in the top-
10 results: we include 49.4% of the data (see top-10 accuracy of the baseline QA
model in Fig. 3). The baseline QA model r and the trained re-ranking method r ′ are
applied to all sample queries in the test set Ctest . Considered performance metrics
are computed using the re-ranked top-10 results. We repeat the cross-validation 5
times to reduce effects introduced by the random selection of negative samples. We
report the average metrics from 10 cross-validation folds and the 5 repetitions of the
evaluation procedure.

Results. The averaged cross-validation results of our evaluation, in terms of top-n
accuracies and the MRR@10, are shown in Table3: the top-1 to top-9 accuracies
improve consistently. The relative improvement decreases from 14.83% for the top-
1 accuracy to 1.68% for the top-9 accuracy. The top-10 accuracy stays constant,
because the re-ranking cannot choose from outside the top-10 candidates. The MRR
improves from 0.296 to 0.323 (9.15%).
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Algorithm 2: Evaluation Procedure (per Data Split)
Input: a train- and test split of the evaluation corpus Ctrain,Ctest , each including QA-pairs

as tuples (q, a+); the pre-trained baseline QA model for initial ranking r and the
untrained re-ranking model r ′.

Output: evaluation metrics.

begin
// training of the re-ranking model
X ←− [];
y ←− [];
foreach (q, a+) ∈ Ctrain do

R ←− r.rank(q) ; // R contains top-10 results
if a+ /∈ R) then

continue with next QA pair

else
// add positive sample
c+ ←− R[a+] ; // confidence for a+
X.append( f eatures_ f rom(q, a+, c+));
y.append(1);
// add negative sample
a− ←− random a ∈ R \ a+;
c− ←− R[a−];
X.append( f eatures_ f rom(q, a−, c−));
y.append(0);

r ′.train(X, y);

// evaluation of the re-ranking model
results ←− ∅;
foreach (q, a+) ∈ Ctest do

R ←− r.rank(q) ; // top-10 baseline ranking
R′ ←− r ′.rank(q, R) ; // apply re-ranking
results.append(R′);

return compute_metrics(results)

7 Discussion

Our results indicate that the accuracy of the described QA system benefits from our
re-ranking approach. Hence, it can be applied to improve the performance of already
deployed QA systems that provide a top-10 ranking with confidences as output.
However, the performance gain is small, which might have several reasons. For
example, we did not integrate spell-checking in our re-ranking method which proved
to be effective in our baseline evaluation. Further, the re-ranking model is based
on very simple features. It would be interesting to investigate the impact of more
advanced features, or models, on the ranking performance (e.g., word embeddings
[14] and deep neural networks for learning similarity functions [8, 15]).Nevertheless,
as can be seen in examples 1, 2 and 4 in Table1, high-ranked but incorrect answers are
oftenmeaningfulwith respect to the query: the setting in our evaluation is overcritical,
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Table 3 Performance metrics of the baseline QA pipeline and our re-ranking method (n = 3084)

Metric Method Relative improvement
(%)

Baseline QA Re-ranking

Top-1 accuracy 0.208 0.239 14.83

Top-2 accuracy 0.299 0.334 11.84

Top-3 accuracy 0.353 0.384 8.99

Top-4 accuracy 0.391 0.415 6.31

Top-5 accuracy 0.417 0.44 5.59

Top-6 accuracy 0.438 0.459 4.83

Top-7 accuracy 0.454 0.471 3.74

Top-8 accuracy 0.466 0.48 3.02

Top-9 accuracy 0.478 0.486 1.68

Top-10 accuracy 0.494 0.494 0.00

MRR@10 0.296 0.323 9.15

because we count incorrect, but meaningful answers as negative result. A major
limitation is that the re-ranking algorithm cannot choose answer candidates beyond
the top-10 results. It would be interesting to classify whether an answer is present
in the top-10 or not. If not, the algorithm could search outside the top-10 results.
Such a meta-model can also be used to estimate weaknesses of the QA model: it can
determine topics that regularly fail, for instance, to guide data labelling for a targeted
improvement of the model, also known as active learning [22], and in combination
with techniques from semi-supervised learning [6, 9].

Data labelling and incremental model improvement can be scaled by crowdsourc-
ing. Examples include the parallel supervision of re-ranking results and targeted
model improvement as human oracles in an active learning setting. Results from
crowd-supervised re-ranking allows us to train improved re-ranking models [11,
19], but also a meta-model that detects queries which are prone to error. The logs of
a deployed chatbot, that contain actual user queries, can be efficiently analysed using
such a meta-model to guide the sample selection for costly human data augmentation
and creation. An example of a crowdsourcing approach that could be applied to our
QA system and data, with search logs can be found in [2].

8 Conclusion

We implemented a simple re-ranking method and showed that it can effectively
improve the performance of QA systems after deployment. Our approach includes
the top-10 answer candidates and confidences of the initial ranking for selecting
better answers. Promising directions for futurework include the investigation ofmore
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advanced ranking approaches for increasing the performance gain and continuous
improvements through crowdsourcing and active learning.
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Measuring Catastrophic Forgetting
in Visual Question Answering

Claudio Greco, Barbara Plank, Raquel Fernández, and Raffaella Bernardi

Abstract Catastrophic forgetting is a ubiquitous problem for the current generation
of Artificial Neural Networks: When a network is asked to learn multiple tasks in a
sequence, it fails dramatically as it tends to forget past knowledge. Little is known
on how far multimodal conversational agents suffer from this phenomenon. In this
paper, we study the problem of catastrophic forgetting in Visual Question Answering
(VQA) and propose experiments inwhichwe analyze pairs of tasks based onCLEVR,
a dataset requiring different skills which involve visual or linguistic knowledge. Our
results show that dramatic forgetting is at place in VQA, calling for studies on how
multimodal models can be enhanced with continual learning methods.

1 Introduction

Artificial Neural Networks (ANNs) have brought steep advances to fields such as
speech technology, computer vision, and natural language processing, and lately also
to visually grounded dialogue systems (e.g., [2]).However, there exists a fundamental
open challenge for the development of truly intelligent artificial intelligence: Each
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time a task has to be learned, the model has to undergo a new expensive training
phase using a huge dataset. This is in stark contrast to humans, who do not learn
from scratch for each new task, but instead they build on previous experience, they
incrementally refine their skills during their lifetime, and they typically learn from
easier contexts first. The capability of machine learningmodels to continuously learn
over time by accommodating new information while retaining their past memories
is referred to as continual learning [11]. Most models, when trained sequentially on
new tasks, forget how to perform the previously learned tasks. This phenomenon,
called catastrophic forgetting, is prominent in ANNs [8].

Little is known on how much visually grounded conversational agents—a long
standing challenge of artificial intelligence—suffer from this phenomenon. The task
requires being able to master different skills both at the language and visual rea-
soning levels and at their interface. In the long run, we want to develop multimodal
conversational agents which are able to learn over time without forgetting. As a first
step, in this paper we study catastrophic forgetting for Visual Question Answering
(VQA), which requires to answer natural language questions about images.

2 Related Work

Continual learning has been mostly studied in computer vision. Popular benchmarks
for continual learning methods are tasks involving digit classification, including
Split MNIST [14], or object classification [14], where object classes are learned
incrementally. A more complex task has been studied in [6], where the model learns
to play ATARI games incrementally. As far as we know, catastrophic forgetting in
the domain of visually grounded dialogue has not been studied yet. An approach
studying forgetting in the context of VQA is [10], where a model able to perform
strong generalization has been shown to forget after having been fine-tuned on data
including images where objects have different colors than those previously seen.
We take this work as our starting point and extend it to consider different types of
questions besides different colors, as explained in the next section.

In transfer learning, an interesting question is to uncover relationships between
tasks, a problem that has been studied recently by [13] among visual tasks. We have
not explored this issue yet, but we paid attention to the relationship between tasks
in our experimental design by aiming to compare tasks that differ with respect to
their visual versus linguistic input (Experiment 1 vs. Experiment 2 below). In the
study of continual learning for multimodal models, an important question is which
modality they forget the most. Hence, we focus on task pairs which differ either on
visual or linguistic reasoning skills. Within the research community on dialogue, it is
well-known that children have more difficulty learning polar (yes/no) questions than
wh-questions [9]. Our comparison of linguistic skills in Experiment 2 is motivated
by this finding.

Continual learning methods for classification tasks can be tested in two different
settings: single- and multi-head. In the former, the output space consists of all the
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known labels, whereas in the latter the output space consists of only the labels of
the current task and the model predictions must belong to the classes of that task. At
test-time, in single-head the task identifier is unknown, whereas in multi-head it is
given. Most of the current continual methods are evaluated in a multi-head setting,
in which they perform much better than in single-head [1]. However, single-head
is much more realistic, as models have to learn how to discriminate between tasks
without any task identifier at test-time. Hence, we will adopt a single-head setting.

A comprehensive set of evaluation measures taking into account forgetting, trans-
fer, and computational efficiency has been proposed by [3]. Furthermore, [1] pro-
poses intransigence, which measures the inability to learn new tasks. The problem of
intransigence is much more prominent in the single-head setting because the model
must learn how to distinguish the current task from the previously learned ones.

3 Datasets, Experiments, and Evaluation Metrics

To measure the effect of catastrophic forgetting in VQA we carry out an analysis on
pairs of tasks. We study whether multimodal models forget previously learned tasks
when the task pairs differ with respect to the visual or the linguistic data involved.

Datasets We take CLEVR [4] as starting point since it is a diagnostic dataset to
assess model acquisition of visual reasoning skills. CLEVR is a VQA dataset which
includes synthetic images and automatically generated natural language questions
about them. Each image is associated with a scene graph specifying objects and
attributes, whereas each question is derived by a Functional Program (FP) using the
scene graph of the respective image to obtain the correct answer to the question. FPs
are composed of simple functions corresponding to elementary operations (skills) in
visual reasoning, such as querying object attributes or comparing values (see details
below). Questions are categorized by their type, which is defined by the outermost
function in their FP. In CLEVR there are two sizes, eight colors, two materials,
and three shapes. For instance, the question shown in Fig. 1 (left) is a question of
type “query_attribute”. The FP associated to the question includes different operators
involving various skills, such as ‘query_material’, ‘filter_size’with parameter ‘large’,
‘same_shape’, or ‘filter_color’ with parameter ‘yellow’.

Experiments We perform two experiments, which are described as follows:
Experiment 1: Items swap colors In order to investigate the role of visual

data in catastrophic forgetting, we use CLEVR-CoGenT released by [4] to evaluate
how models learn compositional concepts that generalize. The model has to learn to
answer all question types in CLEVR, but in the data used in Task A all cubes are
gray, blue, brown, or yellow and all cylinders are red, green, purple, or cyan; while
in the data used in Task B, cubes and cylinders swap color palettes. Both datasets
contain spheres of all colors. Figure 1 shows examples of images of the two tasks.
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Q: What is the material of the large object that is
the same shape as the tiny yellow thing?

A: Metal

Q: Does the cyan ball have the same material as
the tiny red thing that is behind the blue sphere?

A: Yes

Fig. 1 In Exp.1, TA does not contain images like the one on the right (and viceversa for TB ). In
Exp.2, TA does not contain yes/no-questions like the one on the right (and viceversa for TB )

Experiment 2: Questions change types In order to investigate the role of
different linguistic input, we created two tasks with wh- vs. yes/no questions about
attributes. Task A contains only “query_attribute” (viz., wh) questions and Task B
contains only “equality” (viz., yes/no) question types as illustrated in Fig. 1.

We build a training, a validation, and a test set for each of the experiments and
each of the tasks. Since the original CLEVR test set does not contain ground-truth
answers, we split the original validation set into validation and test set, accordingly.
For Task B of Experiment 1, we also build a training set from the original validation
set, because CLEVR-CoGenT does not have a training set for Task B.

For Experiment 1 the final train/validation/test split contains resp. 699,960,
75,000 and 75,000 instances for Task A and resp. 49,997, 49,997, and 49,997 for
Task B. ForExperiment 2, the same splits contain resp. 251,749, 26,960, and 26,774
instances for Task A and 141,596, 15,121, and 15,424 instances for Task B. We have
analyzed the frequency of the functions in the FPs of the questions: in both experi-
ments there is a huge overlap between the functions of the two tasks.

Evaluation We consider the following evaluation measures: Accuracy (Acc) and
Remembering (Rem) [3] and Intransigence [1] (Int). Accmeasures the average accu-
racy of the models on the learned tasks, Remmeasures how much the model remem-
bers how to perform previous tasks. Int measures how much the model is unable to
learn new tasks.We also compute an overall score (Overall) defined as the average of
Acc, Rem, and the difference between 1 and the value of Int normalized to lie in the
range [0, 1]. If a model is heavily regularized towards preserving past knowledge, it
will have high Intransigence as it will forget less but it will also be less capable of
learning new tasks. Higher values forAccuracy andRemembering are better, whereas
higher values for Intransigence are worse.
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4 Models, Settings, and Results

ModelsWe take the LSTM + CNN + SA architecture shown in [4] as starting point.
It encodes questions with Long Short-Term Memories (LSTMs) and images with
a ResNet-101 Convolutional Neural Network (CNN) pretrained on ImageNet. The
visual and linguistics representations are combined using Spatial Attention (SA) to
focus on the most salient objects and properties as in [12]. A Multilayer Perceptron
(MLP) receiving as input the resulting features combined using SA predicts the
answer distribution. In order to measure the amount of catastrophic forgetting in the
two experiments, we consider the Naive and Cumulative baselines of [7]. For Naive,
the model is fine-tuned across tasks: it is first trained on Task A and then on Task B
starting from the previously learned parameters. For Cumulative, the model is first
trained on Task A and then cumulatively on examples from Task A and Task B.

Settings Themodels were trained using Adam [5] with a learning rate of 0.0005 with
early stopping. Word embeddings had a size of 300. RNNs had two hidden layers
and LSTM cells had a size of 1024. MLPs had one hidden layer of size 1024. We use
a single-head setup in which the output space consists of all the answers in CLEVR.
As mentioned earlier, this is a more realistic setup, as humans would automatically
understand which skills to exploit according to the kind of question.

Results Table 1 reports the results of the two experiments. First of all, we notice a
difference in the difficulty between the task pairs: In Experiment 2 Task B (Yes/No-
questions) is much harder than Task A (0.521 vs. 0.834, respectively), while this is
less pronounced in Experiment 1 (0.597 vs. 0.797).1

Regarding differences and similarities between the two baseline models, the
Cumulative model by nature cannot forget, since it always sees data from Task A.
Hence, its performance is high in both experiments when trained onAB and tested on
A. In contrast, theNaivemodel is affected by a small amount of forgetting in Exper-
iment 1 (from 0.797 to 0.775) and a dramatic one in Experiment 2 (from 0.834 to
0.001). In Experiment 1, both models profit from sequential learning: they increase
their performance on Task B if they have been trained on Task A before (Naive) or
with alternate batches (Cumulative): from 0.597 to 0.764. In Experiment 2, training
on Task A does not contribute to increase the performance on Task B for the Naive
model (0.521 vs. 0.517), while the Cumulative model benefits substantially from
being exposed to both tasks, reaching 0.749.

The measures on the right side of Table 1 provide an overview of the models’
performance. Regarding Accuracy, in Experiment 1, the difference between Naive
and Cumulative is small, indicating that both models perform well on the tasks they
are trained on (0.785 vs. 0.779). This does not happen inExperiment 2, whereNaive
has much lower performance, mostly because its accuracy on Task A is close to zero
after its training on Task B. Regarding Remembering, in Experiment 1, Naive has

1In Experiment 1, Task A and B are trained on different amounts of data (see Sect. 3). We have
trained the model on Task A with the same amount of data as Task B obtaining very similar
performance: 0.566.
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Table 1 Results of the two experiments (Exp 1 & Exp 2). ‘Train A Test A’ (‘Train B Test B’):
accuracy when training and testing on Task A (B); ‘Train AB Test A’: accuracy when training on
A and B and testing on A; ‘Train AB Test B’: accuracy when training on A and B and testing on
B. The overall metrics on the right are computed according to ‘Train A Test A’, ‘Train AB Test A’
and ‘Train AB Test B’

Train A
Test A

Train B
Test B

Train
AB
Test A

Train
AB
Test B

Acc Rem Int Overall

Exp1 Naive 0.797 0.597 0.775 0.764 0.779 0.978 0.000 0.752

Cumul. 0.792 0.764 0.785 0.995 0.000 0.760

Exp2 Naive 0.834 0.521 0.001 0.517 0.451 0.167 0.233 0.334

Cumul. 0.881 0.749 0.821 1.000 0.000 0.774

a lower score than Cumulative, as it partially forgets Task A after its training on
Task B. The same happens in Experiment 2, where Naive has a much lower score
than Cumulative. This suggests that in Experiment 2 the first task (wh-questions) is
more easily forgotten by theNaivemodel.Regarding Intransigence, inExperiment1
both models have zero scores, which indicates that they are able to learn the new
task easily. This is not the case in Experiment 2, where Naive has a higher Int
score than Cumulative, showing that Naive is not able to learn Task B as easily
as Cumulative does. Thus, when the difference lays in the type of linguistic input
as in Experiment 2, the model has more difficulty in learning new tasks. Finally,
according to the Overall score, Naive is better than Cumulative in both experiments,
but more so in Experiment 2.

5 Conclusion

In this paper, we assessed to what extent a multimodal model suffers from catas-
trophic forgetting in a VQA task. We built tasks involving different visual and lin-
guistic characteristics and investigated whether multimodal models trained to solve
some tasks remembered how to solve previously learned ones. Our results show that
dramatic forgetting is at place in VQA, particularly when tasks involve different
types of linguistic input, and call for studies on how visually grounded models can
be enhanced with continual learning methods.
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Position Paper: Brain Signal-Based
Dialogue Systems

Odette Scharenborg and Mark Hasegawa-Johnson

Abstract This position paper focuses on the problem of building dialogue systems
for people who have lost the ability to communicate via speech, e.g., patients of
locked-in syndrome or severely disabled people. In order for such people to commu-
nicate to other people and computers, dialogue systems that are based on brain
responses to (imagined) speech are needed. A speech-based dialogue system typi-
cally consists of an automatic speech recognition module and a speech synthesis
module. In order to build a dialogue system that is able to work on the basis of brain
signals, a system needs to be developed that is able to recognize speech imagined
by a person and can synthesize speech from imagined speech. This paper proposes
combining new and emerging technology on neural speech recognition and audi-
tory stimulus construction from brain signals to build brain signal-based dialogue
systems. Such systems have a potentially large impact on society.

1 Introduction

A speech-based dialogue system typically takes in a spoken utterance by the user on
the basis of which an action from the dialogue system follows. Communication from
the dialogue system to the user occurs either in text or using synthesized speech.
People who have lost the ability to communicate via speech or sign language (e.g.,
severely paralyzed people or patients of locked-in syndrome [1]) cannot use existing
dialogue systems, nor are they able to communicate with other people. In order
for them to communicate, brain-computer interfaces are needed [2]. These brain-
computer interfaces should be able to convert the intended message from the neural
activity in the brain areas related to speech processing and production into an action
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carried out by the dialogue system or into text or synthesized speech in case of
communication with another person [3].

Two approaches investigating the decoding of speech from neural signals can
be distinguished: in the overt condition, listeners’ neural signals when listening to
speech are recorded and decoded; in the covert condition, listeners’ neural signals
are recordedwhile they imagine to speak and subsequently decoded. The former case
is an important step to understand the relationship between the acoustic signal and
the neural signal; the latter case is the situation that allows patients to communicate
their thoughts and wishes and is the ultimate dream.

Neural signals: The most often used type of neural signal is electrocorticography
(ECoG), which is an invasive methodology in which electrode arrays are placed
directly onto the surface of the brain in patients. Electroencephalography (EEG) is
less invasive as it ‘only’ requires wearing a capwith electrodes, making it a technique
that is more user-friendly and cheaper than ECoG. A downside to using EEG signals
compared to ECoG is that because EEG caps are placed on the outside of the skull,
brain signals obtained with EEG are noisier and have a less good spatial resolution
than ECoG signals. EEG signals however have good time resolution which is import
in speech processing.

Overt condition: [4] presented a proof-of-concept neural speech recognition system,
which used brain responses to continuous speech produced by two speakers obtained
using ECoG from three patients receiving surgery related to epilepsy. Data from these
three individuals were used to train three listener-dependent systems and a listener-
independent system. The obtained phone error rates ranged from 70 to over 80% for
the listener-dependent systems.A reviewof automatic speech recognition of different
types of neural signals found that ECoG provided the best recognition results [5].
Although recognition is poor, these systems show that listener-independent linguistic
information can be obtained from the ECoG signals.

Covert condition: The neural signals that give the best results in brain-computer
interfaces are obtained using ECoG [6, 7, 8]. EEG signals have, however, with limited
success been used to decode imagined articulation of two English vowels [9], three
Dutch vowels [10], two Japanese vowels [11], and “yes” and “no” [12] with above
chance accuracy. Although more research is needed before this technique can be
fully used, for a dialogue system, “yes” and “no” are highly important words.

Auditory stimulus reconstruction: Auditory stimulus reconstruction is an inverse
mapping techniquewhich attempts to create an auditory signal from the neural signals
[3, 13, 14, 15]. This technique can be used to convert the neural signals from a
person listening to speech (overt condition) or the articulation of words imagined by
a person (covert condition) into a temporal and spectral representation. Typically, in
speech-based brain-computer interfaces, the neural activity to (imagined) speech is
decoded into linguistic units such as phonemes or words or acoustic units such as
the speech envelope or the magnitude spectrogram (see [14] for references), which
can be synthesized as speech. Recently, [14] proposed to train a DNN to directly
predict the parameters of the synthesizer from ECoG signals to covert speech rather



Position Paper: Brain Signal-Based Dialogue Systems 391

than go via intermediate representations, so combining neural speech recognition
and synthesis. This approach significantly outperformed a system which used an
audiospectrogram as an intermediate unit.

2 Conclusion

The questionwhether it is possible to build dialogue systems for peoplewho have lost
the ability to communicate via speech using their brain responses to speech cannot
yet be answered in the affirmative. However, initial building blocks are in place
to build such systems, especially for the construction of dialogue systems which
require “yes”/”no” answers. The ultimate goal is to make it possible for the patient
to communicate his or her thoughts by imagining speech which subsequently can
be synthesized, ideally including emotional and speaker-dependent characteristics.
Because of user-friendliness, EEG-based technology is preferred over the invasive
ECoG-based approach.More research is needed to improve the independentmodules
and integrate them into working dialogue systems.
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First Leap Towards Development of
Dialogue System for Autonomous Bus

Maulik C. Madhavi, Tong Zhan, Haizhou Li, and Min Yuan

Abstract This paper describes the dialogue system for the autonomous bus.Without
driver onboard in an autonomous bus, a passenger needs someone to talk to when
in need. In that scenario, the dialogue system in this work helps a passenger to
manage travel plan. The system is designed to work in both chat-oriented and goal-
oriented conversations. The internal design is rule-based utterancematching.We also
describe the database, which can be easily expandable by the administrator for future
development. The dialogue system deployment on android smartphone interface is
demonstrated in this paper.

1 Introduction

Recent technology related to self-driving cars and autonomous vehicle offers sev-
eral advantages over conventional transportation such as less transportation cost and
24 h facility [5]. In a conventional bus transportation service, onboard passengers
usually move to the front to speak to the bus driver (captain) when there is a need.
The autonomous bus (AB) would need to have additional communication/interaction
channels for the passengers in an absence of driver respond to the query. This com-
munication can be helpful for multiple purposes, for example, to inform passengers
the status and navigation plan of autonomous driving, to greet passengers, to alert
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passengers of danger, and to respond to an emergency request. Moreover, people
are getting more and more used to using conversational systems or chatbots to man-
age the schedule and access the information via speech and/or text input [3]. Thus,
AB needs to have a communication system between the AB computer system (in
particular dialogue system) and the onboard passengers.

The dialogue system is a natural, flexible and intuitive way to establish communi-
cation between user and machine or robot and has gained widespread applications in
several places such as voice operated a call center, entertainment, banking applica-
tions, health-care etc. [4]. Similarly, in AB, dialogue system can be helpful to serve
as a role of human driver. For the deployment, we have two possibilities, namely,
onboard kiosk and smartphone application. The onboard kiosk can be at a fixed
position on a bus to provide dialogue service. The main limitation of the onboard
kiosk is its inability to serve multiple passengers at a time. The smartphone app
allows multiple passengers to chat with the AB computer (or dialogue system) con-
currently. Furthermore, passenger can speak or type to their own smartphones at the
comfort of their seat. The typing facility is also very useful for people having speech
or hearing related disabilities. This work is partly motivated by the project, CMU
Let’s Go, where the dialogue system is developed over telephone communication
[6]. However, it is different from Let’s Go because smartphone-based voice interface
plays a major role in the dialogue execution. In the next section, we will discuss the
framework of the spoken dialogue system.

2 Dialogue System Framework

From the implementation viewpoint, similar to conventional spoken dialogue system,
the proposed bus information agent can handle two types of conversations, namely,
question-answer (Q&A) based and goal oriented [1]. The Q&A based conversation
is the context-free conversation between the passenger and the virtual bus agent. The
goal-oriented conversation uses the past queries to understand the passenger’s goal
andhelphim/her to accomplish thegoal. TheQ&Abased conversations aremainly for
general conversation for greeting, acknowledgment, bus management rule-sharing,
etc. The goal-driven conversations are related to bus stop related queries, which can
be addressed by use of AB data.

Figure1 show subsystems in a block diagram of spoken dialogue system frame-
work. The dialogue system contains the three subsystems, namely, Question and
answer (Q&A) subsystem, multiple goal driven subsystem and Google knowledge
interface. The dialogue classification selects the appropriate subsystemwith an intent
recognition module. The Q&A subsystem maintains the general queries with Q&A
database. If the query is in the functional format, the response to be generated depends
on the hidden entity and intent of the query, the conversation is of goal-driven type.
If the query is related to bus station related, then the goal-driven system takes care
the query with the help of AB database. We used past three dialogue intents to store
the dialogue history, which is important in goal-driven system. If the query is more
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Fig. 1 Three sub-systems of AB spoken dialogue system, namely, Q&A subsystem, goal-driven
subsystem, and Google linkage subsystem

general and not answerable by AB database, Google knowledge interface handles
such kind of queries, such as, ‘nearby shopping mall’, etc. In Fig. 1, the curtain
separates the Google interface to other two systems as to indicate that knowledge
base of Google interface is not managed by our dialogue system. Table1 shows the
examples of conversations between user and agent. In the goal-driven conversation,
for payment query, the response requires two slots from users, namely station and
card type, which are asked by an agent in during conversations. The database for
Q&A and multi goal-driven dialogues is prepared with the help of a survey from 20
subjects.

In this work, the vector representation of query is matched against all the stored
queries using cosine similarity metric and the candidate response is selected based
on the maximum similarity. In order to represent the query utterance, the universal
sentence encoding representation trained on large corpus with supervised learning
is used [2]. We use a pre-trained infersent model to obtain 4096-dimensional vector
representation for each query utterance. The sentence encoder used in this work was
earlier tested for semantic textual similarity score [2].

2.1 Q&A Database

The spoken dialogue system of AB is supported by two types of databases associated
with two types of conversations, namely, Q&A, and goal-driven. Q&A subsystem
is supported by the list of question (query) and answer pairs. Table2 shows the
sample Q&A data used in our dialogue system. The scalability of Q&A database
is important for system development and maintenance. We have proposed a Python
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Table 1 Examples of two types of conversations, namely, Q&A type and goal-driven

Q&A type conversation

User Hello (Greeting)

Agent Hello! Nice to meet you!

User Who are you (Self introduction)

Agent I am bus information agent

User Can I stand on the upper decker? (Bus
management rules)

Agent For security reasons, you are not allowed to stand
on upper decker

User Thanks (Acknowledgment)

Agent You are welcome

Goal-driven conversation (AB data)

User How do I Pay (Payment)

Agent Where do you alight at?

User Clementi station (Slot: destination)

Agent Which card are you holding? Student, senior
citizen or adult

User Adult (Slot: card type)

Agent Please pay 1.60 SGD

Goal-driven conversation (Google knowledge interface)

User Nearby shopping mall (Google custom search)

Agent The Clementi Mall, The Star Vista, Rochester
Mall, West Coast Plaza, Viva Vista Mall

Table 2 The sample set of Q&A data

Category Query Response

Greeting Hello, Good morning Hello! Nice to meet you

Acknowledge Thank you, Thanks You are welcome

Self-introduction Please tell me your name I am bus information agent

Rule-sta_name Can you alert when to get off For your information, the name
of the station will appear on the
screen

Rule-ticket_print No tickets printed what should I
do

Your feedback has been
transferred to maintenance’s
team. Have a nice ride!

Rule-change Do you have any change Sorry, We do not provide change

Rule-upper_deck Can we stand on the upper
decker

For safety reasons, standing at
the upper decker is prohibited.
Please stand at the lower decker

Rule-trolley I am with my trolley bag. Can I
take onboard

Yes, you must fold up the trolley
when needed
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Fig. 2 The screenshot of Q&A edit interface for an administrator to scale up the database

interface that allows administrators to augment the existing databasewith newQ&As.
When receiving an input Q&A, the Python interface is able to automatically decide
whether to merge with an existing entry or to create new entry. It also shows the
similar five matching results to let the administrator select appropriate candidate.
Thus, this interface provides ‘easy to edit and upgrade’ interface for non technical
person. Figure2 shows the screenshot of Q&A edit interface.

2.2 AB Database

This database is related to the autonomous bus service and useful while goal-drive
conversation. AB data is linked to particular bus services. Each distinct QR code is
responsible for loading the database of particular bus service. This database deals
with the queries related to bus station information, fare related queries, etc. Thus,
it manages goal-driven conversation as to achieve the goal of a user (passenger).
The goal-driven conversations together with the dialogue history are maintained by
hand-crafted rules. In addition to this data, the backend system is connected to the
Google knowledge interface for custom search related to places.

3 Dialogue System Interface

For practical deployment, we have used socket communication for connecting the
android smartphone to the dialogue system backend system. The dialogue supports
both speech and text interface. The speech interface converts the user’s spoken input
into text and we use in built Google speech recognition. The android smartphone
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Fig. 3 Android smartphone interface to AB spoken dialogue system. Left panel shows the QR code
scanning interface. Right panel shows the android UI supported by speech and text inputs

interface is shown in Fig. 3. The QR code scanning registers the user to communicate
the dialogue system (refer Fig. 3a). The UI provides both speech and text interface
for communicating the backend dialogue system (refer Fig. 3b).

4 Evaluation of Dialogue System

The performance of dialogue system depends on the correct identification of intent
and entity. The evaluation is done at two levels, namely, dialogue classification-level
and subsystem-level. At dialogue classification-level, we evaluate the classification
performance as to how a test query is classified into one of the three subsystems. At
subsystem-level, we evaluate the recognition performance within three subsystem
assuming that the dialogue classification is correct. The cosine similarity between
the vector representation of query from test set and train is performed to obtain the
intent and entity. We have total 32 types of queries, which are having distinct intent
and entity. The test query is said to be correctly classified if the response of the test
query is the same as a matched query. In this experiment, we randomly selected 34
queries (20% of the total number of queries) as test queries from the total of 224
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Fig. 4 Performance of
intent and entity recognition
in box-whisker plot (median
is at 85.0%)

65 70 75 80 85 90 95

Intent and entity recognition performance

Table 3 Performance of intent and entity recognition

Level of evaluation Subsystem Performance (%)

Classification level – 97.97

Subsystem level Q&A 91.82

Multi-goal 77.96

Google knowledge 97.97

Overall – 84.91

queries. We kept the remaining queries as training queries. For the experiments to
be statistical significant, we conducted 1000 simulations and shown in Fig. 4. The
performance of intent recognition is given in Table3.

5 Summary and Conclusions

This paper presents the description of a spoken dialogue system for AB developed
on android smartphone. The dialogue system supports two types of conversations,
namely, Q&A and goal-driven conversations. We presented an overall design of the
dialogue system with a data editing interface scheme for administration purpose.
We evaluated our dialogue system in terms of joint intent and entity recognition
performance. This work only scratches the surface of a possible design of the spoken
dialogue system forAB.However, there are future scopes to involvemachine learning
based approaches for natural language understanding and dialogue policy. Further,
we would like to evaluate the performance of the entire dialogue system.
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Rafael E. Banchs, Kotaro Funakoshi, Michimasa Inaba, Yuiko Tsunomori,
Tetsuro Takahashi, and João Sedoc

Abstract To promote the research and development of dialogue breakdown detec-
tion for dialogue systems, we have been organizing a series of dialogue breakdown
detection challenges to detect a system’s inappropriate utterances that lead to dia-
logue breakdowns in chat-oriented dialogue. In this paper, we overview Dialogue
BreakdownDetection Challenge 4 (DBDC4). As in the previous challenges, we used
datasets in English and Japanese. Four teams participated in the challenge, in which
all four teams worked on English, and two of the four teams worked on Japanese as
well. This paper describes the task setting, evaluation metrics, and datasets for the
challenge and the results of the submitted runs of the participants.
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1 Introduction

Detecting dialogue breakdown [7] is the task of detecting whether a system utterance
causes a dialogue breakdown (when users cannot continue a conversation with the
system [5, 6, 9]) in a given dialogue context. The participants develop a dialogue
breakdown detector that outputs a dialogue breakdown label (B: breakdown, PB:
possible breakdown, or NB: not a breakdown) and a distribution of these labels. The
labels are defined as follows.

(NB) Not a breakdown: It is easy to continue the conversation.
(PB) Possible breakdown: It is difficult to continue the conversation smoothly.

(B) Breakdown: It is difficult to continue the conversation.

In Dialogue Breakdown Detection Challenge 4 (DBDC4), as in Dialogue Break-
down Detection Challenge 3 (DBDC3), we prepared datasets in two languages:
English and Japanese. Out of ten teams registered, four teams participated in this
challenge. All four teams worked on English, and two of the four teams worked
also on Japanese. In this paper, we describe the task setting, evaluation metrics, and
datasets, and we give the results of the runs submitted by the participants.

2 Task Setting

Dialogue breakdown detection is detecting whether a system’s utterances cause dia-
logue to break down in a given dialogue context [7]. For example, consider the
following dialogue.

S1: It’s nice to go shopping alone.
U1: I agree. It’s nice.
S2: Shopping takes time.
U2: Window shopping is also fun.
S3: It’s fun to go shopping with someone else.

Here, system utterances are prefixed by S and user utterances by U. The dialogue
context is from S1 to U2, and the target utterance for dialogue breakdown detection is
S3 (underlined). In this example, S3 will likely cause a dialogue breakdown because
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Fig. 1 Illustration of the task setting

S3 contradicts S1. Therefore, a detector that classifies this as a dialogue breakdown
will be regarded as accurate. We say “likely” because a human’s decision regarding
dialogue breakdown is highly subjective, and deciding on a single gold label is
difficult. Therefore, we use several annotators for dialogue breakdown annotation
and refer to majority voting and their probability distribution.

The participants were given pairs of dialogue context and a succeeding system
utterance; then, they submitted (1) a single dialogue breakdown label and (2) the
probability distribution of breakdown labels for each pair (See Fig. 1). Although some
utterances may exist after the target utterance, they cannot be used for prediction
because we focus on avoiding dialogue breakdown rather than on recovery. Each
participant could submit up to five “runs” for each language so several parameters for
dialogue breakdown detection could be tested. Compared to the previous challenges,
we increased the number of runs from three to five, reflecting the possible large
parameter space when applying deep learning methods.

3 Evaluation Metrics

As in the previous challenges, we used classification-related and distribution-related
evaluation metrics. In DBDC4, we emphasized mean squared error (MSE) related
metrics, namely MSE(NB, PB, B) and MSE(NB+PB, B), which we found were
better than other metrics; we enumerated possible evaluation metrics and ranked
them based on system ranking stability and discriminative power, which are the two
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criteria commonly used in information retrieval research to derive evaluationmetrics.
See [15] for more details.

3.1 Classification-Related Metrics

We evaluated the accuracy in classifying dialogue breakdown labels with classifica-
tion-related metrics. We calculated the accuracy by comparing the output of the
detector and the gold label determined by majority voting. We used a threshold t to
obtain the gold label by first finding the majority label and checking if the ratio of
that label is above t ; if so, the gold label becomes that label and NB otherwise. We
used the following metrics.

• Accuracy: the number of correctly classified labels divided by the total number of
labels to be classified.

• Precision, Recall, F-measure (B): the precision, recall, and F-measure for the
classification of B labels.

• Precision, Recall, F-measure (PB+B): The precision, recall, and F-measure for
the classification of PB + B labels; that is, PB and B labels are treated as a single
label.

These metrics can provide intuitive results for the detection of dialogue break-
downs because they are used to directly evaluate whether dialogue breakdowns are
correctly classified or not. However, the choice of an appropriate t value remains an
issue. In this challenge, we used t = 0.0, which means simple majority voting.

3.2 Distribution-Related Metrics

We used distribution-related metrics to evaluate the similarity between the distribu-
tions of dialogue breakdown labels, calculated by comparing the predicted distribu-
tion of the labels with that of the gold labels. We calculated these values for each
utterance and used the mean values for evaluation. We used the following metrics.

• JS divergence (NB, PB, B): distance between the predicted distribution of the three
labels and that of the gold labels calculated by the Jensen–Shannon divergence.

• JS divergence (NB, PB+B): JS divergence when PB and B are regarded as a single
label.

• JS divergence (NB+PB, B): JS divergence when NB and PB are regarded as a
single label.

• Mean squared error (NB, PB, B): distance between the predicted distribution of
the three labels and that of the gold labels calculated by the mean squared error.

• Mean squared error (NB, PB+B): mean squared error when PB and B are regarded
as a single label.
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• Mean squared error (NB+PB, B): mean squared error when NB and PB are
regarded as a single label.

These metrics are used to compare the distributions of the labels, enabling a direct
comparison with the gold labels. These metrics are more reliable compared to the
classification-related ones though not be as interpretable.

4 Datasets

We prepared datasets in English and Japanese. All the dialogues in the datasets
are composed of alternately conversed human-chatbot text dialogue. All the system
responses in the datasets were annotated with three dialogue breakdown labels: NB,
PB, and B. We give the details of the datasets in each language below.

4.1 Datasets for English

The development and evaluation data consisted of dialogue sessions from two
resources, the dialogue sessions made with the IRIS [1, 3] dialogue system and
Conversational Intelligence Challenge 2 (ConvAI2) dataset.1 Among the multiple
datasets provided by ConvAI2, the dialogues provided as “data_tolokers.json” were
used for DBDC4. “data_tolokers.json” has dialogue sessions made with multiple
dialogue systems indicated by anonymous names such as “Bot 001.” We selected
dialogue sessions with six systems (“Bot 001” to “Bot 006”).

We used dialogue sessions that satisfied the following criteria:

• There are 11 or more system utterances in a dialogue.
• There is no utterance that consists of only emoji.
• Utterances of a dialogue do not contain instruction statements such as “Text is not
given. Please try to type /end and /test to reset the state and get text.”

• Utterances of a dialogue do not contain “/test.”

If an utterance contained the command “/start,” utterances below the command
were used. All emojis were replaced with text that represented their meanings, such
as “[WAVING HAND SIGN].”

Dialogue breakdown annotation was performed by the Amazon Mechanical Turk
(AMT)2 crowd-sourcing service by using 15 annotators for each system utterance. In
previous challenges, we used 24–30 annotators; however, we decreased the number
of annotators to 15 in this challenge (except for the dialogue live competition data
described below) for budget reasons and because we wanted to increase the number

1https://github.com/DeepPavlov/convai/tree/master/data.
2https://requester.mturk.com.

https://github.com/DeepPavlov/convai/tree/master/data
https://requester.mturk.com
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of dialogues for deep learning methods to be successfully applied. We informed the
annotators that the task required native English skills.

4.1.1 Development and Evaluation Data

For the development data, 211 dialogue sessions were chosen at random from the
mass of IRIS and ConvAI2 dialogues that satisfied our requirements. For the evalua-
tion data, 200 dialogue sessions were also chosen at random. Each system utterance
(except for the initial system prompt) was annotated by 15 annotators.

Table1 shows the distribution and inter-annotator agreement (Fleiss’ kappa) of
the dialogue breakdown labels over the systems.

4.2 Datasets for Japanese

For the Japanese datasets, we asked the annotators to use the datasets we previously
created for DBDC1–DBDC3. We also created and distributed new dialogues col-
lected from the dialogue system live competition held in Japan in November 2018
[8]. We annotated the dialogues of five systems whose developers gave us consent
to annotate and distribute the dialogues for public use. Here, we briefly describe the

Table 1 Statistics of English datasets

Development data

Bot001 Bot002 Bot003 Bot004 Bot005 Bot006 IRIS

No. of sessions 39 38 42 41 2 6 43

No. of annotators 15 15 15 15 15 15 15

NB (Not a breakdown) (%) 40.4 40.8 35.8 39.9 22.0 16.4 30.0

PB (Possible breakdown) (%) 29.4 26.8 29.5 29.4 37.0 22.6 30.3

B (Breakdown) (%) 30.2 32.4 34.7 30.7 41.0 61.0 39.6

Fleiss’ κ (NB, PB, B) 0.11 0.20 0.16 0.18 0.11 0.10 0.12

Fleiss’ κ (NB, PB+B) 0.16 0.30 0.25 0.26 0.12 0.13 0.15

Evaluation data

Bot001 Bot002 Bot003 Bot004 Bot005 Bot006 IRIS

No. of sessions 46 33 47 38 2 7 27

No. of annotators 15 15 15 15 15 15 15

NB (Not a breakdown) (%) 45.1 44.9 41.5 46.4 22.0 27.2 35.9

PB (Possible breakdown) (%) 31.3 29.3 31.4 29.5 19.3 33.0 29.7

B (Breakdown) (%) 23.6 25.8 27.0 24.2 58.7 39.8 34.4

Fleiss’ κ (NB, PB, B) 0.09 0.12 0.14 0.12 0.09 0.06 0.08

Fleiss’ κ (NB, PB+B) 0.13 0.18 0.20 0.17 0.15 0.11 0.12
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Table 2 Statistics of Japanese datasets
JCDC-1146 DBDC1 DBDC2 (DVL/EVL) DBDC3 (EVL)

init100 rest1046 DVL/EVL DCM DIT IRS DCM DIT IRS
No. of sessions 100 1046 20/80 50/50 50/50 50/50 50 50 50
No. of annotators 24 2 or 3 30 30 30 30 30 30 30
NB (Not a Breakdown) 59.2% 58.3% 37.1% 39.8% 33.0% 37.4% 34.9% 25.3% 29.3%
PB (Possibly Breakdown) 22.2% 25.3% 32.2% 30.2% 27.4% 24.3% 34.2% 28.3% 23.8%
B (Breakdown) 18.6% 16.4% 30.6% 29.9% 39.5% 38.3% 30.9% 46.4% 46.9%
Fleiss’ κ (NB, PB, B) 0.28 0.28 0.20 0.31 0.24 0.36 0.24 0.14 0.27
Fleiss’ κ (NB, PB+B) 0.40 0.40 0.27 0.44 0.38 0.48 0.32 0.20 0.37

Live Competition (DVL/EVL) DBDC4 (EVL)
MMK MRK TRF ZNK IRS DCM DIT IRS

No. of sessions 15/14 15/14 14/16 16/14 13/15 50 50 50
No. of annotators 30 30 30 30 30 15 15 15
NB (Not a Breakdown) 61.0% 48.9% 65.7% 42.7% 34.6% 47.7% 34.0% 38.8%
PB (Possibly Breakdown) 27.4% 34.0% 22.4% 31.4% 28.7% 31.6% 34.3% 29.2%
B (Breakdown) 11.6% 17.1% 12.0% 26.0% 36.7% 20.7% 31.8% 32.0%
Fleiss’ κ (NB, PB, B) 0.11 0.15 0.19 0.21 0.29 0.22 0.13 0.29
Fleiss’ κ (NB, PB+B) 0.16 0.21 0.26 0.29 0.37 0.28 0.17 0.40

development data and the newly created evaluation data. See Table2 for the statistics
of the Japanese datasets.

4.2.1 Development Data

Chat dialogue corpus This dataset has 1,146dialogue sessions. Thedialogueswere
collected using NTT DOCOMO’s chat API (DCM) [10]. One hundred dialogues
(called “init100”)were annotated by24 annotators; the rest of the dialogues (called
“rest1046”) were annotated by 2 or 3 annotators. Dialogue breakdown annotation
was done by the researchers working on chat-oriented dialogue systems in Japan.

Development data for DBDC1 This dataset has 20 dialogue sessions. The dia-
logues were collected using DCM and the CrowdWorks3 crowd-sourcing service
and were annotated by 30 annotators using the Yahoo! Crowd-sourcing4 service.
All datasets in DBDC1–DBDC3 were collected and annotated in the same way.

Evaluation data for DBDC1 This dataset has 80 dialogue sessions. The dialogues
were collectedusingDCM.Each systemutterancewas annotatedby30annotators.

Development data for DBDC2 This dataset has 150 dialogue sessions. The dia-
logues were collected using DCM, DIT (Denso IT Laboratories’ system) [14],
and IRS (IR-status from [11]) systems. Each system utterance was annotated by
30 annotators.

3http://crowdworks.jp.
4http://crowdsourcing.yahoo.co.jp.

http://crowdworks.jp
http://crowdsourcing.yahoo.co.jp
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Evaluation data for DBDC2 This dataset has 150 dialogue sessions, 50 dialogues
each from DCM, DIT, and IRS. Each system utterance was annotated by 30
annotators.

Evaluation data for DBDC3 This dataset has 150 dialogue sessions, 50 dialogues
each from DCM, DIT, and IRS. Each system utterance was annotated by 30
annotators.

Dialogue system live competition data This dataset contains 73 dialogues from
five systems. We had 146 dialogues as original data and split them to use half
for development data and the other half for evaluation. Since there were only
about 15 dialogues for each system, we used this dataset to train and test dia-
logue breakdown detectors when only a small amount of data was available. Each
system utterance was annotated by 30 annotators.

4.2.2 Evaluation Data

The evaluation data for Japanese contained 223 dialogue sessions: 50 dialogues each
fromDCM,DIT, and IRSand73dialogues from thedialogue system live competition.
This data was newly created for this challenge. Each system utterance for DCM,DIT,
and IRS was annotated by 15 annotators. The dialogue system live competition data
was annotated by 30 annotators. We used the same procedure that we used to create
the evaluation data for DBDC2 and DBDC3 except for the number of annotators.

5 Submitted Runs

Out of ten teams registered, four teams submitted the results. Table3 shows the
descriptions of the systems for English, information about the teams, and descriptions
of the runs. The table shows the information of the two baselines we prepared, one
based on conditional random fields and one that simply uses the majority label in
the training data. Notably, except for a run of RSL19BD, all runs used deep learning
methods.

For the submitted runs for Japanese, two teams that submitted runs for English
participated with the samemethods used for English. See Table4 for the descriptions
of the teams and their runs and information about the baselines.

6 Results

Tables5, 6, 7, 8, 9 and 10 show the results for all the metrics in the English and
Japanese runs. The runs are sorted by their performance. The results are the average
of all utterances in the datasets for each language.
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Table 5 Overall results of JS divergence (English)
Run JSD (NB, PB, B) Run JSD (NB, PB+B) Run JSD (NB+PB, B)

RSL19BD run5 0.0662 RSL19BD run5 0.0389 RSL19BD run5 0.0416

RSL19BD run3 0.0675 NTTCS19 run1 0.0389 RSL19BD run3 0.0424

RSL19BD run4 0.069 NTTCS19 run2 0.0391 NTTCS19 run4 0.0433

NTTCS19 run4 0.0693 RSL19BD run3 0.0401 RSL19BD run4 0.0438

RSL19BD run1 0.07 NTTCS19 run4 0.0407 RSL19BD run1 0.0438

NTTCS19 run3 0.0709 RSL19BD run4 0.0412 NTTCS19 run3 0.0449

RSL19BD run2 0.0725 NTTCS19 run3 0.0417 RSL19BD run2 0.0462

NTTCS19 run1 0.0733 RSL19BD run1 0.042 NTTCS19 run2 0.0481

NTTCS19 run2 0.0752 RSL19BD run2 0.0439 NTTCS19 run1 0.0504

majority run1 0.08 Majority run1 0.0507 Majority run1 0.0505

BitTalk run1 0.0992 BitTalk run1 0.0706 BitTalk run1 0.057

LIIR run1 0.4245 Baseline run1 0.3176 Baseline run1 0.267

baseline run1 0.4381 LIIR run1 0.4193 LIIR run1 0.4186

Table 6 Overall results of mean squared error (English)
Run MSE (NB, PB, B) Run MSE (NB, PB+B) MSE MSE (NB+PB, B)

RSL19BD run5 0.0336 NTTCS19 run2 0.0432 RSL19BD run5 0.0369

RSL19BD run3 0.0346 RSL19BD run5 0.0439 RSL19BD run3 0.0381

NTTCS19 run4 0.0351 NTTCS19 run1 0.0444 NTTCS19 run4 0.0384

RSL19BD run4 0.0353 RSL19BD run3 0.0455 RSL19BD run4 0.0389

NTTCS19 run3 0.0361 NTTCS19 run4 0.0455 RSL19BD run1 0.0398

RSL19BD run1 0.0362 RSL19BD run4 0.0469 NTTCS19 run3 0.0399

RSL19BD run2 0.0374 NTTCS19 run3 0.0472 RSL19BD run2 0.0414

NTTCS19 run2 0.0377 RSL19BD run1 0.048 NTTCS19 run2 0.0429

NTTCS19 run1 0.0378 RSL19BD run2 0.0506 Majority run1 0.0449

Majority run1 0.0415 Majority run1 0.0583 NTTCS19 run1 0.0465

BitTalk run1 0.0506 BitTalk run1 0.0734 BitTalk run1 0.0513

LIIR run1 0.1323 LIIR run1 0.2641 Baseline run1 0.2295

Baseline run1 0.2237 Baseline run1 0.2788 LIIR run1 0.2853

As we noted, we focused on the results of MSE(NB, PB, B) and MSE(NB+PB,
B), whichweremore reliable than othermetrics (see [15]). As for English, RSL19BD
run5 with 0.0336 of MSE(NB, PB, B) and 0.0369 of MSE(NB+PB, B) performed
the best. Themethod used was based on the combination of a Random Forest Regres-
sor and an LSTM-based method. As for Japanese, NTTCS19 run1 with 0.0463
of MSE(NB, PB, B) and 0.0507 of MSE(NB+PB, B) performed the best. The
method used was based on Bidirectional Encoder Representations from Transform-
ers (BERT) [2]. For the details of themethods, please refer to their system description
papers [4, 12, 13, 16].

We analyzed the performance of the upper bound by splitting the annotators,
regarding one half as references and the other half as hypotheses. Refer to Tables11
and 12. Regarding MSE(NB, PB, B) and MSE(NB+PB, B), the upper bounds were
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Table 7 Overall results of classification (English)
Run Accuracy Run F1 (B) Run F1 (PB+B)

NTTCS19 run4 0.556 RSL19BD run5 0.469 NTTCS19 run1 0.7664

Majority run1 0.5365 RSL19BD run4 0.465 RSL19BD run2 0.7276

NTTCS19 run3 0.5345 NTTCS19 run1 0.4641 RSL19BD run4 0.7174

NTTCS19 run2 0.532 RSL19BD run3 0.4554 RSL19BD run3 0.6961

LIIR run1 0.5335 NTTCS19 run3 0.4547 RSL19BD run5 0.6947

RSL19BD run5 0.5255 RSL19BD run2 0.4483 RSL19BD run1 0.674

RSL19BD run3 0.52 NTTCS19 run2 0.4482 NTTCS19 run3 0.6724

RSL19BD run4 0.505 RSL19BD run1 0.4411 BitTalk run1 0.6492

RSL19BD run1 0.499 NTTCS19 run4 0.4403 NTTCS19 run2 0.6369

NTTCS19 run1 0.488 BitTalk run1 0.3901 NTTCS19 run4 0.6079

RSL19BD run2 0.473 Baseline run1 0.3421 Baseline run1 0.5803

Baseline run1 0.4635 LIIR run1 0.0981 LIIR run1 0.0984

BitTalk run1 0.4355 Majority run1 0 Majority run1 0

Table 8 Overall results of JS divergence (Japanese)
Run JSD (NB, PB, B) Run JSD (NB, PB+B) Run JSD (NB+PB, B)

RSL19BD run5 0.0947 RSL19BD run5 0.0601 NTTCS19 run1 0.0612

NTTCS19 run1 0.0953 RSL19BD run4 0.0602 RSL19BD run5 0.0636

RSL19BD run4 0.0954 RSL19BD run3 0.0615 RSL19BD run4 0.0646

RSL19BD run3 0.0967 NTTCS19 run1 0.062 RSL19BD run1 0.0647

RSL19BD run1 0.0975 RSL19BD run2 0.0623 RSL19BD run3 0.0659

RSL19BD run2 0.0989 RSL19BD run1 0.0627 NTTCS19 run2 0.0674

NTTCS19 run2 0.1014 NTTCS19 run2 0.0642 RSL19BD run2 0.0684

NTTCS19 run3 0.1259 NTTCS19 run3 0.084 Majority run1 0.0818

Majority run1 0.136 NTTCS19 run4 0.0937 NTTCS19 run3 0.0871

NTTCS19 run4 0.1361 Majority run1 0.1016 NTTCS19 run4 0.0933

Baseline run1 0.3839 Baseline run1 0.2628 Baseline run1 0.2342

Table 9 Overall results of mean squared error (Japanese)
Run MSE (NB, PB, B) Run MSE (NB, PB+B) Run MSE (NB+PB, B)

NTTCS19 run1 0.0463 NTTCS19 run1 0.0635 NTTCS19 run1 0.0507

RSL19BD run5 0.0475 RSL19BD run5 0.064 RSL19BD run5 0.0556

RSL19BD run4 0.048 RSL19BD run4 0.0643 RSL19BD run1 0.0568

RSL19BD run1 0.0492 RSL19BD run3 0.0662 RSL19BD run4 0.0568

RSL19BD run3 0.0493 NTTCS19 run2 0.067 NTTCS19 run2 0.0581

NTTCS19 run2 0.0504 RSL19BD run1 0.0671 RSL19BD run3 0.0591

RSL19BD run2 0.0509 RSL19BD run2 0.0674 RSL19BD run2 0.0622

NTTCS19 run3 0.0653 NTTCS19 run3 0.0915 Majority run1 0.0669

Majority run1 0.0669 Majority run1 0.1026 NTTCS19 run3 0.0779

NTTCS19 run4 0.0715 NTTCS19 run4 0.1028 NTTCS19 run4 0.0848

Baseline run1 0.1997 Baseline run1 0.2293 Baseline run1 0.2085
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Table 10 Overall results of classification (Japanese)
Run Accuracy Run F1 (B) Run F1 (PB+B)

NTTCS19 run1 0.5841 NTTCS19 run1 0.5387 NTTCS19 run2 0.7254

NTTCS19 run2 0.5724 NTTCS19 run2 0.5255 NTTCS19 run1 0.7091

RSL19BD run3 0.5476 RSL19BD run2 0.4613 NTTCS19 run4 0.7026

RSL19BD run5 0.5444 NTTCS19 run3 0.4605 RSL19BD run2 0.7014

RSL19BD run2 0.5412 RSL19BD run5 0.4603 NTTCS19 run3 0.7011

RSL19BD run4 0.5412 RSL19BD run3 0.4589 RSL19BD run3 0.6811

RSL19BD run1 0.539 RSL19BD run4 0.4583 RSL19BD run4 0.6782

Baseline run1 0.533 RSL19BD run1 0.4568 RSL19BD run5 0.6667

Majority run1 0.4993 NTTCS19 run4 0.4512 Baseline run1 0.6592

NTTCS19 run3 0.4808 Baseline run1 0.4367 RSL19BD run1 0.656

NTTCS19 run4 0.4446 Majority run1 0.3846 Majority run1 0.5485

Table 11 Upper bound (classification-related metrics)

Accuracy Precision(B) Recall(B) F-measure(B)

English 0.5891 0.4971 0.5284 0.5116

Japanese 0.7884 0.7296 0.7328 0.7305

Precision(PB+B) Recall(PB+B) F-measure(PB+B)

English 0.7809 0.6808 0.7272

Japanese 0.9028 0.7396 0.8128

Table 12 Upper bound (distribution-related metrics)

JSD(NB, PB, B) JSD(NB, PB+B) JSD(NB+PB, B)

English 0.1169 0.0577 0.0559

Japanese 0.0495 0.0254 0.0239

MSE(NB, PB, B) MES(NB, PB+B) MSE(NB+PB, B)

English 0.0516 0.0541 0.0459

Japanese 0.0196 0.0215 0.0142

0.0516 and 0.0459 for English and 0.0196 and 0.0142 for Japanese, indicating that
that the English runs achieved a closer value to human-level performance while
there is still room to improve for Japanese. We attribute this to the rather low inter-
agreement for the English datasets; high variance in the annotations can make the
upper bound lower. When we looked at the performance of F1(B) for Japanese, we
saw there is a lot of room for improvement, given the best run achieved 53%whereas
the human performance is about 73%. Although we found MSE metrics to be more
reliable than those in our previous study, we may need to reconsider our preferences
regarding the metrics in terms of how much room there is compared to the upper
bounds.
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7 Summary and Future Work

We overviewed our Dialogue BreakdownDetection Challenge 4 (DBDC4) for which
we prepared both English and Japanese datasets. Out of the ten teams registered, four
teams participated using various methods of detecting dialogue breakdown. Most of
the submitted runs used deep-learning methods and achieved promising results. We
obtained accuracies close to the upper bound in English, but there is still room for
improvement for Japanese, likely due to the low inter-annotator agreement in the
English dataset. We plan to consider ways to improve the quality of the dataset.
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Dialogue Breakdown Detection Using
BERT with Traditional Dialogue
Features

Hiroaki Sugiyama

Abstract Despite of the significant improvements of Natural Language Process-
ing with Neural networks such as machine reading comprehensions, chat-oriented
dialogue systems sometimes generate inappropriate response utterances that cause
dialogue breakdown because of the difficulty of generating utterances. If we can
detect such inappropriate utterances and suppress them, dialogue systems can con-
tinue the dialogue easily.

1 Introduction

Chatting with people is an important function of dialogue systems in building social
relationships with users. This not only provides therapeutic and entertainment bene-
fits but also plays an important role in drawing out the user’s potential requirements
and constructing a good relationship with the user. Furthermore, such conversational
dialogue has the potential to improve the performance of task-oriented dialogue
[1]. Thus, the construction of conversational dialogue systems (also called non-task
oriented dialogue systems or chat-oriented dialogue systems) has recently gained
attention [2–4].

The difficulty of developing chat-oriented dialogue systems is that such systems
are required to respond to a very wide range of topics expressed by user utterances.
Since it is still difficult for the current dialogue systems to continue outputting appro-
priate responses, utterances that cause the dialogue to collapse are often generated.
It is assumed that the continuation of dialogue becomes easy when we can detect
and suppress such problematic utterances.

In a previous dialogue breakdown detection challenge (DBDC), the author pro-
posed a dialogue breakdown detection system that captures frequently appearing
error patterns that are specific to each utterance generation approach [5]. The authors
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proved that traditional dialogue features such as dialogue-acts or sentence similarities
calculated with word vectors are effective to such errors.

From the other viewpoint, machine reading comprehension with neural networks
are so popular recently, and many significant improvements are frequently proposed.
Especially, BERT achieves SOTA in many natural language processing tasks and
has gained attention. BERT adopts pre-training task called Next Sentence Predic-
tion (NSP) that evaluates the cohesion of sentence pairs. Since NSP task resembles
dialogue breakdown detection, we expect that BERT improves dialogue breakdown
detection performance. In this paper, we propose a novel dialogue breakdown detec-
tion method that combines BERT and traditional dialogue features, and examine the
effectiveness of the additional features.

2 Systems

We utilize BERT [6] to detect dialogue breakdown. In addition to the original BERT,
we introduce traditional dialogue features such as dialogue-act to improve the esti-
mation performance. In this section, we explain the structure of our model and the
details of additional features.

2.1 BERT with Additional Features

BERT is a Transformer-based method that achieves SOTA performances in many
kinds of Natural Language Processing tasks [6]. The important advantage of BERT
is that, once a transformer model is pre-trained with large-scale text corpus, we can
fine-tune the pre-trained model with fewer data than the scratch.

When we adopt BERT to classification tasks, we use the final hidden state of
Transformer corresponding to first token ([CLS]) as the aggregate sequence repre-
sentation, to which we adopt feed-forward networks and softmax functions for final
outputs (classification results). The feed-forward network is pre-trained with Next
Sentence Prediction (NSP) task, where BERT predicts whether randomly chosen two
sentences A and B are actually connected (A follows B) or not. Since this NSP task
resembles our dialogue breakdown task, we expect that BERT improves the estima-
tion performance. However, since BERT pre-trained models in public are not trained
with dialogue corpus, the prediction possibly does not suit for our task. Besides,
pre-training of the model with dialogue data is difficult because it requires a huge
size of texts.

To overcome this difficulty, we concatenate additional dialogue features that rep-
resent the naturalness of dialogue flow to the aggregate representation. Figure 1
illustrates our model. Original BERT estimates only aggregate representation C in
the left side. We utilize word (token) vectors T obtained from BERT to calculate
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Fig. 1 Distribution of annotated winning rates between annotators

sentence vectors of the dialogue context. Dialogue acts are separately estimated and
predicted using other BERT models, and are concatenated to the vector C and T .

2.2 Features

In this section, we explain the details of the dialogue features shown in Fig. 1.

2.2.1 Dialogue Act

Dialogue act represents the action types of each utterance such as question or greet-
ing. This is a very common dialogue feature to represent dialogue flow [7], and is
proved as an effective feature for dialogue breakdown detection [5]. For example,
in DBDC, all of the systems sometimes respond with questions even when the user
utterance is a question. Dialogue acts are useful to capture such kinds of errors. In this
study, we utilize estimated dialogue acts of the target system utterance and adjacent
user utterance, and in addition, we use predicted dialogue acts that are expected to
be suitable for the next utterance after the user utterance. We use a dialogue acts
definition proposed in [8], in which they categorize utterances into 33 dialogue acts.

We train dialogue acts estimator and predictor with regression of multi-label
expressions (e.g.., [0,0,1,0,1,0,..]), since one utterance possibly contains multiple
dialogue acts.

We train Japanese dialogue acts estimator and predictor with NTT’s Japanese chat
dialogue corpus (3680 dialogues) [4], usingBERTwithwords that are tokenizedwith
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sentencepiece. English dialogue acts estimator and predictorwere trainedwithNTT’s
English situation dialogue corpus (4000 dialogues), using BERT with words.

2.2.2 Sentence Length

With the technology of the current dialogue system, it is difficult to estimate the
consistency of the user utterance and the system utterance. Therefore, there is the
problem that the longer the system utterance is, the greater the possibility that an
unrelated element is included. In particular, DIT system of Japanese task tends to
generate very long utterances, and thus, the utterance does not match the content of
the user utterance. Here, we add token length of the target utterance to the features.

2.2.3 Number of Elapsed Turns

All three dialogue systems generate relatively appropriate utterances at the beginning
of a dialogue, but the proportion of inappropriate utterances tends to increase as the
dialogue proceeds. Therefore, the number of elapsed turns from the start of the
dialogue is added to the features.

2.2.4 Sentence Embedding and Similarities

DIT and IRS systems in Japanese task sometimes generate system utterances with
topics completely different from user utterances. DCMsystem in Japanese task sticks
to a specific topic, and, as a result, there are many cases where an utterance with
almost the same contents repeatedly occurs. In order to detect these errors, we adopt
word-based sentence embedding features, the difference vectors of the sentence
embedding, and sentence similarity features between system and user utterances
and between the target and a previous system utterance. Sentence embedding is cal-
culated as the average vector of the last layer of BERT corresponding the tokens in
target sentences.

2.2.5 System Names

It is shown inpreviousDBDCpapers that eachdialogue systemhas a specific dialogue
breakdown patterns [5]. To capture the system-dependent error patterns, we adopt a
system name feature with one-of-k vector representation.
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Table 1 Dataset distributed in DBDC English task [11]
DBDC3 (eval) DBDC4 (dev/eval)

CIC TKTK YI IRIS Bot001 Bot002 Bot003 Bot004 Bot005 Bot006 IRIS

No. of dialogues 100/50 100/50 100/50 100/50 39/46 38/33 42/47 41/38 2/2 6/7 43/27

No. of annotators 30 30 30 30 15 15 15 150 15 15 15

Table 2 Dataset distributed in DBDC Japanese task [11]
DBDC1
(dev/eval)

DBDC2 (dev/eval) DBDC3 (eval) DBDC4 (dev/eval)

DCM DCM DIT IRS DCM DIT IRS DCM DIT IRS LiveComp

No. of dialogues 20/80 50/50 50/50 50/50 50 50 50 0/50 0/50 0/50 73/73

No. of annotators 30 30 30 30 30 30 30 15 15 15 30

3 Experiment

3.1 Dataset

3.1.1 Dataset for English Task

The DBDC organizers have distributed previous DBDC3 dataset as development
dataset for English task [9]. Table 1 shows the statistics of the dataset. The target
dialogue systems of DBDC4 are dialogue systems submitted for Conversational
Intelligence Challgenge 2 (ConvAI2)1 and IRIS [10], which are changed from those
of DBDC3 (CIC, TKTK, IRIS and YI).

3.2 Dataset for Japanese Task

The DBDC organizers have distributed development dataset for Japanese task using
previousDBDC1,DBDC2andDBDC3 [9]. Table 2 shows the statistics of the dataset.
DBDC4 task contains a new dialogue system group called LiveComp, which consists
of four dialogue systems developed for Dialogue system live competition [12].

3.3 Experiment Settings

In this research, we examined the effectiveness of the features described in Sect. 2.2
by adding certain features to the case of original BERT (no additional features).

1https://github.com/DeepPavlov/convai/tree/master/data.

https://github.com/DeepPavlov/convai/tree/master/data
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Table 3 Feature addition analysis in DBDC English task
DBDC3-eval

Accuracy MSE JSD

Original BERT 0.5180 0.0231 0.0410

+Dialogue act(DA) 0.5250 0.0227 0.0409

+Sentence vector(SV) 0.5375 0.0225 0.0408

+SV +Sentence
distance(Dis)

0.5055 0.0231 0.0408

+SV +Difference of
SV(Diff)

0.5205 0.0226 0.0405

+System names(Sys) 0.5165 0.0225 0.0405

+Elapsed turns and
sentence length(Other)

0.5375 0.0227 0.0405

+DA +SV 0.5265 0.0225 0.0403

+DA +SV +Dis +Diff 0.5175 0.0227 0.0406

+DA +SV +Dis +Diff
+Sys + Other(ALL)

0.5315 0.0222 0.0399

Since importance is placed on distribution-related metrics (Mean Squared Error and
JS divergence), we examined the features that minimize MSE.

We used DBDC1-dev, DBDC1-eval and DBDC2-dev, DBDC2-eval for the train-
ing data in Japanese task, and DBDC3-dev in English task. DBDC3-eval is used
for evaluation data in both tasks. DBDC4-dev data is distributed but its size is very
small. Since DBDC4-dev data shows similar behaviors of the performance with
DBDC3-dev, we add DBDC4-dev to train data instead of using for validation data.

because this analysis adopted MSE as model selection and optimization function.
Eachmodel with a certain feature is trained using Adabound optimization method

[13]. For choosing models submitted to DBDC4 shown in Sect. 4, we use optuna2

developed by Preferred Networks to search hyper-parameters (final lr and training
batch size) and optimum feature sets. However, after the submission, we noticed
that random seed is more dominant to find out the best performance of a certain
feature set. Therefore, for the analysis shown in Sect. 3.4, we examine the feature sets
with the following three parameter tuning steps. First, we tune final lr of Adabound
with optuna. Second, using the optimum final lr, we search for better random seed
randomly. Finally, using the best random seed, we tune final lr again around the
firstly chosen value.

3.4 Result

Tables 3 and 4 show the result of the feature addition analysis of English and Japanese
tasks. They illustrate that models with all the features achieved the best performance

2https://optuna.org/.

https://optuna.org/
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Table 4 Feature addition analysis in DBDC Japanese task

DBDC3-eval

Accuracy MSE JSD

Original BERT 0.6018 0.0401 0.0765

+Dialogue act(DA) 0.5885 0.0400 0.0757

+Sentence vector(SV) 0.6012 0.0398 0.0762

+SV +Sentence distance(Dis) 0.6000 0.0397 0.0758

+SV +Difference of SV(Diff) 0.6030 0.0397 0.0758

+System names(Sys) 0.5982 0.0406 0.0781

+Elapsed turns and sentence length(Other) 0.6030 0.0404 0.0768

+DA +SV 0.6018 0.0399 0.0760

+DA +SV +Dis +Diff 0.6012 0.0399 0.0760

+DA +SV +Dis +Diff +Sys + Other(ALL) 0.5964 0.0395 0.0759

in MSE both English and Japanese tasks, and the models are superior to the original
BERT. In the comparison of each feature, sentence vectors(SV) seems effective in
both tasks.

On the other hand, Accuracy and JSD metrics are not consistent with MSE result,

4 Submitted Systems

We adopt models trained with all the features for submitted systems. We prepare
four systems for each language with the combination of their training data (the use
of DBDC4-dev), and metrics used for model selection (highest accuracy or lowest
MSE). In addition, as extra trials after the competition, we evaluate another run that
utilizes only DBDC4-dev for training.

Table 5 shows the result of DBDC4English task. Run 4, which is trained onlywith
DBDC3-dev and is selected as the best accuracy model, shows the best performance

Table 5 Submitted systems and extended trials for DBDC4-en
Runs DBDC3-

dev
DBDC4-
dev

Metric DBDC3-eval DBDC4-eval

Acc MSE JSD Acc MSE JSD

Run 1 � � MSE 0.521 0.0229 0.0410 0.488 0.0378 0.0732

Run 2 � � Accuracy 0.521 0.0230 0.0439 0.532 0.0376 0.0752

Run 3 � – MSE 0.525 0.0223 0.0404 0.534 0.0360 0.0708

Run 4 � - Accuracy 0.538 0.0225 0.0409 0.556 0.0350 0.0692

*EX 1 – � MSE(RUN 3) 0.547 0.0233 0.0412 0.601 0.0299 0.0580
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Table 6 Submitted systems and extended trials for DBDC4-ja
Runs DBDC1,2-

dev/eval
DBDC4-dev Metric DBDC3-eval DBDC4-eval

Acc MSE JSD Acc MSE JSD

Run 1 � � MSE 0.587 0.0414 0.0801 0.584 0.0462 0.0953

Run 2 � � Accuracy 0.605 0.0427 0.0809 0.572 0.0504 0.1013

Run 3 � – MSE 0.598 0.0406 0.0779 0.480 0.0653 0.1259

Run 4 � – Accuracy 0.605 0.0414 0.0795 0.444 0.0714 0.1360

*EX 1 – � MSE(Run 3) 0.596 0.0421 0.0794 0.599 0.0451 0.0763

amongRun 1–4. Although the English task of DBDC4-eval does not contain DBDC3
systems, Run 1 and 2 are lower performance than Run 3 and 4. Considering the
model EX 1 trained only with DBDC4-dev is superior to the other settings (including
other teams), DBDC4-dev is crucial for the training. This indicates that the dialogue
systems’ behaviors of DBDC3-eval resemble those of DBDC4-eval in the English
task. We assume that the larger and more various training data of Run 1 and 2 make
the Run 1 and 2 models search parameters more difficult than Run 3 and 4.

Table 6 illustrates the result of DBDC4 Japanese task. Run 1 trained with
DBDC1,2-dev/eval and DBDC4-dev achieves the best score in Run 1–4. Run 3 and 4
trained onlywith DBDC1,2-dev/eval show significantly lower performance than Run
1 and 2. This indicates that DBDC4-dev is necessary to achieve high performance
in DBDC4-eval.

More interestingly, EX 1 (extended trials) that leverages only DBDC4-dev for
training shows the best result in all the runs including other teams. This shows that
DBDC1,2-dev/eval is not necessary to achieve high performance in DBDC4-eval
even though DBDC4-eval contains systems same as DBDC1,2.

5 Conclusion

We examined the effectiveness of additional features to improve the performance
of BERT for dialogue breakdown detection. Through the analysis, sentence vectors
are effective for the estimation but models trained with all the features show the
best performance in both English and Japanese tasks. In addition, a comparison of
training dataset shows that the training data domain is dominant for the performance.
We plan to investigate the effectiveness of pre-training with huge dialogue data in
English.
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RSL19BD at DBDC4: Ensemble of
Decision Tree-Based and LSTM-Based
Models

Chih-Hao Wang, Sosuke Kato, and Tetsuya Sakai

Abstract RSL19BD (Waseda University Sakai Laboratory) participated in the
Fourth Dialogue Breakdown Detection Challenge (DBDC4) and submitted five runs
to both English and Japanese subtasks. In these runs, we utilise the Decision Tree-
based model and the Long Short-TermMemory-based (LSTM-based) model follow-
ing the approaches of RSL17BD and KTH in the Third Dialogue Breakdown Detec-
tion Challenge (DBDC3) respectively. The Decision Tree-based model follows the
approachofRSL17BDbut utilisesRandomForestRegressor instead ofExtraTreesRe-
gressor. In addition, instead of predicting themean and the variance of the probability
distribution of the three breakdown labels, it predicts the probability of each label
directly. The LSTM-based model follows the approach of KTH with some changes
in the architecture and utilises Convolutional Neural Network (CNN) to perform text
feature extraction. In addition, instead of targeting the single breakdown label and
minimising the categorical cross entropy loss, it targets the probability distribution
of the three breakdown labels and minimises the mean squared error. Run 1 utilises a
Decision Tree-based model; Run 2 utilises an LSTM-based model; Run 3 performs
an ensemble of 5 LSTM-based models; Run 4 performs an ensemble of Run 1 and
Run 2; Run 5 performs an ensemble of Run 1 and Run 3. Run 5 statistically signifi-
cantly outperformed all other runs in terms of MSE (NB, PB, B) for the English data
and all other runs except Run 4 in terms of MSE (NB, PB, B) for the Japanese data
(alpha level = 0.05).
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1 Introduction

The task in the Fourth Dialogue Breakdown Detection Challenge (DBDC4) [3] is to
build amodel that detectswhether anutterance from the systemcauses a breakdown in
a dialogue context involving a systemand a user.Abreakdown is defined as a situation
where the user cannot proceed with the conversation. Given a system utterance, the
model is required to produce two outputs: 1. A single breakdown label chosen from
the three breakdown labels (NB: Not a breakdown, PB: Possible breakdown, and B:
Breakdown). 2. The probability distribution of the three breakdown labels, which we
refer as P(NB), P(PB), and P(B) hereinafter. For evaluating the model, the organisers
put an emphasis on the mean squared error (MSE). A complete description of the
challenge can be found in the DBDC4 overview paper [3].

RSL19BD (Waseda University Sakai Laboratory) participated in DBDC4 and
submitted five runs to both English and Japanese subtasks. In these runs, we utilise
the Decision Tree-based model and the Long Short-Term Memory-based (LSTM-
based) model following the approaches of RSL17BD [6] and KTH [8] in the Third
Dialogue Breakdown Detection Challenge (DBDC3) [4] respectively.

2 Prior Art

At DBDC3 [4], RSL17BD [6] and KTH [8] both submitted models which achieved
high performances. This section briefly describes their approaches.

2.1 RSL17BD at DBDC3

The top-performing model of RSL17BD utilises ExtraTreesRegressor [2]1 and
employed the following features along with a few others based on pattern analy-
sis: turn-index of the target utterance, length of the target utterance, and keyword
flags of the target utterance. It first predicts the mean and variance of the probabil-
ity distribution of the three breakdown labels for each target system utterance and
then derives the predicted probability distribution. The single breakdown label is
determined by choosing the label with the highest probability.

2.2 KTH at DBDC3

The top-performing model of KTH utilises Long Short-Term Memory (LSTM) [5].
For the preprocessing of English data, it produces a sequence of 300 dimensional

1https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.ExtraTreesRegressor.html.

https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.ExtraTreesRegressor.html
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word embedding vectors for each utterance in every dialogue and take the average
sum of the sequence to produce the final embedding for a single utterance. This
produces an embedded dialogue with each turn represented by a single 300 dimen-
sional utterance embedding. The embedded dialogue is then processed by 4 LSTM
layers and a Dense layer to produce 4 outputs for each turn. The 4 outputs are P(NB),
P(PB), P(B), and P(U), where P(U) refers to the probability of user turn. The reason
for adding P(U) is that user turns are included in the embedded dialogue as well and
need to be predicted with a label different from NB, PB, and B. The model is trained
for 100 epochs using Adadelta [13] as its optimiser. During training, it targets the
single breakdown label and aims to minimise the categorical cross entropy loss for
each target system utterance. For Japanese data, KTH did not submit any runs.

3 Model Descriptions

3.1 Decision Tree-Based Model

For the preprocessingof bothEnglish and Japanese data,we follow the sameapproach
as RSL17BD [6] at DBDC3 [4]. Our model employs the same set of features
as RSL17BD’s model, but utilises RandomForestRegressor [1]2 instead of Extra-
TreesRegressor [2]. In addition, instead of predicting the mean and the variance
of the probability distribution over the three breakdown labels and then deriving
the probability of each label, it predicts the probability of each label directly. The
probability distribution is then calculated by normalising the probability of the three
labels by their sum. The modifications above are decided by training and evaluat-
ing different model configurations, which can be found in the full version of this
paper [12].

3.2 LSTM-Based Model

Following the approach of KTH [8] at DBDC3 [4], we utilise Long Short-Term
Memory (LSTM) [5]. However, instead of taking the average sum of word embed-
ding vectors for each utterance, we utilise Convolutional Neural Networks (CNN) to
perform text feature extraction and produce the final embedded utterance. In addi-
tion, instead of targeting the single breakdown label and minimising the categorical
cross entropy loss for each target system utterance, our model targets the probability
distribution of the three breakdown labels and minimises its mean squared error.
We chose Adam [7] as our optimiser and mean squared error as our loss function.
Figure1 shows the architecture diagram of our model.

2https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.
html.

https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html


432 C.-H. Wang et al.

Fig. 1 Architecture diagram of our LSTM-based model

For the preprocessing of both English and Japanese data, we first follow the same
approach as RSL17BD at DBDC3 to produce a sequence of 300 dimensional word
embedding vectors for each utterance in every dialogue. The number of word vectors
in each sequence is fixed to v, with v set to 50. This is done by truncating sequences
that are longer than v and padding sequences that are shorter than vwith zero vectors.
The number of turns in a each dialogue is fixed to 2n by either removing the first
system utterance which has no annotations or removing the last user turn. For the
English data and the Japanese data from DCM, DIT, and IRS, the number of turns
in each dialogue is fixed to 20 by setting n to 10. For the data of the five dialogue
systems under dbd_livecompe_eval, the number of turns in each dialogue is
fixed to 30 by setting n to 15.

The process above produces a dialogue of 2n turns, with each turn represented
by a sequence of v word vectors. We apply One-dimensional Convolutional Neural
Networks (1D CNN), One-dimensional Global Max Pooling (1D GMax Pooling),
and Dropout [11] for each sequence to produce an embedded dialogue. The 1D CNN
layer uses 150 filters of size 2 with ReLU [9] as the activation function. The dropout
rate of the Dropout layer is set to 0.4.

The embedded dialogue is then processed by 4 LSTM layers sequentially. Each
LSTM layer contains 64 units, with dropout set to 0.1, and recurrent dropout set to
0.1. We used LSTM instead of Bi-LSTM because the usage of turns after the target



RSL19BD at DBDC4: Ensemble of Decision Tree-Based and LSTM-Based Models 433

Table 1 Results of LSTM-basedmodelwith different configurations onDBDC3English evaluation
data

Model Epochs Accuracy F1 (B) JSD (NB,
PB, B)

MSE (NB,
PB, B)

LSTM-ADAD-CAT 100 0.4130 0.4616 0.0928 0.0573

LSTM-ADAM-MSE 100 0.3940 0.3714 0.0516 0.0300

LSTM-CNN-ADAM-
MSE

50 0.4620 0.4268 0.0474 0.0274

Table 2 Results of LSTM-based model with different configurations on DBDC3 Japanese evalu-
ation data

Model Epochs Accuracy F1 (B) JSD (NB,
PB, B)

MSE (NB,
PB, B)

LSTM-ADAM-MSE 100 0.5448 0.6148 0.0885 0.0497

LSTM-CNN-ADAM-
MSE

50 0.5739 0.6594 0.0826 0.0463

system utterance is disallowed. The output sequences from the 4 LSTM layers are
concatenated to form a (2n, 256) dimensional matrix, and processed by a Dense layer
with softmax activation and 4 outputs. The 4 outputs represent P(NB), P(PB), P(B),
and P(U) respectively. The probability distribution for each target system utterance
is calculated by normalising P(NB), P(PB), and P(B) by their sum. The single break-
down label is determined by choosing the label with the highest probability in the
distribution.

The modifications above are decided by training and evaluating different model
configurations using the English and Japanese data from DBDC3. The evaluation
results are shown in Tables1 and 2. LSTM means the model utilises LSTM, and
LTSM-CNN means the model utilises LSTM and CNN. ADAD-CAT means the
model utilises Adadelta as optimizer and categorical cross entropy as loss function,
and ADAM-MSE means the model utilises Adam as optimizer and mean squared
error as loss function.

The results show that for English data,LSTM-CNN-ADAM-MSE outperformed
LSTM-ADAD-CAT and LSTM-ADAM-MSE in all evaluation metrics except F1
(B). Although LSTM-ADAD-CAT achieved high performance in F1 (B), its per-
formance in mean squared error (MSE (NB, PB, B)) was poor. Since mean squared
error is emphasised in this challenge, we decided to discard LSTM-ADAD-CAT.
For Japanese data,LSTM-CNN-ADAM-MSE outperformed LSTM-ADAM-MSE
in all evaluation metrics. We did not evaluate LSTM-ADAD-CAT because it is
already discarded after the evaluation of English data. In the end, we chose to utilise
the configuration of LSTM-CNN-ADAM-MSE when submitting the models for
Run 2 and Run 3.
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4 Runs

Our five runs are described in Sects. 4.1–4.5. In Runs 1–3, we used the same strategy
in creating the training data from the given development data in DBDC4. For the
English submission, we created a single group of training data which consists of the
entire English development data. We refer it as Et1 hereinafter. The entire English
evaluation data is referred as Ee1 hereinafter. For the Japanese submission,we created
two groups of training data. The first group consists of the development data from
DCM, DIT, and IRS, and the second group consists of the development data from
the five dialogue systems under dbd_livecompe_eval. We refer them as Jt1
and Jt2 hereinafter. The evaluation data from DCM, DIT, and IRS and the evaluation
data from the five dialogue systems under dbd_livecompe_eval are referred as
Je1 and Je2 hereinafter.

4.1 Run 1: Decision Tree-Based Model

For the English submission, we trained our Decision Tree-based model with Et1

and made predictions on Ee1. For the Japanese submission, we built two models by
training one with Jt1, and the other with Jt2. We made predictions on Je1 using the
former model and Je2 using the latter model.

4.2 Run 2: LSTM-Based Model

For the English submission, we pretrained our LSTM-based model for 30 epochs
with the entire English development and evaluation data in DBDC3, fine-tuned it
by training for 32 epochs with Et1, and made predictions on Ee1. For the Japanese
submission, we built two LSTM-based models. The first model is trained for 30
epochs with Jt1. The second model is created by loading the weights from the first
model and fine-tuning for 25 epochs with Jt2. We made predictions on Je1 using the
first model and Je2 using the second model. Every model is trained using a batch size
of 32.

4.3 Run 3: Ensemble of 5 LSTM-Based Models

Theway an ensemble of 5 LSTM-basedmodels is built is described as follows: Given
training data Dt and evaluation data De, we randomly divide Dt into 10 portions and
sample 5 portions from it. We build 5 models, where each model is trained using
one of the sampled portions as validation data and the rest of the development data
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Table 3 Results of each LSTM-based model in Run 3 on the sampled validation data from Et1

Model Accuracy F1 (B) JSD (NB, PB, B) MSE (NB, PB, B)

1 0.5286 0.5385 0.0649 0.0343

2 0.5190 0.5318 0.0701 0.0370

3 0.5524 0.5660 0.0713 0.0375

4 0.5381 0.6306 0.0706 0.0370

5 0.5810 0.6635 0.0771 0.0401

Table 4 Results of each LSTM-based model in Run 3 on the sampled validation data from Jt1
Model Accuracy F1 (B) JSD (NB, PB, B) MSE (NB, PB, B)

1 0.5664 0.5782 0.0887 0.0469

2 0.5804 0.6057 0.0914 0.0477

3 0.5944 0.6505 0.0786 0.0429

4 0.5944 0.6402 0.0903 0.0473

5 0.5846 0.6231 0.0961 0.0495

as training data. The batch size is set to 32. Each model is saved when the validation
loss is minimum and no overfitting occurred. We make predictions on De using each
model, and take the mean of the predicted probability distribution for each target
system utterance from the 5 models to produce a new probability distribution. The
new single breakdown label is determined by choosing the label with the highest
probability in the new probability distribution.

For the English submission, we pretrained an LSTM-based model for 30 epochs
with the entire English development and evaluation data in DBDC3. The ensemble
of 5 LSTM-based models is built by fine-tuning the pretrained model with Dt = Et1

and De = Ee1. The results of each LSTM-based model on the sampled validation
data are shown in Table 3.

For the Japanese submission, we built two ensemble models. The first model is
built with Dt = Jt1 and De = Je1. The results of each LSTM-based model on the
sampled validation data are shown in Table 4. The second model is built by loading
theweights of the firstmodel from the Japanese submission inRun 2 andfine-tuning it
with Dt = Jt2 and De = Je2. The results of each LSTM-based model on the sampled
validation data are shown in Table 5.

4.4 Run 4: Ensemble of Run 1 and Run 2

For both English and Japanese submissions, we take themean of the predicted proba-
bility distribution for each target system utterance from Run 1 and Run 2 to produce
a new probability distribution. The new single breakdown label is determined by
choosing the label with the highest probability in the new probability distribution.
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Table 5 Results of each LSTM-based model in Run 3 on the sampled validation data from Jt2
Model Accuracy F1 (B) JSD (NB, PB, B) MSE (NB, PB, B)

1 0.6313 0.4583 0.0706 0.0371

2 0.6953 0.4324 0.0591 0.0323

3 0.6484 0.3750 0.0510 0.0277

4 0.6797 0.3529 0.0600 0.0319

5 0.6016 0.0000 0.0678 0.0336

Table 6 Official results on English data

Model Accuracy F1 (B) JSD (NB, PB, B) MSE (NB, PB, B)

Run 1 0.4990 0.4411 0.0700 0.0362

Run 2 0.4730 0.4483 0.0725 0.0374

Run 3 0.5200 0.4554 0.0675 0.0346

Run 4 0.5050 0.4650 0.0690 0.0353

Run 5 0.5255 0.4690 0.0662 0.0336

4.5 Run 5: Ensemble of Run 1 and Run 3

This run is identical with Run 4 except that Run 2 is replaced by Run 3.

5 Results

Tables 6 and 7 show the official results of our English and Japanese runs respectively.
It can be observed that Run 5 did well on average. For English runs, it outperformed
all other runs in all evaluation metrics. For Japanese runs, it outperformed all other
runs in JSD (NB, PB, B) and MSE (NB, PB, B).

Tables 8 and 9 show the results of comparing the MSE (NB, PB, B) of Runs
1–5 based on the Randomised Tukey’s Honestly Significant Differences (HSD) test.
The test is conducted with 10,000 replicates. The p-values are shown alongside
with effect sizes (standardised mean differences) [10]. Table 8 shows that Run 5
statistically significantly outperformed all other runs in terms of MSE (NB, PB, B)
for the English data. Table 9 shows that Run 5 statistically significantly outperformed
all other runs except Run 4 in terms of MSE (NB, PB, B) for the Japanese data. The
p-values show that the differences are statistically significant at the alpha level of
0.05.
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Table 7 Official results on Japanese data

Run Accuracy F1 (B) JSD (NB, PB, B) MSE (NB, PB, B)

Run 1 0.5390 0.4568 0.0975 0.0492

Run 2 0.5412 0.4613 0.0989 0.0509

Run 3 0.5476 0.4589 0.0967 0.0493

Run 4 0.5412 0.4583 0.0954 0.0480

Run 5 0.5444 0.4603 0.0947 0.0475

Table 8 P-value based on randomisedTukey’sHSD test/effect sizes forMSE (NB, PB,B) (English)

Run2 Run3 Run4 Run 5

Run 1 p = 0.007(−0.110) p < 0.0001(0.139) p = 0.0669(0.080) p < 0.0001(0.227)

Run 2 – p < 0.0001(0.249) p < 0.0001(0.191) p < 0.0001(0.337)

Run 3 – – p = 0.387(−0.059) p = 0.0415(0.088)

Run 4 – – – p < 0.0001(0.146)

Table 9 P-value based on randomised Tukey’s HSD test/effect sizes for MSE (NB, PB, B)
(Japanese)

Run2 Run3 Run4 Run 5

Run 1 p =
0.0086(−0.104)

p = 1(−0.002) p = 0.0338(0.076) p < 0.0001(0.112)

Run 2 – p = 0.0086(0.102) p < 0.0001(0.181) p < 0.0001(0.216)

Run 3 – – p = 0.0222(0.079) p < 0.0001(0.114)

Run 4 – – – p = 0.6577(0.035)

6 Discussions

6.1 Naive Strategy in Creating the Training Data

As described in Sect. 4, inRuns 1–3,we used the same strategy in creating the training
data from the given development data. For the English submission, we created one
group of training data Et1 and trained a single model with it. The reason for doing so
is that we wanted to create sufficient training data, since there is only a total number
of 211 dialogues. For the Japanese submission, we created two groups of training
data Jt1 and Jt2 and trained two models with them respectively. The reason for doing
so is that the first group consists of dialogues with 21 turns (fixed to 20 turns in
preprocessing) while the second group consists of dialogues with 31 turns (fixed to
30 turns in preprocessing). Because our LSTM-based model only accepts fixed turn
lengths, we had to build two models to target two different turn lengths. We used the
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Table 10 Official results of MSE (NB, PB, B) for Je2
IRS MMK MRK TRF ZNK

Run 1 0.0662 0.0243 0.0393 0.0282 0.0418

Run 2 0.0606 0.0184 0.0328 0.0230 0.0389

Run 3 0.0602 0.0195 0.0322 0.0231 0.0394

Run 4 0.0606 0.0197 0.0341 0.0236 0.0378

Run 5 0.0608 0.0206 0.0340 0.0239 0.0384

same strategy for building our Decision Tree-based model so that the ensemble with
the LSTM-based model can be done easily.

Nevertheless, the above strategy is rather naive as it does not consider the overall
probability distribution of the three breakdown labels for each dialogue system. By
analysing the dataset,3 we found out that system IRS in Jt2 has a significantly higher
probability for label B compared to the other four systems. We believe that IRS
should not have been combined with the other four systems to create training data
Jt2. Furthermore, the model which is trained with Jt2 should not have been used for
predicting the data of IRS in Je2.

Table 10 shows the official results of MSE (NB, PB, B) for Je2. It can be observed
that due to the naive strategy above, all runs achieved poor performance with regard
to IRS. To improve the result, we believe that the development data of IRS should
be excluded from Jt2 and combined with Jt1. When predicting the labels for IRS
in Je2, we should utilise the model trained with Jt1 instead of the one trained with
Jt2. This proposed strategy requires us to either fix all training data to 30 turns in
the LSTM-based model or develop a new model which accepts a shorter fixed turn
length such as 5.

6.2 Ensemble Works?

We analysed our runs in terms ofMSE (NB, PB, B) (referred asMSE in this section),
which is the emphasised evaluation metric in this challenge. From Tables 6 and 7, it
can be observed that Run 4 outperformed Run 1 and Run 2, and Run 5 outperformed
Run 1 and Run 3 in terms of MSE for both English and Japanese data. To investigate
how well the ensemble actually worked for each utterance, we would like to know
the number of target system utterances for which the ensemble model outperformed
the original models that were ensembled. In this section, we focus on Run 5 which

3The detailed analysis is shown in the full version of this paper [12].
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Table 11 Number of turns for which each run outperformed the others for the English data

A subset of turns V ′ (⊂ V ) |V ′|
V1<3,5 866

V3<1,5 958

V5<1,3 176

{v|mse1(v) < mse5(v) ∧ mse3(v) < mse5(v), v ∈ V } 0

Table 12 Number of turns for which each run outperformed the others for the Japanese data

A subset of turns V ′ (⊂ V ) |V ′|
V1<3,5 1200

V3<1,5 1233

V5<1,3 162

{v|mse1(v) < mse5(v) ∧ mse3(v) < mse5(v), v ∈ V } 0

achieved the best performance in terms of MSE and compare its results with Run 1
and Run 3.4

Tables 11 and 12 show the number of target system utterances for which each
run outperformed the others. V denotes the set of target system utterances in the
evaluation dataset, and msei (v) denotes the MSE of Run i given a target system
utterance v (∈ V ). V1<3,5, V3<1,5, and V5<1,3 are defined by the following equations:

V1<3,5 = {v|mse1(v) < mse5(v) < mse3(v), v ∈ V }, (1)

V3<1,5 = {v|mse3(v) < mse5(v) < mse1(v), v ∈ V }, (2)

V5<1,3 = {v|mse5(v) < mse1(v) ∧ mse5(v) < mse3(v), v ∈ V }, (3)

From Tables 11 and 12, it can be observed that the number of target system
utterances for which Run 5 outperformed the other runs is relatively small.

Tables 13 and 14 show the mean MSE of Run 1, Run 3, and Run 5 over V1<3,5,
V3<1,5, and V5<1,3 respectively. From Tables 13 and 14, it can be observed that when
Run 5 outperformed Run 1 and Run 3, the MSEs of Run 1 and Run 3 tend to be low.
We plotted the relationship of the MSE between Run 1 and Run 3 and discovered
that Run 5 tends to outperform the two other runs when the MSE of Run 1 and Run
3 are similar.5

We looked into the system utterances for which the difference between theMSEof
Run 1 and Run 3 are high and found out these utterances tend to be labeled with high

4When comparing the runs in Sect. 6.2, we remove the first predicted system utterance of every
dialogue in Japanese data. This is because the first system utterances in Japanese data are all
annotated with the same labels (NB) and are all predicted correctly with MSE = 0.0 by every run.
5All of the plotted figures and detailed analysis are shown in the full version of this paper [12].
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Table 13 Mean MSE over V1<3,5, V3<1,5 and V5<1,3 for the English data

A subset of turns V ′
(⊂ V )

Run 1 Run 3 Run 5

V1<3,5 0.0270 0.0451 0.0344

V3<1,5 0.0481 0.0285 0.0367

V5<1,3 0.0159 0.0159 0.0129

Table 14 Mean MSE over V1<3,5, V3<1,5 and V5<1,3 for the Japanese data

A subset of turns V ′
(⊂ V )

Run 1 Run 3 Run 5

V1<3,5 0.0463 0.0721 0.0573

V3<1,5 0.0649 0.0399 0.0505

V5<1,3 0.0195 0.0194 0.0164

probability ofNBorBcompared to other utterances.Weplotted the relationship of the
absolute difference between theMSE of Run 1 and Run 3 andmax{p∗(N B), p∗(B)},
where max{p∗(N B), p∗(B)} denotes the maximum probability of the labeled prob-
abilities of NB and B. Through observing the figure, we found out that the MSE of
Run 1 and Run 3 tend to be similar when max{p∗(N B), p∗(B)} is low. This means
that the ensemble model tends to perform the best in target system utterances which
are not labeled with high probability of NB or B. Therefore, to further improve our
ensemble model, we should either develop a new ensemble strategy different from
simple averaging or include a third model which focuses on minimising the MSE in
target system utterances that are labeled with high probability of NB or B.

7 Conclusions

We submitted five runs to both English and Japanese subtasks of DBDC4. Run 1
utilises a Decision Tree-based model; Run 2 utilises an LSTM-based model; Run 3
performs an ensemble of 5 LSTM-based models; Run 4 performs an ensemble of
Run 1 and Run 2; Run 5 performs an ensemble of Run 1 and Run 3. Run 5 statistically
significantly outperformed all other runs in terms ofMSE (NB, PB, B) for the English
data and all other runs except Run 4 in terms of MSE (NB, PB, B) for the Japanese
data (alpha level = 0.05).

Our future work includes utilising a proposed strategy in creating the training
data and improving our ensemble model. The proposed strategy considers the overall
probability distribution of the three breakdown labels for each dialogue system and
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requires us to either fix all training data to 30 turns in the LSTM-based model or
develop a new model which accepts a shorter fixed turn length such as 5. To improve
our ensemble model, we should either develop a new ensemble strategy different
from simple averaging or include a third model which focuses on minimising the
MSE in target system utterances that are labeled with high probability of NB or B.
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LSTM for Dialogue Breakdown
Detection: Exploration of Different
Model Types and Word Embeddings

Mariya Hendriksen, Artuur Leeuwenberg, and Marie-Francine Moens

Abstract One of the principal problems of human-computer interaction is miscom-
munication. Occurring mainly on behalf of the dialogue system, miscommunication
can lead to dialogue breakdown, i.e., a point when the dialogue cannot be contin-
ued. Detecting breakdown can facilitate its prevention or recovery after breakdown
occurred. In the paper, we propose a multinomial sequence classifier for dialogue
breakdown detection. We explore several LSTM models each different in terms of
model type and word embedding models they use. We select our best performing
model and compare it with the performance of the best model and with the majority
baseline from the previous challenge. We conclude that our detector outperforms the
baselines during the offline testing.

1 Introduction

The importance of spoken dialogue systems has been steadily increasing over the
years. Some of the reasons for such a popularity raise include their ability to provide
instant twenty-four-hour service. and applicability across different domains such as
website assistance, education, customer service, e-commerce, and entertainment.

Naturally, the usefulness of a dialogue system largely depends on its ability to
interact with users. One of the major obstacles on the way to the goal is miscommu-
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nication. We define miscommunication as a situation when a dialogue system gives
a user an inappropriate reply. In other words, we assume that miscommunication
occurs on the behalf of a system.

Miscommunication can lead to dialogue breakdown, i.e., a point in dialogue when
the interaction is interruptedwith orwithout completion of the performed task [13]. In
this perspective, amodel capable of detecting dialogue breakdownpoints can enhance
the quality of human-computer interaction. For instance, such a detector could help
to avoid system responses which cause a breakdown or identify breakdowns after
they occur and launch the procedures necessary to get out of the breakdown situation.

The rest of the paper is organized as follows: Sect. 2 describes the task of dialogue
breakdowndetection and the datasetwhichwas used formodel training. In the Sect. 3,
we discuss the related work on dialogue breakdown detection models, applications
of dialogue breakdown detection detectors, the taxonomy of errors causing dialogue
breakdown and the alternative methods for system response assessment.We describe
the proposed model in the Sect. 4 and explain the experiment setting in Sect. 5. The
discussion of the results is presented in Sect. 6. In Sect. 7, we draw conclusions and
suggest directions for future work.

2 Task Description

We address the task of dialogue breakdown detection. The task was introduced as
a challenge in [17]. Since the introductions, three challenges were held [5, 6]. We
submit the model for the fourth challenge [7].

In particular, we aim to develop a system to predict whether a given system
utterance causes a breakdown. The prediction is to be based both on the current
utterance and on the dialogue history. Each system response is to be marked with
one of the three labels:

• NB—not a breakdown: it is possible to continue the dialogue smoothly.
• PB—possible breakdown: it is difficult to continue the dialogue smoothly.
• B—breakdown: it is difficult to continue the dialogue.

For model development, we utilize the training dataset provided by the challenge
organizers. The set consists out of 211 dialogues. Each dialogue in the set has a
length of 20 or 21 utterances: 25 dialogues have length 20, whereas 186 dialogues
have length 21.

Every system response is labelled by fifteen annotators. Hence, for every system
utterance, the model predicts the probability distribution of labels and assign the
label with the highest probability to given system response.

There are two primary types of metrics for performance evaluation: distribution-
related and classification-related. Following the findings presented in [20], we focus
on mean squared error MSE(NB,PB,B) as the primary metric.
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3 Literature Review

In this paper, we describe the model for dialogue breakdown detection. Related work
falls in the following areas: (1) existing dialogue breakdown detection models, (2)
applications for dialogue breakdown detection systems, (3) analysis of errors causing
dialogue breakdown, and (4) the alternative techniques for dialogue system response
assessment.

There are exist several models for dialogue breakdown detection. The list includes
Conditional Random Fields model which is used as a baseline in the challenge [7],
Extremely Randomized Trees [11], Maximum Entropy model [6], Support Vector
Machines [12], Memory Networks [9] and Recurrent Neural Networks (RNN) [14],
in particular long short-term memory networks (LSTM) [12, 21]. Besides, some
systems feature attention modules as part of their architecture [9, 14].

Dialogue breakdown detection can be used to re-rank responses of a chat-oriented
dialogue system. In [10], the authors suggest three re-ranking approaches: classi-
fication, regression, and probability-based approach. The classification technique
was based on the classification of all the possible system responses. The regression
method implied the application of linear regression with the probability distribution
of breakdown labels and response scores as a feature set. In the case of the probability-
based approach, the non-breakdown probability was used for re-ranking.

Other application examples include [18] where the author applies dialogue break-
down detection system for selecting tweets that can be used as responses of a chat-
oriented dialogue system.

Another direction of research in the field is to investigate the errors causing a
breakdown in chat-oriented dialogue systems. This is done in [4] where researchers
present a taxonomy of this type of errors. Inspired by the Gricean maxims,1 the
authors define utterance-level, environmental-level, and cooperativeness error. The
breakdown detector based on the taxonomy of errors is presented in [8].

Breakdown detection is not the only way to evaluate chatbot responses. For
instance, [22] offer a similar technique for assessment of chatbot responses in non-
task-oriented dialogues. In particular, they suggest measuring the appropriateness of
utterances and customer satisfaction.

4 Proposed Model

In this section, we describe the proposed dialogue breakdown detector as well as the
motivation behind the selected architecture and components (Fig. 1).

1The principles of effective communication in standard social setting [3].
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Fig. 1 Proposed model architecture: input layer, LSTM layer, two dense layers and a softmax
output layer. The model takes dialogue representation as an input and assigns a label for every
utterance

4.1 Model Type

After considering the existing dialogue breakdown detectors and their performances,
we chose LSTM for their ability to process sequential data and handle long-term
dependencies. Several LSTMmodels are considered: vanilla LSTM, stacked LSTM,
and bidirectional LSTM.
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4.2 Word Embedding Model

Another important aspect to consider when working with textual data is text repre-
sentation. For this reason, we considered several word embedding types:

word2vec Google News
The first type of the word representations we use is the word2vec vectors pretrained
on Google News corpora.2 We use those vectors because they were featured in
the LSTM model which demonstrated the best performance in terms of accuracy
during DBDC3 [12]. The vectors were produced by a bag-of-words model (BoW)
trained with negative sampling with window size 5. Each word is represented with
an embedding of size 300.

GloVe Twitter
The second type of word representation we use is GloVe trained on Twitter data.3

We use this embedding type because of the proximity of the Twitter domain to the
task domain [14]. The vectors were obtained by training on 2 billions of tweets with
representations for 27 billion tokens and a vocabulary of 1,2 million. The vectors are
presented in 25d, 50d, 100d and 200d, we decided to use 200d vectors. The words
are uncased.

GloVe Common Crawl
The third type of word embedding model is GloVe Common Crawl.4 It contains
representations for 840 billion tokens with the vocabulary of 2.2 million. The words
are cased and the dimensionality of the vectors is 300d. We use this embedding type
because, unlike the GloVe Twitter, it is domain-independent.

4.3 Model Architecture

The proposed model takes dialogue representations as input. Dialogue representa-
tions are composed out of utterance representations which, in turn, are created out
of word representations. During the training phase, the training loss is computed and
models parameters are optimized.

2Google News 100B 3M words, URL: https://github.com/3Top/word2vec-api, last checked on 07-
04-2019.
3GloVe: Twitter, URL: https://nlp.stanford.edu/data/glove.twitter.27B.zip, last checked on 27-03-
2019.
4GloVe: Common Crawl, URL: https://nlp.stanford.edu/data/glove.840B.300d.zip, last checked on
27-03-2019.

https://github.com/3Top/word2vec-api
https://nlp.stanford.edu/data/glove.twitter.27B.zip
https://nlp.stanford.edu/data/glove.840B.300d.zip
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4.3.1 Input Representation

Word representations are acquired with pretrained word embedding vectors. We rep-
resent all the out of vocabulary (OOV) tokens with the token unk. Each sentence
embedding is represented as the average of the token embeddings that comprise the
sentence. Consequently, each utterance embedding has the same dimensionality as
the word embedding. Dialogue is represented as a sequence of user and system utter-
ances. We pad dialogues to ensure that each dialogue has a length of 21 utterances.

4.3.2 Target Representation

Each system response in a dialogue is labelled with B (breakdown), P B (possible
breakdown) or N B (not a breakdown) label. Besides, we introduce label U to mark
user utterance. The labels are represented with one-hot encoding. Therefore, each
sequence of dialogue labels is represented as 21 × 4 matrix.

4.3.3 Loss

In the given task, for each utterance in the dialogue, the network predicts a probability
for each of the labels and compares it with the ground truth. Hence, the model
should use a loss function that would compare the labels probability distribution
with the ground truth and penalize incorrect label prediction. One of the suitable
objective function for this task is cross-entropy function [1]. The function measures
the difference between two probability distributions. The function is computed as
follows:

H(y, ŷ) = −
∑

i=1

yi log(ŷi ) (1)

where y is the ground truth label and ŷ is the predicted label.

4.3.4 Optimization

We optimize model with mini-batch gradient descent of a batch size of 4. We use
Root Mean Square Propagation (RMSProp) [19] which is the extension of Resilient
Backpropagation (Rprop) learning [16].RMSPropcombines the robustness ofRprop,
the efficiency of mini-batches and the effective averaging of gradients over mini-
batches.
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5 Experiment

In this section, we discuss dataset preprocessing, define the baselines, explain the
training pipeline and present the results.

5.1 Data Preprocessing

Before starting preprocessing, we have to make several decisions:

• Do we keep user turns? Following the findings described in [12], we decided to
keep the user turns as they enhance detector performance.

• How do we feed user turns to the model? Initially, we considered concatenating
user turns with the corresponding system response into exchange pairs. Such an
approach would allow avoiding the introduction of an extra label. However, results
shown in [21] testify that such concatenation decreasesmodel performance.Hence,
we resolve to mark each user utterance with an extra label U and feed them to the
models as a separate utterance.

After making the decisions, we can start dataset preprocessing. Since we use three
different types of embedding models, we prepare one dataset for each of the types.
We do it in order to take all the particularities of the embedding models into account.
Two major preprocessing steps were applied to all three datasets: tokenization and
replacement of apostrophe contractions.

In general, all the datasets are tokenized with TweetTokenizer.5 This tok-
enizer is a part of casual submodule of nltk.tokenizepackage, itwas selected
because the domain of its primary use is closely related to the domain of the task. In
particular, TweetTokenize is able to handle emoticons the dataset contain.

In addition to tokenization, extra rules are applied to common apostrophes con-
tractions. For example, the contraction that ′s is transformed to that is.

Besides the mentioned preprocessing steps, we remove punctuation signs from
the dataset for word2vec Google News vectors because the model did not know any
punctuation signs. Additionally, we lowercase all the words in the dataset for GloVe
Twitter because the pretrained word vectors are uncased.

As mentioned in the Sect. 2, dialogue length varies from 20 to 21 utterances per
dialogue. In such a case, we can either truncate or pad the dialogues. Since the first
approach implies a loss of certain parts of data, we implement padding as a more
suitable option.

5NLTK 3.4 documentation, URL: http://www.nltk.org/api/nltk.tokenize.html, last checked on 27-
03-2019.

http://www.nltk.org/api/nltk.tokenize.html
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5.2 Model Training

Themodel hyperparameterswere determined by a grid search. Themodelwas trained
for a maximum of 100 epochs. To prevent overfitting, we employ two regulariza-
tion techniques: early stopping and dropout (both standard dropout and recurrent
dropout).

5.3 Baselines

We compare the performance of our model with the two baselines defined during
DBDC3. First is themajority baseline, the secondmodel is the best performingmodel
of DBDC3 which was an attention-based detector [14].

5.4 Model Selection

The next step is to select the best performing model out of the nine models we
experiment with.

In order to investigate which type of LSTM produces the best performance, we
compare the metrics results. We do this by calculating the average metric score for
each Model × Metric pair across three embedding types. The results are presented
in the Table1. Overall, it can be concluded that, given that all the metrics have equal
importance, the best performance is obtained by vanilla LSTM, stacked LSTM is the
second best, and Bi-LSTM is the worst.

Next, we turn to the investigation of the relationship between model performance
and its embedding type. In analogy with the above-mentioned idea, we calculate
an average performance score for each metric. The results presented in the Table2,
allow to conclude that GloVe Common Crawl demonstrate the best performance, the
GloVe Twitter being the second best, the word2vec Google News is the worst.

Table 1 Average metric scores for every LSTM type

LSTM type MSE(NB,PB,B)

Vanilla LSTM 0.0213

Stacked LSTM 0.0224

Bi-LSTM 0.0222
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Table 2 Average metric scores for every word embedding type

Embedding type MSE(NB,PB,B)

word2vec Google News 0.0351

GloVe Twitter 0.0301

GloVe Common Crawl 0.0213

6 Discussion and Implications

After running experiments with the created models, we concluded that the vanilla
LSTM with GloVe Common Crawl embedding demonstrates the best performance.
For this reason, we compare it with the selected baselines. The comparison is given
in the Table3. As can be seen, our model outperforms the baselines.

6.1 Analysis of Error Patterns

Comprehension of patterns in the type of errors that the best models make could
provide additional insight into their improvement.

During the experiments, we found out that embedding type impacts model per-
formance. In particular, we discovered that there is a negative correlation between
the proportion of OOV and model performance. Hence, we investigate the type of
OOV tokens. In general, GloVe pretrained on Common Crawl does not know 245
tokens in the dataset (or 115 unique tokens).

Emoticons
One of the significant parts of OOV tokens were emoticons. The emoticons are the
strong cues of how the user feels and hence can help to understand when the con-
versation goes in the wrong direction. Therefore, they should be taken into account.
The model’s vocabulary includes basic emoticons such as or but not more com-
plex ones such as or . Besides, some dialogues featured emoticons represented
as capitalized descriptions in square brackets (e.g., [SMILING FACE WITH SUN-
GLASSES], [SPEAK-NO-EVILMONKEY]). As a possible solution to the problem,

Table 3 Comparison of the created model with the baseline models

Model MSE(NB,PB,B)

Majority baseline 0.0224

NCDS 0.0237

Proposed model 0.0213



452 M. Hendriksen et al.

it might be helpful to replace the complex emoticons with their basic counterparts to
facilitate the model’s understanding by reducing variance.

Apostrophe Contractions
Many of the tokens were not recognized because they represented apostrophe con-
tractions. The examples included both straightforward cases like isn’t (is not) and
ambiguous situations such as he’s which depending on context can be interpreted
either like he has or he is. In general, the problem can be resolved by the introduc-
tion of extra contraction replacement rules. In the case of ambiguous situations, it
might be better to apply a disambiguation procedure first.

Abbreviations
Another significant group of unknown tokens includes abbreviations, e.g., ConvAI
(conversational Artificial Intelligence). The issue can be addressed by abbreviation
expansion. For instance, we could create a dictionary containing the most common
abbreviations.

Misspellings
Some other words are not recognized because ofmisspelling. Themost common type
of mistakes is skippingwhite-space and therebymergingwords. E.g., ‘questionWho’
and ‘wait.Where’. Splitting these words while preprocessing the datasets can help to
address the issue. Moreover, there were standard spelling mistakes such as ‘seee’ or
‘tommorow’. Such standard mistakes can be resolved by adding a spellchecker.

7 Conclusion and Future Work

In this paper, we present a model for dialogue breakdown detector. Offline testing
demonstrates that our model outperforms the best-performing model from DBDC3.
Additionally, we investigate how model architecture and word embedding model
influence detector performance.

Future work will focus on further exploration of model architectures and word
embeddings. In particular, it would be interesting to explore different types of atten-
tion mechanisms and investigate such embedding models such as BERT [2] and
EMLo [15]. Another direction of future work includes dataset expansion, specifi-
cally in terms of different languages and modalities.
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