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Preface

This book contains a selection of revised papers that were presented at the 10th
edition of the International Workshop on Spoken Dialogue Systems (IWSDS) that
took place in the beautiful town of Syracuse in Sicily (Italy), from 24 to 26 April
2019. TWSDS is usually held every year and provides a platform to present and
discuss global research and application of spoken dialogue systems.

This 10th edition of IWSDS named “Increasing Naturalness and Flexibility in
Spoken Dialogue Interaction” focused specifically on the following topics:

Context Understanding and Dialogue Management
Human—Robot Interaction

Dialogue Evaluation and Analysis

Chatbots and Conversational Agents

Lifelong Learning

Question Answering and other Dialogue Applications
Dialogue Breakdown Detection

Cupertino, USA Erik Marchi
Enna, Italy Sabato Marco Siniscalchi
Torino, Italy Sandro Cumani
Enna, Italy Valerio Mario Salerno

Singapore, Singapore Haizhou Li
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Skip Act Vectors: Integrating Dialogue )
Context into Sentence Embeddings L

Jeremy Auguste, Frédéric Béchet, Géraldine Damnati, and Delphine Charlet

Abstract This paper compares several approaches for computing dialogue turn
embeddings and evaluate their representation capacities in two dialogue act related
tasks within a hierarchical Recurrent Neural Network architecture. These turn embed-
dings can be produced explicitely or implicitely by extracting the hidden layer of a
model trained for a given task. We introduce skip-act, anew dialogue turn embeddings
approach, which are extracted as the common representation layer from a multi-task
model that predicts both the previous and the next dialogue act. The models used to
learn turn embeddings are trained on a large dialogue corpus with light supervision,
while the models used to predict dialog acts using turn embeddings are trained on a
sub-corpus with gold dialogue act annotations. We compare their performances for
predicting the current dialogue act as well as their ability to predict the next dialogue
act, which is a more challenging task that can have several applicative impacts. With a
better context representation, the skip-act turn embeddings are shown to outperform
previous approaches both in terms of overall F-measure and in terms of macro-F1,
showing regular improvements on the various dialogue acts.
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1 Introduction

Following the successful application of continuous representation of words into
vector spaces, or embeddings, in a large number of Natural Language Processing
tasks [14, 15], many studies have proposed the same approach for larger units than
words such as sentences, paragraphs or even documents [10, 11]. In all cases the
main idea is to capture the context of occurrence of a given unit as well as the unit
itself.

When processing dialog transcriptions, being able to model the context of occur-
rence of a given turn is of great practical use in applications such as automated dialog
system for predicting the next action to perform, or analytics in order, for example,
to pair questions and answers in a corpus of dialog logs. Therefore finding the best
embedding representations for dialog turns in order to model dialog structure as well
as the turns themselves is an active field of research.

In this paper, we evaluate different kinds of sentence-like (turns) embeddings
on dialogue act classification tasks in order to measure how well they can capture
dialog structures. In a first step, the dialogue turn embeddings are learned on large
corpus of chat conversations, using a light supervision approach where dialogue act
annotations are given by an automatic DA parser. Even if the annotations are noisy,
this light supervision approach allows us to learn turn-level vector representations
on a large amount of interactions. In a second step, the obtained turn-level vector
representations are used to train dialogue act prediction models with a controlled
supervised configuration.

After presenting the dialogue act parser architecture in Sect. 3, we will present
the various dialogue turn embeddings approaches in Sect.4. The corpus and the
dialogue act annotation framework are presented in Sect.5 while Sect.6 describes
the experimental results.

2 Related Work

In order to create and then evaluate the quality of embeddings, several different types
of approaches have been proposed. For word embeddings, a lot of work has been done
to try to evaluate how they are able to capture relatedness and similarity between two
words by using manual annotation [4, 9, 12] and by using cognitive processes [2,
18]. However, on sentence embeddings, it is not easy to tell how similar or related
two sentences are. Indeed, the context in which they appear is very important to truly
understand the meaning of a sentence and how it interacts with other sentences.
Multiple papers propose different kinds of evaluation tasks in order to evaluate
different kinds of sentence embeddings. In [8], the authors use the SICK [13] and
STS 2014 [1] datasets to evaluate the similarity between sentences by using simi-
larity ratings. They also use sentiment, opinion polarity and question type tasks to
evaluate the embeddings. As these datasets are composed of sentence pairs with-
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out context, the proposed sentence embeddings approaches are only based on the
sentence itself. In [7], sentence embeddings are evaluated by looking at their ability
to capture surface, syntactic and semantic information. Here again, this framework
primarily focuses on the sentence itself and not on the context in which it is pro-
duced. In [5], a sentence embeddings evaluation framework is proposed that groups
together most of the previous evaluation tasks in addition to inference, captioning and
paraphrase detection tasks. In all of the above approaches, the focus is on the eval-
uation of sentence embeddings such as Skip-thoughts [10], ParagraphVectors [11]
or InferSent [6] in order to find out the embeddings that have the best properties in
general. However, none of these embeddings and evaluation tasks are built to take
into account dialogues and more specifically, the structure and interactions in a dia-
logue. Some work has been done in order to take into account the dialogue context
in [17]. In their work, the authors try to take into account this context by using a
modified version of word2vec to learn sentence embeddings on dialogues. These
embeddings are then evaluated by comparing clusters of sentence embeddings with
manually assigned dialogue acts. This allows to see if the learned embeddings cap-
ture information about the dialogue context, however it does not use explicit dialogue
structure information to learn the embeddings. In our work, we use a corpus with a
noisy dialogue act annotation to learn specialized sentence embeddings that try to
directly capture information about the context and interactions in the dialogue.

3 Dialogue Act Parser Architecture

In order to be able to create sentence embeddings that take into account the dialogue
context, we will be using dialogue acts. They allow us to partially represent the
structure and the interactions in a dialogue. We use two different kinds of models
to parse these dialogue acts where one kind is used to create sentence embeddings,
while the second kind is used to later evaluate the different embeddings.

The first architecture is a 2-level hierarchical LSTM network where the first level
is used to represent the turns in a conversation, and the second level represents the
conversation, as shown in Fig. 1. The input is the sequence of turns which are them-
selves sequences of words represented as word embeddings. The word embeddings
are trained by the network from scratch. The dialogue acts are predicted using the
output for each turn at the second level. Since we do not use a bidirectional LSTM,
the model only makes use of the associated turn and the previous turns of a con-
versation in order to predict a given act. It has no information about the future, nor
about the previous acts. This architecture allows us to use the hidden outputs of the
first layer as the sentence embeddings of each turn.

The second architecture is a simple LSTM network which only has a single layer,
as shown in Fig. 2. The input sequence that is given to the LSTM is the sequence of
turns of a conversation where each turn is replaced by a pre-trained turn embedding.
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Fig. 1 Two level LSTM

1
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embedding and g; is the \—l—l \—l—l \—l—l

predicted act

For each turn, the corresponding output in the LSTM is used to predict its dialogue
act. This architecture is the one used to evaluate the different kinds of fixed pre-trained
embeddings that are described in Sect. 4.

4 Skip-Act Vectors

It is possible to construct sentence embeddings using several different means, each
of them being able to capture different aspects of a sentence. In our case, we want
to find out what kind of embeddings are the best at capturing information about the
dialogical structure and the context in which appears a turn. Multiple different kind
of embeddings are thus trained on the DATCHA_RAW corpus (the large unannotated
corpus described in Sect. 5. The following self-supervised embeddings are trained:

Word Average This is simply the average of all the word embeddings in the turn.
The word embeddings are learned with FastText [3] on the DATCHA_RAW corpus
using a dimension of 2048 and a window size of 6. These can be considered as
our baseline embeddings since they do not directly take into account the context
in which the turns are produced.
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Skip-thought These embeddings are learned using a skip-thought model [10].
This model tries to learn the sentence embeddings by trying to regenerate the
adjacent sentences during the training. Thus, it tries to learn the context in which
a sentence is produced.

In addition to these self-supervised embeddings, we also learned embeddings based
on supervised tasks. To learn these embeddings, we use the 2-level LSTM architecture
described in Sect. 3. The following supervised embeddings are trained:

RNN Curr Act  These embeddings are learned by using a hierarchical neural net-
work that is trained to predict the dialogue act of each turn. The embeddings are
the hidden output from the turn layer of the network. Since the DATCHA_RAW
corpus is not annotated with dialogue acts, we used a system developed during the
DATCHA! project based on a CRF model developed in [16] (85.7% accuracy) to
predict the dialogue acts of each turn of the corpus.

RNN Next Act These embeddings are created similarly to the RNN Curr Act
embeddings but instead of predicting the current act for a given turn, the following
act is instead predicted.

RNN Prev Act These embeddings are created similarly to the RNN Curr Act
embeddings but instead of predicting the current act for a given turn, the previous
act is instead predicted.

Skip-Act These embeddings combine the ideas of RNN Prev Act and RNN Next
Act by using the same turn layer in the network for both tasks. This model shares
the idea of the Skip-thought vectors by trying to learn the context in which the
turns are produced. But instead of trying to regenerate the words in the adjacent
turns, we try to predict the dialogue acts of the adjacent turns. This allows us to
hope that the learned embeddings will focus on the dialogue context of turns. The
architecture of this model is presented in Fig. 3.

5 Corpus

Chat conversations are extracted from Orange’s customer services contact center
logs, and are gathered within the DATCHA corpus, with various levels of manual
annotations. The DATCHA corpus covers a wide variety of topics, ranging from tech-
nical issues (e.g.. solving a connection problem) to commercial inquiries (e.g.. pur-
chasing a new offer). They can cover several applicative domains (mobile, internet,
tv).

For our experiments, we use two different subsets of these chats:

e Chats from a full month that do not have any gold annotation (79000 dialogues,
3400000 turns) (DATCHA_RAW);

Thttp://datcha.lif univ-mrs.fr.
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Fig. 3 Architecture used to create skip-act vectors. wi/ is the word i of turn j, ¢; is the learned turn
embedding and a; is the predicted act

e Chats annotated with gold dialogue act annotation (3000 dialogues, 94000 turns)
(DATCHA_DA)

These subsets are partitioned into train, test and development parts. The label set
used in the dialogue act annotation is as follows:

Label Meaning Description

OPE  Opening Opening turns in the dialogue

PRO  Problem description  The client’s description of his problem

INQ Information question  Turn where a speaker asks for some information
CLQ  Clarification question A speaker asks for clarification

STA  Statement New information input

TMP  Temporisation Starting a break of the dialogue

PPR  Plan proposal Resolution proposal of the problem

ACK  Acknowledgement A speaker acknowledges the other speaker’s sayings
CLO  Closing Closing turn

OTH  Other For turns that don’t match other described labels

This set has been designed to be as generic as possible, while taking into account
some particular aspects of professional chat interactions (e.g.. Problem description
or Plan proposal). The distribution of the different types of dialogue acts in the
test split of the DATCHA_DA corpus can be found in Fig.4. We also indicate the
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Fig. 4 Dialogue act AGENT m CUSTOMER
distribution in the 4000
DATCHA_DA test corpus

3500
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STA INQ PPR ACK cLo PRO OPE  TMP CLQ OTH

distributions when considering only a single speaker since they use very different
types of turns. For instance, Plan proposals are almost exclusively uttered by Agents
while, conversely, Problem descriptions are mostly observed on Customers side.

6 Turn Embeddings Evaluation

6.1 Evaluation Protocol

We want to make sure that the generated embeddings are able to capture the different
aspects of a dialogue. Dialogue acts are one way to partially represent the structure
and interactions in a dialogue. Thus, we evaluate the different embeddings on two
tasks. For the first task, we try to predict the dialogue act of a turn by only using
the sequence of embeddings of the current and previous turns. For the second task,
we do the same thing but instead of predicting the dialogue act of the current turn,
we predict the act of the next turn (without giving the embedding of the next turn in
the input). This second task allows us to tell if the learned embeddings manage to
capture information about not only the turn but also about the context in which these
turns are produced.

Some of the created embeddings are learned using tasks that involve dialogue acts,
thus it is likely that these embeddings obtain the best results. But it is interesting to
see if other embeddings are able to obtain similar or close results.

For both tasks, we use the architectures described in Sect. 3 with a hidden size of
512. For each turn, the corresponding output in the RNN is given to a decision layer
which uses a softmax to output a probability distribution of the dialogue acts. We use
cross-entropy as our loss function and Adam as the optimizer with a learning rate of
0.001. The PyTorch framework is used to build the different architectures.

In order to evaluate the quality of the different predictions, we primarily use 2
metrics:
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e accuracy: the percentage of correct decisions;
e macro F1: the non-weighted average of the F1-measures of the 10 act labels. The
F1-measure is the harmonic mean of precision P and recall R for a given label /

suchas F1(l) = %;

6.2 Results and Analyses

Results of the prediction of the current and next acts are reported in Table 1. The
first line corresponds to the first model described in Fig.1 where no pre-trained
embeddings are used and where the embeddings are learned jointly with the model’s
parameters on the DATCHA_ DA corpus. The following lines correspond to the single
turn-level architecture presented in Fig. 2 using several variants of fixed turn embed-
dings, pre-trained on the large DATCHA_RAW corpus. For each embedding type and
task, we only report the results of the configuration that obtained the best results. We
can first note a big difference in performances between the two tasks with the next
act task being much harder than the current act task. It seems to be very difficult to
predict the next act given the history of turns, particularly for some of them, as can
be seen in Figs.5 and 6 where some acts such as CLQ, INQ or PPR see a drop of
60 points in their F1-score while acts such as STA, CLO or OPE only have a drop of
20 points. This could be explained by the fact that closings and openings are easier
to locate in the conversation, while statements are the most represented labels in
conversations. On the other hand, it is not necessarily easy to know that the next turn
is going to be a question or a plan proposal. We can also notice that the OTH act is
not at all correctly predicted in the next act task, and even in the current act task it
is the label with the worst F1-score. This is probably due to the fact that turns that
are labeled OTH are usually filled with random symbols or words and are both very
diverse and not frequent.

Table 1 Evaluation of the prediction of the current and next dialogue acts on all turns

Current act Next act
LSTM Pre-trained Accuracy Macro-F1 Accuracy Macro-F1
architecture embeddings
2-level None 83.69 78.15 46.21 26.45
hierarchical
Turn level Word average | 82.96 79.47 48.26 30.09
Turn level Skip-thought | 82.50 75.73 48.30 28.61
Turn level RNN curr act | 84.74 80.47 48.54 31.42
Turn level RNN next act | 84.40 81.42 49.97 34.47
Turn level RNN prev act | 83.02 80.44 48.77 31.96
Turn level Skip-act 85.24 82.16 49.96 35.33
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Fig. 6 Fl-scores on the next act task on all turns

Unsurprisingly, for both tasks, the best results are obtained with embeddings
learned using dialogue acts. However, the Word Average and Skip-thought vectors
both achieve good results but they still are 2 points lower than the best results. It
is interesting to note that the Skip-thought vectors do not achieve better results
than Word Average vectors on the next act task. This can be surprising since they
would have been expected to better capture information about the surrounding turns,
however the generalization from word level prediction to turn level prediction is
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not sufficiently efficient. It is also interesting to note that better results are achieved
by RNN Curr Act embeddings (84.74%), which are learned on a corpus with a
noisy annotation, compared to results achieved by the embeddings learned during
the training on the DATCHA_DA corpus (83.69%) which has gold annotation. This
results confirms our choice to train turn embeddings separately with light supervision
on a significantly larger, even though noisy, training corpus.

Another interesting aspect of these results is the comparison of the different kinds
of embeddings learned with dialogue act related tasks. Indeed, on the current act
task, we can notice that RNN Curr Act embeddings obtain slightly lower results
(—0.5 points) than Skip-act embeddings. This is surprising since RNN Curr Act are
learned using the same task than the evaluation, while Skip-act are learned by trying
to predict the next and previous acts only. These results could mean that Skip-act
are more robust since they learn in what context the acts are produced. On the next
act task, both the RNN Next Act and Skip-act achieve the same performances with
50% accuracy, while the RNN Curr Act embeddings obtain an accuracy of 48.5%.

We also reported in Tables 2 and 3 the results when considering only the turns
from respectively the agent and the client for evaluation. It is important to note
that the label distribution is very different depending on the speaker. Most of the
questions (CLQ and INQ) and nearly all plan proposals (PPR) and temporisations
(TMP) are from the agent while most of the problem descriptions (PRO) and the
majority of statements (STA) are from the client. When evaluated on the agent side,
Skip-act embeddings are again the best embeddings for both tasks, being 1 point
higher than the RNN Next Act embeddings and 3.5 points higher than the RNN
Curr Act embeddings. These results are interesting since the agent is the speaker
with the most variety in the types of turns, including many turns with questions,
plan proposals or temporisations. This seems to indicate that Skip-acts manage to
capture more information about the dialogue context than the other embeddings.

Table 2 Evaluation of the prediction of the current and next dialogue acts on agent’s turns

Current act Next act
LSTM Pre-trained Accuracy Macro-F1 Accuracy Macro-F1
architecture embeddings
2-level None 84.22 77.38 35.87 23.16
hierarchical
Turn level Word average | 82.48 77.31 37.78 27.02
Turn level Skip-thought | 80.36 74.75 37.07 25.39
Turn level RNN curr act | 84.70 79.01 38.90 29.00
Turn level RNN next act | 84.30 82.42 41.29 32.60
Turn level RNN prev act | 83.24 80.11 38.80 28.81
Turn level Skip-act 85.48 82.94 42.30 33.56
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Table 3 Evaluation of the prediction of the current and next dialogue acts on customer’s turns

Current act Next act
LSTM Pre-trained Accuracy Macro-F1 Accuracy Macro-F1
architecture embeddings
2-level None 83.01 58.58 59.48 21.13
hierarchical
Turn level Word average | 83.59 60.97 61.71 21.80
Turn level Skip-thought | 85.31 59.13 62.70 20.49
Turn level RNN curr act | 84.78 64.16 60.89 21.74
Turn level RNN next act | 84.54 63.20 61.09 2291
Turn level RNN prev act | 82.74 61.88 61.56 21.73
Turn level Skip-act 84.93 63.99 59.78 23.79

We can also notice that this time, SKip-thought vectors obtain lower results than
the simple Word Average. When evaluated on the customer side, Skip-thought
vectors obtain the best scores on both tasks when looking at the accuracy (85.31%
and 62.70%) but lower scores in terms of macro-F1. The scores on the next act task
are higher but this is only due to the fact that the STA act represents 57.4% of the
samples, whereas on all the turns and for the agent they respectively represent 40.2%
and 27.8% of the samples.

7 Conclusion

We have proposed a new architecture to compute dialogue turn embeddings. Within
the skip-act framework, a multitask model is trained in order to jointly predict the
previous and the next dialogue acts. Trained in a lightly supervised way on a large
corpus of chat conversations with an automatic dialogue act annotation, the output of
the common hidden layer provides an efficient turn level vector representation that
tends to capture the dialogic structure of the interactions. We have evaluated several
dialogue turn embeddings configurations on two tasks, first predicting the associated
dialogue act of the current turn, and then predicting the next dialogue act which is
a more challenging task requiring a better representation of the dialogue structure.
Skip-act embeddings achieve the best results on both tasks. In the future, it would
be interesting to combine skip-thoughts and skip-acts in order to be able to capture
the semantic and syntactic information in addition to the dialogue context of turns.
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Abstract In order to make conversational agents or robots conduct human-like
behaviors, it is important to design a model of the system internal states. In this
paper, we address a model of favorable impression to the dialogue partner. The
favorable impression is modeled to change according to user’s dialogue behaviors
and also affect following dialogue behaviors of the system, specifically selection of
utterance constructional units. For this modeling, we propose a hierarchical structure
of logistic regression models. First, from the user’s dialogue behaviors, the model
estimates the level of user’s favorable impression to the system and also the level
of the user’s interest in the current topic. Then, based on the above results, the
model predicts the system’s favorable impression to the user. Finally, the model
determines selection of utterance constructional units in the next system turn. We
train each of the logistic regression models individually with a small amount of
annotated data of favorable impression. Afterward, the entire multi-layer network is
fine-tuned with a larger amount of dialogue behavior data. An experimental result
shows that the proposed method achieves higher accuracy on the selection of the
utterance constructional units, compared with methods that do not take into account
the system internal states.
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1 Introduction

It is important for spoken dialogue systems to introduce internal states in order
to realize human-like dialogue. By taking into account both input user utterances
and system internal states, spoken dialogue systems are expected to generate more
human-like natural utterances. Emotion has been considered as an internal state for
spoken dialogue systems and virtual agents [2, 3, 13].

We address favorable impression to a user as an internal state of the system.
We set up a speed-dating dialogue task where a male user talks with a female con-
versational robot about their profiles. In human-human speed-dating dialogue, their
behaviors and attitudes sometimes reflect the degree of favorable impression to their
interlocutors [9, 12]. In this study, to express the degree of favorable impression, we
propose a dialogue system that selects utterance constructional units, inspired by a
series of studies on the discourse analysis [17]. The utterance constructional units
contain three parts: response, episode, and question. Response is a reaction to the
user’s utterance, such as feedbacks and answers to questions. Episode corresponds
to information given by the system such as self-disclosure. Question is made by the
system toward the user to elaborate the current topic or change the topic. Figure 1
illustrates the main idea of our proposed system. For example, when the degree of
favorable impression to the user is high, the system tends to select multiple units such
as the combination of response and episode, or another combination of response and
question, to be more talkative. On the other hand, when the degree is low, the system
would select only response.

We realize selection of utterance constructional units by a hierarchical structure of
logistic regression models. The input is a set of features based on the user’s dialogue
behaviors. The output is a selection of the utterance constructional units of the next
system turn. In the intermediate layer of the hierarchical structure, the degree of
favorable impression is represented as an internal state. The proposed model predicts
the favorable impression to the user and then the utterance constructional units step
by step, where each step is realized with a logistic regression model. We train each
logistic regression model with annotated labels of the favorable impression to the
user. However, it is difficult to obtain a large number of training labels for the internal
states. On the other hand, it is easier to get a large amount of data for the input and
output behaviors because these are actual behaviors that can be objectively defined

s: Great! |like traveling too.
X -
High Response Episode

’
3ystem S s: Wow! What is the most impressive place you recently visited?
U: 1 like traveling. favorable

| often travel by train. impression
to a user

P
Response Question

Low s: Yeah.

[
Response Only

Fig.1 Mainidea of the proposed system that selects the next system utterance based on the system’s
favorable impression toward the user (U: user, S: system)
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and observed in dialogue corpora. In this paper, we also propose an efficient model
training to leverage the benefits of making use of internal states. At first, we pre-train
each logistic regression model with a small number of training labels of the internal
states. We then fine-tune the whole neural network with a larger amount of data of
the input and output behaviors in an end-to-end manner. The pre-training captures
the internal states, and the end-to-end fine-tuning scales up the amount of training
data, which is vital for robust training. This study contributes to realizing dialogue
systems that model internal states and also efficient model training where the amount
of training data for the internal states is limited.

2 Speed-Dating Human-Robot Dialogue Corpus

In this section, we explain the dialogue data used in this study. We recorded a set of
speed-dating dialogues where a male human subject talked with a female humanoid
robot that was operated by another female subject. Right after the recording, we took
a survey to obtain training labels of the internal states. We also manually annotated
the utterance constructional units on the recorded dialogue data.

2.1 Dialogue Data Collection

We have collected a series of speed-dating dialogues between a male subject and
a female humanoid robot named ERICA [7, 10]. ERICA was operated by another
human subject, called an operator, who was in a remote room. When the operator
spoke, the voice was directly played with a speaker placed on ERICA, and the lip
and head motion of ERICA was automatically generated [8, 14]. The operator also
controlled ERICA’s behaviors such as eye-gaze, head nodding, and arm gestures. The
snapshot of this data collection is shown in Fig. 2. We recorded 18 dialogue sessions
which lasted 10 min and 55 s on average. The human subjects were 18 male university

] Rl
e -Robot .I =
-'

S

Fig. 2 Snapshot of data collection in WoZ setting
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students (both undergraduate and graduated students). The ERICA’s operators were
4 actresses whose ages ranged from 20s to 30s. Whereas each human subject partic-
ipated in only one dialogue session, each ERICA’s operator participated in several
sessions. They are all native Japanese speakers. We used multimodal sensors that
consisted of microphones, a microphone array, RGB cameras, and Kinect v2. We
manually annotated utterances, backchannels, laughing, fillers, dialogue turns, and
dialogue acts using recommended standards [5].

The dialogue scenarios and instructions are as follows. Since they met each other
for the first time, they had to exchange their personal information to know well each
other. In advance, we gave the participants a list of conversational topics that are
likely to be talked about in first-encounter dialogues, such as hobbies, occupation,
and hometown. We then instructed the participants to make a conversation based
on the topic list. In the actual dialogue, participants often talked about the topics
on the list such as favorite movies, sports, food, and recent trips. For the ERICA’s
operator, we instructed how to select the utterance constructional units together with
the concept of the favorable impression. We asked the operator to select the utterance
constructional units based on the degree of her favorable impression to the subject,
but we also told that she did not necessarily need to follow this to keep the dialogue
natural. We also told that the operator did not need to entertain the subject and the
degree of her favorable impression to the subject could be not only positive but also
negative.

After each dialogue session, we asked the operator to answer a survey. After the
operator listed dialogue topics that they talked about, she rated the following items
for each topic on the 7-point scale.

1. Operator’s favorable impression to the subject

2. Subject’s favorable impression to ERICA estimated by the operator
3. Operator’s interest in the topic

4. Subject’s interest in the topic estimated by the operator

The favorable impression is represented in one-dimension, positive and negative, as
we regard it as a specific indicator in first-encounter dialogue. Although we con-
ducted a similar survey to the male subjects, we used only the survey result from the
operators. The reason is that the male subject was a different person on each dialogue
session while the operators’ survey should be consistent among sessions.

2.2 Analysis

First, we segmented all utterances by dialogue turns. In total, the number of turns of
the operators was 899. Then, we manually annotated a set of utterance constructional
units for each turn. This annotation was made by one annotator. The distribution of
the patterns of utterance constructional units is reported in Table 1. As we see from
the table, the majority of the patterns of utterance constructional units was response
only (472 samples). Notably, the operators occasionally gave their episode and asked
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Table 1 Distribution of the pattern of utterance constructional units

Utterance constructional units Frequency

Response Episode Question

v - - 472

v v - 177

v - v 86

- v - 69

- - v 53

v v v 8
Others 34
Total 899

frequency
frequency

1 ol
Lowe 1 2 3 4 5 6 7 - High Lowe 1 2 3 4 H 6 7 — High

(1) Operator’s favorable impression toward the subject (2) Subject’s favorable impression toward the robot
estimated by the operator

Fig. 3 Distribution of favorable impression reported by ERICA’s operators

25

frequency

frequency

0
Lowe 1

ol
3 4 5 7 — High Lowe 1

2 6 7 — High
(3) Operator’s interest on each dialogue topic

2 3 3 s ‘
(4) Subject’s interest on each dialogue topic
estimated by the operator

Fig. 4 Distribution of interest reported by ERICA’s operators

back questions, but the cases having both an episode and a question was very rare (8
samples). We hypothesize that the operators reflected their favorable impression to
the subjects on the utterance constructional units.

We analyzed the survey results from the operators on the following items: (1)
operator’s favorable impression to the user, (2) subject’s favorable impression to
ERICA estimated by the operator, (3) operator’s interest in each dialogue topic, and
(4) subject’s interest in each dialogue topic estimated by the operator. The distribu-
tions of the four items are plotted in Figs. 3 and 4. The number of dialogue topics
was 74 in total. The distributions of interest tended to be more varied than those of
favorable impression. This result suggests that the degree of interest more depends
on the dialogue topics. On the other hand, this result also suggests that the favorable
impression is more stable and gradually changes during the dialogue.
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3 Problem Formulation

The task of this study is to select the utterance constructional units of the next system
turn based on observed behavior features of the user. The problem formulation is
illustrated in Fig.5. The input feature vector is based on both the speaking and
listening behaviors of the user. The speaking behavior feature is extracted during the
preceding user turn, referred as o,. The listening behavior feature is computed during
the last system turn, referred as 0;. We concatenate the behavior feature vectors as:

0:= (o, 0) . (1)

The detail of the feature set is explained in Sect.5. The output is the pattern of the
utterance constructional units that consists of three elements: response, episode, and
question. We refer the output as a system action a. In this study, we take into account
the internal states such as the system’s favorable impression to the user. We define
the internal states as a vector s. In summary, the problem in this study is to predict the
next system action a from the observation behaviors o by considering the internal
states s. This is a typical formulation in conventional studies on spoken dialogue
systems where the internal states s correspond to dialogue states of slot filling. In
the case of conventional studies such as task-oriented dialogues, the dialogue states
were defined clearly and objectively, which makes it easy to collect a large number
of training labels for statistical dialogue models such as Markov decision process
(MDP) and partially observable Markov decision process (POMDP) [20]. In the
current study on the first-encounter dialogue, however, the internal states correspond
to states such as favorable impression. These states are ambiguous and subjective,

t

-

Last system turn Preceding user turn  Next system turn

S: |wentona U: Yes. S: Great!
trip to Korea I like traveling. What is the
last year. most impressive
Do you like place you
traveling? recently visited?

)
User's User's :
listening speaking '
behaviors behaviors '
| System’s
utterance
System’s constructional
internal states units

Fig. 5 Problem formulation for considering internal states to select the system next action
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Response only

@ Response only? | Response |+| Episode |

Having other units @ Episode or Question?

| Response |+| Question |

Fig. 6 Taxonomy for selection of the utterance constructional units. The numbers (1 and 2) in the
figure correspond to classification tasks

which makes it difficult to prepare a sufficient number of training labels of them.
Therefore, we propose efficient end-to-end training by facilitating a small number
of labels of the internal states.

Since the distribution of the utterance constructional units is skewed as shown
in Table 1, we do not directly select the utterance constructional units. Instead, we
divide this problem into the following two sub-tasks. These sub-tasks can be defined
as a taxonomy depicted in Fig.6. The first task is to decide whether the system’s
turn consists of a response only or have other units (an episode and/or a question). If
the decision is the latter case, the system triggers the second task which is to decide
whether the system generates an episode or a question. Since we could observe only a
few samples where all three utterance constructional units were used at the same time,
we do not consider this rare case in the current formulation. In this study, we make
the selection model for each task independently, but we combine them to decide the
pattern of the utterance constructional units finally. The distribution and definition
of labels of the utterance constructional units are summarized in Table 2. The first
task corresponds to the selection between the majority pattern and the others. The
second task focuses on the remainder steps.

4 End-to-end Modeling Using a Small Number of Labels of
Internal States

We take into account the internal states such as favorable impression to the user in
order to select the utterance constructional units of the next system turn. However,
the number of training labels of the internal states is limited. Actually, in the current
study, we could obtain the labels of favorable impression and interest only on each
topic, whereas we have to generate the system’s action for every turn. This is a
universal problem in modeling internal states. On the other hand, we can easily
obtain the labels of behaviors such as the observation o and the action a because
these behaviors can be objectively observed.

We propose efficient end-to-end modeling for the selection of the utterance con-
structional units by using a small number of labels of the favorable impression and
the interest. The proposed model is based on hierarchical neural networks where
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Table 2 Definition of labels of the utterance constructional units for each task (p: positive sample,
n: negative sample, —: not used)

Utterance constructional units Task
Response Episode Question Freq. 1 2
v - - 472 p -
v v - 177 n P
v - v 86 n n
- v - 69 n p
- - v 53 n n
v v v 8 n -
Others 34
Total 899

[ OO0 -00 ] o Observed behaviors

(a large number of labels, objective)

User’s favorable impression and interest
m S 1 . estimated by the system

(a small number of labels, subjective)

S . System’s favorable impression
2 - (a small number of labels, subjective)

. Decision for n-th task
a‘n * (alarge number of labels, objective)

Fig. 7 Proposed model considering internal states as hidden layers of the network

the internal states are represented as hidden layers. Figure 7 depicts an overview of
the proposed model. First, we train each layer one by one. For example, we train
a prediction model for the user’s favorable impression to the system based on the
observed behaviors of the user (). This pre-training is done with a small number of
labels of the internal states. After we train each layer, the entire network is fine-tuned
with a much larger number of data sets of the observation o and the output system
action a.

4.1 Network Architecture

The proposed hierarchical neural network estimates the internal states step by step.
The network architecture is depicted in Fig. 7. We observe the input feature vector o.
The dimension of the input vector is D,. Although it is possible to directly predict
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the system’s favorable impression to the user from the observation, we first estimate
the user’s favorable impression to the system and the interest on the current topic as:

si=0(A0" +bl), )

where s is atwo-dimension vector corresponding to the values of the user’s favorable
impression and interest estimated by the system. A; and b, are network parameters
whose sizes are 2 x D, and 2, respectively. o () is the sigmoid function and T rep-
resents the transpose. Next, we predict the system’s favorable impression to the user
from both the user’s favorable impression to the system and the interest estimated in
the previous step and also from the observation (referred as s, = (s1, 0)):

sy = o (Ass], +ba) , 3)

where s, is a scalar corresponding to the value of the system’s favorable impression
to the user. A, and b, are network parameters whose sizes are 1 x (2 + D,) and 1,
respectively. Finally, we calculate the probability for each task of the selection of the
utterance constructional units in the same manner as:

ay = o (Ass) +b3) , 4)

where s, is a concatenated vector consisting of the predicted system’s favorable
impression to the user and the observation as sy = (53, 0), and a, is the probability
for the n-th task which was defined as a binary classification defined in Sect.3. A3
and b3 are network parameters whose sizes are 1 x (1 + D,) and 1, respectively. In
this study, we solve the two tasks individually. We train the above model for each
task, and the set of the output scalar values make a final system action a.

4.2 Model Training

The model training consists of two steps: pre-training and fine-tuning. First, we train
each layer step by step as pre-training. Since we have labels of the internal states on
each topic, we assume the internal states are unchanged during the same topic. This
limitation also means that it is difficult to scale up the number of labels of the internal
states. Therefore, we fine-tune the entire network with a larger number of labels of
the observation o and the system action a through back-propagation. To keep the
effect of the pre-training, we add the square error between the model parameters by
the pre-training and those after the fine-tuning to the loss function as:

E'(W)y=EW)+ SEW,W,..), (5)

where £ (W) is the loss function of the output layer of the network, and SE(W, W,,,..)
is the square error between the model parameters by the pre-training (W ,.) and those
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after the fine-tuning (W). Specifically, we summed squared Frobenius norm of the
difference of each model parameter to calculate SE(W, Wp,.).

5 Feature Set

In order to implement the proposed system, we need to define the observation vector
0 = (o5, 0;). We use both features of speaking and listening behaviors of the user. The
features are chosen based on previous studies on emotion and interest recognition [1,
15, 16, 18, 19]. We manually annotated the following features and used them in the
experiment, although the majority of these features can be computed automatically.

The features of speaking behaviors oy are calculated from the preceding user turn
and listed below.

e Turn duration

e Pause duration between the end of the last system turn and the beginning of the
preceding user turn

e Voice activity ratio

e Global voice activity ratio from the beginning of the dialogue until the end of the

preceding user turn

Speech rate

Intensity (mean, range)

FO (mean, range)

Length of episode (if the turn contains episode otherwise zero)

Laughter frequency

Filler frequency (short phrases that fill a pause within a turn, such as “uh”)

Pattern of utterance constructional units

We used the Praat [4] software to extract intensity and FO from the user utterances. We
approximated the length of episode as the number of long utterance units (LUUs) [6].
The LUUs are defined to approximate semantic units so that we intended to capture
the substantial volume of the episode. The pattern of the utterance constructional units
of the user turn is represented as binary vectors where each dimension corresponds
to the occurrence of each element of the utterance construction unit. The dimension
of the vector o is 18.

The features of listening behaviors o; are calculated from the last system turn and
listed below.

e Backchannel frequency (such as “yeah”)
e Laughter frequency

The dimension of the vector o; is 2. We squeezed the feature set to these because this
is the first step of the study. In future work, we will consider the use of additional
listening behaviors such as eye gaze and head nodding.
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6 Experimental Evaluation

‘We evaluated the proposed method with the first-encounter dialogue corpus described
in Sect. 2. Five-fold cross validation was conducted to calculate an average precision,
recall, and F1 score. We implemented the neural network model with TensorFlow
1.7.0. We used Adam [11] as the optimization method and empirically set the learning
rate at 102 for the first task and 10~ for the second task. We prepared three compared
models. The first model is to directly predict the utterance constructional units from
the observation with a one-layer neural network, which is equivalent to a logistic
regression model, referred as baseline. The second model has the same architecture
as the proposed model in that it is a multi-layer neural network, but the pre-training
is not conducted. Instead, the network parameters are initialized with random values,
referred as w/o. pre-training. The third model is same as the proposed model, but the
fine-tuning is not conducted, referred as w/o. fine-tuning.

As shown in Fig. 6, we solve two different tasks for the selection of the utterance
constructional units: (1) response only or having other units, (2) generate an episode
or a question. The ratios of positive samples (chance levels) in the whole data set
are 0.527 and 0.605 on the first and second tasks, respectively. The results of the
two prediction tasks are reported in Tables 3 and 4. Overall, the proposed method
outperformed the baseline model and the w/o. pre-training model in both tasks. This
shows that modeling and pre-training the internal states is effective in the proposed
model. Furthermore, the combination of the pre-training and the fine-tuning improves
the model performance. The fine-tuning makes it possible to train with a larger
number of labels, which is an advantage of the use of hierarchical neural networks.

Table 3 Prediction result on the first task (response only or having other units)

Model Precision Recall F1

Baseline 0.667 0.658 0.662
w/o. pre-training 0.628 0.643 0.635
w/o. fine-tuning 0.708 0.586 0.641
Proposed 0.679 0.674 0.677

Table 4 Prediction result on the second task (episode or question)

Model Precision Recall Fl1

Baseline 0.617 0.748 0.676
w/0. pre-training 0.649 0.740 0.692
w/o. fine-tuning 0.664 0.784 0.719
Proposed 0.666 0.788 0.722
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7 Conclusions

We have proposed a model that selects the utterance constructional units from the
observed user behaviors by taking into account internal states such as favorable
impression to interlocutors. The utterance constructional units were defined as the
combination of three components: response, episode, and question. The proposed
model is a hierarchical neural network that represents the internal states as hidden
layers. The number of training labels of the internal states is limited so that we pre-
trained each layer with a small number of 1abels one layer by one layer. Afterward, we
fine-tuned the whole network with a larger number of training data of behaviors that
can be objectively measured. This approach will be useful for systems with internal
states that can have a small number of training data. We evaluated the system with
the speed-dating dialogue corpus, and showed the proposed model achieved better
prediction performance than the compared methods that did not take into account
the system internal states. Although we dealt with the task for the three utterance
constructional units, the proposed approach is not limited to this task.

In future work, we will implement the proposed system in a live spoken dialogue
system to evaluate in real applications. It is needed to implement response generation
using the prediction result of the utterance constructional units. Additionally, we plan
to use multi-modal behaviors such as eye-gaze and head nodding.
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Context Aware Dialog Management )
with Unsupervised Ranking L

Svetlana Stoyanchev and Badrinath Jayakumar

Abstract We propose MoveRank, a novel hybrid approach to dialog management
that uses a knowledge graph domain structure designed by a domain-expert. The
domain encoder converts a symbolic output of the NLU into a vector represen-
tation. MoveRank uses an unsupervised similarity measure to obtain the optimal
dialog state modifications in a given context. Using a 1K utterance dataset automat-
ically constructed with template expansion from a small set of annotated human-
human dialogs, we show that the proposed unsupervised ranking approach produces
the correct result on the gold labeled input without spelling variations. Using an
encoding method designed to handle spelling variations, MoveRank is correct with
F — 1 = 0.86, with the complete set of labels (including intent, entity, and item) and
F — 1 = 0.82, with only the infent labels.

1 Introduction

In this paper, we describe MoveRank, a novel approach to dialog management.
MoveRank applies to the knowledge-graph driven framework (KGD) described in
[15]. With the KGD framework, a domain-specific dialog manager is authored declar-
atively in the form of a knowledge graph. KGD extends the idea of system generation
from a form [16] to handle multiple tasks/forms. The proposed approach addresses
error propagation from the speech recognition (ASR) and natural language under-
standing (NLU) output using context and domain structure. MoveRank is a more
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Level: 0 1 2 )
Item: Entity: Options:
; - name SNDW_NAME cheeseburger, veggie burger, ...
sandwich -
: lettuce, tomato, cheese, ...
ORDER ) SNDW_ITEM [OPEES) TOPPING
; sauce SAUCE mayo, mustard, ...

drink

DRINK_ ITEM MEb DRINK_NAME  coke, diet coke, ...

size SIZE small, medium, large

Fig.1 Domain definition example in food ordering domain

general post-processing of the ASR/NLU method for improving interpretation in
a dialog system using context, compared to methods explored in previous work
[14, 17].

Figure 1 shows an abbreviated schematic KGD definition of the food ordering
domain. The domain is represented with the three-level structure: task (0), sub-
task/form (1), and concept/entity (2), similar to [7].

The dialog manager takes as input the result of the potentially noisy natural
language understanding (NLU) component. The F-measure for detecting intent,
entities, and items in the food ordering dataset used in this work is 0.67/0.48
on manual/automatic transcripts [6]. As the information state update (ISU) dialog
model [18], KGD maintains a symbolic information state. In the original ISU, the
dialog manager performs state update based on the NLU output. The move ranking
approach adds a stochastic computation to the dialog manager prior to executing the
state update, aiming to overcome errors in the noisy input.

The domain representation (Fig. 1) defines the structure of the dialog information
state. The dialog state maintains a list for each subtask/form (the level I nodes of the
domain structure) and is updated during every turn of the dialog. In the food ordering
domain, the information state at each dialog turn corresponds to a partial order as
items are added, removed, or modified. We introduce the notion of a unit move—a
unit modification of a dialog system state. Unit moves include adding a new item
of a particular type using one of its attributes, removing an item, or modifying an
attribute value. Table 1 shows a sequence of unit moves and their resulting dialog
states.

At each dialog turn, the MoveRank DM generates a list of valid moves for a given
dialog state, such as adding a new item, removing or modifying an item currently
in the dialog state, or requesting information about any of the items in the domain
or the current order. Instead of directly executing the output of the NL to generate a
new information state, MoveRank estimates the probability of each valid move based
on the NLU output, and executes a set of the top-ranking moves generating a new
system dialog state.

In the next sections, we describe the MoveRank algorithm and present the eval-
uation results on dialogs from the food ordering domain. We show that: (1) on the
gold NL dataset, the stochastic component of ranking does not introduce errors;
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Table 1 Information state update example with a sequence of unit moves. The initial system state
is empty

Utt Unit move Result dialog state

can I have a cheeseburger new_item(type=sandwich, sdwchs:[name=cheeseburger]
name=cheeseburger)

and a large drink new_item(type=drink, sdwchs:[name=cheeseburger];
size=large) drinks: [size=large]

add lettuce modify(type=sandwich, sdwchs:[name=cheeseburger,
topping=lettuce, index=0) top=[lettuce]]; drinks:

[size=large]

forget cheeseburger remove_item(type=sandwich, |drinks: [size=large]

index=0)

(2) on a backed-off-gold NL dataset with no entity and item labels, the move ranker
is still correct; and (3) with the fuzzy encoding of the NL, aimed at handling spelling
variations, the performance of selecting correct moves is still above 0.80.

2 Related Work

The knowledge graph driven dialog management approach is motivated by previ-
ous methods that simplify task-oriented dialog system authoring and facilitate reuse
of generic components across domains [1, 4, 5, 12, 20]. The focus of the MoveR-
ank approach is to overcome the problem of ASR and NLU error propagation in a
knowledge driven dialog manager, and has been previously addressed in [2, 3, §].

Unlike belief state tracking, which maintains a distribution of the dialog states [10],
the proposed approach maintains a single version of the dialog state. MoveRank uses
an unsupervised similarity measure to select unit moves and compute the new dialog
state. Reinforcement learning is commonly used to learn the optimal system policy
from data, e.g., [9, 11]. In the proposed approach, we separate the functions that
update the state from those that determine the next move. The dialog manager first
performs a state update and then determines the system response. The former is
addressed in this paper, with a plan to apply reinforcement learning to the latter in
future work.

The proposed MoveRank method is unsupervised. Motivated by a hybrid solution
combining a Recurrent Neural Network and domain-specific knowledge [19], we
envision a supervised learning approach for MoveRank, using a deep neural network
trained to optimize a similarity measure between the move and the utterance. In our
approach, however, we will be classifying moves for the state update rather than
the system response. Decomposing the dialog manager into state update and system
response components allows the KGD framework to support mixed-initiative systems
with structured information states, such as a dictionary of lists for the shopping
domain.
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3 Method

A dialog system author defines the domain structure in a graph that is used to initialize
adomain-independent dialog manager. Figure 1 shows a schematic domain definition
in the food ordering domain. Food ordering is the task of structured information
collection, where a domain has three levels, with task, forms, and attributes. A form
node corresponds to a menu, and is static. An information state is modified during
the dialog. It corresponds to a customer’s order. Multiple menu items may be added
to the information state whose structure is defined by the domain.

The KGD move ranking algorithm applies at each turn of the dialog. It takes as
input the previous dialog state Sy, the output of the NLU component N L, and the
context C. It returns a set of selected moves M., and the new dialog state S1:

Algorithm 1 Move Ranking Algorithm
1: procedure MoveRank(So, NL, Context)

2: [Mgen] < MoveGen(S_0) # move generator generates a list of symbolic moves
3: [hm] <= EncodeMoves([Mg.,])  # encoder encodes each symbolic move into a vector
4:  hyp < EncodeNL(NL) # encoder encodes symbolic NL into a vector

5: [sm] < MoveScorrer([hy,], hnr # scorer assign a score to each move

6: [Me] <= MoveSelector ([Mge,], sm) # selector selects the most likely moves

7. S1 < MoveExecutor(So, [Mel]) # executor generate a new state

8:  return My, S;

The system components involved in the interpretation of a user utterance are
move generator, encoder, scorer, and selector (Algorithm 1). The move generator
dynamically generates a set of symbolic user moves My, = {m, m2, ..., m;} based
on the current information state. A move m; is a symbolic structure. It is either
state-modifying (corresponding to a modification of a single value in an information
state and referred to as a move) or info-requesting (corresponding to a request for
information, such as a menu item or order status). In the food ordering domain, the
domain actions include adding an item, removing an item, or changing an existing
item’s attribute. With an empty system state, the possible moves are to add any
of the menu items. When a system state contains one or more items, the possible
moves include removal or modification of any of the items in the current state. A
move unambiguously describes a unit modification of a dialog state. Because M.,
is generated dynamically, it includes only valid moves that can be executed on the
current state. A move structure includes fype (add/remove/modify), id (composed
of item and attribute from the domain definition), val (new value to set). Modify
moves also have mod-type which can be set or remove (for list attribute such as
topping) and context which describes referring attributes of the modified item. A
move corresponding to adding a cheeseburger to an order (where cheeseburger is the
name of a menu item) is:
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type: new_item
id (item_attr): sandwich_name
val: cheeseburger

A move corresponding to removal of lettuce from the first sandwich in the info state
is:

type: modify_attribute
id (item_attr): sandwich_topping
index: 0

val: lettuce/TOPPING
mod-type: remove

context: [cheeseburger ]

Adding an item with more than one attribute, such as cheeseburger with no lettuce,
requires both of the above moves.

We define a domain key vector D € {string}* with domain functions, entity/item
types, and string option values for the corresponding domain definition. The key
values are derived from the domain definition and correspond to the values column
in Table 2. The encoder uses D to convert a symbolic move and the NLU output into
semantic vectors hy and hyy of length k. hy, = E,, (M, D), where E,, is a move
encoding function applied to each symbolic move. &, € {0, 1}¥,is a binary vector
with 1’s set where D matches the move:

1 < (M.type = D; vV (3c € M.context Ac = D;) vV M.val = D;)

hy =
0 otherwise

ey

For example, the above move turns on the bits corresponding to ‘lettuce’, “TOP-
PING_lettuce’, ‘type:modify’, and ‘cheeseburger’, which may be used to refer to the
modified item.

NLU assigns an intent tag (N L;,) on the whole segment, entity tags (N L.,) on
entity strings (N Ly, ), and item grouping tags (N L;,), as illustrated in Table 3.

We encode the NLU output with binary and fuzzy encoding methods. The binary
encoder generates iy € {0, l}k , where h v, is computed using exact match of NLU
labels with the domain vector D:

Table2 Domain function, entity/item types and option values for the food ordering domain example
defined in Fig. 1

Category Values

Domain function add_item, remove_item, modify_attribute, request_info

Entity/item type SNDW_NAME, TOPPING, SAUCE, DRINK_NAME, SIZE,
SNDW_ITEM, DRINK_ITEM, etc.

Option value cheeseburger, veggie burger, lettuce, tomato, cheese, mayo, mustard,
coke, diet coke, small, medium, large, etc.
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Table 3 User utterance annotation example

utt: Can I have a cheeseburger without lettuce please

intent (N L;,): add_item

entity (N L /N Lep): cheeseburger/sandwich_name

entity (N Ly /N Lep): lettuce/sandwich_topping

item: (N Lg;r/NLj;) cheeseburger without lettuce/sandwich_item

. 1 < (D;eNLe, VD e NLjy VvV D; € NLj;V D; € NLg,)
binaryenc: hyy, = i
0 otherwise

(@)

where NL.,, NL;,, NL;; are the entity, intent, and item tag names and N L, are
tagged entity values. Unlike system generated symbolic moves, the NL output may
contain misspellings which will not be captured by the binary match. The fuzzy NL
encoder generates a vector iy, € RE0 <y ;< 1, where hy, is computed using an
exact match for intents, and entity types and edit distance for the string values.

1l <— (D;eNL,,vD; e NL;, v D; € NL;;)
fuzzy enc: hyp, = max o
maxse(nr,,)(1 — NormEditDist(D;, S))
3)
Move scorer computes s, € RK, a vector of scores for each possible symbolic
move m;. A move score, Sy, estimates the likelihood that a move m; was intended
by the user in the utterance based on the NL output %, and the previous system
utterance context.
The scorer computes sy, for each move vector &y, by a dot-product with the
hNLZ
sy, = (hyg, - hye) - G €]

where C is the context vector C € RK:

)yl = m;(id) = Sys_context(id) Am;(index) = Sys_context(index)
"7 |1 otherwise

&)
y > 1 increases the score of the moves with the matching system context,
Sys_context = {id, index}, a tuple identifying the node of the information state
under discussion. For example, in the following dialog snippet,

(1) User:  Can I get diet coke?
(2) System: What size?
(3) User:  Large.

after (1) is processed, the dialog state contains one drink item (diet coke). The sys-
tem’s utterance (2) sets Sys_context : {id : drink_size, index : 0}, indicating that
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the size for the Oth drink in the dialog state is requested. When (3) is processed, the
moves corresponding to setting the size of 0’th drink item in the dialog state will
be scored higher than the other possible moves (such as adding a large pizza). We
heuristically set y = 1.5.

A probability distribution p,, over moves is computed by taking a softmax over
the vector of all moves s,;:

SM1
pym = softmax S, (6)

SMN

Move selector picks a set of most likely moves M., to be executed. Each input
segment has a unique intent, and applies to one item.! Hence, for each segment we
select the moves corresponding to one item. An NL segment may correspond to
multiple moves, as in the “add a cheeseburger without lettuce” example, hence the
size of the set | Myeiec:| = 1.2 We define a frame tobe a grouping of moves with shared
type, item, and index. For example, frame(modify, sandwich, 0) includes all valid
moves modifying the 0’th sandwich. From the set of generated moves m |, mo, ..., my
and their corresponding SCOTES 1, Sim2, ..., Smk,> We compute a score for each frame
and select the set of moves corresponding to the top ranked frame.

Move executor iteratively applies state update method to the input state S;,, for
each move in M., to obtain the new system state.

4 Data

We manually authored a KGD domain definition for a fast-food restaurant previously
used for data collection [6]. In the future, we envision automatic generation of the
domain structure from a menu and a point-of-sale system.

We use 8 manually annotated dialogs with 21 user utterances to obtain the
seed gold dataset. The utterances were split into 39 single-intent segments with 24
add_item, 9 resp_yes/no, and 6 assert intents. For each of the segments, we obtain a
gold data point tuple: < S;,, N Lgoia, As, Sres >. For the first utterance in the dialog,
Sin is empty. N L g4 is the manual annotation including intent, entity, and item labels
illustrated in Table 3, and described in detail in [6]. We manually annotate the agent
utterances Ag with a dialog act,* id and/or index of an item in a dialog state S;,,
referred to in the agent utterance (see Table 4). We run the MoveRank (Algorithm 1)

IWe pre-process NL output to contain single item in each input segment based on the item span NL
labels.

2For the out-of-vocabulary utterances no match move is selected and | Mejec| = 1.
3We consider the moves with the scores above the empirically selected threshold T.
4Not currently used by the system.
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Table 4 Agent annotations. DA is a dialog act, item is labeled with an id and index of the intem in
info state

Example DA Item id Item index
What else would you | General request - -

like?

What size of fries Req info Side_size < index >

would you like?

Would you like cheese | Propose Sandwich_topping < index >
on your sandwich?

with the inputs S;,, N Lgoq, As, generating the resulting state S,..; which is used to
initialize the S;, of the next data point. We repeat this procedure for each annotated
dialog and manually confirm the correctness of each resulting state S, in the seed
dataset.

The seed dataset is expanded with the template expansion approach. We convert
each annotated user utterance N L4 into a template by replacing entity values with
the entity label, and use the templates to generate all possible renderings of this tem-
plate by substituting each matching option from the domain structure. For example,
an utterance “Can I get a diet coke with it”, is converted into a template “Can I get
a DRINK_NAME with it”. This template generates strings for each DRINK_NAME
in the menu: “Can I get a sprite with it”, “Can I get a coke with it”, “Can I get
a iced tea with it”, etc. We obtain 967 expanded inputs < S;,, N L.y, As >, and
by running the KGD on them, we generate the output state S,., and selected moves
Msel .

We verify that the resulting symbolic state S, for the expanded instances of the
same template are structurally equivalent: they contain the same sets of item types
with varying string values. With this process, we obtain 967 data points for the gold
expanded dataset which we use for the evaluation.

5 Evaluation

In this work we evaluate the MoveRank state update approach, a part of the KGD dia-
log management framework proposed in [15]. MoveRank selects unit moves (M,;),
and deterministically applies them with the state update operation to the previous
dialog state, generating the new resulting state S,..;. As the state update is determin-
istic, applying a correct set of moves results in a correct result state. To evaluate
MoveRank, we compute precision, recall, and F-measure of the selected moves
M,;. The correct selected moves C O R Ry, are generated by running the MoveRank
on the gold expanded dataset with binary encoding condition. The output of each
utterance in the seed gold dataset was manually confirmed to be correct.
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The quality of move scoring affects the performance of move selection. When the
moves in C O R Ry, are ranked higher, they are more likely to be selected, leading to
a higher system score. We separately evaluate the stochastic move scorer component
using mean reciprocal ranking M R R; on the sorted list of scored moves for each
data point i:

b ok iz
meCORRy \rank(m,Mqcorea)
|CORRy|

MRR; = (7)

where rank(m, Mg.,,.q) is the rank of the move m in the list of scored moves M., cq
sorted by their score. Moves with the equal score have the same rank. A scorer that
ranks each move in CO RR), as #1 would have M RR = 1. The final MRR score is
a micro average of the MRR scores for all data points. Selecting a system response
action is performed in a separate KGD component and is out of the scope of this
paper.

To evaluate the MoveRank’s robustness to the missing information in the NLU
output, we create an expanded gold back-off dataset by replacing with UN K (1) all
entity labels, (2) all item labels, (3) entity and item labels, (4) intent labels, and (5)
intent, item, and entity labels. Without the labels, the NL only identifies entity and
item strings.

For an utterance “Can I have a cheeseburger with pickle please”, the NL output in
the experimental condition (3) with no entity and item label is add_item(type=UNK,
entities: [cheeseburger/UNK, pickle/lUNK)]. The domain encoder will encode the
strings corresponding to the entity values but not the missing labels.

Table 5 shows the evaluation results. MoveRank with the binary encoding has
MRR 0.99 — 1 and always selects correct moves on the gold and on all of the gold
back-off datasets.> A deterministic rule-based dialog manager would perform per-
fectly on the gold dataset. However, to support the input with missing or incorrect
labels would require domain-specific rules, while MoveRank provides this function-
ality generally.

The performance with the binary encoding in the conditions (1-3) without entity
and item labels is perfect because the strings in this dataset correspond to the entity
values or their known paraphrases, e.g. fry and fries for french fries.® The system does
not rely on entity and item labels because it can match the strings with the domain
entity values. Interestingly, with the binary encoding in the condition (4) and (5) with
no intent labels, the MoveRank performance remains P=R=F=1.0. This may be due
to the lack of intent variability in the small set of templates in our dataset.

To handle inevitable misspellings, we use fuzzy encoding (see Sect. 3). Fuzzy
encoding may lead to incorrect moves receiving a higher score because of a chance
match with the domain keys in the NL encoding. For example, ‘iced coffee’ would
have a partial match with ‘hot coffee’ which may lead to invalid ranking and move
selection. With the fuzzy encoding, the MRR on the gold NL annotations drops to

SWe experimentally picked a threshold for move selection with binary encoding T = 0.5.
SWe add the paraphrases encountered in the data to the domain.
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Table 5 Evaluation of move scoring (MRR) and move selection (P,R,F) for the unsupervised
MoveRank

NL annotation Encoding | MRR P R F

Gold Binary 0.99 1.0 1.0 1.0
(1) No entity Binary 1.0 1.0 1.0 1.0
(2) No item Binary 0.99 1.0 1.0 1.0
(3) No entity/item Binary 1.0 1.0 1.0 1.0
(4) No intent Binary 0.99 1.0 1.0 1.0
(5) No entity/item/intent | Binary 1.0 1.0 1.0 1.0

Gold Fuzzy 0.78 0.83 0.89 0.86
(1) No entity Fuzzy 0.78 0.84 0.80 0.82
(2) No item Fuzzy 0.78 0.83 0.89 0.86
(3) No entity/item Fuzzy 0.78 0.84 0.80 0.82
(4) No intent Fuzzy 0.70 0.83 0.80 0.81
(5) No entity/item/intent | Fuzzy 0.73 0.83 0.68 0.75

0.78. Note that the absence of entity and item labels (conditions 1-3) does not affect
the MRR score. Removing intent labels reduces the MRR to 0.70. The F-measure
for the move selection with fuzzy encoding is 0.86 on the gold dataset and on the
dataset with no item labels (3). Removing enity labels reduces F-measure to 0.82 in
the conditions (1) and (3). And with no labels (5), the performance drops to F = 0.75.

6 Discussion

In this work we presented MoveRank, a novel approach to an information state update
dialog manager. MoveRank applies in the framework of a knowledge graph driven
dialog manager (KGD), extending the idea of system generation from a form [16].
With the KGD framework and using mostly a generic code base, a fully functional
dialog manager is created declaratively.

MoveRank is a novel approach for computing the contextual resolution and disam-
biguation of a user’s intent. It combines symbolic and continuous representations: the
domain and the state are represented symbolically, while the moves are scored using
a continuous vector representation. One of the drawbacks of a rule-based system
is the ASR and NLU error propagation to the dialog manager. MoveRank provides
an elegant solution for the cascading ASR/NLU errors. Fuzzy encoding allows effi-
cient combination of multiple N-best hypotheses and uses partial string matches. The
moves are scored in the presence of ASR errors, misspelled words and NLU errors,
and correct moves may be selected.

We described a baseline unsupervised approach, where move scores are estimated
by semantic closeness between the move and NL, and computed using a dot-product.
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In future work, we will experiment with statistical models by training the scor-
ing component on the data. A statistical MoveRank will combine complementary
strengths of knowledge-driven and statistical approaches. Furthermore, since user
utterances were not used for the scoring in the baseline approach, a future approach
could use contextual embedding like ELMo [13] for the utterances, which has shown
significant improvement in many downstream applications.
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Predicting Laughter Relevance Spaces in m
Dialogue i

Vladislav Maraev, Christine Howes, and Jean-Philippe Bernardy

Abstract In this paper we address the task of predicting spaces in interaction where
laughter can occur. We introduce the new task of predicting actual laughs in dia-
logue and address it with various deep learning models, namely recurrent neural
network (RNN), convolution neural network (CNN) and combinations of these. We
also attempt to evaluate human performance for this task via an Amazon Mechanical
Turk (AMT) experiment. The main finding of the present work is that deep learning
models outperform untrained humans in this task.

1 Introduction

Non-verbal vocalisations, such as laughter, are ubiquitous in our everyday inter-
actions. In the Switchboard Dialogue Act corpus [7], which we use in the current
study, non-verbal dialogue acts (that are explicitly marked as non-verbal) constitute
1.7% of all dialogue acts and laughter tokens make up 0.5% of all the tokens that
occur in the corpus. In order to make state-of-the-art dialogue systems more natural
and cooperative, it is vital to enable them to understand non-verbal vocalisations
and react to them appropriately. With regards to laughter, the most important issues
are in understanding the coordination of laughter with speech, social and pragmatic
functions of laughter, and the reasons for laughter.

The social function of laughter is well documented e.g., [ 10]: laughter is associated
with senses of closeness and affiliation, establishing social bonding and smoothing
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away discomfort. Laughter can also have a pragmatic function, such as indicating a
mismatch between what was said and what was meant, for example by indicating
that a speaker was ‘just kidding’ (for further details on classification of laughter see
the work of [9]).

Although laughter is closely associated with humour, and humorous and joyful
remarks can be thought as a prerequisite for laughter, this is not necessarily the
case: laughter can display surprise, nervousness, embarrassment, disagreement etc.
[13]. This suggests that laughter is not exclusively associated with positive emotions
(happiness, joy, pleasure and more)—other emotional dimensions and their (per-
haps contradictory) combinations should also be considered. Nevertheless, positive
emotional states are an intuitive notion of where laughter occurs.

In the current study we focus on the issues of laughter relevance and predictability.
We introduce the term laughter relevance spaces analogously with backchannel rele-
vance spaces [4] and transition relevance places [14]. We define a laughter relevance
space as a position within the interaction where an interlocutor can appropriately
produce a laughter (either during their own or someone else’s speech). Following the
approach of [4] to backchannels, we distinguish actual laughs and potential laughs.
By definition, the number of potential spaces for laughter is larger than number of
actually produced laughter spaces.

In this work we are guided by the following research questions: (i) can laughs be
predicted from the textual data either by humans or by deep learning systems, and
(ii) to what extent can these predictions be compared. In an attempt to address these
questions we present:

e The task of predicting laughter from dialogue transcriptions.
e Human annotations of potential laughs from dialogue transcriptions.
e Automatic methods for predicting actual laughs with deep learning models.

In the rest of the paper we present details of the dataset and the task (Sect. 2). We
then describe the Amazon Mechanical Turk (AMT) experiment and its evaluation
(Sect. 3). We present our sentiment analysis baseline in Sect.4. In Sect. 5 we present
our deep learning models and summarise the results. We conclude with some pointers
for future work (Sect. 7).

2 Data

The Switchboard Dialogue Act Corpus [7] consists of 1155 dyadic telephone con-
versations (221,616 utterances) between participants who were unfamiliar to each
other. For the purposes of our study we make use of the disfluency annotations [11]
in the corpus.

For our experiments we split utterances into tokens using the Python library
SWDA! and combine consecutive laughs within a turn into a single laughter token.

Uhttps://github.com/cgpotts/swda.
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Fig. 1 Example of dialogue
split into two samples. The
leading number shows to
which of the training samples
each utterance will be related
to based on 3-turn span

sp_A {F Oh, } I know. /

sp_A It’s really amazing. /

sp_B Yeah. /

sp_A It’s, {F uh, } <LAUGHTER> -/
sp_B Beautiful, beautiful machine. /
sp_A Absolutely, /

N NN

Table 1 Predicted laughs depending on a turn span and threshold. Number of laughs to predict
vary due to different splits of the data

Span Threshold Laughs to Precision Recall F
predict

0.50 1128 0.733 0.010 0.007
5 0.50 1116 0.786 0.010 0.005
10 0.50 1127 0.630 0.015 0.018
10 0.45 1127 0.407 0.020 0.132
10 0.40 1127 0.400 0.039 0.036
10 0.35 1127 0.255 0.060 0.049

The laughter tokens are then removed from the text and replaced by laughter anno-
tations. That is, the data is a sequence of tuples (;, /;) such that:

e #; € INis the ith speech (typically a representing a word) or turn-taking token (For
either A or B).

e [; € {0, 1} is a laughter marker, which indicates whether laughter follows imme-
diately after the token #;.

The goal of the current study is to determine whether /; can be predicted, that is,
does laughter occur after a given sequence of tokens (#y..7;).

Exploratory Task

The obvious way to tackle the goal is to predict the probability of laughter for each
token. To do so we split the corpus on turn boundaries, with no overlap (Fig. 1) and
train an RNN model (see Sect.5.1.1) on 80% of the corpus (total number of samples
range from 17k examples for 10-turn split to 73k for 3-turn split). In Table 1 we
report the results depending on a turn span and threshold for converting predicted
probability of laughter into a binary value. We observed that adding more context
leads to better predictions even if it leads to decreasing the size of training data.’.
Yet, even in the case of a 10-turn span, the recall was only 1.5%. A direct attempt
to increase the recall by increasing the threshold to report a laughter lowered the
precision to unacceptable levels.

Balanced Task
The above experiment indicates to us that this task is difficult to tackle using deep
learning models. We attribute this difficulty to the corpus being unbalanced towards

2In all our experiments we keep 80%/10%/10% training/validation/test split.
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negative predictions, due to the sparsity of laughs. Indeed, the proportion of actual
laughter tokens is around 0.5% in the whole corpus. Additionally, it is also a hard
and unrealistic task for humans because annotating every token is tedious.

We therefore, instead, fix the point of focus to given positions, and attempt to
predict the incidence of laughter those given points. We select these points so that
the frequency of laughter is equal to the frequency of non-laughter at this points.
To do so, we run a sliding window through all the examples. The size of the sliding
window is fixed to a given number of tokens (not turns), in our case, 50 or 100 tokens.
All the laughs (except the final one for the sequence) are represented as a special
token and the final laughter is removed and represented as a positive label. The
resulting training set (80% of all data) contained around 17k samples and remaining
20% were left out for validation and testing. This amended task is the focus of the
rest of the paper.

3 Amazon Mechanical Turk

In order to understand how well humans perform at this task, we conducted an exper-
iment with naive annotators located in the US. They were given a task description
with the following salient points:

1. An invitation to complete the task with a notice that native level of English is
required.

2. Asound sample of adialogue containing laughs (in order to help coders understand
that laughter can occur in non-humorous conditions).

3. Three excerpts from test set with removed non-verbal signals, disfluency and
discourse annotations. Each of the excerpts has to be annotated regarding the
potential to elicit laughter as: (a) very unlikely, (b) not very likely, (c) quite likely,
and (d) very likely.

The subset of 399 excerpts was annotated by at least two annotators per sample. We
computed Cohen’s k chance-adjusted inter-annotator agreement both for four-class
predictions and for predictions converted into binary: judgements “quite likely” or
“very likely” are counted as positive and “very unlikely” or “not very likely”—as
negative. The resulting ¥ was very low (below chance level: k = —0.125 for four-
class predictions and k = —0.071 for binary predictions), which indicates either that
quality of AMT annotations are very low or that human judgements about laughter
are very subjective.

Subjects also showed a disposition towards laughter: 66% of excerpts were anno-
tated as “quite likely” or “very likely”, and only 2% were annotated as “very unlikely”
or “not very likely” by both annotators. After comparison with the distribution of
actual laughs in the corpus we observe that AMT respondents are not very good
in predicting whether there was actually a laughter at the end of the sequence, but
they might instead be predicting potential laughter, which is suggested by the pre-
dominance of such predictions. This means that participants are judging whether a
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Table 2 Human annotations as compared with the test set. Scores are computed based on the
valence. For all the cases examples labelled as “quite likely” or “very likely” valence is positive,
and the rest—as negative

Selection Accuracy Precision Recall F;
principle
Average of 0.51 0.50 0.92 0.65

4-class
annotations

Average of binary | 0.51 0.49 0.67 0.57
annotations

Agreed 0.51 0.49 0.98 0.66
judgements w.r.t.
the valence

(in 271 cases out
of 499)

laugh could appropriately be produced at that point in the dialogue, not whether the
dialogue participants themselves actually did produce one. We conjecture that this
result extends to the general population, if asked to make laughter judgements in
the same conditions (i.e. when little effort is spent for each judgement). The expert
prediction of laughter, that is by subjects trained in the relevant psycholinguistic
aspects, is beyond the scope of the present paper. In Table 2 we show accuracy and
F, score for human predictions of actual laughs.

4 Off-the-Shelf Sentiment Analyser

Even though laughter can be associated with a variety of sentiments, it is often
naively associated with positive sentiment. Therefore, as a baseline, we employed
the VADER sentiment analyser [3] to check whether its prediction of positive sen-
timent correlates with laughter. VADER is designed to classify sentiment along the
positive/negative scale and mainly used for sentiment classification in social media
which is not specifically designed for the dialogue task but arguably should perform
relatively well on “noisy” texts such as those found in the Switchboard corpus [5].
VADER is built in the Python NLTK library [1].

The sentiment analyser showed a predominance towards positive sentiment (and
hence laughter) but the accuracy was only slightly above the majority vote baseline
(51.1%).
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5 Deep Learning

5.1 Models

We present several deep learning models to tackle our task, either recurrent neural
networks (RNN), convolutional neural networks (CNN) or combinations of these.

These models are implemented using our own high-level deep-learning library,
which uses TensorFlow as a backend.?**

5.1.1 RNN Model

Our RNN-based model architecture is shown in Fig.2 and consists of three layers:

1. An Embedding layer which is characterised by the size of token embeddings
).

2. An LSTM recurrent layer characterised by state size n. Each LSTM cell addi-
tionally includes dropout (on its inputs, outputs and hidden state inputs) of a
probability €.

3. A Dense layer which predicts laughter relevance for each token. We have exactly
two classes: relevant (1) or irrelevant (0). For the main task we only output the
final prediction of the dense layer.

5.1.2 CNN Model

The convolution neural network model includes the following parts:

1. An Embedding layer which is characterised by size of token embeddings (d).

2. Afirst 1-D Convolution layer characterised by filter size /; and number of filters
k1. The layer is followed by a rectified linear unit (ReLU).

3. A first max-pooling layer with a stride s = 2.

4. A second 1-D Convolution layer characterised by filter size &, and number of
filters k,. The layer is followed by ReLU.

3TypedFlow: https:/github.com/GU-CLASP/TypedFlow.
“Models and data are available at: https://github.com/GU-CLASP/laughter-spaces.


https://github.com/GU-CLASP/TypedFlow
https://github.com/GU-CLASP/laughter-spaces

Predicting Laughter Relevance Spaces in Dialogue 47

Fig. 3 Architecture of the
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5. A max-over-time pooling layer which computes element-wise maximum along
all the features of the second convolution layer.
6. A Dense layer that predicts laughter relevance for the sequence (Fig. 3).

5.1.3 Combinations of the Models

In order to estimate whether RNN and CNN models pick up on either the same or
different features, we also tested two combinations of the above models:

1. A Fusionmodel (Fig. 4) where outputs of an RNN and a CNN model (both without
a dense layer) are concatenated, and a dense layer operates on this concatenation.

2. A Hybrid model (Fig.5) similar to the fusion model, but when token embeddings
are shared between RNN and CNN.

th-2 L
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RN ot [
-
" L concat Ill .
... . n
i |
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Fig. 4 Architecture of the fusion model. Outputs of the RNN’s last cell and CNN’s max-over-time
pooling layers are concatenated and then dense layer is applied



48

Fig. 5 Architecture of the
hybrid model. Token
embeddings are shared
between RNN and CNN
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5.2 Results

We present results for the different models in Table 3. Given the results of the AMT
experiment, we posited that the task of predicting actual laughters in dialogue is hard
for untrained humans to perform. We also saw that the task is difficult to tackle by
simple sentiment analysis. Thus we expect the task to be difficult for deep learn-

Table 3 Summary of the prediction results

Model Val. acc. Test. acc. Test. precision | Test. recall Test. Fy
AMT - 0.510 0.500 0.920 0.650
VADER - 0.518 0.511 0.749 0.607
RNN (span = | 0.762 0.743 0.732 0.763 0.747
50)¢
RNN (span = | 0.756 0.770 0.761 0.777 0.769
100)“
CNN (span = |0.789 0.765 0.761 0.771 0.766
50)?
CNN (span = | 0.783 0.787 0.777 0.794 0.785
100)®
Fusion (span | 0.794 0.766 0.760 0.778 0.768
= 50)°
Hybrid (span | 0.793 0.776 0.775 0.774 0.774
= 50)
Hyperparameters:

Td =50, n=40; ¢ =0.1

bd=100; k1o =40; h1o=7

¢ see LSTM and CNN

4 see LSTM and CNN, shared embedding layer: d = 100
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ing models as well. However, the deep learning models perform considerably better
than our baselines, especially in terms of accuracy. Additionally, the CNN model
consistently outperforms the RNN model. Further, combining RNN with CNN pro-
vides no significant benefit. This suggests that the RNN model does not detect more
laughter-inducing patterns than the CNN model.

6 Error Analysis

After analysing the results, we noted that there were a large number of examples
where laughter occurs at a turn boundary. In this case the last token of the sample is a
turn change (TC) token (sp_2 or sp_B). A concern was that this would significantly
affect the results. In order to measure this effect, we removed these results from the
test set and observed the accuracy and F-measure shown in Table4. We observe a
drop of F-score (around 6 percentage points) but accuracy is almost unchanged. This
indicates that system relies on turn change (possibly combined with other features—
and consequently captured by neural networks) as an important predictor for laughter,
for both basic models of the system. Examples where laughter is predicted to occur
immediately after a turn change are shown in (1) and (2).

(1) A A:let me ask you this.

A: How, how old are you?

B: I'm, uh, thirty-three.

A: Thirty-three?

B: Thirty-two,

B: excuse me.

A: Okay.

B: ((correct prediction: LAUGHTER))

Table 4 Performance of the models before and after removing the examples where turn change
token is the last token. As a result, the dataset is 22% smaller and it is missing 36% of positive
examples. All deep learning models use the dataset with the span of 50 tokens

Model Accuracy Precision Recall Fi
AMT 0.500 TBD TBD 0.660
VADER 0.518 0.511 0.749 0.607
RNN 0.743 0.732 0.762 0.747
RNN (last TC 0.738 0.673 0.705 0.689
removed)

CNN 0.765 0.761 0.771 0.766
CNN (last TC 0.761 0.715 0.694 0.705
removed)
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(2) A B: when I was a freshman in college

A: Uh-huh.

B: uh, my degree was in computer, uh, technology originally
B: and it seemed like it would,

B: ((wrong prediction: LAUGHTER))

In conversational analysis studies many laughs are considered to form adjacency
pairs with prior laughs [6], and preceding laughter by another speaker seem to be a
relevant feature for our models (e.g., (3)). However, in excepts where there are a lot
of laughs the system sometimes gets it wrong (e.g., (4)).

(3) A: I’m not really sure what the (LAUGHTER))

B: Yeah,

B: really,

B: it’s one of those things that you read once,

B: and then, if you’re not worried about it, you just forget about it (LAUGH-
TER))

A: ((correct prediction: LAUGHTER))

(4) A:(...)don’t get a hot tub and

B: (LAUGHTER)) Yes.

A: shave my legs, I'm going to die (LAUGHTER))

A: And I had (LAUGHTER))

B: Yes

B: I understand that (LAUGHTER))

A: T got enough of it right ((wrong prediction: LAUGHTER))

7 Conclusions and Future Work

The main conclusion of our experiments is that for the given task deep learning
approaches perform significantly better than untrained humans.

We are optimistic that the introduced task and the approaches that we have devel-
oped are a big step towards inferring appropriate spaces for laughter from textual
data. Together with approaches based on audio components e.g. [2] this should enable
future dialogue systems to understand when is it appropriate to laugh. Nevertheless,
we are aware of the fact that this requires understanding laughter on a deeper level,
including its various semantic roles and pragmatic functions (see [8] for a discussion
about integrating laughter in spoken dialogue systems).

We are planning to extend our Amazon Mechanical Turk experiments by introduc-
ing more annotators in order to get more consistent results. We are going to introduce
probabilistic annotations in our future crowdsourced experiments followinge.g. [12].
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Regarding the task itself, we are planning to address it in a more “dialogical”

way. We will consider the data not as one input to a neural network which contains
speaker tokens but as two possibly overlapping streams. This will introduce the
notion of coordination between speakers into the prediction model. Two streams
can be also extended by additional information provided in separate inputs, such as
information about disfluencies, discourse markers, fundamental frequency and other
acoustic features. We are planning to see what features will make a more robust
contribution to the task of predicting relevant laughs.
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Transfer Learning for Unseen Slots in )
End-to-End Dialogue State Tracking L

Kenji Iwata, Takami Yoshida, Hiroshi Fujimura, and Masami Akamine

Abstract This paper proposes a transfer learning algorithm for end-to-end dialogue
state tracking (DST) to handle new slots with a small set of training data, which
has not yet been discussed in the literature on conventional approaches. The goal of
transfer learning is to improve DST performance for new slots by leveraging slot-
independent parameters extracted from DST models for existing slots. An end-to-end
DST model is composed of a spoken language understanding module and an update
module. We assume that parameters of the update module can be slot-independent.
To make the parameters slot-independent, a DST model for each existing slot is
trained by sharing the parameters of the update module across all existing slots.
The slot-independent parameters are transferred to a DST model for the new slot.
Experimental results show that the proposed algorithm achieves 82.5% accuracy on
the DSTC2 dataset, outperforming a baseline algorithm by 1.8% when applied to
a small set of training data. We also show its potential robustness for the network
architecture of update modules.

1 Introduction

Dialogue state tracking (DST) is one of the key components of spoken dialogue
systems. A DST model estimates user intent as a dialogue state from the course
of a conversation. The dialogue state is constrained by a domain ontology, which
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describes a collection of slots (e.g, food) and their slot values (e.g, Italian, Chinese,
etc. for the food slot). The system determines a subsequent action from the dialogue
state.

The DST model relies on a spoken language understanding (SLU) module, which
estimates turn-level user goals. A large number of DST models treat the SLU module
as a separate problem [1-5]. These models mainly focus on an update module that
merges user goals up to the current turn and updates the dialogue state. However,
these models need much annotated training data for both DST and SLU. Thus, end-
to-end methods that jointly optimize the SLU module and the update module using
only annotated data for DST by deep learning have been appearing recently [6—14].

A major drawback of end-to-end DST models is that they cannot handle slots and
values not included in the ontology and training data. Handling these unseen slots
and values is important for real-world dialogue systems, where slots and values are
often changed. For this reason, DST models require a large set of additional training
data. Some DST models [6-9] treat unseen slots and values by using delexicalisation,
which replaces words corresponding to slot names and values with general features.
However, this replacement requires a list of synonyms for those names and values,
and this list must be crafted by system designers with rich linguistic knowledge.
Therefore, it is unrealistic to deploy such an approach for large real-world dialogue
systems.

Other DST models that treat unseen slot values without using human resources
have been proposed. One approach uses features of a user utterance and a system
response as well as a slot name and a value as inputs of DST, and estimates whether
the specified slot value is included in a dialogue state [11, 12, 14]. Another approach
extracts words corresponding to slot values in a user utterance by referring to contexts
derived by an attention mechanism [10, 12]. However, these models do not treat
unseen slots.

This paper proposes a transfer learning algorithm for end-to-end DST to treat
unseen slots with a small set of training data. In this transfer learning, we aim to
improve DST performance for the new slot by leveraging slot-independent parame-
ters extracted from the training data of existing slots. Exploiting all DST parameters
trained from existing slots is probably insufficient, because there are some slot-
dependent parameters in the DST model. Most important in this approach is which
parameters are slot-independent.

In this paper, we assume that parameters of the update module can be slot-
independent, because the update module was realized using slot-independent rules
in previous literature [1]. The slot-independent parameters of the update module are
obtained by training a DST model for each existing slot, and sharing the parameters of
the update module across all existing slots. We transfer the trained slot-independent
parameters to a DST model for the new slot, then optimize the model using train-
ing data for the new slot. We evaluated the proposed transfer learning using a fully
data-driven end-to-end DST model based on [10].
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The remainder of this paper is organized as follows: Sect. 2 describes related work
on transfer learning. Sect. 3 presents our proposed transfer learning algorithm. Sect. 4
shows the DST network architecture used for the proposed transfer learning. Sect. 5
presents experimental results and discussion, and Sect. 6 concludes the paper.

2 Related Work

Transfer learning [15] generates a model for a target task by leveraging domain-
independent knowledge learned from a source dataset. Transfer learning has been
widely used in many natural language processing tasks [16], including machine
translation [17], questioning and answering [ 18], and named entity recognition [19].
We exploit transfer learning for DST, and the goal is to improve DST performance
of new slots by using slot-independent parameters learned from existing slots.

Some transfer learning approaches for SLU and DST have been proposed. Jeong
and Lee [20] proposed a multi-domain SLU model that is adaptable to new domains
by partitioning parameters for the SLU model into domain-dependent and domain-
independent factors. Kim et al. [21] derived a representation for each slot label by
canonical correlation analysis, and used label embedding for mapping label types
across different domains. This mitigated the problem that the label set was variant
in each domain and enabled use of a number of transfer learning techniques. These
approaches are used for new domains and new slots. However, they only focus on
SLU. Our algorithm can be used for new slots by exploiting the characteristics of
end-to-end DST.

Mrksié et al. [8] proposed a multi-domain DST that can be extended to achieve
transfer learning between domains. First, a multi-domain DST model was trained by
tying the DST parameters of all slots and using all training data. Then slot-specialized
models were trained by replicating the multi-domain DST parameters for each slot
and using only the slot-specific training data. This approach has the potential to enable
the application of transfer learning for new slots. However, all training data should
be delexicalised for training the multi-domain DST, which requires human resources
to replace words corresponding to slot names and values with general features. Our
algorithm is fully data-driven and does not require human input.

Zhong et al. [13] proposed a global-locally self-attentive dialogue state tracker.
This DST model has slot-independent global parameters and slot-dependent local
parameters in an SLU module to improve the performance of rare dialogue states. This
approach can be extended to transfer learning to handle unseen values. However, it is
difficult to treat new slots, because not all features are equally relevant for different
slots when encoding a user utterance. Our algorithm uses slot-independent update
module parameters, which allows the DST model to handle new slots.

As a similar transfer learning approach, Rastogi et al. [S] proposed scalable
multi-domain DST, which compirsed a multi-domain SLU module [22] and a slot-
independent update module. This method shares parameters of the update module
across all existing slots, and transfers the parameters to new slots. One difference
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between their approach and ours is whether the SLU module and the update module
are trained individually or jointly. This paper is first trial of applying the transfer
learning approach to end-to-end DST.

3 Proposed Transfer Learning

The goal of transfer learning in this paper was to improve DST performance for
new slots with a small set of training data by leveraging slot-independent parameters
extracted from a large set of training data for existing slots. The key point is which
parameters are trained as slot-independent.

An end-to-end DST model is composed of an SLU module and an update module.
The SLU module extracts slot values from a user utterance by referring to features of
the values themselves or the contexts of those values. Slot value features obviously
depend on each slot, and, for all intents and purposes, so do the context features
(e.g, it is common for a user to say “I want to eat Italian [food slot],” but rare for a
user to say “I want to eat west [area slot]”). Therefore, it is impossible to treat SLU
parameters as slot-independent.

The update module combines the SLU output and the dialogue state of a previous
turn, then outputs a dialogue state for the current turn. As a typical example of this
operation, if the SLU module extracts a slot value, the update model employs this
value. Another example is that if the previous state has a slot value and the SLU
module does not extract any slot values, the update model retains the slot value of
the previous state. There are no slot-dependent features to operate these updates.
Therefore, we treat parameters of the update module as slot-independent, then apply
transfer learning.

Figure 1 shows the procedure of the proposed transfer learning. First, we use the
training data of existing slots D = {D, D», ..., D¢}, where C is the number of exist-
ing slots, and update model parameters for each SLU module 6° = {6}, 65, ..., 6}
and model parameters for an update module 6" by minimizing an objective function
as follows:

C
L(D;6%,6") =) L(D.;6:,6", (1)

c=1

where L(D,; 67, 6") denotes an objective function calculated by using training data
D, and model parameters 67, 6“. Note that model parameters for the update module
0" are shared across all existing slots.

After training, we obtain model parameters for the update module 6"* that min-
imize objective function L(D; 6%, 6"). Next, model parameters for a new slot are
trained using training data for the new slot Dy,,. 8"* is used for the initial parameters
of the update module, then an objective function is defined as Lyey (Dpew; 6545 0",

where 65, is model parameters for the SLU module.
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User utterance —| SLU
Training module 1 Dialogue
for slot 1 System response N state
Previous state Update
module
User utterance —», SLU (shared)
Training module C Dialogue
for slot C System response state
Previous state
‘@ Transfer
User utterance —>| SLU
Training ) o module new Update Dialogue
for a new slot System response module state
Previous state >

Fig. 1 Proposed transfer learning procedure. A system response is used as an input for the SLU
and/or the update module depending on the network architecture

4 DST Architecture

As the end-to-end DST model for the proposed transfer learning, we prepared an
attention-based SLU and update modules inspired by the extended attention-based
DST model [10], which is a fully data-driven end-to-end DST model suitable for
verifying our transfer learning algorithm. Figure2 shows an abbreviated network
architecture for the SLU and update modules.

4.1 SLU Module

The SLU module uses word vectors of a user utterance and the feature vector of
the system response. Then the module extracts slot values in the form of a dialogue
state. The system response consists of a system action tag and slot-value pairs (e.g,
welcomemsg(), confirm(food = italian)). The system action tag is converted to
a one-hot vector r,ey whose dimension is the number of system actions. Slot-value
pairs are converted to binary values rqo and ry,, where rgo represents whether the
system response includes the slot (rgo = 1) or not (rgo = 0) and ry, represents
whether the system response includes any values (ry, = 1) or not (ry, = 0). The
concatenation of these features is used as the system feature vector r (r = ry @
Tsiot @ Fval Where @ is vector concatenation).

Let T be the number of words in the user utterance. Word vectors of the user
utterance (W;, Wa, ..., wy) are converted into hidden state vectors (hf, hg, e, th,
hll’, hlz’, e, ht}) using a bidirectional LSTM as follows:
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Fig. 2 SLU and update module architecture. Note that the figure for the SLU module focuses on
how to encode the user utterance and does not depict how to encode the system response

h! = LSTMjwa (h'_,, w,) | @
h? = LSTMpwq (h?,,, W) , 3)
where LSTMjyq (-, -) and LSTMpyq(+, -) are forward and backward LSTMs, respec-

tively. Attention weight foreach word (), ooy, . . ., ay) is calculated from the hidden
state vectors as follows:

it = NNusr (hf ® h})) ’ (4)
% =softmax (z; Dz, ® ... D zr) , )
where a¥ = [a‘l”, ay, ..., ocVTV], and NNy is a one-layer neural network. Attention

weights a% indicate the importance of each word. Context vector ¢ is calculated from
the word vector sequence and attention weights a* as follows:

T
e=Y a'w,. (©)
t=1

Cosine similarity is used to compare the context vector and a word vector of
slot values in the ontology. Cosine similarity for the kth value (s}) is calculated as
follows:
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u C:- Vi

Sk

(7

lellvel

where vy is a word vector of the kth value, and - is the dot product. Cosine similarity
s; is calculated for each value.

Next, two biases »9 and b" are calculated from the system feature vector r and
the hidden state (h;, = h. & h®) as follows:

[6°.5"] = NNg, (h, &) , ®)

where NNy, is a two-layer neural network. Biases b and b respectively denote
the score for dontcare and None, where dontcare means that the user can accept
any values for a slot and None means no value is specified. Finally, SLU output s"
is generated by concatenating the cosine similarity for each value (s}, s3, ..., s,
where K is the number of slot values) and the two biases b9, b" as follows:

S'=slOsi®... Ok @b". ©)

4.2 Update Module

The update module updates a dialogue state from an SLU output, a raw score for the
previous dialogue state, and the system response using attention weights.
First, the similarity between the system response and a value is calculated. From

the system response, the module extracts a binary vector (s* = [s},s5,...,s%])
whose kth component indicates whether the kth value is included (s} = 1) or not
sz =0).

Three attention weights («P, o®, a") are calculated from the system feature vector
r and the hidden state hy, as follows:

[°. 8% "] = NNy (h & 1) | (10)
a = softmax (g @ g* ® g") , (11)

where & = [aP, o®, @"] and NN, is a two-layer neural network. The three attention
weights indicate the importance of the raw score of the previous turn, the system
response, and the SLU output, respectively.

At turn n, the module calculates a raw score for a dialogue state s, by integrating
the SLU score s", the previous raw score s,_;, and the binary vector of the system
response s* by attention weights «. Finally, the dialogue state y, is generated as
follows:

S, = aPs,_| +a’s* +as", (12)

¥y, = softmax(s,) . (13)
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5 Experiments

5.1 Experimental Setup

We evaluated the proposed algorithm using the Dialogue State Tracking Challenge 2
(DSTC?2) dataset [23] which comprises 1,612 dialogues for training, 506 for valida-
tion, and 1,117 for testing. We used three slots, “area”, “food” and “pricerange.” The
“name” slot was excluded because word vectors for several values were not obtained.
We used accuracy for each slot as the metric for evaluation. We ran training five times
for each slot, and averaged all accuracies.

We implemented the DST model using the neural network framework Chainer [24].
One-best ASR results were used as inputs to the encoding layer described in Sect. 4.1.
Contractions were converted to their original forms (e.g, “i’'m” to “i am”), then each
word was converted to a 300-dimensional word vector using the GloVe model [25],
available from the GloVe website.! The cell size of the bidirectional LSTM was 32,
and the cells were initialized to 0 before training. The cell size of the hidden layers in
the two-layer NNs (NNy,, NN,) was 32, and leaky ReLLU was used as an activation
function for the hidden layers.

For training the model, we used Adam with a learning rate of 0.001, gradient
clipping of 1.0, mini-batch size of 32, and 30% dropout for the bidirectional LSTM
and NNs. We used word dropout [26] by randomly replacing a word vector with a
zero vector for attention weight calculation. The word dropout ratio was set to 40%.
Each model was trained with 200 epochs and the best parameter was selected based
on the accuracy for the validation data.

5.2 Results

5.2.1 Baseline Performance

Table 1 shows performance of the DST model (Extended attention) described in
Sect. 4 without transfer learning (NoTrans). We also show two comparative results for
the DSTC?2 participants: “Focus baseline,” which uses rules [23], and “Delexicalised
RNN,” which s the DST proposed in [6]. Results for the methods were extracted from
the dstc2_results provided on the website.? This table shows that our model achieved
lower performance than did the others, especially in the food slot. Cause analysis for
this result revealed that our model tends to over-retain the previous dialogue state,
and then fails to employ the value extracted by the SLU module.

Uhttps://nlp.stanford.edu/projects/glove/.
Zhttp://camdial.org/~mh521/dstc.
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Table 1 Accuracy of each DST model

Area Food Price Average
Focus baseline 90.8 83.9 92.9 89.2
Delexicalised 92.4 85.6 93.0 90.3
RNN
Extended 91.0 75.8 91.7 86.1
attention
(NoTrans)

5.2.2 Comparing Transfer Learning Methods

To validate whether transferring parameters of the update module is effective, we
compared methods that transfer parameters of the update module (UpdateTrans), the
SLU module (SLUTrans), the bidirectional LSTM of the SLU module (LSTMTrans),
and all modules (AllTrans). To measure the performance for unseen slots, we split
three slots into two source slots for training transferred parameters, and a target
slot for evaluating the DST performance. Note that this comparison did not include
sharing the parameters across all existing slots. The transferred parameters were
trained from one source slot, and transferred to the target slot. We prepared two
settings for the training data sets in the target slot: 1,612 (100%) and 161 (10%). The
accuracy measured by each pair of the source and target slots was averaged. We also
evaluated the difference in performance when the transferred parameters were fixed
or not fixed during training for the target slot.

The “Individual” column in Table 2 shows the performance of each transfer learn-
ing method under the described experimental settings. These results show that all
methods except for those where transferred parameters are fixed achieve almost the
same DST performance in the 100% training data set. This indicates that the 100%
training data set is a sufficient amount to train our DST model. As a result, the
effectiveness of transfer learning has disappeared. On the other hand, UpdateTrans
improved performance over the baseline methods in the 10% training data set, while
other comparative methods failed to improve performance. This reveals that trans-
ferring parameters of the update module is effective to train a DST model for new
slots with a small set of training data. This also suggests that the SLU module and
the LSTM of the SLU module have slot-dependent parameters, and that transfer-
ring these parameters is insufficient for the target DST model. This suggestion is
also derived from the fact that UpdateTrans (Fix parameters = On) achieved higher
performance than did others that transferred parameters are fixed in both amounts
of training data sets. However, the performance of UpdateTrans (Fix parameters =
On) is lower than that of UpdateTrans (Fix parameters = Off). This implies that the
update module holds not only slot-independent but also slot-dependent parameters.
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Table2 Accuracy of each transfer learning method. “Individual” transfers parameters trained from
one source slot. “Shared” transfers shared parameters trained from all source slots. Experimental
settings whose scores are underlined improve performance by sharing parameters

Method Fix Individual Shared
parameters

Training data Training data

100% 10% 100% 10%
NoTrans - 86.1 80.7 - -
SLUTrans Off 86.2 79.9 86.2 80.1
LSTMTrans | Off 86.0 80.4 86.0 81.0
AllTrans Off 85.5 80.6 86.2 80.8
UpdateTrans | Off 86.0 82.5 86.2 82.5
SLUTrans On 65.8 65.7 66.2 66.0
LSTMTrans |On 79.7 74.2 80.8 755
UpdateTrans | On 85.1 81.6 85.5 82.0

5.2.3 Evaluation for Sharing Parameters

We investigated the effectiveness of training shared parameters for transfer across
all existing slots. Experimental settings were nearly the same as those described in
Sect.5.2.2; the only difference was that parameters for transfer were trained while
the parameters were shared across all source slots.

The “Shared” column in Table 2 shows the performance of each transfer learning
method under this settings. UpdateTrans achieved higher performance than did others
in the 10% training data set, which is the same trend seen in the results in Sect.5.2.2.
In comparison with training parameters from a single source slot, sharing parameters
across all source slots achieved the same or slightly better performance in all transfer
learning methods. This indicates that more slot-independent and reliable parameters
are obtained by training shared parameters across slots. In contrast, UpdateTrans
(Fix parameters = On) still achieved lower performance than did UpdateTrans (Fix
parameters = Off). This suggests that the update module still retains slot-dependent
parameters. One of possible causes is that the number of source slots is very small.
In that case, performance will be improved by increasing the number of source slots.

5.3 Robustness of Update Module

We also validated that the proposed transfer learning algorithm did not depend on the
network architecture of the update modules. As another module for verification, an
update module of a fully statistical neural belief tracking model [11] was used. The
update module in this model integrates the SLU output and the dialogue state of the
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previous turn, then outputs the dialogue state of the current turn via a one-layer neural
network. Parameters of the neural network are tied across all slot values, ensuring
that the module can deal with unseen values in training. We made the parameters
of the neural network tied across all slots, which enabled us to apply the proposed
transfer learning. We combined this update module and the SLU module described
in Sect.4.1, and evaluated the DST performance under the experimental settings
described in Sect.5.2.3.

The results show that the DST performance of the proposed methods is higher
than that of the baseline methods. Specifically, the performance improved from 57.8%
(NoTrans) to 71.2% (UpdateTrans, Fix parameters = Off) in the 10% training data set.
It appears that the incompatibility between the SLU module and the update module
is one reason why the performance is lower than that of the DST model, which uses
the attention-based update module described in Sect.4.2. In any case, we verified
that the proposed methods are effective for another update module, indicating that
they are robust to the network architecture of the update modules.

6 Conclusions

This paper proposed a transfer learning algorithm for end-to-end DST to handle
unseen slots with a small set of training data. To effectively achieve transfer learning,
we assumed that the update module, which is one component of end-to-end DST,
can be slot-independent. For obtaining slot-independent parameters of the update
module, a DST model for each existing slot was trained while sharing parameters
of the update module across all existing slots. Then the slot-independent parameters
were transferred to a DST model for a new slot. Evaluation results showed that the
proposed algorithm outperformed baseline algorithms, and also suggested that our
algorithm was robust to the network architecture of update modules. The advantages
of our proposed algorithm will be strengthened by verifying the performance of slots
other than those in DSTC2 and the robustness to the network architecture of SLU
modules.
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Managing Multi-task Dialogs by Means )
of a Statistical Dialog Management L
Technique

David Griol, Zoraida Callejas, and Jose F. Quesada

Abstract One of the most demanding tasks when developing a dialog system con-
sists of deciding the next system response considering the user’s actions and the
dialog history, which is the fundamental responsibility related to dialog manage-
ment. A statistical dialog management technique is proposed in this work to reduce
the effort and time required to design the dialog manager. This technique allows not
only an easy adaptation to new domains, but also to deal with the different subtasks
for which the dialog system has been designed. The practical application of the pro-
posed technique to develop a dialog system for a travel-planning domain shows that
the use of task-specific dialog models increases the quality and number of successful
interactions with the system in comparison with developing a single dialog model
for the complete domain.

Keywords Spoken Dialog Systems - Conversational Interfaces - Dialog
Management + Domain Knowledge Acquisition - Dialog Structure - Statistical
Methodologies

1 Introduction

Spoken conversational interfaces [11] are becoming a strong alternative to traditional
graphical interfaces which might not be appropriate for all users and/or applica-
tions. These systems can be defined as computer programs that receive speech as
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input and generate synthesized speech as output, engaging the user in a dialog that
aims to be similar to that between humans. Usually, these systems carry out five
main tasks: Automatic Speech Recognition (ASR), Spoken Language Understand-
ing (SLU), Dialog Management (DM), Natural Language Generation (NLG), and
Text-To-Speech Synthesis (TTS).

Learning statistical approaches to model these tasks has been of growing interest
during the last decade [22]. Models of this kind have been widely used for speech
recognition and also for language understanding. Even though in the literature there
are models for dialog managers that are manually designed, over the last few years,
approaches using statistical models to represent the behavior of the dialog manager
have also been developed [7, 10, 21].

However, statistical dialog modeling and parameterization are dependent on
expert knowledge, and the success of these approaches is dependent on the quality and
coverage of the models and data used for training [18]. To address these important
problems, it is important to develop statistical dialog management methodologies
able to infer the dialog structure, which implies detecting if users have changed the
topic or dialog task, and to deal with unseen situations (i.e., situations that may occur
during the dialog and that were not considered during training).

Research on data-driven approaches to dialog structure modeling is relatively
new and focuses mainly on recognizing a structure of a dialog as it progresses [24].
Dialog segmentation can be then defined as the process of dividing up a dialog by
one of several related criteria (speaker’s intention, topic flow, coherence structure,
cohesive devices, etc.), identifying boundaries where the discourse changes taken
into account such as specific criteria. This detection is usually based on combining
different kinds of features, such as semantic similarities, inter-sentence similarities,
entity repetition, word frequency, prosodic and acoustic characteristics.

In this paper we propose a practical implementation of a recently developed sta-
tistical approach for the development of dialog managers [7], which is mainly based
on the use of a classification process for the estimation of a statistical model from
the sequences of the system and user actions obtained from a set of training data.
The paper is specially focused on the use of specialized dialog models learned for
each dialog domain and dialog subtask, instead of learning a generic dialog model
for the complete dialog system. To do this, the training data is divided into different
subsets, each covering a specific dialog objective or subtask. These specific dialog
models are selected by the dialog manager once the objective of the dialog has been
detected, using the generic dialog model until this condition has been fulfilled.

We have applied the proposed methodology to develop two versions of a dialog
system providing travel-planning information in Spanish. The first one uses a generic
dialog model and the second one combines specific classifiers learned for each dialog
objective. An in-depth comparative assessment of the developed systems has been
completed by means of recruited users. The results of the evaluation show that the
specific dialog models allow a better selection of the next system responses, thus
increasing the number and quality of successful interactions with the system.

The rest of the paper is organized as follows. Section2 describes existing
approaches for the development of dialog managers, paying special attention to sta-
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tistical approaches. Section 3 describes our proposal for developing statistical dialog
managers with specific dialog models. Section 4 shows the practical implementation
of our proposal to develop the two systems for the customer support service. In Sect. 5
we discuss the evaluation results obtained by comparing the two developed systems.
Finally, in Sect. 6 we present the conclusions and outline guidelines for future work.

2 State of the Art

As described in the previous section, machine learning approaches to dialog man-
agement try to reduce the effort and time required by hand-craft dialog management
strategies and, at the same time, to facilitate both to develop new dialog managers
and to adapt them to deal with new domains [4].

The most widespread methodology for machine-learning of dialog strategies con-
sists of modeling human-computer interaction as an optimization problem using
Markov Decision Processes (MDP) and reinforcement methods [9]. The main draw-
back of this approach is that the large state space of practical spoken dialog sys-
tems, makes its direct re-presentation intractable [23]. Partially Observable MDPs
(POMDPs) outperform MDP-based dialog strategies since they provide an explicit
representation of uncertainty [16]. This enables the dialog manager to avoid and
recover from recognition errors by sharing and shifting probability mass between
multiple hypotheses of the current dialog state.

Other interesting approaches for statistical dialog management are based on mod-
eling the system by means of Hidden Markov Models [3], stochastic Finite-State
Transducers [15], or using Bayesian Networks [12]. Also [8] proposed a differ-
ent hybrid approach to dialog modeling in which n-best recognition hypotheses are
weighted using a mixture of expert knowledge and data-driven measures, using an
agenda and an example-based machine translation approach respectively.

In the literature, there are different methodologies for the application of statisti-
cal methodologies for discourse segmentation and the construction of dialog models
including task/subtask information. Unsupervised clustering and segmentation tech-
niques are used in [2] to identify concepts and subtasks in task-oriented dialogs.

Diverse machine-learning methodologies have been recently proposed for dialog
state tracking (DST) [14, 20], a similar task whose objective is to use the system
outputs, user’s utterances, dialog context and other external information sources
to track what has happened in a dialog. Bayesian dynamic networks are used in
generative methods to model a dialog [21]. The main drawback of these methods are
that additional dependencies and structures must be learned to consider potentially
useful features of the dialog history. The parameters for discriminative methods are
directly tuned using machine learning and labeled dialog corpus [13]. Recurrent
Neural Networks (RNNs) have been recently proposed as to deal with the high
dimensional continuous input features involved in sequential models [19].
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3 Our Proposed Methodology for Dialog Management

This section summarizes the proposed dialog management technique and the practical
implementation proposed in this paper by means of specific classifiers adapted to
each dialog subtask.

3.1 Proposed Statistical Methodology

As described in the introduction section, to develop the Dialog Manager, we propose
the use of specialized dialog models dealing with each one of the subdomains or
subtasks for which the dialog system has been designed.

Our proposed technique for statistical dialog modeling represents dialogs as a
sequence of pairs (A;, U;), where A; is the output of the system (the system response
or turn) at time i, and U; is the semantic representation of the user turn (the result
of the understanding process of the user input) at time i; both expressed in terms of
dialog acts [5]. This way, each dialog is represented by:

(Al’ Ul)s DR (Aia Ui)v D) (Anv Un)

where A is the greeting turn of the system (e.g. Welcome to the system. How can
I help you?), and U, is the last user turn (i.e., semantic representation of the last
user utterance provided by the natural language understanding component in terms
of dialog acts).

The lexical, syntactic and semantic information associated with the speaker u’s
ith turn (U;) is denoted as ¢;'. This information is usually represented by:

e the words uttered;

e part of speech tags, also called word classes or lexical categories. Common lin-
guistic categories include noun, adjective, and verb, among others;

e predicate-argument structures, used by SLU modules in various contexts to rep-
resent relations within a sentence structure.

e named entities: sequences of words that refer to a unique identifier. This identi-
fier may be a proper name (e.g., organization, person or location names), a time
identifier (e.g., dates, time expressions or durations), or quantities and numerical
expressions (e.g., monetary values, phone numbers).

Our model is based on the one proposed in [1]. In this model, each system response
is defined in terms of the subtask to which it contributes and the system dialog act
to be performed.

The term A{ denotes the system dialog act (i.e., system action) in the ith turn, and
ST denotes the subtask label to which the ith turn contributes. The interpretation
process is modeled in two stages. In the first stage, the system dialog act is determined
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from the information about the user’s turn and the previous dialog context, which is
modeled by means of the k previous utterances. This process is shown in Eq. (1).

A¢ = argmax P(A“|ST¢, ST X, AiTk =% (1)
AteA

where ¢}’ represents the lexical, syntactic, and semantic information (e.g., words, part
of speech tags, predicate-argument structures, and named entities) associated with
speaker u’s ith turn; S Tﬁ:’f represents the dialog subtask tags for utterances i — 1 to
i —k;and A;:’f represents the system dialog act tags for utterances i — 1toi — k.
In a second stage, the dialog subtask is determined from the lexical information,

the dialog act computed according to Eq.(1), and the dialog context, as shown in
Eq.(2).

ST¢ = argmax P (s*|STI =K, AI=* Cf:]f) 2

i—1 -1
seS

The prediction of the dialog subtask (S7¢) by means of Eq.(2) is carried out by
a specific component in the architecture, which we have called the Task-Dependent
Feature Extractor. This module is connected with the State of the Dialog Manage-
ment component, which updates the current state of the dialog according to the
semantic information provided by the Natural Language Understanding module
after each user utterance. This information is provided to the Task-Dependent Fea-
ture Extractor for the prediction of the dialog subtask. According to this prediction,
the Task-Dependent Feature Extractor selects the specialized dialog agent that will
be used by the dialog manager in the following turn of the dialog. Then, the selected
specialized agent employs the corresponding statistical dialog model to select the
next action of the dialog system.

In our proposal, we consider static and dynamic features to estimate the condi-
tional distributions shown in Egs. (1) and (2). Dynamic features include the dialog act
and the task/subtask. Static features include the words in each utterance, the dialog
acts in each utterance,and predicate-arguments in each utterance. All pieces of infor-
mation are computed from corpora using n-grams, that is, computing the frequency
of the combination of the n previous words, dialog acts, or predicate-arguments in
the user turn.

The conditional distributions shown in Egs. (1) and (2) can be estimated by means
of the general technique of choosing the maximum entropy (MaxEnt) distribution
that properly estimates the average of each feature in the training data [1]. This can be
written as a Gibbs distribution parameterized with weights A as Eq. (3) shows, where
V is the size of the label set, X denotes the distribution of dialog acts or subtasks
(DAY or ST) and ¢ denotes the vector of the described static and dynamic features
used for the user turns fromi — 1---i — k.

P(X = st;|$p) = ——— 3
K = s1l) = =7 3)
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Such calculation outperforms other state of the art approaches [1], as it increases
the speed of training and makes possible to deal with large data sets. Each of the
classes can be encoded as a bit vector such that, in the vector corresponding to each
class, the ith bit is one and all other bits are zero. Then, V-one-versus-other binary
classifiers are used as Eq. (4) shows.

e 1

POID) = 1= POIP) =~y = @)

14+

where Ay is the parameter vector for the anti-label y and )Jy, =Xy — Ay

Figure 1 shows the described scheme for the practical implementation of the pro-
posed dialog management technique and its interaction with the rest of the modules
in the dialog system.

4 Practical Application

We have applied our proposal to develop and evaluate an adaptive system for a
travel-planning domain. The system provides context-aware information in natural
language in Spanish about approaches to a city, flight schedules, weather forecast,
car rental, hotel booking, sightseeing and places of interest for tourists, entertainment
guide and theater listings, and movie showtimes. Different Postgress databases are
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used to store this information and automatically update the data that is included in the
application. In addition, several functionalities are related to dynamic information
(e.g., weather forecast, flight schedules) directly obtained from webpages and web
services providing this information. This way, our system provides a speech access
to facilitate this travel-planning information, which is adapted to each user taking
into account context information.

Semantic knowledge is modeled in the system using the classical frame repre-
sentation of the meaning of the utterance. We defined eight concepts to represent
the different queries that the user can perform (City-Approaches, Flight-Schedules,
Weather-Forecast, Car-Rental, and Hotel-Booking, Sightseeing, Movie-Showtimes,
and Theater-Listings). Three task-independent concepts have also been defined for
the task (Affirmation, Negation, and Not-Understood). A total of 101 system actions
(DAs) were defined taking into account the information that the system provides,
asks or confirms.

Using the City-Approaches functionality, it is possible to know how to get to a
specific city using the different means of transport. If specific means are not provided
by the user, then the system provides the complete information available for the
required city. Users can optionally provide an origin city to try to obtain detailed
information taking into account this origin. Context information taken into account
to adapt this information includes user’s current position, and preferred means of
transport and city.

The Flight-Schedules functionality provides flight information considering the
user’s requirements. Users can provide the origin and destination cities, ticket class,
departure and/or arrival dates, and departure and/or arrival hours. Using the Weather-
Forecast it is possible to obtain the forecast for the required city and dates (for a
maximum of 5 days from the current date). For both functionalities, this information
is dynamically extracted from external webpages. Context information taken into
account includes user’s current location, preferred dates and/or hours, and preferred
ticket class.

The Car-Rental functionality provides this information taking into account users’
requisites including the city, pick-up and drop-off date, car type, name of the com-
pany, driver age, and office. The provided information is dynamically extracted from
different webpages. The Hotel-Booking functionality provides hotels which fulfill
the user’s requirements (city, name, category, check-in and check-out dates, number
of rooms, and number of people).

The Sightseeing functionality provides information about places of interest for a
specific city, which is directly extracted from the webpage designed for the appli-
cation. This information is mainly based on users recommendations that have been
incorporated in this webpage. The Theater-Listings and Movie-Showtimes respec-
tively provides information about theater performances and movie showtimes that
takes into account the users requirements. These requirements can include the city,
name of the theater/cinema, name of the show/movie, category, date, and hour. This
information is also considered to adapt both functionalities and then provide context-
aware information.
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A set of 25 scenarios were manually defined to cover the different queries to per-
form to the system including different user requirements and profiles. Basic scenarios
defined only one objective for the dialog; it means, the user must obtain information
about only one type of the possible queries to the system (e.g., to obtain flight sched-
ules from an origin city to a destination for a specific date). More complex scenarios
included more than one objective for the dialog (e.g., to obtain information about
how to get to a specific city, car rental and hotel booking information).

Two versions of the system have been developed. The first one (Dialog System 1)
uses a generic dialog model for the task, which employs a single classifier to select
the next system response. The second one (Dialog System 2) employs 25 specific
dialog models, each one of them focused on the achievement of the objective(s)
defined for a specific scenario.

5 Results and Discussion

We have completed a comparative evaluation of the two practical dialog systems
developed for the task. A total of 150 dialogs were recorded from interactions of
25 users employing the two dialog systems. An objective and subjective evaluation
were carried out.

The following measures were defined in the objective evaluation to compare the
dialogs acquired with the dialog systems: (i) Dialog success rate; (ii) Dialog length:
average number of turns per dialog, number of turns of the shortest dialog, number
of turns of the longest dialog, and number of turns of the most observed dialog; (iii)
Different dialogs: percentage of different dialogs with respect to the total number
of dialogs, and number of repetitions of the most observed dialog; (iv) Turn length:
average number of actions per turn; (v) Participant activity: number of turns in the
most observed, shortest and longest dialogs; (v) Confirmation rate, computed as the
ratio between the number of explicit confirmation turns and the total number of
turns in the dialog; and (vi) Error correction rate, computed as the number of errors
detected and corrected by the dialog manager divided by the total number of errors.

Table 1 presents the results of the objective evaluation. As can be observed, both
dialog systems could interact correctly with the users in most cases for the two
systems. However, the Dialog System 2 obtained a higher success rate, improving
the initial results by a 6% absolute. Using the Dialog System 2, the average number
of required turns is also reduced from 24.3 to 19.1.

It can also be observed that when Dialog System 2 was used, there was a reduction
in the average number of turns and in the number of turns in the longest, shortest and
most observed dialogs. These results show that the use of specialized dialog models
made it possible to reduce the number of necessary system actions to attain the dialog
goals for the different tasks. In addition, the results show a higher variability in the
dialogs generated with Dialog System 2 as there was a higher percentage of different
dialogs and the most observed dialog was less repeated. There was also a slight
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Table 1 Results of the high-level dialog measures. Dialog success rate (M), Average number of
turns per dialog (M>), Percentage of different dialogs (M3 ), Repetitions of the most observed dialog
(My), Average number of actions per turn (M5), Number of user turns of the most observed dialog
(Mg), Number of user turns of the shortest dialog (M7), Number of user turns of the longest dialog
(Mg), Confirmation rate (Mg), Error correction rate (M)

Dialog System 1 Dialog System 2
M, 89.0% 95.0%
M> 24.3 19.1
M3 84.6% 88.7%
My 4 3
Ms 1.2 1.5
Mg 12 10
M7 9 6
Ms 15 11
Moy 38% 36%
Mo 0.89% 0.94%

Table 2 Proportions of dialog spent on-goal directed actions, ground actions and other possible
actions

Dialog System 1 Dialog System 2
Goal-directed actions 68.21% 74.35%
Grounding actions 30.76% 24.76%
Rest of actions 1.03% 0.89%

increment in the mean values of the turn length for the dialogs collected with Dialog
System 2 due to the better selection of the system actions in the improved strategy.

The confirmation and error correction rates were also improved by using Dialog
System 2 as it required less data from the user, thus reducing the number of errors in
the automatic speech recognition process. A problem occurred when the user input
was misrecognized but it had high confidence score, in which case it was forwarded
to the dialog manager. However, as the success rate shows, this problem did not have
a remarkable impact on the performance of the dialog systems.

Additionally, we grouped all user and system actions into three categories: “goal
directed” (actions to provide or request information), “grounding” (confirmations
and negations), and “other”. Table2 shows a comparison between these categories.
As can be observed, the dialogs provided by the Dialog System 2 have a better quality,
as the proportion of goal-directed actions is higher than the values obtained for the
Dialog System 1.

We also asked the users to complete a questionnaire to assess their subjective
opinion about the system performance. The questionnaire had six questions: (i) Q1:
How well did the system understand you?; (11)Q2: How well did you understand the
system messages?; (iii) Q3: Was it easy for you to get the requested information ?; (iv)
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Table 3 Results of the subjective evaluation with recruited users (1 = lowest, 5 = highest)

Dialog System 1 Dialog System 2
Ql 4.7 4.8
Q2 4.3 44
Q3 4.2 4.7
Q4 4.2 4.6
Q5 4.1 43
Q6 4.4 4.7

Q4: Was the interaction with the system quick enough?; (v) QS: If there were system
errors, was it easy for you to correct them?; (vi) Q6: In general, are you satisfied with
the performance of the system? The possible answers for each one of the questions
were the same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably,
Usually/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire). Table 3
shows the average results of the subjective evaluation using the described question-
naire.

It can be observed that using either Dialog System I or Dialog System 2 the users
perceived that the system understood them correctly. Moreover, they expressed a
similar opinion regarding the easiness for correcting system errors. However, users
said that it was easier to obtain the information specified for the different objectives
using Dialog System 2, and that the interaction with the system was more adequate
with this dialog manager. Finally, the users were more satisfied with the system
employing Dialog System 2.

We have completed the evaluation with an additional assessment using a dialog
simulation technique [6], which allows to develop a user simulator to automatically
interact with a conversational system. The user simulator emulates the user intention,
that is, the simulator provides concepts and attributes that represent the intention of
the user utterance. Therefore, the user simulator carries out the functions of the ASR
and NLU modules. An error simulator module is also integrated to perform error
generation and the addition of confidence measures [17].

A total of 3000 dialog were simulated for the two dialog systems developed.
The dialogs were only considered successful if they fulfilled the complete list of
objectives that had been previously defined for the simulation. Table4 shows the
values obtained for the task success/efficiency measures considered. As it can be
observed, the percentage of successfully simulated dialogs increases when the dialog
task segmentation module is included. Our analysis also shows that not only the
dialogs of the systems including the dialog task segmentation (DTS) module achieve
their goals more frequently, but also their average completion time is shorter. The
number of different simulated dialogs that are obtained is also increased when this
module is included.
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Table 4 Results of the high-level dialog features defined for the comparative assessment of the
simulated dialogs

Dialog System 1 Dialog System 2
Success. simulated dialogs 83.7% 87.8%
Different dialogs 76.7% 82.9%
Repetit. most seen dialog 11 7
Avg. number of user turns 6.2 5.1

6 Conclusions and Future Work

In this paper, we have described a statistical technique for dialog management in
dialog systems. Our proposal is based on dealing with each one of the dialog subtasks
or dialog objectives by means of a specific dialog model specialized in each one
of them. This model, which considers the previous history of the dialog, is used
for the selection of each specialized dialog agent according to the predicted dialog
subtask, and the decision of the next system action. Although the construction and
parameterization of the dialog model depends on expert knowledge of the task, by
means of our proposal, we facilitate to develop dialog systems that have a more robust
behavior, better portability, and are easier to be extended or adapted to different user
profiles or tasks.

The results of the evaluation of our proposal for a travel-planning dialog system
show that the number of successful dialogs is increased in comparison with using
a generic dialog agent learned for the complete task. Also, the dialogs acquired
using the specific dialog agents are statistically shorter and present a better quality
in the selection of the system responses. For future work, we want to consider the
incorporation of additional information regarding the user, such as specific user
profiles related to their emotional states and adapted to the each application domain.
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Koh Mitsuda, Ryuichiro Higashinaka, Taichi Katayama, and Junji Tomita

Abstract Towards creating an open-domain argumentative dialogue system, prepar-
ing a database of structured argumentative knowledge for the system as reported in
previous work is difficult because diverse propositions exist in the open-domain set-
ting. In this paper, instead of structured knowledge, we use a simple seq2seq-based
model to generate supportive utterances to user utterances in an open-domain dis-
cussion. We manually collected 45,000 utterance pairs consisting of a user utterance
and supportive utterance and proposed a method to augment the manually collected
pairs to cover various discussion topics. The generated supportive utterances were
then manually evaluated and the results showed that the proposed model could gen-
erate supportive utterances with an accuracy of 0.70, significantly outperforming
baselines.

1 Introduction

An argumentative dialogue system is an automated agent that can debate with users
by responding to user utterances with supportive or non-supportive utterances [7, 11,
12, 15]. Our goal is to create an open-domain argumentative dialogue system that
can argue with users about arbitrary discussion topics decided by users.
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Towards creating an open-domain argumentative dialogue system, preparing the
structured knowledge of argumentation for the system is difficult. The system relies
on a database that has two types of resources: utterances corresponding to proposi-
tions stated by the user, and by the system, in argument and relations such as support
or non-support among the propositional utterances. The system tries to understand
a user utterance by searching the database for a corresponding utterance and then
responds with either a supportive or non-supportive utterances related to the one
it searched. In previous works, the structured knowledge is formalized in a hierar-
chy. Thus, in open-domain discussion, it is difficult to create the database because it
needs to cover diverse topics and because it is not yet clear how to determine relations
among numerous propositional utterances.

To overcome this issue, we propose taking a seq2seq approach [16] that uses
manually collected pairs of a user utterance and system utterance in an open-domain
discussion. As the first step, we create a model that generates supportive utterances to
auser utterance. The coverage of discussion topics in the manually collected data may
not be enough to make the model robust to various topics, so we propose methods for
automatically bootstrapping and augmenting the manually collected data by utilizing
Web resources. In this paper, we report the data collection and construction of the
model for generating supportive utterances.

2 Related Work

Although various argumentation mining methods exist [2, 9], only a few studies have
reported on argumentative dialogue systems [7, 11, 12, 15].

Sato et al. [15] and Rakshit et al. [12] proposed an argumentative dialogue system
based on sentence retrieval from argumentative Web resources on a specific dis-
cussion topic. Higashinaka et al. [7] constructed an argumentative dialogue system
based on a graph structure that is manually created for a specific discussion topic.
Rach et al. [11] proposed an annotation scheme of argumentative texts for utilizing
argumentation mining techniques and proposed an argumentative dialogue system
based on argument games [1].

In our approach, we do not prepare rich argumentative resources (such as well-
organized argumentative texts or hierarchically structured argumentative knowledge)
but rather just pairs of a user utterance and supportive utterance. Thus, it is easy to
create the argumentative dialogue system.

3 Data Collection

Here, we describe a task description of the supportive utterance generation and the
procedure to collect pairs of a user utterance and supportive utterance.
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3.1 Supportive Utterance Generation

Figure 1 shows a task description of supportive utterance generation. The input utter-
ance corresponding to a user utterance is an argumentative utterance and the output
utterance corresponding to a system utterance is a supportive utterance. Note that,
in this research, Japanese is used as the target language for the data collection and
evaluation.

Argumentative utterances describe someone’s opinion about a specific discussion
topic, which is “cooking” in Fig. 1. An argumentative utterance is limited to a declar-
ative sentence consisting of a subject and predicate for making the task simple, as
propositions in real discussion are syntactically too complex [14]. The subject cor-
responds to the specific topic of discussion (“‘cooking” in Fig. 1) and the predicate
corresponds to an opinion about the topic. Argumentative utterances include not only
positive expressions, such as the one in Fig. 1, but also negative expressions (e.g.,
“Cooking is difficult”) or neutral expressions (e.g., “I run every day”).

Supportive utterances describe a supportive opinion to the argumentative utterance
as the input. A supportive utterance must be a declarative sentence and have a content,
such as a word or phrase, different from but related to the argumentative utterance,
along with a supporting reason for it. Utterances that can be used as a response to any
argumentative utterance, for example, “I think so,” are not considered as supportive
utterances.

3.2 Collection Procedure

Figure 2 shows the procedure for collecting pairs of an argumentative utterance and
supportive utterance. In order to collect pairs that are both varied and general, we
used a crowdsourcing platform provided by NTTCom Online Marketing Solutions
Corporation. We collected three pairs of an argumentative utterance and support-
ive utterance from each worker. To simplify the collection procedure and suppress
improper working results, we split the procedure of each crowd worker into three
steps, listing nouns, writing argumentative utterances, and writing supportive utter-
ances as described below.

Argumentative utterance Supportive utterance
(Input) (Output)
i FELW BROFELbD N (0
(= cooking) (=is fun) (= anything we want) (= we can make)

/

Fig. 1 Supportive utterance generation
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Discussion topic Argumentative utterance Supportive utterance

Cooking is fun.
Japanese food is
delicious.

We can make
anything we want.

We need money
to go anywhere.
Flavors are subtle.

Step 1.
List up three
nouns.

Japanese
food

Step 2. Step 3.
Write supportive utterances Write supportive utterances
using each listed noun. to each argumentative utterance.

Fig. 2 Data collection of pairs consisting of an argumentative utterance and supportive utterance

Step 1. Listing nouns In this step, crowd workers are instructed to think of and
write down three nouns representing things they like, things they do not like,
interests, or anything else they can come up with. They are also instructed to
avoid writing named entities such as people’s names if possible. This is because
we want to prioritize the collection of common nouns.

Step 2. Writing argumentative utterances In this step, the workers are instructed
to write utterances intended to begin discussions by using the nouns listed up in
step 1. They are also instructed to make the written utterances include argumen-
tative contents that some people will support and others will not. Each utterance
must consist of a subject and predicate and have at least five characters in Japanese
(roughly two or three words in English).

Step 3. Writing supportive utterances In this step, the workers are instructed to
write an utterance that supports the content of each argumentative utterance. The
written utterances must have a concrete reason for supporting the argumenta-
tive utterances and include words different from but related to the argumentative
utterances. To come up with reasons for supportive utterances, the workers are
instructed to write the utterances in the format: “(argumentative utterance). I think
s0, because (supportive utterance).” Each utterance must consist of a subject and
predicate, and have at least five characters in Japanese.

3.3 Collected Data

Table 1 shows the statistics of the collected pairs of an argumentative utterance and
supportive utterance. The “All” column shows the number of collected pairs in total.
The 15,000 workers who moved through steps 1 to 3 were recruited from a crowd-
sourcing platform, so we collected 45,000 pairs in total. We divided the collected
pairs into training, development, and test sets in the ratio of 43:1:1. Token length
of the training set was limited to between 1 and 32, and those of the development
and test sets were limited to between 3 and 10 for eliminating exceptionally short
or long utterances. Table 1 includes the vocabulary sizes and token lengths of the
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Table 1 Statistics of collected pairs of argumentative utterances (input) and supportive utterances
(output). Collected data shown in “All” column is divided into training, development, and test sets

Statistics Training Dev. Test All
No. of pairs (all) 43,000 1,000 1,000 45,000
No. of pairs (filtered) 42,850 317 397 43,564
Vocabulary size (Input) 11,195 484 531 11,251
Vocabulary size (Output) | 13,231 651 729 13,303
Vocabulary size (All) 17,363 962 1047 17,449
Avg. token length (Input) | 6.28 5.23 5.17 6.26
Avg. token length (Output) | 7.27 6.33 6.18 7.25

Table 2 Example of the collected pairs of an argumentative utterance and supportive utterance
written by three workers

Topic Argumentative utterance Supportive utterance
Walking Walking is interesting It is also good for health
Golf Golf is difficult It is hard to get a good score
Work Worthwhile work is challenging We can feel accomplishment
Comics I don’t have a chance to read comics | We want to read at our leisure
Movies I haven’t gone to the movie theater Nobody goes often

recently
Music Music is interesting Melodies make us happy
Trip I want to trip everywhere ‘We want to enjoy various foods
Ukulele I bought a ukulele We listen to that in Hawaii
Grand son My grand son is cute I can’t say no to his requests

filtered pairs. We filtered out 1,436 pairs from the collected data and used 43,564
pairs in this research. From the “All” column and “Avg. token length” rows, we can
see that the token length of each argumentative utterance and supportive utterance
is from six to seven on average, and supportive utterances tend to be longer than
argumentative ones.

Table 2 shows examples of the collected pairs. There are various phrases in both
the argumentative and supportive utterances. From each utterance in Table 2, we see
that there are various ways of supporting argumentative utterances.

4 Generation Models

Figure 3 shows the proposed method for generating supportive utterances from an
argumentative utterance as an input. We introduce two approaches—bootstrapping
and data augmentation of the manually collected data—to make the generation model
robust to various argumentative utterances. The manually collected data are boot-
strapped and augmented before training the generation model.



Twitter
replies

Wikipedia

categories

K. Mitsuda et al.

Proposed Proposed data
Collected bootstrap » augmentation Bootstrapped
pairs method method and
augmented
pairs

Cooking is fun.

k4

Bidirectional . Supportive
LSTM Generation utterance
trainer model generator

v

[ We can make anything we want. |

Fig.3 Proposed method for generating supportive utterances by bootstrapping and augmenting the
collected pairs of an argumentative utterance and supportive utterance

4.1 Bootstrapping of Manually Collected Utterance Pairs

Figure 4 shows the flow of bootstrapping the manually collected pairs. We use Twitter
replies for extracting pairs similar to the manually collected pairs of an argumenta-
tive utterance and supportive utterance. The process consists of keyword listing and
Twitter reply filtering by using the keywords.

First, using the manually collected pairs, keywords that tend to appear in the set of
argumentative utterances or supportive utterances are listed. For listing the keywords,
we use chat utterances collected by Higashinaka et al. [5] as sets of non-argumentative
and non-supportive utterances. For listing up the keywords, Pearson’s chi-squared test
is used for extracting a word that significantly appears in argumentative or supportive
utterances.

Table 3 shows the contingency table used for the chi-squared test. The set of chat
utterances is compared with the set of the argumentative or the set of the supportive
utterances. The values A, B, C, D, and N show the frequency of a target word in
each set of utterances. N is a total number of words in the set of chat utterances and
the set of the argumentative utterances or the set of the supportive utterances. Using
the table, a word is assumed to be a keyword if it significantly appears in the set of
the argumentative or supportive utterances.

Twitter reply pairs crawled over six months (from the January 1 to June 13,
2016), including 420,839,296 reply pairs in total, were used for the bootstrap. We
empirically set the significance level for keyword listing to 0.01 and the thresholds for
reply filtering to 0.5 and 0.6 for argumentative and supportive utterances, respectively.
Mention marks, hashtags, and URLs were removed from original tweets, and only
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Argumentative keywords
» and
supportive keywords

ol

Reply filter

Keyword
listing method

Collected
pairs

Bootstrapped
pairs

Fig. 4 Bootstrap process of the manually collected pairs consisting of an argumentative utterance
and supportive utterance by using Twitter replies

Table 3 Contingency table to classify target words that significantly appear in argumentative
utterances or supportive utterances

Set of utterances\ Word Target Other Total
Argumentative A B A+ B
(or supportive) utterances

Chat utterances C D C+D
Total A+C B+D N

Table 4 Example of bootstrapped Twitter reply pairs. Words in bold are argumentative keywords
or supportive keywords. Bold ratios indicate that a corresponding tweet has keywords over the
threshold for extraction. In the “Extracted” column, “1” and “0” correspond to true and false

First tweet Second tweet Extracted
Contents Ratio Contents Ratio

Hello 0% (0/1) Thank you hello 33% (1/3) 0

Why oh why ? 25% (1/4) Because laugh 100% (2/2) |0

Raw vegetables 50% (1/2) Let’s boil well 66% (2/3) 1
Spinach is good for zinc | 60% (3/5) Vitamin is also abundant 100% (4/4) |1
Instagram is also good 75% (3/4) Instagram seems interesting | 66% (2/3) 1

tweets including three to 32 tokens were used. A Japanese morphological analyzer,
JTAG [4], was used for this process. As aresult of the extraction, we obtained 208,721
Twitter reply pairs, which are 0.05% of the source Twitter pairs and 485% of the
manually collected pairs.

Table 4 shows examples of bootstrapped Twitter reply pairs. The replies shown in
the upper two rows are the pairs that should not be extracted. These replies barely
contain any argumentative or supportive keywords, and thus are not extracted. The
replies shown in the lower three rows should be extracted because their contents are
both argumentative and supportive. These replies have the keywords in each tweet,
and thus are extracted as the pairs of an argumentative utterance and supportive
utterance. There are new discussion topics, such as “raw vegetables,” “spinach,” and
“Instagram” in the extracted pairs. The model trained by the bootstrapped pairs can
cover more topics than the model trained only by manually collected data.
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4.2 Data Augmentation of Argumentative Utterances

In generating supportive utterances, there is a problem when a discussion topic
described as a noun is an unknown word (<unk>) or has sparse training data. As
a conventional method for solving this problem, pre-trained embeddings are used.
However, it is not assumed that similarity in the pre-trained embeddings is the same
as similarity in the supportive utterances. In analyzing the manually collected pairs,
we assume that discussion topics categorized in the same category, e.g., dogs and
cats categorized in the same category of pets, tend to be supported by similar sup-
portive utterances. Thus, we expect that a generation model where topics in similar
categories are treated as similar information will be robust to unknown or sparse
discussion topics.

In the proposed data augmentation method, we use Wikipedia for augmenting
an input noun with categories in Wikipedia. We used category trees, which include
a path from each entry to the top-level in Wikipedia [6]. Using Wikipedia, several
categories are added to a noun phrase in the first position of an argumentative utter-
ance in preparing the training data or generating supportive utterances. For instance,
“surfing” has the path “major category - society - leisure - water sports” and “wake-
boarding” has the path “major category - society - leisure - water sports.” Using the
category information, we can assume that surfing and wakeboarding are similar in
terms of the characteristics of leisure and water sports though wakeboarding does not
appear in the manually collected data. We add up to two categories for each noun;
thus, “surfing is interesting” and “wakeboarding is interesting” are augmented to
“leisure water-sports surfing is interesting” and “leisure water-sports wakeboarding
is interesting.”

Table 5 shows the statistics of the manually collected pairs, bootstrapped pairs, and
augmented pairs including the manually collected and bootstrapped ones. As shown
in the “Augmented” and “Original” columns, the number of pairs and vocabulary
becomes rich. The proposed generation model of supportive utterances are trained
by using the data shown in the “Augmented” column.

Table 5 Statistics of manually collected pairs, bootstrapped ones, and data augmented ones. The
“Original” column is the same as “Train” in Table 1. “Bootstrapped” shows the pairs only after the
bootstrapping. “Augmented” shows all pairs including original pairs and bootstrapped ones after
the bootstrapping and augmentation

Statistics Original Bootstrapped Augmented
No. of pairs (all) 43,000 - -

No. of pairs (filtered) 42,850 208,721 251,571
Vocabulary size (Input) 11,195 36,872 41,448
Vocabulary size (Output) 13,231 28,926 33,768
Vocabulary size (All) 17,363 47,968 53,794
Avg. token length (Input) 6.28 4.84 5.26

Avg. token length (Output) | 7.27 4.82 5.28
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5 Evaluation

Using the manually collected pairs, we trained the generation model and evaluated
the supportive utterances automatically generated to argumentative utterances in the
test set shown in Table 1.

5.1 Types of Models

We prepared seven models consisting of four baseline models and three proposed
models. One model is not seq2seq-based and the other six models are seq2seq-based.
Differences among the following sea2seq-based models are only the training data.

Baseline-retrieval This is the only model that does not generate responses, but
search responses from the training data with BM25. It searches the most simi-
lar argumentative utterance in the training data and responds with a supportive
utterance paired to the searched argumentative utterance.

Baseline-normal  This model is a seq2seq-based generation model. It is trained by
the training data in the manually collected pairs shown in Table 1 over ten epochs
and the best one used for evaluation is determined by a perplexity in the devel-
opment data. OpenNMT [8] is used for training. The encoder is a bidirectional
LSTM, the vocabulary size is 50,000 words, and the source vocabulary and tar-
get vocabulary are common. These parameters are the same as those in the other
seq2seq-based models.

Baseline-twitter This model has a pre-training process that uses 500,000 ran-
domly extracted Twitter reply pairs and is fine-tuned by using the manually col-
lected pairs. This model is a baseline compared with the Proposed-bootstrap model,
which is trained by the filtered Twitter reply pairs.

Baseline-word2vec This model uses pre-trained word embeddings for encod-
ing. The embeddings is trained by one year’s worth of Japanese blog texts
with word2vec [10, 13]. This model is a baseline compared with the Proposed-
augmentation model, which uses only categorical similarities of discussion topics
in Wikipedia.

Proposed-bootstrap This model is pre-trained only by the bootstrapped pairs and
is fine-tuned by the manually collected pairs.

Proposed-augmentation This model is trained only by the manually collected
data that is augmented by Wikipedia.

Proposed-all This model is pre-trained by the bootstrapped and augmented pairs
and fine-tuned by the manually collected pairs.
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Table 6 Evaluation of generated supportive utterances from each model. The “Accuracy” column
shows the ratios of the outputs evaluated as supportive on average between two annotators. The

“Statistical test” column shows the results of a Steel-Dwass multiple comparison test [3]. “>"" means
amodel is statistically better (p < .05) than a model shown by a corresponding model number (No.)

No. Model Accuracy Statistical test

1 Baseline-retrieval 0.56 (223 /397) -

2 Baseline-normal 0.63 (251/397) -

3 Baseline-word2vec 0.62 (247 /1 397) -

4 Baseline-twitter 0.61 (242 /397) -

5 Proposed-augmentation 0.65 (260 /397) > No. 1

6 Proposed-bootstrap 0.64 (253 /397) > No. 1

7 Proposed-all 0.70 (279 / 397) > No. 1, No. 2, No. 3, No. 4

5.2 Evaluation Results

For each argumentative utterance in the test set, seven models generated output
utterances as supportive utterances for evaluation. The top output utterances from
each model were used for evaluation. Two expert annotators evaluated whether each
utterance was supportive or not. An output utterance where no ungrammatical words
were included and words were related to the input but semantically different from
the input was assumed to be supportive and evaluated as correct, while the others
were evaluated as incorrect.

Table 6 shows the results of the evaluation with the average accuracy between
two annotators. The results show that the Proposed-all model, which is trained by
our proposed methods, had the highest accuracy. We statistically tested the accu-
racy among the models by using a Steel-Dwass multiple comparison test [3]. The
results show that Proposed-all model was only statistically better (p < .05) than
the Baseline-normal model. This demonstrates that combining the proposed boot-
strapping and data augmentation is effective for generating supportive utterances.
Although the Proposed-bootstrap model and Proposed-augmentation model had
a tendency to outperform the compared models, namely, the Baseline-twitter model
and Baseline-word2vec model, there was no significant difference among them.

Table 7 shows examples of the top 1 output utterances from each model to the
three input utterances in the test set. In the first input, the discussion topic “cooking”
frequently appeared in the manually collected data, and each model thus correctly
generated supportive utterances.

The second input shown in Table 7, the discussion topic “women announcers”
did not appear in the manually collected data, so the Baseline-normal model gen-
erated incorrect supportive utterances. In our proposed model, the bootstrap method
extracted pairs referring to an announcer, for example, a pair of the argumentative
utterance “an announcer is nice” and supportive utterance: “‘everyone is cute,” and the
data augmentation method converted “women announcer” into “Japanese-announcer
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Table 7 Example of supportive utterances generated from each model. The “Anno;” and “Anno,”
columns show the annotation results, where “1” and “0” indicate correct and incorrect

Model Generated supportive utterance Anno Annojp
Input Cooking is interesting - -
Baseline-retrieval We can find new recipes 0 1
Baseline-normal We can cook well 0 1
Baseline-word2vec We can make families happy 1 1
Baseline-twitter We can eat delicious food 1 1
Proposed-augmentation | We can make anything we like 1 1
Proposed-bootstrap Families become happy 1 1
Proposed-all We can make anything we like 1 1
Input ‘Women announcers are nice - -
Baseline-retrieval Girls like Instagram 0 0
Baseline-normal We are tired of watching 0 0
Baseline-word2vec Most of them are handsome guys 0 0
Baseline-twitter Women are cute 0 0
Proposed-augmentation | They have a dream 1 0
Proposed-bootstrap Most of them are cute 1 1
Proposed-all They look pretty 1 1
Input I want to go to Disney-land in the
summer

Baseline-retrieval New events will begin soon 1 1
Baseline-normal Traveling is interesting 0 0
Baseline-word2vec Traveling is good 0 0
Baseline-twitter We want to go every year 0 0
Proposed-augmentation | We have new awareness 0 0
Proposed-bootstrap Traveling is interesting 0 0
Proposed-all Traveling is interesting 0 0

Japanese-announcer women announcer.” Thus, supportive utterances to announcers,
who are Japanese women, are additionally trained and the Proposed-all model can
generate the correct supportive utterance.

The third input shown in Table 7 is a problem that needs to be solved in a future
work. As shown in the output of the Baseline-retrieval model, the training data
contained an argumentative utterance referring to the named entity “Disney-land”
but the proposed models could not generate correct supportive utterances referring
to things related to Disney-land. We recognize that the number of collected pairs
for named entities is not sufficient, and we want to solve this problem by manually
collecting data focused on named entities or by creating a method for converting

named entities to the well-known common nouns in the training data.
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6 Conclusion

This paper presents a model for generating supportive utterances in an open-domain
discussion. First, we defined the task of supportive utterance generation from argu-
mentative utterances. Pairs of an argumentative utterance and supportive utterance
are manually collected by crowdsourcing. To make the generation model robust to
various discussion topics, the collected pairs used for training a seq2seq model are
bootstrapped by Twitter replies and augmented by Wikipedia categories. Human
annotators evaluated the generated supportive utterances and the results showed that
the proposed model generated supportive utterances with the accuracy of 0.70 and
statistically outperformed baseline models, including an example-based model (by
0.14) and a model trained only by the manually collected pairs (by 0.07).

For future work, we will construct a model that generating non-supportive utter-
ances for building an argumentative dialogue system. Another interesting future
direction is to construct a model that can generate further supportive utterances to
the generated supportive utterances from the input argumentative utterance to enable
multi-turn discussion. Using such generation models, we plan to investigate strategies
for an argumentative dialogue system that can persuade users in the future.
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Bernd Kiefer, Anna Welker, and Christophe Biwer

Abstract We present VOnDA, a framework to implement the dialogue management
functionality in dialogue systems. Although domain-independent, VOnDA is tailored
towards dialogue systems with a focus on social communication, which implies the
need of a long-term memory and high user adaptivity. For these systems, which are
used in health environments or elderly care, margin of error is very low and control
over the dialogue process is of topmost importance. The same holds for commercial
applications, where customer trust is at risk. VOnDA'’s specification and memory
layer relies upon an extended version of RDF/OWL, which provides a universal and
uniform representation, and facilitates interoperability with external data sources,
e.g., from physical sensors.

1 Introduction

Natural language dialogue systems' are becoming more and more popular, be it as
virtual assistants such as Siri or Cortana, as Chatbots on websites providing customer
support, or as interface in human-robot interactions in areas ranging from human-
robot teams in industrial environments [17] over social human-robot-interaction [1]
to disaster response [12].
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A central component of most systems is the dialogue manager, which controls the
(possibly multi-modal) reactions based on external triggers and the current internal
state. When building dialogue components for robotic applications or in-car assis-
tants, the system needs to take into account inputs in various forms, first and foremost
the user utterances, but also other sensor input that may influence the dialogue, such
as information from computer vision, gaze detection, or even body and environment
sensors for cognitive load estimation.

In the following, we will describe VOnDA, an open-source framework initially
developed to implement dialogue strategies for conversational robotic and virtually
embodied agents. The implementation mainly took place in the context of the ALIZ-E
and PAL projects, where a social robotic assistant supports diabetic children managing
their disease. This application domain dictates some requirements that led in to
the decision to go for a rule-based system with statistical selection and RDF/OWL
underpinning.

Firstly, it requires a lot of control over the decision process, since mistakes by
the system are only tolerable in very specific situations, or not at all. Secondly, it is
vital to be able to maintain a relationship with the user over a longer time period.
This requires a long-term memory which can be efficiently accessed by the dialogue
system to exhibit familiarity with the user in various forms, e.g., respecting personal
preferences, but also making use of knowledge about conversations or events that
were part of interactions in past sessions. For the same reason, the system needs
high adaptability to the current user, which means adding a significant number of
variables to the state space. This often poses a scalability problem for POMDP-based
approaches, both in terms of run-time performance, and of probability estimation,
where marginal cases can be dominated by the prominent situation. A third require-
ment for robotic systems is the ability to process streaming sensor data, or at least
use aggregated high-level information from this data in the conversational system.

Furthermore, data collection for user groups in the health care domain is for ethical
reasons even more challenging than usual, and OWL reasoning offers a very flexible
way to access control.

VOnDA data therefore specifically targets the following design goals to support
the system requirements described before:

e Flexible and uniform specification of dialogue semantics, knowledge and data
structures

e Scalable, efficient, and easily accessible storage of interaction history and other
data, like real-time sensor data, resulting in a large information state

e Readable and compact rule specifications, facilitating access to the underlying
RDF database, with the full power of a programming language

e Transparent access to standard programming language constructs (Java classes)
for simple integration with the host system

VOnDA is not so much a complete dialogue management system as rather a
fundamental implementation layer for creating complex reactive systems, being able
to emulate almost all traditional rule- or automata-based frameworks. It provides
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a strong and tight connection to a reasoning engine and storage, which makes it
possible to explore various research directions in the future.

In the next section, we review related work that was done on dialogue frameworks.
In Sect. 3, we will give a high-level overview of the VOnDA framework, followed
by a specification language synopsis. Section5 covers some aspects of the system
implementation. Section6 describes the application of the framework in the PAL
project’s integrated system. The paper concludes with a discussion of the work done,
and further directions for research and development.

2 Related Work

The existing frameworks to implement dialogue management components roughly
fall into two large groups, those that use symbolic information or automata to specify
the dialogue flow (IrisTK [18], RavenClaw [3], Visual SceneMaker [7]), and those
that mostly use statistical methods (PyDial [20], Alex [8]). Somewhat in between
these is OpenDial [13], which builds on probabilistic rules and a Bayesian Network.

For reasons described in the introduction, VOnDA currently makes only limited
use of statistical information. A meaningful comparison to purely learned systems
like PyDial or Alex therefore becomes more complex, and would have to be done
on an extrinsic basis, which we can not yet provide. We studied comparable systems
focusing mainly on two aspects: the specification of behaviours, and the implemen-
tation of the dialogue memory / information state.

The dialogue behaviours in IrisTK and SceneMaker are specified using state
charts (hierarchical automata). Additional mechanisms (parallel execution, history
keeping, exception mechanisms like interruptive edges) make them more flexible and
powerful than basic state charts, but their flexibility and generalisation capabilities
are limited.

RavenClaw [3] uses so-called task trees, a variant of flow charts that can be dynam-
ically changed during run-time to implement dialogue agents for different situations
in the dialogue, and an agenda, which selects the appropriate agent for the current
dialogue state. The resemblance to agent-based architectures using preconstructed
plans is striking, but the improved flexibility also comes at the cost of increased
complexity during implementation and debugging.

OpenDial [13] tries to combine the advantages of hand-crafted systems with sta-
tistical selection, using probabilistic rules which can be viewed as templates for
probabilistic graphical models. The parameters for the models can be estimated
using previously collected data (supervised learning), or during the interactions with
reinforcement learning techniques. Being able to specify structural knowledge for
the statistical selection reduces the estimation problem if only a small amount of data
is available, and allows to explicitly put restrictions on the selection process.
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3 High-Level System Description

VOnDA follows the Information State / Update paradigm [19]. The information
state represents everything the dialogue agent knows about the current situation, e.g.,
containing information about dialogue history, the belief states of the participants,
situation data, etc., depending on the concrete system. Any change in the information
state will trigger a reasoning mechanism, which may result in more changes in the
information state, or outputs to the user or other system components.

VOnDA implements this paradigm by combining a rule-based approach with
statistical selection, although in a different way than OpenDial. The rule specifica-
tions are close to if-then statements in programming languages, and the information
state is realised by an RDF store and reasoner with special capabilities (HFC [10]),
namely the possibility to directly use n-tuples instead of triples. This allows to attach
temporal information to every data chunk [9, 11]. In this way, the RDF store can
represent dynamic objects, using either transaction time or valid time attachments,
and as a side effect obtain a complete history of all changes. HFC is very efficient
in terms of processing speed and memory footprint, and has recently been extended
with stream reasoning facilities. VOnDA can use HFC either directly as a library,
or as a remote server, also allowing for more than one database instance, if needed.
The initial motivation for using an RDF reasoner was our research interest in multi-
session, long-term interactions. In addition, this also allows processing incoming
facts in different layers. Firstly, there is the layer of custom reasoning rules, which
also comprises streaming reasoning, e.g., for real-time sensor data, and secondly
the reactive rule specifications, used mainly for agent-like functionality that handles
the behavioural part. This opens new research directions, e.g., underpinning the rule
conditions with a probabilistic reasoner (Fig. 1).

The RDF store contains the terminological and the dynamic knowledge: specifi-
cations for the data types and their properties, as well as a hierarchy of dialogue acts,
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Action P Actions Reactive Rules for
Selection M (Alternatives) Dialogue Management
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’ Application Actions ‘4— n!! - peec CAS Speech Recognition
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Individuals .
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Fig.1 VOnDA Architecture
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semantic frames and their arguments, and the data objects, which are instantiations
of the data types. The data type specifications are also used by the compiler to infer
the types for property values (see Sect.4), and form a declarative API to connect new
components, e.g., for sensor or application data.

We are currently using the DIT++ dialogue act hierarchy [4] and shallow frame
semantics along the lines of FrameNet [16] to interface with the natural language
understanding and generation units. Our dialogue act object currently consist of a
dialogue act token, a frame and a list of key-value pairs as arguments to the frame
(Offer (Transporting, what=tool, to=workbench)). While this
form of shallow semantics is enough for most applications, we already experience its
shortcomings when trying to handle, for example, social talk. Since the underlying
run-time core is already working with full-fledged feature matrices, only a small
syntax extension will be needed to allow for nested structures.

A set of reactive condition-action rules (see Fig.4) is executed whenever there
is a change in the information state. These changes are caused by incoming sensor
or application data, intents from the speech recognition, or expired timers. Rules
are labelled if-then-else statements, with complex conditions and shortcut logic, as
in Java or C. The compiler analyses the base terms and stores their values during
processing for dynamic logging. A rule can have direct effects, like changing the
information state or executing system calls. Furthermore, it can generate so-called
proposals, which are (labelled) blocks of code in a frozen state that will not be
immediately executed, similar to closures.

All rules are repeatedly applied until a fixed point is reached where no new pro-
posals are generated and there is no information state change in the last iteration.
Subsequently, the set of proposals is evaluated by a statistical component, which will
select the best alternative. This component can be exchanged to make it as simple or
elaborate as necessary, taking into account arbitrary features from the data storage.

A VOnDA project consists of an ontology, a custom extension of the abstract
Agent class (the so-called wrapper class), a client interface to connect the com-
munication channels of the application to the agent, and a set of rule files that are
arranged in a tree, using import statements. The blue core in Fig.2 is the run-
time system which is part of the VOnDA framework, while all elements above are
application specific parts of the agent. A Yaml project file contains all necessary
information for compilation: the ontology, the wrapper class, the top-level rule file
and other parameters, such as custom compile commands.

The ontology contains the definitions of dialogue acts, semantic frames, class and
property specifications for the data objects of the application, and other assertional
knowledge, such as specifications for “forgetting”, which could be modeled in an
orthogonal class hierarchy and supported by custom deletion rules in the reasoner.

Every rule file can define variables and functions in VOnDA syntax which are
then available to all imported files. The methods from the wrapper class are available
to all rule files.
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The current structure assumes that most of the Java functionality that is used
inside the rule files will be provided by the Agent superclass. There are, however,
alternative ways to use other Java classes directly, with support for the same type
inference as for RDF classes.

4 Dialogue Specification Language

VOnDA'’s rule language at first sight looks very similar to Java/C++. However, there
are a number of specific features which make it convenient for the implementation
of dialogue strategies. Maybe the most important one is the handling of RDF objects
and classes, which can be treated similarly to those of object oriented programming
languages, including the (multiple) inheritance and type inference that are provided
by the RDF class hierarchies.

Figure 3 contains an example of VOnDA code, and how it relates to RDF type
and property specifications, schematically drawn on the right. The domain and range
definitions of properties are picked up by the compiler and used in various places,

1 user = new Animate; Agent

2 user.name = "Joe"; name: xsd:string
3 set_age: .

4+ if (user.age <= 0) { Animate

5 user.age = 15; age: xsd:int

6 1} Inanimate

Fig. 3 Ontology and VOnDA code
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1 if (!saidInSession(#Greeting(Meeting)) {

2 timeout ("wait_for_greeting", 7000){ //Wait 7 secs before taking initiative
3 if (! receivedInSession(#Greeting(Meeting))

4 propose("greet") {

5 da = #InitialGreeting(Meeting);

6 if (user.name) da.name = user.name;

7 emitDA(da);

8 }

9 }

10

1 if (receivedInSession(#Greeting(Meeting))

12 propose("greet_back") { // We assume we know the name by now
13 emitDA (#ReturnGreeting(Meeting, name={user.namel}));

14 }

15}

Fig. 4 VOnDA code example

e.g., to infer types, do automatic code or data conversions, or create “intelligent”
boolean tests, such as the one in line 4, which will expand into two tests, one testing
for the existence of the property for the object, and in case that succeeds, a test if the
value is greater than zero. If there is a chain of more than one field resp. property
access, every part is tested for existence in the target code, keeping the source code
as concise as possible. Also, for reasons of brevity, the type of a new variable needs
not be given if it can be inferred from the value assigned to it.

New RDF objects can be created with new, similar to Java objects; they are
immediately reflected in the database, as are all changes to already existing objects.

Many operators are overloaded, especially boolean operators such as <=, which
compares numeric values, but can also be used to test if an object is of a specific
class, for subclass tests between two classes, and for subsumption of dialogue acts.

There are two statements with a special syntax and semantics: propose and
timeout. proposeis VOnDA'’s current way of implementing probabilistic selec-
tion. All (unique) propose blocks that are in active rule actions are collected, frozen
in the execution state in which they were encountered, such as closures known from
functional programming languages. When rule processing stops, a statistical com-
ponent picks the “best” proposal and its closure is executed.

timeouts also generate closures, but with a different purpose. They can be used
to trigger proactive behaviour, or to check the state of the system after some time
period, or in regular intervals. A timeout will only be created if there is no active
timeout with that name.

Figure4 also contains an example of the short-hand notation for shallow seman-
tic structures (starting with #). Since they predominantly contain constant (string)
literals, this is the default when specifying such structures. The special syntax in
user={user.name} allows to insert the value of expressions into the literal,
similar to an eval.
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This section only described the most important features of VOnDA'’s syntax. For
a detailed description, the reader is referred to the user documentation.?

5 Compiler/Run-Time Library

The compiler turns the VOnDA source code into Java source code using the informa-
tion in the ontology. Every source file becomes a Java class. Although the generated
code is not primarily for the human reader, a lot of care has been taken in making
it still understandable and debuggable. The compile process is separated into three
stages: parsing and abstract syntax tree building, type checking and inference, and
code generation.

The VOnDA compiler’s internal knowledge about the program structure and the
RDF hierarchy takes care of transforming the RDF field accesses into reads from and
writes to the database. Beyond that, the type system, resolving the exact Java, RDF
or RDF collection type of (arbitrary long) field accesses, automatically performs the
necessary casts for the ontology accesses.

The run-time library contains the basic functionality for handling the rule pro-
cessing, including the proposals and timeouts, and for the on-line inspection of the
rule evaluation. There is, however, no blueprint for the main event loop, since that
depends heavily on the host application. It also contains methods for the creation and
modification of shallow semantic structures, and especially for searching the inter-
action history for specific utterances. Most of this functionality is available through
the abstract Agent class, which has to be extended to a concrete class for each
application.

There is functionality to directly communicate with the HFC database using
queries, in case the object view is not sufficient or too awkward. The natural language
understanding and generation components can be exchanged by implementing exist-
ing interfaces, and the statistical component is connected by a message exchange
protocol. A basic natural language generation engine based on a graph rewriting
module is already integrated, and is used in our current system as a template based
generator. The example application also contains a VoiceXML based interpretation
module.

5.1 Debugger/GUI

VOnDA comes with a GUI [2] that helps navigating, compiling and editing the
source files belonging to a project. It uses the project file to collect all the necessary
information (Fig. 5).

Zhttps://github.com/bkiefer/vonda/blob/master/doc/master.pdf .
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Fig. 5 The VOnDA GUI window

Upon opening a project, the GUI displays the project directory (in a file view). The
user can edit rule files from within the GUI or with an external editor like Emacs, Vim,
etc. and can start the compilation process. After successful compilation, the project
view shows what files are currently used, and marks the top-level and the wrapper
class files. A second tree view (rule view) shows the rule structure in addition to
the module structure. Modules in which errors or warnings were reported during
compilation are highlighted, and the user can quickly navigate to them using context
menus.

Additionally, the GUI can be used to track what is happening in a running system.
The connection is established using a socket to allow remote debugging. In the rule
view, multi-state check boxes are used to define which rules should be observed
under which conditions. A rule can be set to be logged under any circumstances, not
at all or if its condition evaluated to true or to false. Since the rules are represented
in a tree-like structure, the logging condition can also be set for an entire subgroup
of rules, or for a whole module. The current rule logging configuration can be saved
for later use.

The logging view displays incoming logging information as a sortable table. A
table entry contains a time stamp, the rule’s label and its condition. The rule’s label
is coloured according to the final result of the whole boolean expression. Each base
term of the condition is coloured accordingly, or greyed out if short-cut logic led
to premature failure or success of the expression. Inspecting the live system helps
pin-point problems when the behaviour is not as expected. The log shows how the
currently active part of the information state is processed, and the window offers
easy navigation using the mouse from the rule condition to the corresponding source
code.
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6 Applications

VOnDA is used in the integrated system of the EU project PAL [15], which uses
human-robot interaction to support children with diabetes type 1 in coping with
their disease. Children interact with a real NAO robot,* or with an Android app that
connects to the core system and exhibits a virtual character that is as similar to the
robot as possible, also in its behaviour.

The dialogue component, which is largely responsible for the agent’s behaviour,
is implemented using the VOnDA framework. In addition, HFC, the RDF store that
VOnDA builds upon, is the main database of the system, storing all relevant infor-
mation and being the central data exchange hub. The system runs as a cloud-based
robotic solution, spawning a new system instance for every user. It has been success-
fully tested with more than 40 users at a time on a medium sized virtual machine*
with only moderate load factors, giving a positive indication of the scalability of
HFC and the VOnDA approach.

There are two helper modules integrated into the dialogue component which quite
extensively exploit the connection between the database and the rule part, namely
the Episodic Memory and the Targeted Feedback. While the targeted feedback reacts
to current events in the running session, like entering a bad or good glucose value, or
the current achievement of a task, the episodic memory aggregates data from the past
and eventually converts them into so-called episodes that are used for interactions in
subsequent sessions. Both are only triggered if relevant changes in the database occur,
for example incoming data from the MyPAL app about games or achievements, and
serve different conversational purposes, namely showing familiarity with the user
and her/his everyday life, versus reacting to current positive or negative incidents.

VOnDA has also been used in a recent project aiming to implement a generalised,
ontology-based approach to open-domain talk [21]. The Smoto system uses an addi-
tional HFC server running WordNet [6, 14] as semantic database, thereby gaining
knowledge about semantic concepts that can be used in the dialogue and to find
appropriate reactions on arbitrary user input.

7 Discussion and Further Work

We believe that there are still many interesting application areas for hybrid sta-
tistical and hand crafted systems, e.g., if they are relatively small, or there is little
domain-specific data available. Many currently deployed systems that build on much
simpler technology like VoiceXML can certainly profit from hybrid approaches such
as OpenDial or VOnDA.

VOnDA is under active development. We designed it such that it can be integrated
in most applications and opens many ways for improvements and additions. As a

3Softbank Robotics https://www.ald.softbankrobotics.com.
44 core Xeon E5-2683@2.00GHz, 16 GB RAM.
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rule-based framework that is close to being a programming language, VOnDA is
able to completely emulate the automata-based frameworks. In fact, we are currently
working on a graphical editor a la SceneMaker and the precompilation of hierarchical
state charts into VOnDA code. We hope this will facilitate the implementation of new
applications for inexperienced users and help with rapid prototyping, while retaining
the greater flexibility and modularization capabilities. In this way, we combine the
intuitive way of specifying simple strategies with the full flexibility of the framework.

VOnDA could also be used to implement modules that simulate the agents of
RavenClaw. To get a functionality similar to RavenClaw’s agenda, its action selection
module would have to be implemented as a dialogue state tracker, activating the most
probable agent at each dialogue step.

Using the well-established RDF/OWL standard as specification layer makes it
very easy to add or change application specific data structures, especially because
of the existing tool support. We already use the reasoning facilities for type and
partially for temporal inference, but given the possibility of attaching also confidence
or credibility information to the RDF data, a more integrated probabilistic approach
with soft preconditions could be implemented, e.g., on the basis of Dempster-Shafer
theory [5]. Moreover, additional meta knowledge, such as trustworthiness or validity
periods could be declared using multiple inheritance, which opens many interesting
research directions.

Other next steps will be the addition of default adaptors for obviously needed
external modules like automatic speech recognition, more flexible language under-
standing, and the like. We will also work on the improvement of the GUI, including
features such as a watch window and/or a timeline to track changes of specific values
in the database, and a tool that analyses the dependencies between rules on the basis
of the conditions’ base terms.

From the research perspective, there are two very interesting lanes: integrating
probabilistic reasoning as a first-class option, which is directly integrated with the
rule conditions, and adding an additional layer to facilitate the implementation of
BDI-like agents, to study the connections and dependencies between conversational
and non-conversational behaviours.

7.1 Source Code and Documentation

The VOnDA core system can be downloaded at https://github.com/bkiefer/vonda.
git. The main page has detailed instructions for the installation of external dependen-
cies. The debugger currently lives in a separate project: https://github.com/yoshegg/
rudibugger.git. Both projects are licensed under the Creative Commons Attribution-
NonCommercial 4.0 International License,’ and are free for all non-commercial use.
A screen cast showing the GUI functionality and the running PAL system is available
at https://youtu.be/nSotEVZUEyw.

Shitp://creativecommons.org/licenses/by-nc/4.0/.
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Towards Increasing Naturalness and )
Flexibility in Human-Robot Dialogue L
Systems

Graham Wilcock and Kristiina Jokinen

Abstract The chapter discusses some approaches to increasing the naturalness and
flexibility of human-robot interaction, with examples from the WikiTalk dialogue
system. WikiTalk enables robots to talk fluently about thousands of topics using
Wikipedia-based talking. However, there are three challenging areas that need to be
addressed to make the system more natural: speech interaction, face recognition,
interaction history. We address these challenges and describe more context-aware
approaches taking the individual partner into account when generating responses.
Finally, we discuss the need for a Wikipedia-based listening capability to enable
robots to follow the changing topics in human conversation. This would allow robots
to join in the conversation using Wikipedia-based talking to make new topically
relevant dialogue contributions.

1 Introduction

The WikiTalk open-domain spoken dialogue system [7] enables robots to talk about
thousands of different topics using information from Wikipedia. By using human-
written sentences and paragraphs from Wikipedia, the robot is able to talk fluently
and at length about the topics. As Wikipedia is an open community-based project
with articles revised and edited by a world-wide community of volunteers, the sen-
tences are grammatically correct and the paragraphs are locally coherent, and the
information the robot gives is not only up-to-date but also more trustworthy than
information from private sources such as newspapers and magazines.
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The robot makes smooth topic shifts using the hyperlinks in Wikipedia, so users
can navigate smoothly from topic to topic following their own individual interests.
The robot talks about the topics selected by the user, but if the information turns out
to be uninteresting or if it is not convenient for the user to listen at the time, the robot
can be interrupted by touching the sensor on its head. WikiTalk is multilingual, and
currently works in English, Finnish and Japanese.

A video! of a robot talking fluently about Shakespeare in English and Japanese
and switching languages on demand is described by [17]. Although WikiTalk is one
of the few existing open-domain dialogue systems and its implementation on Nao
robots includes gesturing to make the interaction livelier and more comprehensible
to the user, the video reveals some challenges.

e The robot’s contributions are unnatural in a spoken dialogue as it is reading out
sentences from written texts.

e The user’s dialogue contributions are also unnatural, as they only comprise giving
commands like Continue or requesting topic names like Julius Caesar.

e The robot does not recognize returning users. When a user goes away and comes
back, the robot should recognize the user and start the dialogue with a reference
to where it was when the user left.

2 Approaches to Improving Naturalness and Flexibility

In this section we address the listed challenging areas. We propose that WikiTalk
and similar systems can be improved to offer more natural and flexible interaction
especially by increasing the focus on the individual user.

2.1 More Natural Speech by the Robot

WikiTalk processes the sentences that it extracts from Wikipedia to make them more
suitable for speech, but the robot is reading out written text. To improve naturalness
of the presentation, one option is to modify the style of the written text to better
fit spoken dialogue. Style transfer of texts to automatically transfer from written to
spoken style using deep learning is an active research area [2] but it has not yet
reached the same level as style transfer of images. More importantly, deviating from
the Wikipedia text risks losing the trustworthiness of the information. We therefore
prefer that the robot follows the written text closely, with minimal changes.

To provide more dialogue-like interaction we use interactive story-telling tech-
niques [3, 6] where generation is based on suitable chunks and on feedback from the
user, rather than radically changing the style. WikiTalk segments the text into suitably

Thttps://www.youtube.com/watch?v=NkMKImAT{Y Q.
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sized chunks and elicits feedback from the individual user on whether to continue
or not. Currently the feedback is verbal but future work will include recognition of
multimodal signals (gaze and gesturing).

2.2 More Natural Speech by the Human

To avoid restricting the user to an unnatural speaking style using only commands
like Continue or topic names like Julius Caesar, WikiTalk employs word-spotting
techniques. Tell me about Julius Caesar or Julius Caesar would be interesting or
What about Julius Caesar? and so on are recognized as the user wanting to hear
about Julius Caesar.

However, word-spotting has limitations, for example longer sentences are prob-
lematic, and negation or sarcasm are not recognized. So Oh no! Not Julius Caesar
again! would be misinterpreted as a request to hear about Julius Caesar. In these
cases, more sophisticated NLP tools are required. In most cases, however, the users
express their intentions in a factual and positive manner.

2.3 Face Recognition

Recent progress in face recognition includes face landmark detection [10]. Face
landmarks detected using Openface [1] are shown in Fig. 1 (left part). The landmarks
are used to produce face embeddings using a Facenet-type deep convolutional neural
network [16]. The face embeddings are then used to classify new face images.

To recognize known individuals, classifiers compare features of new images with
features of previously recorded images labelled with names. Face recognition of
known persons (Fig. 1 right part) is crucial for long term interaction, for example in

Fig. 1 Face landmarks of the first author and face recognition of the second author
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task-oriented dialogues in elder-care homes [5] where robots may give instructions
to a specific carer on how to perform a care-giving task for a specific resident.

To recognize recently-seen unknown persons, their new images are compared
with recent short-term stored images with anonymous labels such as unknown-23. It
is thus important that the system also maintains an interaction history.

2.4 User Interaction History

Information about user interactions can be stored short-term or long-term using
web apps and cloud data storage. The stored information can include a username
or ID, preferred form of address, and preferred language. CDM Interact has used a
Google Cloud web app (https://wikitalk-app.cdminteract.com) as shown in Fig.2.
Interaction histories record the Wikipedia topics and chunks presented to the user.
This information is needed to enable resuming from previous topics.

The example in Fig. 2 shows that the user previously heard about Kyoto and Kyoto
University. These topic histories can be used in backward referencing (What did we
talk about last time?), summaries (Previously we talked about Kyoto), or proactive
prediction of topics (changing the probability of Kyoto as the next topic).

However, storing any data about user identities and what topics people have shown
interest in raises ethical, legal and social issues, which will require appropriate per-
missions and protections before being used with end users. These issues are important
especially for care service applications as discussed in [4], but also for private spaces.
We must not allow robots to become spies in our homes.

WikiTalk Login - Mozilla Firefox

Home-wikitalko % AT

P e c i I cdminteract.com @ W mnm »
CDOM [S)GAE [T GAS INAD 505 IRL 1TF B Misc ) OpencCV T wiki

WikiTalk Web App

‘Wikipedia: English Wikipedia

User: graham.wil i t.com

graham.wilcock@: com has previously heard about Kyoto University

graham.wilcock@cdminteract.com has previously heard about Kyoto
Select Topic

Logout

Fig. 2 WikiTalk web app showing a user’s recent interaction history
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3 Robots that Listen

Recently an attentive listening role has received attention as a task for social robots.
For example, the ERICA android robot [8] adopts this role to encourage people,
especially senior people, not only to talk but also to keep talking over longer periods
in order to maintain communication ability and mental health. To allow users to keep
talking smoothly, work on this task focuses on backchanneling and filler generation,
especially on timing, prosody and synchrony [9]. To encourage users to make more
informative and longer contributions, simple questions are generated by repeating
words said by the the user [12] without using any source of world knowledge.

The attentive listening role can enhance the social robot’s capability to take part
in natural interaction. For WikiTalk, we propose this capability through Wikipedia-
based listening based on wikification of speech. Linking entities to related Wikipedia
articles [13, 15] can already be done effectively for written texts, but so far it has
been difficult for spoken dialogues.

Recently however, wikification of speech has become more feasible. For exam-
ple, Kim et al. [11] propose wikification of concept mentions in spoken dialogues
using domain constraints from Wikipedia. They identify key differences between
texts and spoken dialogues, and propose wikification of spoken dialogue using clas-
sifiers to analyze dialogue-specific aspects of a given mention, and ranking filtered
candidates to identify the concept most relevant to the mention. Milde et al. [14] also
demonstrate wikification of speech in their Ambient Search engine.?> A demo video®
is impressive, but the demo uses only the smaller Simple English Wikipedia. When
we experimented with the system the ranking of linked articles was puzzling, due
perhaps to the limited content and fewer connections between the articles.

Human-robot interaction will be greatly enhanced if robots are able to follow
the constantly changing topics in human conversation, even to a limited extent, by
means of Wikipedia-based listening. We can call this a WikiListen capability. Then
WikiTalk and other Wikipedia-based talking systems will enable robots to join in
conversations with topically relevant contributions.

By combining Wikipedia-based listening with long-term relations based on face
recognition and storage of user interaction histories, robots will not only be able to
join in conversations in the short term, but will also remember what topics different
people talked about earlier, so they will be able to resume those topics when they
meet and interact with those people on future occasions.

Acknowledgements The first author thanks Prof. Tatsuya Kawahara of Kyoto University for the
opportunity to participate in the ERICA robot project. The second author acknowledges the support
of the New Energy and Industrial Technology Development Organisation (NEDO) in Japan.

Zhttps://github.com/bmilde/ambientsearch.

3 https://raw.githubusercontent.com/bmilde/ambientsearch/master/demo_video_august_2016.
mp4.
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A Classification-Based Approach to m
Automating Human-Robot Dialogue L

Felix Gervits, Anton Leuski, Claire Bonial, Carla Gordon, and David Traum

Abstract We present a dialogue system based on statistical classification which
was used to automate human-robot dialogue in a collaborative navigation domain.
The classifier was trained on a small corpus of multi-floor Wizard-of-Oz dialogue
including two wizards: one standing in for dialogue capabilities and another for
navigation. Below, we describe the implementation details of the classifier and show
how it was used to automate the dialogue wizard. We evaluate our system on several
sets of source data from the corpus and find that response accuracy is generally high,
even with very limited training data. Another contribution of this work is the novel
demonstration of a dialogue manager that uses the classifier to engage in multi-
floor dialogue with two different human roles. Overall, this approach is useful for
enabling spoken dialogue systems to produce robust and accurate responses to natural
language input, and for robots that need to interact with humans in a team setting.
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