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Preface

This volume contains the selected papers from the 6th International Symposium on
Security and Privacy in Social Networks and Big Data (SocialSec 2020), which was
held in Tianjin, China, during September 26–27, 2020. The event was organized by
Nankai University.

The purpose of SocialSec 2020 was to provide a leading-edge forum to foster
interactions between researchers and developers with the security and privacy com-
munities in social networks and big data, and to give attendees an opportunity to
interact with experts in academia, industry, and government. Social networks and big
data have pervaded all aspects of our daily lives. With their unparalleled popularity,
social networks have evolved from the platforms for social communication and news
dissemination, to indispensable tools for professional networking, social recommen-
dations, marketing, and online content distribution. Social networks, together with
other activities, produce big data that is beyond the ability of commonly used computer
software and hardware tools to capture, manage, and process within a tolerable elapsed
time. It has been widely recognized that security and privacy are the critical challenges
for social networks and big data applications due to their scale, complexity, and
heterogeneity. The SocialSec 2020 Organizing Committee presented 5 keynote
speakers from the international leading researchers, and more than 10 invited talks from
the distinguished experts on the front line of the security domain. To enhance com-
munication between young researchers and renowned scholars, we held a special panel
session entitled “How to Publish Papers in Top Conferences/Journals? Questions and
Answers.” All accepted and presented papers at SocialSec 2020 were contested for the
paper awards in a variety of tracks. SocialSec 2020 received 111 papers and all the
submitted manuscripts were peer reviewed in a double-blind fashion by at least three
qualified reviewers chosen from our Technical Committee members based on their
qualifications. Eventually, 38 papers were finally accepted for publication, yielding an
acceptance ratio of about 34.23%.

The editors would like to express their sincere appreciation and thanks to all the
members of the SocialSec 2020 Organizing Committee and the Technical Program
Committee for their tremendous efforts. Without their dedication, it would have been
impossible to have a successful SocialSec 2020. The editors would aslo like to thank all
the authors for their contributions. Finally, we express special thanks to Springer for
publishing the proceedings of SocialSec 2020.

September 2020 Yang Xiang
Zheli Liu

Jin Li
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Efficient and Secure Two-Party
Distributed Signing Protocol

for the GOST Signature Algorithm

Yunru Zhang1,2, Min Luo2(B), Kim-Kwang Raymond Choo3, Li Li2,
and Debiao He1,2

1 Cyberspace Security Research Center, Peng Cheng Laboratory,
Shenzhen 518055, China

yunruzhang@qq.com, hedebiao@163.com
2 School of Cyber Science and Engineering, Wuhan University, Wuhan 430072, China

{mluo,lli}@whu.edu.cn
3 Department of Information Systems and Cyber Security and the Department
of Electrical and Computer Engineering, University of Texas at San Antonio,

San Antonio, TX 78249, USA
raymond.choo@fulbrightmail.org

Abstract. Mobile devices, such as Android and iOS devices, are often
used for electronic/mobile commerce (e.g. payments using WeChat Pay
and Bitcoin wallet). Hence, ensuring the security of a user’s private key
stored on the device is crucial. To reduce the risk of private key leakage,
a number of (t, n) threshold secret sharing protocols have been proposed
in the literature. However, (t, n) threshold secret sharing protocols are
generally not designed to mitigate key reconstruction attacks. Hence, in
this paper we propose an efficient and secure two-party distributed sign-
ing protocol for the GOST signature algorithm, a Russian cryptographic
standard algorithm. This allows us to separate a single private key to
two mobile devices and generate a valid signature without reconstruct-
ing the entire private key. We then prove that our protocol is secure
under non-standard assumption. Moreover, we implement our protocol
using MIRACL Cryptographic SDK and evaluate its performance on two
Android devices and two personal computers.

Keywords: GOST signature · Two-party signing · Wireless
environment · Provable secure

1 Introduction

Electronic commerce using mobile devices (also known as mobile commerce) is
increasingly commonplace. For example, according to the statistics from [18],
the global mobile payment income is reportedly 450 billion dollars in 2015 and
it is expected to exceed 1 trillion dollars in 2019. From October to December
2016, mobile e-commerce spending in U.S. is approximately 22.7 billion dollars.
c© Springer Nature Singapore Pte Ltd. 2020
Y. Xiang et al. (Eds.): SocialSec 2020, CCIS 1298, pp. 3–19, 2020.
https://doi.org/10.1007/978-981-15-9031-3_1
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Digital signature plays a key role in wireless communication [5,11,13,20], as
it can facilitate the validation of user’s identity and message and to achieve non
repudiation. However, this necessitates the protection of the user’s private key.
Generally, the user’s private key is stored in a single device such as an Android
or iOS device, or a hardware such as a smart card. In other words, if an attacker
gets access to this single device then the attacker can potentially gain access to
the private key, for example by exploiting software/hardware vulnerabilities or
using digital forensic techniques.

(t, n) threshold secret sharing protocol [1–3,6,7,17,19] can be used to protect
the security of the private key. Specifically, in a (t, n) threshold secret sharing
protocol, the private key is split into n parties, where the private key can only be
reconstructed by at least t participants. This raises the difficulty of an attacker
in seeking to obtain the private key, as the attacker now has to corrupt t or more
parties (or devices).

There is, however, a limitation in such (t, n) secret sharing protocols, in the
sense that the private key needs to be reconstructed in its entirety in order for
the group to successfully decrypt or sign a message. Once a party who holds the
private key colludes with an adversary (e.g. compromised by the attacker), the
private key is exposed to the adversary. While a number of (t, n) secret sharing
protocols [4,15] can decrypt or sign a message without the need to reconstruct
the entire private key, the computing cost is significant; therefore such schemes
are not suitable for the wireless environment. To mitigate this limitation, a
number of two-party signing protocols have also been designed. However, these
protocols incur significant computational costs.

Inspired by Lindell’s fast secure two-party ECDSA signing protocol (pre-
sented in CRYPTO 2017 ) [10], we construct an efficient and secure two-party
distributed signing protocol for the GOST signature algorithm. GOST [9] is a
set of technical standards maintained by the Euro-Asian Council for Standard-
ization, Metrology and Certification (EASC). As part of its national standard-
ization strategy, the GOST standard was originally developed by the Soviet gov-
ernment. Currently, the collection of GOST standards includes over 20,000 titles
used extensively in conformity assessment activities in 12 or more countries1.

In this paper, we present a two-party distributed signing protocol for the
GOST signature algorithm. At the time of this research, this is the first fast
threshold cryptography protocol designed for GOST signature algorithm. Our
protocol can generate a valid signature without the need to recover the entire
private key. In addition, a valid signature cannot be generated if one of the
participators is not involved.

In order to be assured of its security, we combine the zero-knowledge
proof analysis and demonstrate the protocol’s security under non-standard
assumption.

1 https://delta-engineering.be/gost, last accessed July 24th, 2018.

https://delta-engineering.be/gost
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We also implement the protocol using the MIRACL cryptographic SDK on
two Android devices and two personal computers (PCs), and demonstrate that
our protocol is more secure, efficient and practical in the wireless environment.
Specifically, in terms of performance, the findings from the evaluation show that
our protocol achieves better performance, and the signature operation on its BN
curve consumes approximately 152.34 ms when running on a PC.

The remainder of the paper is organized as follows. We describe the relevant
notations, GOST signature algorithm, zero-knowledge proof and the homomor-
phism of Paillier Encryption in Sect. 2. We present the proposed protocol, and
describe its construction in Sect. 3. We analyze the security of the protocol under
non-standard assumption combined with the zero-knowledge proof analysis in
Sect. 4. And in Sect. 5, we present our evaluation findings. Finally, we conclude
this paper in the last section.

2 Preliminaries

In this paper, let n and μ(·) respectively denote the security parameter and
a negligible function for any polynomial p, having μ(n) = O(1/p(n)). P.P.T
denotes a probabilistic-polynomial time algorithm, and H and h are two secure
hash functions, such that H : {0, 1}∗ → {0, 1}256, and h : {0, 1}∗ → Zn.

2.1 Zero-Knowledge Proof

Let Fzk denotes the standard ideal zero knowledge functionality, and Fzk :
((χ, ω), ϑ) → (ϑ, (χ,R(χ, ω))), in which ϑ means the empty string.

Definition 1. Defines FR
zk for relation R: Upon receiving (prove, sid, χ, ω) from

Pi (i ∈ {1, 2}), checks whether sid has been used before or (χ, ω) /∈ R. If yes, then
stops the function. Otherwise, sends (proof, sid, χ) to P3−i. The non-interactive
zero-knowledge proof of knowledge satisfying Fzk [8] can be achieved under the
random oracle model.

In our protocol, we use the following zero-knowledge functionalities: FRP

zk ,
FRDL

zk , FRPDL

zk . The three functionalities are based on the following relations:

1. The key of Paillier public encryption is correctly generated, and the relation-
ship is defined such that

Rp = {(N, (p1, p2))|N = p1p2 and p1, p2 are prime}

2. The Elliptic curve discrete logarithm problem is defined such that

RDL = {(G1, n, P, r|P = r · G)}

We use Schnorr zero-knowledge proof [16] in our protocol.
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3. The ciphertext is a Paillier encryption of a discrete log, such that:

RPDL = {((C, ppk,Q1,G, G, n), (k1, psk))|
k1 = Decpsk(C) and Q1 = k1 · G and k1 ∈ Zn},

where (ppk, psk) is a Paillier public and private key pair.

2.2 Paillier Encryption

In our protocol, we use Paillier cryptosystem [14] for encryption. Paillier cryp-
tosystem is defined as follows:

1. Key Generation:
(a) Randomly chooses two equivalent length large prime numbers p and q.
(b) Computes g = pq + 1, let α = φ(n) and β = (α)−1, where φ(n) =

(p − 1)(q − 1).
(c) Let ppk = (n, g) and psk = (α, β), where ppk and psk are public and

private key pair.
2. Encryption:

(a) Randomly selects a number r, in which r ∈ [0, n].
(b) Computes ciphertext c = Encppk(m) = gm ·rn mod n2, where 0 � m <

n.
3. Decryption:

(a) Decrypts ciphertext m = Decpsk(c) = L(cα mod n2) ·β mod n, where
L(x) = x−1

n .

In our protocol, Encppk(·) denotes the encrypt operation using public key pk,
and Decpsk(·) denotes the decrypt operation using private key sk. In the Paillier
cryptosystem, there is a notable feature which is its homomorphic property:

1. Decpsk(Encppk(m1) · Encppk(m2)) = m1 + m2.
2. Decpsk(Encppk(m1)m2) = m1m2.

Let c1 = Encppk(m1), c2 = Encppk(m2), then c1 ⊕ c2 = Encppk(m1 +m2),
m2 ⊗ c1 = Encppk(m1)m2 .

2.3 Network Model

Following the definition of our distributed signature generation protocol, the
network model of our protocol is shown in Fig. 1. There are an administrator
Adm, and the user’s devices Pi in the protocol.

• Adm: It is a trusted third party, which generates the system parameters.
• Pi: It interacts with another one, uses the system parameters to generate

public key, and finally outputs the signature.
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P1

P2

Administrator

Signature

Fig. 1. Network model

3 Proposed Two-Party Distributed GOST Signing
Protocol

We present our two-party distributed GOST signing protocol in this section.
In our protocol, there are two main phases: distributed key generation (see
Sect. 3.1), and distributed signature generation (see Sect. 3.2).

3.1 Distributed Key Generation

In the distributed key generation phase, two parties P1 and P2 interact with
each other to generate the public key Q. The steps are descripted as follows.

Phase 1: Distributed Key Generation

1. P1 randomly chooses a number d1, computes Q1 = d1P , Ckey = Encpk(d1),
and sends (prove, 1, (Q1, Ckey), (d1, sk)) to FRPDL

zk . Finally, P1 generates a
Paillier public and private key pair (pk, sk), and sends (prove, 1, N, (p1, p2))
to FRP

zk , where pk = N = p1p2.
2. If P2 receives (proof, 1, (Q1, Ckey)) from FRPDL

zk and (proof, 1, N) from FRP

zk ,
then it performs the following steps:
(a) Computes Q2 = d2P where d2 is a random integer, and sends

(prove, 2, Q2, d2) to FRDL

zk .
(b) Computes Q = d2Q1, and stores (d2, Q, pk, Ckey).
Otherwise, it aborts.

3. P1 computes Q = d1Q2 and stores (d1, Q, pk, sk).

It is trivial to check that Q = d1Q2 = d2Q1 = d1d2P .

3.2 Distributed Signature Generation

In the distributed signature generation phase, P1 and P2 interact with each
other to generate a GOST signature using their partial secret keys, which are
generated in the preceding phase. The phase is described as follows.
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Phase 2: Distributed Signature Generation

1. P1 chooses k1 ∈ Z
∗
q , computes R1 = k1P , and encrypts k1 under

Paillier encryption key that Cran = Encpk(k1). Then, P1 sends
(prove, 1, (R1, Cran), (k1, sk)) to FRPDL

zk .
2. If P2 receives (proof, 1, (R1, Cran)) from FRPDL

zk , then it executes the fol-
lowing steps; otherwise, it aborts. P2 chooses k2 ∈ Z

∗
q randomly, com-

putes R2 = k2P , and sends (prove, 2, R2, k2) to FRDL

zk . Then, P2 computes
R2 = k2P and r = Cx mod q in which Cx is the x-coordinate of R2, due
to the homomorphism property of the Paillier Encryption, P2 can compute
C1 = rd2 ⊗Ckey ⊕ek2 ⊗Cran ⊕Encpk(ρ ·q), where ρ ∈ Zq is chosen randomly.
Finally, P2 sends C1 to P1.

3. If P1 receives (proof, 2, R2) from FRDL

zk , then it executes the following steps;
otherwise, it aborts. P1 computes C = k1R2 = k1k2P , and r = Cx mod q.
Then, P1 decrypts C1 using its private key: s = Decsk(C1) mod q = rd1d2+
ek1k2. Finally, P1 verifies signature (r, s) using the public key Q = d1Q2. If
the signature is valid, then outputs (r, s)

Correctness. Due to Ckey = Encpk(d1), Cran = Encpk(k1), we can compute
that C1 = Encpk(rd1d2 + ek1k2). Thus, we have the following equations:

r = Cx mod q

s = Decsk(C1)
= (rd1d2 + ek1k2)

Therefore, the correctness of the proposed signing protocol is demonstrated.

4 Security Analysis

4.1 Security Model

Definition 2. Let π be a secure digital signature protocol π = (Gen, Sign,
V erify), we define an experiment SignA,π(1n) as follows:

1. (pk, sk) ← Gen(1n).
2. (m∗, σ∗) ← ASignsk(·)(1n, pk).
3. The set of all m that A queries to its oracle is M. An adversary A can

query oracle with m. Then, the experiment outputs 1, when m∗ /∈ M and
V erifypk(m∗, σ∗) = valid.

Definition 3. We define the signature protocol π is existentially unforgeable
under chosen message attack, if for any P.P.T adversary A there exists a negli-
gible function μ(·) for every n,

Pr[SignA,π(1n) = 1] � μ(n)
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We consider an experiment DistSignb
A,Π(1λ) in distributed signing protocol.

An adversary A can control a party Pb (b ∈ {1, 2}). Πb(·, ·) is a stable oracle
which executes the instructions from the honest party P3−b. In this definition,
distributed key generation phase should run first, then distributed signature
generation phase can be executed between the two parties. A queries the oracle
with two inputs: a session identifier (sid) and a next incoming message. It works
as follows:

1. When P3−b receives a query (0, 0) from Pb for the first time, party P3−b

instructs the oracle to initialize a machine M . If P3−b sends the first message
during distributed key generation phase, oracle will reply with this message.

2. When receiving a query (0,m), oracle sends m to M as the next incoming
message and return the output of M if the public and private keys have not
been generated. Otherwise, oracle return ⊥.

3. When receiving a query (sid,m) and sid �= 0, but M has not completed
generating the public and private keys, oracle return ⊥.

4. When receiving a query (sid,m) and the distributed key generation has exe-
cuted and the sid has not been queried, then party P3−b instruct the oracle
to invoke a new machine Msid with (sid,m). If party P3−b sends the first
message in the distributed key generation phase, then the oracle reply with
this message.

5. When receiving a query (sid,m) and the distributed key generation has exe-
cuted and the sid has been queried already, then the oracle sends m to Msid

as the incoming message and returns Msid’s output as the next message. If
Msid completes, then return Msid’s output.

The adversary A can control a party Pb (b ∈ {0, 1}) with the oracle access
to Πb in this experiment. A can win the game if the message used to the forged
signature is not be queried.

Definition 4. We define an experiment DistSignb
A,Π(1λ) as follows:

1. (m∗, σ∗) ← A(Πb(.,.))(1λ).
2. We define M is the collection of any m which can be queried. A can

query oracle with (sid,m). Then, the experiment outputs 1 when m∗ /∈ M
and V erifypk(m∗, σ∗) = valid, where V erifypk is an algorithm of π =
(Gen, Sign, V erify), and the verification key is output by P3−b in the dis-
tributed key generation phase.

Definition 5. We define the signature protocol Π is a secure two-party protocol
for distributed signature generation for π only if for any probabilistic polynomial
time adversary A and every b ∈ {0, 1}, there exists a negligible function μ(·) such
that for every n:

Pr[DistSignb
A,Π(1n) = 1] � μ(n)

Definition 6. A function FGOST consists of two functions: one is key genera-
tion and the other is signature generation. The key generation function can be
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queried only once, after key generation function has been executed, the signature
generation function can queried arbitrary times. P1 and P2 execute the function
FGOST as follows:

1. When receiving KeyGen from both P1 and P2:
(a) Generate a GOST key pair (d,Q). Randomly choose a number d ∈ Z

∗
q , and

compute Q = d · G. Choose a hash function Hq : {0, 1}n → {0, 1}log|q|,
then store (q,Hq, d).

(b) Send (Q,Hq) to P1 and P2.
(c) KeyGen will no longer be queried.

2. When oracle receives Sign(sid,m) from P1 and P2, if KeyGen has queried
already and sid has not been queried, the adversary computes an GOST
signature (r, s) using message m. The signature is generated as follows:
(a) Compute H = Hq(m), and compute an integer α of the vector H, set

e = α mod q.
(b) Choose k ∈ Z

∗
q randomly, compute C = k · P = (Cx, Cy) and r = Cx

mod q.
(c) Compute s = (rd + ke) mod q.
(d) Output (r, s).

Definition 7. Assumption that there exists a negligible function μ(·) satisfying
Pr[Paillier − ECA(1n) = 1] � 1

2 + μ(n), we say for any P.P.T adversary A, it is
negligible for them to solve the Paillier-EC assumption. Suppose G is a generator
of a group G, and the order is q, Paillier − ECA(1n) is defined as follows:

1. Generate a Paillier public and private key pair (pk, sk).
2. Select r0, r1

r←− Zq and compute R = r0 · G.
3. Select b ∈ {0, 1} and encrypt the random number rb, C = Encpk(rb).
4. Let b′ = AOC(·,·,·), if Decsk(C ′) = α + β · rb mod q, OC(C ′, α, β) = 1.
5. When b

′
= b, the experiment output 1.

4.2 Proof of Security

We prove the protocol Π of our proposed distributed GOST signature generation
protocol is a secure two-party signing protocol.

Theorem 1. If Paillier encryption is indistinguishable under CPA, and GOST
signature is existentially-unforgeable under chosen message attack, then our two-
party signing protocol of GOST is secure.

Proof. In our proposed protocol, if A can break the protocol in zero-knowledge
model with the probability ε, then the protocol can be broken with probability
ε ± μ(n) where μ(·) is a negligible function.

We prove the security of corrupted P1 and corrupted P2 separately. When
A attacks our protocol, we create an simulator S, the probability that he
forges the GOST signature in Definition 2 is similar to the probability that
A forges the signature in Definition 4. We now prove that for every P.P.T A and
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b ∈ {0, 1}, there exists a P.P.T S and a negligible function μ(·) can make the
Paillier encryption is IND-CCA secure, it has:

|Pr[SignS,π(1n) = 1] − Pr[DistSignb
A,Π(1n)] = 1| ≤ μ(n) (1)

In Eq. 1, Π denotes our proposed protocol, π denotes the GOST signature pro-
tocol. If GOST signature protocol is secure, there exists a negligible function
μ

′
(·) for every n that Pr[SignS,π(1n) = 1] ≤ μ′(n). According to the Eq. 1, we

have that Pr[Signb
A,π(1n) = 1] ≤ μ(n) + μ′(n). Now we prove Eq. 1 from two

aspects: b = 1 and b = 2.
When b = 1, the adversary A corrupted party P1, we define A as a P.P.T

adversary in DistSign1
A,Π(n), we create a P.P.T simulator S in SignS,π(n). S

simulates the execution for A as follows:

1. In Sign, S receives (1n, Q), in which Q is user’s public key.
2. S inputs 1n and calls A, and simulates oracle Π for A in DistSign as follows:

(a) When A queries all (sid, ·) to Π before the public and private key pair has
been generated, S output ⊥. If A queries anything before it has queried
(0, 0), S output ⊥.

(b) If A had queried (0, 0) to Π, S will receive (0,m1) from P1 in the dis-
tributed key generation phase, the process of S replies A as follows:
i. S parses m1 as (prove, 1, (Q1, Ckey), d1) which is the message that P1

sends to FRPDL

zk .
ii. S verifies the equation Q1 = d1 · P and Ckey = Encpk(d1). If the

equations hold, it computes Q2 = (d1)−1 · Q, otherwise it aborts.
iii. S sets the oracle’s output that (prove, 2, Q2) and sends it to the adver-

sary A.
(c) S receives (0,m2) and works as follows:

i. S parses m2 as (prove, 1, N, (p1, p2)) which is the message that A
sends to FRP

zk .
ii. S verifies the equation pk = N = p1 · p2, if the equation does not

hold, S simulates P2 to abort.
iii. The experiment completes if S has simulated P2 to abort, and P2 quits

this protocol. Due to P2 does not output the verification key pk, then
S does not output anything. Otherwise, S stores (d1, Q, sk, pk) and
the distributed key generation is completed.

(d) When receiving a query (sid,m) and sid has not been queried before. S
queries its signing oracle with message m, then it receives a signature (r, s)
from the signing oracle. S can compute C in the verification algorithm of
GOST signature. S works as follows when receiving queries from A:
i. The first message (sid,m1) is parsed as (prove, 1, (R1, Cran), k1, sk). If

R1 = k1 ·P and Cran = Encpk(k1), then S sets R2 = (k1)−1 ·C, and
sets the oracle reply with (prove, 2, R2) to A. Otherwise, S simulates
P2 to abort.

ii. S randomly chooses ρ ∈ Zq, and computes the ciphertext C1 =
Encpk(s+ρ · q), where s is the value of signature output from FGOST ,
and sets the oracle reply C1 to A.

3. Once A halts and outputs (m∗, σ∗), S outputs (m∗, σ∗) and halts.
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Now we prove the Eq. 1 holds. We show that A’s view in S’s simulation is
identical to its view in the real execution of the proposed protocol.

In the distributed key generation phase, the generation of Q2 is the only
difference between the real execution and the simulation. In the real execution,
P2 chooses d2 ∈ Z

∗
q and computes Q2 = q2 · P . In the simulation, S computes

Q2 = d−1
1 · Q, where S received the public key Q in the experiment Sign. Due

to Q is chosen randomly, therefore, the distributions of x2 · P and x−1
1 · Q are

identical. If P2 does not abort, in both real execution and the simulation, the
verification key is d1 ·P2 = Q. Therefore, A’s view of the real execution and the
simulation is identical, and Q is the public verification key.

In the distributed signature generation phase, the only difference between
the real execution and the simulation of A’s view is the generation of C1. C
is generated by FGOST , so that the distribution between k−1

1 · C and k2 · P is
identical. Therefore, the only difference is C1, in the simulation, it is a ciphertext
of s + ρ · q, in the real execution, it is the ciphertext of s = rd1d2 + ek1k2 + ρ · q.

We prove that the difference of A’s view between the real execution and the
simulation is indistinguishable. In the GOST signature protocol, s = rd + ek
mod q = r(d1d2) + e(k1k2) mod q. Therefore, there exists some l ∈ Zq such
that r(d1d2) + e(k1k2) = s + l · q. Therefore, the difference between the real
execution and the simulation is:

1. Real execution: the plaintext of C1 is s mod q + l · q + ρ · q .
2. Simulation: the plaintext of C1 is s mod n + ρ · q.

Due to the distribution of C1 in the real execution and the simulation is
statistically close. Thus, we prove that the Eq. 1 holds for b = 1.

When b = 2 i.e. the adversary A corrupted P2. We construct S that S
simulates P1 aborting at some random point. Let S choose i ∈ {1, 2, . . . , p(n)+1}
randomly, where p(n) is the upper bound of the query times made by A. Due
to probability of S chooses the correct i is 1

p(n)+1 , so the probability that S
simulates A’s view is 1

p(n)+1 . Therefore, the probability of S forges a signature
in Sign is at least 1

p(n)+1 times of the probability that A forges a signature in
DistSign.

Let A be a P.P.T adversary, S works as follows:

1. In the Sign experiment, S receives (1n, Q), where Q is the GOST public key.
2. p(n) denotes the upper bound of the query times that A queries to Π in

DistSign, S chooses i ∈ {1, 2, . . . , p(n) + 1}.
3. S invokes A on input 1n, then simulates the oracle Π in DistSign:

(a) When A queries all (sid, ·) to Π before the completion of the distributed
key generation phase, S output ⊥. If A queries anything before it queries
(0, 0), S output ⊥.

(b) After A queries (0, 0) to Π, S generates a valid Paillier encryption key-pair
(pk, sk) and computes the oracle reply with (proof, 1, N).

(c) S receives the message (0,m1) and works as follows:
i. S parses m1 as (prove, 2, Q2, x2) which is the message that P2 sends

to FRPDL

zk .
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ii. S verifies that Q2 = d2 · P , if not, it simulates P1 to abort.
iii. S sets (proof, 1, (Q1, Ckey)) as the oracle’s response, where Q1 = d−1

2 ·
Q.

S stores (d2, Q), and distributed key generation phase is completed.
(d) When receiving a query (sid,m), where sid has not been queried before.

S sets the oracle reply with (proof, 1, R1, Cran), where R1 = k−1
2 · C.

S queries its signing oracle with message m in experiment Sign, then it
receives a signature (r, s). R can be computed in the verification algorithm
of GOST signature. A queries S with identifier sid, and works as follows:
i. The first message (sid,m1) is parsed as (prove, 2, R2, k2), S checks the

equation R2 = k2 · P , if the equation does not hold, it simulates P1

aborts.
ii. The second message (sid,m2) is parsed m2 as C1. If this is the ith

query by A, then S simulates P1 aborts. Otherwise, it continues.
4. Once A halts and outputs (m∗, σ∗), S outputs (m∗, σ∗) and halts.

Let j be the first query to oracle Π with (sid,m2), and P1 does not receive
the valid that corresponds to the public key Q. If the equation j = i holds,
the difference between the distribution of A’s view in real execution and the
simulation is the ciphertext Cran. Since S does not hold the Paillier private
key in the simulation, the indistinguishability of the simulation follows from a
reduction of indistinguishability of the encryption protocol under CPA.

We can learn that

|Pr[SignS,π(1n) = 1|i = j] − Pr[DistSign2
A,Π(1n) = 1]| � μ(n)

so

Pr[DistSign2
A,Π(1n) = 1] � Pr[SignS,π(1n) = 1]

1/(p(n) + 1)
+ μ(n)

i.e.

Pr[SignS,π(1n) = 1] �
DistSign2

A,Π(1n) = 1
1/(p(n) + 1)

− μ(n)

It means that if A can forge a signature in DistSign2
A,Π(1n) with a non-

negligible probability, then S can forge a signature in SignS,π(1n) with a non-
negligible probability. According to that the GOST signature is existentially
unforgeable, then our protocol is secure. 
�
Theorem 2. If the Pailler-EC assumption is hard. Then, distributed signature
generation phase securely computes FGOST in presence of a malicious static
adversary.

Proof. We prove the security for corrupted P1 and corrupted P2 respectively.
First, we consider P1 is corrupted by an adversary A, we construct a sim-

ulator S, and analysis the simulation of distributed key generation phase and
distributed signature generation phase respectively.
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In the distributed key generation phase, it works as follows:

1. When receiving KeyGen, S sends KeyGen to FGOST and receives Q.
2. S invokes A when receiving KeyGen and receives (prove, 1, (Q1, Ckey),

(d1, sk)) from A.
3. S verifies the equations Q1 = d1 · P and Ckey = Encpk(d1). If the equations

hold, it computes Q2 = d2 · P , otherwise it aborts.
4. S sends (proof, 2, Q2) to A.
5. S receives (prove, 1, N, (p1, p2)) from A, and verifies pk = N = p1 ·p2, checks

the length of pk that |pk| = N . If it does not hold, the simulator S simulates
P2 to abort.

6. S sends continue to FGOST , and stores (d1, Q, pk, sk).

The only difference between the simulation and a real execution is the genera-
tion of Q2. In real execution, P2 chooses d2 randmoly and computes Q2 = d2 ·P ,
in simulation, S computes Q2 = d−1

1 · Q. Since Q is chosen randomly, then the
distribution between d2 · P and d−1

1 · Q is identical. Therefore, the distribution
between A’s view and P2’s output is identical.

In distributed signature generation phase, P1 can just receive a ciphertext C1

from P2, the simulator can receive a result that equals to C from FGOST . There-
fore, the main challenge is to prove that S can generate P1’s view of decryption
of C1, where S only has the signature (r, s) from FGOST .

1. When receiving Sign(sid,m), S sends Sign(sid,m) to FGOST and receives a
signature (r, s).

2. S computes the point C by using GOST verification algorithm.
3. S invokes A when receiving Sign(sid,m) and simulates the following message

to ensure the result is C.
(a) S receives (prove, 1, (R1, Ckey), (k1, sk)) from A.
(b) S checks the equations R1 = k1 · P and Ckey = Encpk(k1), if the equa-

tions do not hold, then S simulates P2 to abort and sends abort to FGOST .
Otherwise, it continues.

4. S randomly chooses ρ ∈ Zq, and computes C1 = Encpk(s + ρ · q), where s is
a signature value that received from FGOST , then sends C1 to A.

The only difference of A’s view between the real execution and the simulation
is C1. In the simulation, C1 = Encpk(s + ρ · q), in the real execution, C1 =
Encpk(rd1d2 +ek1k2 +ρ ·q). It has been already proved that the two distribution
is statistically close. Therefore, the situation that P1 is corrupted has proved.

Then, we consider the situation that P2 is corrupted by an adversary A. We
construct a simulator S works as follows:

1. When receiving KeyGen, S sends KeyGen to FGOST , then receives Q from
FGOST .

2. S generates a valid Paillier encryption key-pair (pk, sk), and sends
(proof, 1, N) to A.

3. S receives (prove, 2, Q2, d2) that A intends to send to FRDL

zk .
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4. S verifies the equation that Q2 = d2 · P , if the equation does not hold, it
simulates P1 to abort.

5. S computes Q1 = d−1
2 · Q and Ckey = Encpk(Ckey), then sends

(proof, 1, Q1, Ckey) to A.
6. S sends continue to FGOST , and stores (d2, Q,Ckey, pk).

We can see that the view of adversary A and the honest party P1 is indistin-
guishable, due to the honest party always outputs Q = d1 · Q2 = d2 · Q1 in the
real execution. In the simulation, due to Q1 = d−1

2 ·Q and d2 ·Q1 = Q, therefore,
the distribution between the real execution and the simulation is identical.

In distributed signature generation phase, the simulator S works as follows:

1. When receiving Sign(sid,m), S sends Sign(sid,m) to FGOST , then receives
a signature (r, s) from FGOST .

2. S computes the point C by using GOST verification algorithm.
3. S invokes A when receiving Sign(sid,m), selects k̃1, and computes Ckey =

Encpk(k̃1), then sends (proof, 1, R1, Ckey) to A, where R1 = k2 · R.
4. S receives (prove, 2, R2, k2) from A, then S verifies the equation R2 = k2 ·P ,

if the equation does not hold, then Si simulates P1 to abort.
5. S receives C1 from P2, and decrypts C1 and reduces the result by modulo q.

S checks if it equals to (rd1d2 + ek̃1k2) mod q. If the equation holds, then S
sends continue to FGOST . Otherwise, it simulates P1 to abort.

We now modify S to a simulator S ′ who is hold an oracle Oc(c′, α, β). The
oracle Oc(c′, α, β) outputs 1 if and only if Decsk(c′, α, β) = α + β · k̃1 mod q.
S ′ can simulate S as follows:

1. Compute α = rd1d2 mod q.
2. Compute β = ek2 mod q.
3. Query Oc(c′, α, β) and receive a response b.
4. If b = 1 then S ′ continues to simulate S.

S accepts if S ′ accepts, since these checks by S and S ′ are equivalent. Due to
the Paillier-EC assumption is hard, we conclude that the output generated by S ′

in the ideal model is computationally indistinguishable from the real execution.
Since the output distribution of S and S ′ are identical in ideal model; therefore,
the output generated by S in the ideal model is computationally indistinguish-
able from the real execution. 
�

4.3 Zero-Knowledge Proof Analysis

In our protocol, the main zero-knowledge proof for the relations are FRP

zk , FRDL

zk ,
FRPDL

zk , which are defined in [10]. We use this zero-knowledge proof directly;
thus, we omit the constructions here.
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4.3.1 Proof that r is a Discrete Log of R
In this section, we propose the constructions of zero-knowledge proof for the
relation RDL such that

RDL = {(G,Q, x)|Q = x · G}

We use Schnorr Zero Knowledge Proof [16] to achieve this requirement. In the
distributed signing phase, if a malicious P2 sends (prove, Q2, x2) to FRDL

zk , it
also receives a correct message (proof, Q1) from FRDL

zk . However, P1’s message
in the protocol is assumed to be zero knowledge and hence does not reveal any
information about the random integer x1. The detailed zero-knowledge proof
protocol is described as follows:

The joint statement is (G,Q), the prover has a witness x and wishes to prove
that Q = x · G.

Schnorr Zero Knowledge Proof Generation Algorithm:
Input: Public parameter params = (q, a, b, n,G), signer’s identity ID,

secret value x, and public value Q = x · G.
Output: (z, e)

1. Select k
r←− Zn, compute K = k · G.

2. Compute e = H(params, ID,K, V )
3. Compute z = K − xe

Schnorr Zero Knowledge Proof Verification Algorithm:
Input: Public parameter params = (q, a, b, n,G), public value Q, signer’s

identity ID, Schnorr zero knowledge proof values(z, e).
Output: Valid or invalid

1. Perform public key validation for V .
2. Compute e = H(params, ID,K, V ).
3. If V = zP + eQ, then the signature is verified.

5 Performance Analysis

We implement our protocol using MIRACL Cryptographic SDK [12]. The pro-
posed protocol is deployed on two Android devices (Samsung Nexus with a
dual-core 1.2 GHz processor, 2G bytes memory and the Google Android 4.4.2
operating system, and two PCs (with an i7-6700 processor, 8G bytes memory
and the Microsoft Windows 10 Professional operating system). The experimental
curve we choose is the BN curve, as it achieves AES-128 security.

We analyze the computation cost of each progress in both distributed key
generation and distributed signing phases. The experimental results is shown in
Figs. 2 and 3. In the distributed key generation phase, KeyGen-Setp1 denotes the
progress executed by P1 before P1 sends the first message to P2, KeyGen-Setp2
denotes the progress executed by P2, and KeyGen-Setp3 denotes the progress
executed by P1 after receiving the message from P2. In the distributed signature
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generation phase, Sign-Step1 denotes the progress executed by P1 before P1
sends the first message to P2, Sign-Step2 denotes the progress executed by P2,
and Sign-Step3 denotes the progress executed by P1 after receiving the message
from P2.
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6 Conclusion

As the number of mobile devices owned by any individual increases (e.g. one or
more smart phones, one or more wearable devices that are capable of pairing
with the smart phones, and Internet of Things devices in a smart home), splitting
a single private key into multiple keys for storage on these different devices will
be useful to ensure the protection of the user’s private key. This also removes
the need for n number of private keys for n devices.

In this paper, we proposed a two-party distributed signing protocol for the
GOST signature algorithm, which allows us to generate a valid signature with-
out the need to reconstruct the private key in its entirety. The security of the



18 Y. Zhang et al.

protocol is demonstrated, as well as its performance. Specifically, we demon-
strated that the proposed protocol achieves better performance than other com-
peting protocols.

Future research includes implementing and evaluating the protocol in collab-
oration with mobile device manufacturers.
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Abstract. In recent years, various machine learning, deep learning
based models have been developed to detect novel web attacks. These
models are mostly use NLP methods, like N-gram, word-embedding, to
process URLs as the general strings composed of characters. In con-
trast to natural language which consist of words, the URL is composed
of characters and hardly decomposes into several meaning segments. In
fact, HTTP requests have its inherent patterns, which so-called semantic
structure, such as the request bodies have fixed type, request parameters
have fixed structure in names and orders, values of these parameters also
have special semantics such as username, password, page id, commodity
id. These methods have no mechanism to learn semantic structure. They
roughly use NLP techniques like DFA, attention techniques to learn nor-
mal patterns from dataset. And, they also need a mount of dataset to
train. In this paper, we propose a novel web anomaly detection approach
based on semantic structure. Firstly, a hierarchical method is proposed to
automatically learn semantic structure from training dataset. Then, we
learn normal profile for each parameter. The experimental results showed
that our approach achieved a high precision rate of 99.29% while main-
taining a low false alarm rate of 0.88%. Moreover, even on a small train-
ing dataset composed of hundreds of samples, we also achieved 96.3%
accuracy rate.

Keywords: Anomaly-based detection · Semantic structure · Machine
learning

1 Introduction

Web-based applications are more and more popular and provide various ser-
vices for individuals and organizations [2]. Daily tasks, such as E-commerce,
E-government, E-mail, and social networking, are mostly processed via Web-
based applications. Meanwhile, users usually store sensitive data in those appli-
cations. The importance and sensitiveness of Web-based applications attract a
lot of interest from attacks. Web-based applications are suffering from many
types of web attacks such as SQL injection, Cross-site scripting (XSS) attack,
Web-Shell attack, etc. [1]
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Defending Web-based applications from attacks is a challenging task. Cyber-
defense is an asymmetric warfare as attackers have great advantages [27]. Intru-
sion detection systems are continuously identifying attacks relying on the up-
to-date signatures or models, while attackers only need a single vulnerability
for victory. Anomaly-based intrusion detection approaches provide an ability to
detect attacks by identifying abnormal behaviors with deviating from the normal
behaviors which have been profiled in training phase [12].

A great number of anomaly-based detection methods have been developed
by researchers in recent years. Igino et al. [5] model the sequence and values for
each attribute of queriers based on Hidden Markov Model (HMM). Davide et
al. [3] propose an intrusion detection approach based on HMM that models the
character sequences of the HTTP payload. Wen et al. [9] propose an adaptive
anomaly detection model based on HMM. Those researchers introducing the
semantic structure in the anomaly detection approach, but these works use HMM
mainly to learn the character sequence of URLs which is only a part of semantic
structure.

Moreover, Deep learning technique has been used in anomaly-based detec-
tion model to learn higher-level features. Qin et al. [19] propose a model which
learns semantic of malicious segments in payload using Recurrent Neural Net-
work (RNN) with attentional mechanism. Yu et al. [26] propose a method that
uses Bidirectional Long Short-Term Memory (Bi-LSTM) with attention mech-
anism to model HTTP traffic. Although the attention mechanism can learn
the semantic of attack patterns, these models still have drawbacks. URLs are
treated as the meaningless general string composed by characters and ignore
the semantic structure in HTTP-request scenario. And also, training the deep
learning-based models need lots of samples, but high-quality training data is
difficult to obtain in the real word [28].

In this paper, we propose a novel anomaly detection approach based on
semantic structure of URLs. Firstly, we propose an algorithm that automatically
learns semantic structure information from training dataset. We use pattern-tree,
logical parts and trivial parts to represent the semantic structure [17]. Each path
of this tree is a piece of semantic structure which illustrates a specific structure.
Next, we build anomaly detection model for each node of pattern-tree using
machine learning technique based on length, characteristic distribution, struc-
ture inference. Finally, we classify URL as normal or abnormal using semantic
structure and anomaly detection model. This approach considers entire seman-
tic structure of URLs and produces a very precise normal behavior model. Our
approach is very sensitive and is able to detect malicious such as web-shell, SQL
intrusion, XSS. This approach has a very low false positive rate in despite the
fact that it has high sensitiveness. Even on the small training dataset, it still has
a good performance.

The contributions of this paper are summarized as follows.

– An efficient Web intrusion detection approach is proposed, based on seman-
tic structure. Compared with previous research which treats the URL as
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meaningless string composed by letters, we treat the URL as the meaningful
combination of parts.

– We improved the Markov detection model to decrease the size and improve
learning ability.

– We evaluated our approach on CSIC-2010 [11] dataset and achieve better
performance than previously published results.

The rest of this paper is organized as follows. In Sect. 2 we introduce the
related work, focusing on anomaly-based detection research and semantic struc-
ture research. The framework of our novel anomaly detection approach is intro-
duced in Sect. 3. In Sect. 4, we report the simulation environment and results.
Finally, we draw conclusions and future points in Sect. 5.

2 Related Work

Since anomaly-based intrusion detection was first introduced in 1987 by D. Den-
ning et al. [8], the research associated with this field has been rapidly developed.
Kruegel et al. [13], [14] proposed an anomaly detection system for Web-attacks,
which takes advantage of the particular structure of HTTP queries that con-
tains parameter-value pairs. kruegel et al. assemble separated models to detect
attacks. Each model is built on different features, such as attribute’s length, char-
acter distribution, structural inference, token finder attribute presence or absence
and attribute order and separately outputs the anomaly probability value. The
request is marked as malicious if one or more features’ probability exceed the
defined threshold. Cho et al. [4] proposed a model which uses Bayesian parame-
ter estimation to detect anomalous behaviors. PAYL [24] used the frequency of
n-grams in the payload as features. A recent version of PAYL is proposed [23],
which add some functionalities such as multiple centroids, and ingress/egress
correlation, to the original version. These authors focus their efforts on solving
the problem of how to build the behavior models that significantly distinguish
abnormal behavior from normal behavior.

More recently, some anomaly detection methods based on feature selection
are proposed [6,18,21,22,29]. In [18,22], authors combined expert knowledge
with n-gram feature for reliable and efficient web attack detection and use the
Generic-FeatureSelection (GeFS) measure to eliminate redundant and irrelevant
features. Zhou et al. [29] proposed an ensemble learning approach to detect XSS
attack. They use a set of Bayesian networks, which each Bayesian network is built
with both domain knowledge and threat intelligence. All these authors defined
features based on their expert knowledge. Nevertheless, the selected features
are well fitting with the specific environment such as training dataset and not
adaptive to various network environments.

To the best of our knowledge, there is few web instruction detection method
using the semantic structure. In other research areas, researchers have taken
advantage of this information. Lei et al. [17] propose a concept of pattern-tree
that leverages the statistic information of the training set to learn URL patterns.
This paper uses a top-down strategy to build a tree and uses statistic information
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to make the learning process more robust and reliable. Yang et al. [25] propose
an unsupervised incremental pattern-tree algorithm to construct a pattern-tree
and extract main patterns from it to classify Web page.

3 Framework of Our Approach

Without loss of generality, in this paper, we mainly focus on the HTTP request-
URLs which using GET method. Although we focus on the GET requests here,
our method also can be extended to all request methods, such as POST, HEAD,
PUT, by converting the request data or parameters as parameter-value format.

Fig. 1. The framework of our approach.

As shown in Fig. 1, our approach consists of learning phase and detection
phase. In learning phase, we mainly learn semantic structure of request URL for
website and build anomaly-based detection model for each trivial logical part. In
detection phase, we propose an approach which based on semantic structure and
anomaly detection model to classify new HTTP request as normal or abnormal.

3.1 Learn Semantic Structure of a URL

We denote the collection of URLs dataset as U = {u1, u2, · · · , um}, in which
ui is the i-th request URL. According to HTTP protocol [10], each request
URL ui can be decomposed into several components (e.g. scheme sch, authority
auth, path path, optional path information component opinfo, optional query
string query) by delimiters like ‘:’, ‘/’ and ‘?’. As shown in Fig. 2, URLs can be
decomposed into sch, auth, path, query.

Components before ‘?’ are called static parts (i.e., scheme, authority,
path, pinfo) and the rest components (i.e., query) are dynamic parts. path
usually identifies the requesting resource and has a hierarchical structure. It
can be further decomposed into a collection which composed of logical parts
{(p1, v1), · · · , (pn, vn)}, vi is the i-th value in path split by ‘/’ and pi is the
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corresponding index of vi. The query string query always contains parameters
and corresponding values submitted to server-side programs by users. As same
to path, query also can decompose into a collection {(p1, v1), · · · , (pn, vn)}, in
which pi is the name of i-th parameter in query, vi is the corresponding values
of i-th parameter, n is the numbers of parameter-value pairs in query.

Fig. 2. The syntax structure of URL. a is dynamic URL which path can present
as {(path0, question), (path1, search)} and query can present as {(q, docker)}. b is
a pseudo-static URL.

However, in the real world, path not only identifies the requesting resource
but also contains parameter-value pairs. Most Web-based applications use
pseudo-static technique [7,20] to make the Web application more friendly to
search engine. As Fig. 2b, the pseudo-static is a technique that translates the
dynamic parts, like query, as a static format and append them as a part of the
static part. The pseudo-static technology poses a challenge to learn semantic
structure information. We need to learn the function or meaning of each logical
part, that is, is this part whether identifying the requesting resource or just a
value of parameter submitted by a user.

We use a specialized tree, named pattern-true [17], to learn the semantic
structure of request URLs. We keep salient values in pattern-tree’s node and
generalize trivial values with regular expressions ‘*’. We determine whether a
value is salient or trivial based on its frequency cure and entropy. As shown in
Fig. 3, when values’ appearance frequencies are stored in descending order, there
exists a position in the frequency-curve that has the max frequency of descent.
Values on the left-hand side of this position are considered to be salient, on
the contrary, values on the right-hand side of this position are considered to be
trivial. The position is calculated as: posdec = maxi(log fi − log fi−1), where fi
is the appearance frequency of the i-th logical part.

As shown in Algorithm 1, we use a top-down splitting strategy to divide the
URLs into subgroups and build a pattern-tree. First, we determine the first
logical part of all URLs as salient or trivial. Each salient value is reserved and
all trivial values are generalized as ‘*’. According to these salient values and ‘*’,
we can split URLs into subgroups. Then, we further classify the next logical
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Fig. 3. A example of the values. From the frequency curve, it is clear that the maximum
decline point can help distinguish salient values from trivial ones.

part as salient/trivial on each subgroup. We repeat to determine logical part as
salient or trivial and divide URLs into subgroups recursively, until the subgroup
is empty. Finally, we build a pattern-tree, each path of the tree is a piece of
semantic structure information. Each node in the pattern-tree is a logical part
in the URL and can illustrates the type of this logical part as salient or trivial.

We retrieve a path of the pattern-tree using the key-value collection
kvi. For example, for a request-URL ‘/question/search?q=docker’, we retrieve
the path according to its key-value collection, kv =

{
(p0, question),

(p1, search), (q, docker)
}
. We examine the first key-value pair {p0, questions}

on pattern-tree. If the key-value pair exists, the search is valid and we further
examine the next key-value pair in kv on the corresponding child-tree. If the
key-value pair does not exist, we replace the value of this key-value pair with
‘*’ and re-examine it. This process is repeated until all key-value pairs in kv are
examined or sub-tree is null. For this request-URL shown in Fig. 4, the retrieval
path is marked with an arrow. This path shows that the semantic structure is
‘/question/search?q= * ’, where the parameter q is trivial and the value of q can
consist malicious payload to launch attacks.

3.2 Build Anomaly-Based Detection Model of a Logical Part

In building anomaly detection model phase, we first divide URLs U into sev-
eral subsets {U1, U2, · · · , Un} based on semantic structure (also is pattern-tree),
where n is the number of subsets that equal to the number of semantic structure
of the Web application. The subset Ui has the following characters:

1. ∀u ∈ Ui, URL u has the same semantic structure knowledge.
2. ∀i �= j, Ui

⋂
Uj = ∅.

3.
∑n

i=1 Ui = U , n is the number of subsets.

According to semantic structure, we can extract the values of each triv-
ial logical part for URL u and combine these values as a vector pv =
{(p1, v1), (p2, v2), · · · , (pq, vq)} ,where pi is the index for the i-th logical part
and vi the value of this logical part, q is the number of trivial logical parts in
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Fig. 4. A example of pattern-tree

Algorithm 1. ConstructPatternTree (U, j)
Input: Given a URL group U and initialize j as 0
Output: A tree node t for URLs in U

1: create a new node n
2: if j > the number of parameter-value pairs for URLs in U then
3: return the node n
4: end if
5: extract j-th parameter-value pair for each URL in U
6: calulate frequency-curve for parameter k
7: for URL u ∈ U do
8: if value v of k for u is salient then
9: Vk1 = Vk1 ∪ v

10: else
11: Vk1 = Vk1∪ ‘*’
12: end if
13: end for
14: calculate entropy H(k) for this j-th parameter k
15: if H(k)> threshold t then
16: Vk2 = the first max number values of U
17: Vk = (Vk1 ∪ ‘*’) ∩ Vk2

18: else
19: Vk = Vk1

20: end if
21: split U into sub-groups {U1, U2, · · · , Ut} according to Vk

22: for all subgroup Ui do
23: ch = ConstructPatternTree(Ui, j + 1)
24: add ch to n as child node
25: end for
26: return the node n
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u. Furthermore, we extract pv for each URL u in Ui, and combine these pv as a
m × q matrix PVi:

PVi =

⎡

⎢
⎢
⎢
⎣

v11 v12 · · · v1q
v21 v22 · · · v2q
...

...
. . .

...
vm1 vm2 · · · vmq

⎤

⎥
⎥
⎥
⎦

where m is the number of URLs in Ui. The j-th column [v1j , v2j , · · · , vmj ] is the
values for the j-th trivial logical part for all URLs in Ui.

After extract matrix PVi for each subset Ui. We observe the values column
by column of each PVi and automatically build profile proj for j-th column
using statistical learning techniques highlighted in [13]. Then we get q profiles
for PVi. These q profiles consist the integral anomaly detection model modeli
for a special piece of semantic structure, also the i-th path of pattern-tree. Each
profile describes the normal behavior of request values for logical part in three
aspects: length, character distributes and sequence structure of values. All these
model {model1,model2, · · · ,modeln} consist the entire anomaly detection model
of this Web application.

3.3 Anomaly Detection

In detection phase, we determine incoming HTTP request as benign or malicious
based on semantic structure and anomaly based detection model. When a new
HTTP request coming, we first use pattern-tree to illustrate the request URL.
If this URL is not successfully retrieved from pattern-tree, we classify this URL
as malicious directly. Contrarily, this URL matches j-th path of pattern-tree.
According to this path, we determine which logical part is trivial and extract
the values of trivial logical parts as a collection pv. For each value vi in pv, we
use the corresponding proi in modeli to detect it whether is benign or malicious.
If any value of of pv is determined as malicious, the URL is classify as malicious.
Otherwise, the URL is classify as benign.

4 Experiment

In order to evaluate the ability of our novel anomaly-detection approach, we
conducted several experiments. To analyze the effect of semantic structure infor-
mation on the performance of our model, we observe the change in length distri-
bution and final classification performance when we control whether structure
information is considered. To investigate the sensitivity of the model to the train-
ing data size, we tested the performance on different size training sets. And also
we show the advantage of using character substitution approach. Finally, we
compare our model with five existing models.
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4.1 Experimental Settings

Datasets. The experiment was conducted on CSIC-2010 [11], which contains
thousands of Web requests automatically generated by creating traffic to an e-
commerce web application. The dataset consists of three subsets: 36,000 normal
requests for training, 36,000 normal requests and 25,000 anomalous requests
for the test. There are three types of anomalous request: static attacks that
request for hidden(non-existent) resources, dynamic attacks that modify the
valid request arguments, and unintentional illegal requests that have no mali-
cious intention, however they do not follow the normal behavior of the web
application and do not have the same structure as normal parameter values [19].

The dataset consists of HTTP requests for several resource and contains two
request methods: GET and POST. According to the desired resource, dataset
can divide into two types. One is requesting static resources, such as .jpg, .git,
.css, .js format file stored on server. The other is requesting dynamic resources,
which need to be processed by the server-side program and the response results
are the execution results.

Metrics. There are numbers of performance metrics that can be used to eval-
uate the performance of anomaly-detection system. The most commonly used
metrics in this field are precision, recall, F1-score and accuracy (ACC). In this
paper, we use these metrics to evaluate our novel anomaly-detection approach:

– Precision is defined as the number of true positives divided by the number
of true positives plus the number of false positives.

precision =
true positives

true positives + false positives

– Recall is defined as the percentage of positive cases you caught.

recall =
true positives

true positives + false negative

– F1-score is the harmonic mean of precision and recall taking both metrics
into account.

F1 = 2 ∗ precision ∗ recall

precision + recall

– Accuracy (ACC) measures in percentage form, where instances are cor-
rectly predicted.

Accuracy(ACC) =
TP + TN

TP + TN + FP + FN

4.2 The Comparative Performance of Using Semantic Structure
or Not

To illustrate the effect of semantic structure on classification performance. We
implement two systems, one using semantic structure and build profile for each
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type of trivial logical part, and the another is build profile by observing all values
in all request-URLs. Then we compare their classification performance.

As shown in Table 1, it is the confusion matrix of these two models. When
not using semantic structure information, the detection model has poor perfor-
mance. For 2500 benign request-URLs, the model predicts 249 request-URLs
are malicious with 9.96% false-positive rate. For 2500 malicious request-URLs,
the model predicts 906 request-URLs are malicious with 36.24% recall rate and
63.76% false-negative rate. When using semantic structure information, the per-
formance of the anomaly-based detection model has a great improvement. False-
positive has reduced to 0.76% and recall has improved to 96.12%. On f1-score,
we have improved it from 0.4957 to 0.9722 with 96.12% improvement rate.

Table 1. Confusion Matrix of anomaly-based detection model whether using semantic
structure information

(a) The performance of anomaly-based
detection model without semantic structure.

(b) The performance of anomaly-based
detection model with semantic structure.

Actual Actual

Benign Malicious Benign Malicious

Predicted Benign 2251 1594 Predicted Benign 2481 106

Malicious 249 906 Malicious 19 2394

This result shows that using the same methods to build normal-based detec-
tion profile, semantic structure can tremendously help us building a precise
model and improve the performance. Thus, it is necessary to use semantic struc-
ture to improve the performance of the detection model in Web attack detection
field.

4.3 The Performance on Different Dataset Size

This experiment intends to measure the impact of the scale of training dataset.
We construct several training datasets of different sizes by randomly choosing
the request-URLs for each resource. The training datasets consist of 10, 50 to
1000 with 50 steps HTTP request examples for each resource. Then, we train
and evaluate our model on each training dataset.

The result is shown in Fig. 5, as the size of training dataset increases, pre-
cision, f1-score, acc of this model also increases, although recall decreased. The
precision score increase from 0.8568 to 0.9483 as the data size increase from 10
to 100. F1-score and accuracy are also increased from 0.9202 to 0.9687 and from
0.9138 to 0.963 separately. Only recall decreased from 0.9936 to 0.99. When feed-
ing more training examples to model, the anomaly-based detection model can
learn more precise normal behavior(length, character distributions, and struc-
ture). Thus, the classification performance is being better. When the data size
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is greater than 900, the impact of increasing size of training dataset on classifi-
cation performance is not obvious. Especially, on the very small training dataset
that each resource only has 10 request-URLs examples, our model also achieves
96.2% accuracy.

0 200 400 600 800 1000
training dataset size for each resource

0.85

0.9

0.95

1

sc
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precison
recall
f1-score
accuracy

Fig. 5. The performances of our approach to different scales of training datasets.

This result shows that our approach based on semantic structure not require
large scale dataset in training phase. On the tiny training dataset, our method
also achieves good performance. Compare with other anomaly-based detection
methods, especially of deep learning based method need 5000 sample for each
class to get an ideal classification performance [16], we can learn enough knowl-
edge to achieve a acceptable performance from limited dataset. Our model solves
the knotty problem that there not exits enough scale training dataset to train
an anomaly-based detection model in real life.

4.4 Compare with Other Approach

We compared our model with other anomaly-based detection approaches on
CSIC-2010 Dataset. The results are described in Table 2 which includes classifi-
cation performances of SOM, C4.5, Naive Bayes, X-means and EM approaches
evaluated in [15]. Compared with all other models on the CSIC-2010 dataset, our
model achieves the best performance in Precision, F1-score, ACC, False-Positive
rate. Even through, X-means reported the highest recall, it does not perform
well in precision, F1-score and accuracy. Our model is very sensitive to detect
malicious request and also maintaining a low false-positive rate of 0.88%.

This comparison result shows that our novel detection method based on
semantic structure achieves better performance than those methods not using
semantic structure.
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Table 2. Classification performance of our approach and other approaches

Precision Recall F1-Score Acc FP

SOM 0.6980 0.9497 0.8046 0.9282 0.0503

C4.5 0.9654 0.8697 0.9150 0.9650 0.1303

Native Bayes 0.6696 0.5235 0.5876 0.8408 0.4765

X-means 0.4631 0.9865 0.6303 0.7493 0.0135

EM 0.4851 0.7516 0.6167 0.786 0.2484

Our approach 0.9929 0.9552 0.9737 0.9742 0.0088

5 Conclusion and Future Work

In this work, we proposed a novel anomaly detection approach for web applica-
tions that leveraging semantic structure knowledge. We proposed approach to
learn semantic structure information and built an anomaly detection profile for
each type of trivial parameter in three aspects: length model, character distribu-
tion model, and structure model. Then we used the detection results from each
trivial parameter in URL to classify whether the incoming URL is malicious.

The proposed approach was tested on the CSIC-2010 dataset. Using semantic
structure, we achieved 97.42% accuracy and 99.29% precision. And F1-score and
recall increased 196.12% and 162.8% than without using semantic structure.
Even on the small dataset that only contains 10 records for each type of URL,
our approach also archives 88.94% accuracy.

In the future, we intend to research how to learn the changing of semantic
structure information with an increment learning mechanism. To provide better
services for users, Web-application is constantly evolved, such as adding new
or removing old resources and changing the parameters of resources. Thus, the
semantic structure information of the Web-application is changing frequently.
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Abstract. With the development of Internet technology, network security is fac-
ing great challenges. Malicious URL detection can defend against attacks such as
phishing, spams, and malware implantation. However there are some problems
on current malicious URL detection, for example the methods used to extract fea-
tures are inefficient and hard to adapt to the current complex network environment.
To solve these problems, this paper uses the word embedding method based on
character embedding as the way of vector embedding to improve the deep convo-
lutional neural network, and designs a malicious URL detection system. Finally,
we carry out experiments with the system, the results prove the effectiveness of
our system.

Keywords: Network security · Convolutional neural network ·Malicious URL
detection

1 Introduction

Malicious URLs are usually used by attackers to enticed users to clicking them through
spam, phishing, etc. The malicious URLs detection system can help users identify mali-
cious URLs and protect their money and against from attacks. Traditionally, researchers
adopt blacklist-based methods to detect malicious URLs, however, hackers can use
Domain Generation Algorithm to generate malicious domain names which can escape
this kind of detection. This problem can be solved by the machine learning technique.
Extracting features manually is needed when using the conventional way of machine
learning. Hackers can also escape detection by designing these features. Faced with
today’s various attacks and threats, designing a more effective malicious URL detection
system has become a research focus.

To solve above problems, this paper proposes a malicious URL detection model. The
innovations and contributions of this paper are as follows:

(1) Based on a dynamic convolutional neural network, it adopts a character embedding
method based onword embedding to carry out feature extraction and representation.

© Springer Nature Singapore Pte Ltd. 2020
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(2) This paper optimizes and improves the overall training model. We add multiple
embedded layers to handle different URL fields and realize the expansion of the
network model to fully obtain the information carried in the URL string, expand
the input of the full connection layer to improve the detection effect.

(3) We verify the validity and feasibility of the model through experiments. These
experiments adopts different Embedding method and different network structure.

The rest of this paper is organized as follows. In Sect. 2, we present the malicious
URL detection model and main modules designed in this paper. In Sect. 3, we conduct
experiments on the malicious URL detection model and offer the experimental results.
Finally, we offer a brief discussion in Sect. 4.

2 Malicious URL Detection Model

Our paper proposes amalicious URL detectionmodel based on convolutional neural net-
works. The construction of themodel is shown in Fig. 1. Themodelmainly includes three
modules: vector embedding module, dynamic convolution module, and block extraction
module.

The vector embedding module is used to represent the input URL sequence as a
suitable vector form to facilitate the processing of subsequent modules.

The dynamic convolution module adopts a dynamic convolution network to extract
features from the input data automatically.

The block extraction module extract different fields such as the subdomain name,
domain name, and domain name suffix from URLs.

2.1 Detection Process

The detection process is as follows. First, the domain name, subdomain name, and
domain name suffix are sequentially extracted from URLs. In the first branch of the
detection model, each URL is padded to a fixed length, of which every word is marked
with a specific number. The entire URL is represented as a sequence of numbers. Then,
the sequences are input to the embedding layer, and trained together with other layers.
These sequences will learn the appropriate vector expression during the training process.
The data streams output by the embedding layer are subsequently input into a dynamic
convolutional network. That is the outputs pass through two convolution layers, two
folding layers and two pooling layers which lay out in two successive rounds. In the
flatten layer, the data streams are flattened, and then wait for connections with data from
the other branch. In another branch of the detection model, the domain name, subdomain
name, and domain name suffix are marked firstly, and the different main domain name,
subdomain name, or domain name suffix in each field is encoded as an independent
expression. Then themarkeddata are directly input into the three newly added embedding
layers, and obtain the appropriate vector expression. Then the information is transformed
into a suitable shape in the Reshape layer and connected with the data of the first branch.
The connected data are jointly input into the fully connected layer for training, after the
dropout layer, the results are output into the output layer.

https://doi.org/10.1007/978-981-15-9031-3_1
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Fig. 1. The detection model

3 Experiment and Evaluation

3.1 Experiment Data Set

A large amount of URL data from the network are collected in our paper, from github.
com, kaggle.com, and uci.edu websites to verify the validity and feasibility of the model.
The data set division is shown in Table 1.

3.2 Experiment Setting

Each URL’s length was set to 200 words, and the vector embedding dimension was set
to 32. The dynamic convolutional network included two convolutional layers, and the
number of convolution kernel was set to 128. It was finally trained by one fully connected
layer, and adopted the Adam algorithm as an optimization algorithm. The learning rate
was set to 0.001, and the drop rate of the dropout layer was set to 0.5. In the process of

http://github.com
http://kaggle.com
http://uci.edu
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Table 1. Data set

——
Training set Validation set Test set

Malicious
URL

200k 25k 25k

Normal
URL

200k 25k 25k

Total 400k 50k 50k

the experiment, we adopted batch training, and each batch contained 100 pieces of data,
and totally 10 rounds are trained.

We designed comparative experiments. We tried to use different network structure
in experiment 1 and experiment 2. Then we adopted different embedding methods in
experiment 3 and experiment 4.

3.3 Results and Evaluation

Wemeasured the accuracy, F1-score, precision, and recall ratio to evaluate the test results.
The final results of the detection model in this paper are shown in Table 2. The accuracy
reaches 0.987, the precision reaches 0.993, the F1-score reaches 0.987, and the recall
ratio is 0.981. The accuracy and loss during the training and verification process are
shown in Fig. 2 and Fig. 3. As is shown in Fig. 2, as the number of iterations increased,
the accuracy of the training increases continuously and the fitting degree of model is
fairly ideal. At the same time, the loss has continued to decrease.

Table 2. Experimental results

Detection
Indicator

Meaning Value

accuracy TP+TN
P+N 0.987

F1-score 2TP
2TP+FP+FN 0.987

recall TP
TP+FN 0.981

precision TP
TP+FP 0.993

It can be seen that the ourmodel has better effect than othermodels in the comparative
experiments. High precision indicates that benign samples are less likely to bemisjudged
as malicious samples and intercepted.We hope that the amount of benign samples which
are misjudged is as small as possible, so the high precision is required. Using the word
embedding based on character embedding and the network structure of DCNN, the URL
can be adequately expressed, and critical features can be extracted which can help to
obtain better detection effect. Extracting different fields from the URL can make full
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Fig. 2. Training accuracy and verification accuracy

Fig. 3. Training loss and validation loss

Table 3. Test results from experiments

NO. Embedding method Network structure accuracy F1-score recall precision

1 Word embedding
based on character
embedding

DCNN + Extracting
fields

0.987 0.987 0.981 0.993

2 Word embedding
based on character
embedding

DCNN 0.961 0.960 0.936 0.984

3 Word embedding
based on character
embedding

Stacked CNN 0.958 0.959 0.976 0.942

4 Character
embedding

Stacked CNN 0.923 0.926 0.964 0.890
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use of keywords in the domain name, which can further improve detection accuracy
and precision. In summary, the above experiments verify the feasibility of the detection
model in this paper.

We also lists the test results of comparative experiments’ results, as is shown in
Table 2.

4 Conclusions

This paper aims to design a newmalicious URL detection model based on deep learning.
Firstly, A word embedding method based on character embedding is designed, and the
vector expression of the URL is automatically learned by combining character embed-
ding with word embedding. Secondly, we improve the deep convolution network and
design a dynamic convolution network for the URL detection model. According to the
length of the input vector and the depth of the current convolution layer, the parame-
ters of the pooling layer are dynamically adjusted to extract features in a wider range
automatically. Thirdly, We design the overall malicious URL detection model.

The malicious URL detection model achieves the expected effect in these experi-
ments, which indicate that it is useful for practical application. However, considering
the difference of the attack traffic between the testing environment and the real net-
work environment. And with the development of Internet, malicious URLs are more
diverse, to maintain the performance of the detection model, it is necessary to timely
update the model in the actual application. Therefore, in the future, we plan to sim-
plify the architecture of the detection model and shorten the training time while keeping
the detection performance unchanged, so that the model could fit the requirements of
complex application scenarios better.
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Abstract. Timed-release encryption (TRE) is a cryptographic primitive
that the sender specifies the future decryption time of the receiver. At
present, most TRE schemes implement the control of decryption time
based on non-interactive time server to publish time trapdoors peri-
odically. However, the generation of a large number of time trapdoors
depend on the generation of the fixed private keys of the time server, so
a large number of public parameters about the private keys of the time
server can then be used for cryptanalysis, which poses a great threat to
the security of the private keys of the time server. To solve this problem,
a concrete scheme of TRE in the random oracle model are proposed. In
our scheme, time trapdoors published by the time server are generated
by the private key of the time server and the random number generated
in advance. Compared with the most efficient scheme in the random ora-
cle model, our concrete scheme reduces the time consumption by about
10.8%, at the same time it has achieved the one-time-pad of the time
trapdoor, which greatly enhances the security of the private key of the
time server, and thus enhances the security and effectiveness of the TRE.
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1 Introduction

Timed-release encryption (TRE)[18,22] is a cryptographic primitive in which the
sender specifies the future decryption time. The goal is to send a message to the
future, that is, the sender encrypts a message and sends it to the recipient. Any
user, including the receiver, cannot decrypt the ciphertext before the specified
time. Now TRE has become a basic cryptographic primitive, combined with a
variety of other cryptographic primitives. It has been applied to more diversi-
fied and fine grain size scenarios to storage and access the time sensitive data.
For example, the release of digital movies, the formulation and publication of
business plans, online voting and so on.

Latest research shows that the TRE construction methods have expanded
from mathematical problems [1–13,17,19–21,25,27,28] to physical problems
[23,24] and block chain [14–16,26]. Most TRE schemes are currently constructed
based on mathematical problems. Specifically, the model of non-interactive time
server is mainly adopted, which is based on the bilinear pairings mathematical
difficult problems. The non-interactive time server model is such that neither
the sender nor the receiver interacts with the time server. The time server peri-
odically publishes the time trapdoor, and all users in the non-interactive TRE
system passively receive the time trapdoor. The receiver selects the time trap-
door corresponding to the decryption time to decrypt the ciphertext.

However, there are a lot of time trapdoor pairs about time server in the
current schemes of the above non-interactive TRE model. Although it is difficult
to solve mathematical problems of bilinear pairings at present, when the attacker
has a large number of time trapdoor pairs, the choice of plaintext or ciphertext
attack will seriously challenge the confidentiality of the time server’s private key.
Therefore, we attempts to propose a solution for this problem.

1.1 Related Work

TRE was first proposed by May [18] in 1993 and then discussed in detail by
Rivest et al. [22] in 1996, which laid the foundation for TRE. Most of the previous
TRE solutions fall into two categories: Time-lock puzzles [1,16,19,22] and agents.
Agents are mainly implemented based on time servers and are divided into inter-
active [11,17,21,22] and non-interactive models [2–10,12,13,20,25,27,28]. The
time server approach is initially constructed based on the quadratic residuosity
problem [17], and the complexity of the problem is equivalent to the factorization
problem of large integers. The subsequent schemes are almost based on bilin-
ear pairings classes of difficult problems, such as bilinear Diffie-Hellman (BDH)
class problem [2,4–8,10–13,25], bilinear Diffie-Hellman inversion (BDHI) class
problem [3] and bilinear Diffie-Hellman exponent (BDHE) class problem [28].

In the paper of the above non-interactive time server model, the hash function
of time T uses the private key of the time server to perform an operation similar
to encryption to generate the time trapdoor. As far as we know, there are a large
number of plaintext-ciphertext pairs about the time server private key in the
schemes of using the time server. Although it is difficult to solve mathematical



Security-Enhanced Timed-Release Encryption in the Random Oracle Model 43

problems of bilinear pairings at present, when the attacker has a large number
of time trapdoor pairs, the choice of plaintext or ciphertext attack will seriously
challenge the confidentiality of the time server private key.

Quantum technique is a new field of physics and engineering. Its principle is
based on the characteristics of quantum mechanics and is applied in quantum
computing, quantum cryptography and quantum simulation and other fields.
With the development of quantum computing technology, current cryptographic
mechanisms based on various mathematically difficult problems will no longer be
secure. A more secure solution to protect the time server private key is needed.

1.2 Our Contributions

The contributions of this paper are to re-examine the security problem caused by
the heavy reuse of the time server private key and to propose a concrete scheme
of security-enhanced timed-release encryption based on bilinear Diffie-Hellman
problem (BDH-SE-TRE).

The plaintext m is encrypted using the key k to obtain the ciphertext c =
Ek(m); conversely, the ciphertext c is decrypted using the key k to obtain the
plaintext m = Dk(c). Similarly, the hash function H(T ) corresponding to time T
is computed by using the private key s to obtain the corresponding time trapdoor
ST = Es(H(T )), conversely, we can get H(T ) = Ds(ST ). Here, ST corresponds
to the ciphertext, H(T ) corresponds to the plaintext. When the attacker has a
large number of plaintext-ciphertext pairs, the security of the private key s of the
time server decreases with the increase of the number of queries. If s is exposed,
even though it is a difficult problem to try to recover H(T ) by ST , but due
to the limited number of time trapdoors, the attacker can try according to the
time sequence of the acquirement of the time trapdoors ST , and will soon find
the corresponding H(T ), causing the leak of H(T ). Therefore, once the receiver
colludes with the attacker, the receiver can freely generate a time trapdoor for
a specified time, so that the ciphertext can be decrypted in advance.

In our BDH-SE-TRE scheme, the time server takes a random number x
corresponding to each current time, which is combined with the private key
of the time server to generate the time trapdoor ST = E(s,x)(H(T )). Because
each private key used to generate a trapdoor is different, it achieves one-time
pad. In this way, the attacker has at most one chance to decrypt every time,
even if the decryption succeeds, he will not get the private key. If the private
key is exposed, the attacker is still unable to decrypt the ciphertext in advance
without knowing the random number, nor can he generate a time trapdoor at
any specified time. In this way, the probability that the private key of the time
server being unravelled is greatly reduced and the anti-quantum requirement is
satisfied, and then the ciphertext can not be decoded before the specified time
arrives, which protects the plaintext.

2 Preliminary

In this section, we give a brief review on some cryptographic background.
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2.1 Discrete Logarithm Problem

Let p,q be two prime numbers, the set F = {0, 1, 2, ..., p − 1} constitutes the
finite field under multiplication, which is recorded as Zp. G = {gi : 0 ≤ k ≤
q − 1, g ∈ Z

∗
p} is the multiplicative group of the finite field Zp of order q. Every

element in the group can be expressed as the power of an element g, g is called
a generator of the group.

Definition 1. DLP in multiplicative group of finite field. Given an element
y ∈ G, we need to find the integer x ∈ Zq, which can satisfy y = gx. This is
what we called DLP in multiplicative group of finite field.

2.2 Elliptic Curve Discrete Logarithm Problem

Let p > 3 be a prime number, elliptic curve y2 = x3 + ax + b over finite field Zp

is a set E consisting of a special point called infinite point and all points satisfy
congruence equation y2 = x3 + ax + b(mod p) in which a, b ∈ Zp, 4a3 + 27b2 �=
0(mod p). Let Ep(a, b) denote the set

{(x, y) : (x, y) ∈ Zp × Zp}
⋃

O

of points on elliptic curves over finite fields. Addition in Ep(a, b) form additive
groups < Ep(a, b),+ >.

Definition 2. ECDLP in additive group of finite field. Let p and q be two prime
numbers, G1 : {kP : 0 ≤ k ≤ q − 1} be a subgroup of order q of the elliptical
curve group < Ep(a, b),+ >, where P is a generator of order q. Given an element
Q ∈ G1, we need to find the integer x ∈ Zq, which satisfied Q = xP . This is
called the ECDLP in additive group of finite field.

2.3 Bilinear Pairings Property

Different cryptography problems need to adopt different forms of bilinear pair-
ings, which makes the mathematical description of the problem more concise
and clear. The Definition 3 will give the definition of bilinear pairings that we
adopt in this paper.

Definition 3. Bilinear pairings. Let G1 be a ECDLP additive group over a
finite field, G2 be a DLP multiplicative group over a finite field, and the order
of G1, G2 is a prime number q. If the mapping e : G1 × G2 → G2 satisfies the
following attributes:

(1) Bilinear property. For any P,Q,R ∈ G1,we have

e(P + Q,R) = e(P,R)e(Q,R)
e(P,Q + R) = e(P,Q)e(P,R)

(2) Nondegeneracy. If P is the generator of G1, then e(P, P ) is the generator
of G2.



Security-Enhanced Timed-Release Encryption in the Random Oracle Model 45

(3) Computability. For any P,Q ∈ G1, there is an efficient algorithm for
computing e(P,Q).

From the above basic bilinear properties, the bilinear properties of bilinear
pairings

e(aP, bQ) = e(abP,Q) = e(P, abQ) = e(bP, aQ) = e(P,Q)ab, a, b ∈ Z
∗
q

which is more commonly used in the construction of cryptographic schemes, can
be derived.

By using bilinear pairings, the ECDLP in additive group of finite field can
be reduced to the corresponding DLP in multiplicative group of finite field.

2.4 BDH Problem

Many difficult problems are constructed based on bilinear pairings, including
BDH class problem, BDHI class problem and BDHE class problem. Here we
only introduce the BDH problem in this paper.

Definition 4. BDH problem. Let G1 be a multiplicative elliptical curve group
over finite field and P be the generator of G1, given P, aP, bP, cP ∈ G∗

1, compute
e(P, P )abc ∈ G∗

2. If the advantage of the A to solve the BDH problem is E , then
Pr[A(P, aP, bP, cP ) = e(P, P )abc] ≥ E , in which a, b and c are evenly distributed
in Z

∗
q .

3 Construction of BDH-SE-TRE

In this section, we propose our concrete BDH-SE-TRE scheme and give the
security assertion of our scheme.

3.1 Description of the Scheme

We build a non-interactive BDH-SE-TRE scheme from such a bilinear map
defined above. Our BDH-SE-TRE scheme with random oracle works as follows:

Setup. Given a security parameter k, the algorithm outputs the system parame-
ters params = {G1, G2, q, e, P,H1,H2, n}. Where G1 is an additive group, G2 is a
multiplicative group, prime number q is the order of G1 and G2, e : G1×G1 → G2

is a bilinear mapping satisfied the definition 3, P ∈ G∗
1 is the generator of addi-

tive group G1 which is randomly selected by the time server, Hash function
H1 : {0, 1}∗ → G1, H2 : G2 → {0, 1}n, where n is the length of plaintext.

TS-KeyGen. The time server generates a random number s ∈ Z
∗
q as the

time server’s private key tspriv = s ∈ Z
∗
q . Taking the public parameter P

as the input, to compute the public key tspub = sP of the time server.
Similarly, the time server generates the time server session private key set
TSspriv = {x1, x2, ..., xl} ∈ Z

∗
q and the corresponding time server session public

key set TSspub = {x1P, x2P, ..., xlP} ∈ G∗
1 in sequence in the next ten years.
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Where l ≈ 175200, if we set the time server to generate a time trapdoor every
half hour.

User-KeyGen. A system user generates a random number u ∈ Z
∗
q as the user’s

private key usk = u ∈ Z
∗
q . Taking the public parameter P as the input, to

compute the public key upk = uP of the system user.

Enc. Given the message M , the recipient’s public key upkr = uP , the time
server’s public key tspub = sP , and a release time T ∈ {0, 1}∗, the sender
retrieves the tsspub = xP corresponding to the decryption time T which is des-
ignated by himself, and then performs the following operations:

(1) Choose r ∈ Z
∗
q randomly, compute U = rP ;

(2) Compute Spub = tspub + tsspub + upk = sP + xP + uP = (s + x + u)P ;
(3) Compute K = e(rH1(T ), Spub) = e(H1(T ), P )r(s+x+u);
(4) Get the ciphertext C

C = <U, V > = <rP,M ⊕ H2(K)>

TS-Rel. The algorithm is implemented on the time T ∈ {0, 1}∗. The time server
takes the current tsspriv = x corresponding to the current time T , and generates
the time trapdoor ST = (s + x)H1(T ) .

Dec. Given a ciphertext C = <U, V >, using the receiver’s private key u and
the corresponding time trapdoor ST of T , the receiver performs the following
operations:

(1) Compute

K ′ = e(U, ST + uH1(T ))
= e(rP, (s + x)H1(T ) + uH1(T ))
= e(rP, (s + x + u)H1(T ))

= e(P,H1(T ))r(s+x+u)

= K

(2) Compute V ⊕ H2(K ′), to recover message M .
If C is the correct ciphertext, then U = rP, V = M ⊕ H2(K), in which,
K = e(P,H1(T ))r(s+x+u). The decryption’s correctness can be verified as
follow:

K ′ = e(P,H1(T ))r(s+x+u) = K

V ⊕ H2(K ′) = V ⊕ H2(K)
= M ⊕ H2(K) ⊕ H2(K)
= M
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3.2 Security of the Scheme

The concrete scheme above is a non-interactive BDH-SE-TRE scheme semanti-
cally secure against a chosen plaintext attack in the random oracle model.

Theorem 1. If an adversary A has advantage ε in breaking the BDH-SE-TRE
scheme above, then an challenger B can be constructed to solve the BDH prob-
lem with probability at least ε′ = ε/eqsqH2 . Where e is the base of the natural
logarithm, qs and qH2 is the number of times that it is assumed that adversary
A can make time trapdoor queries and H2 hash function queries at most.

We will give the rigorous proof in the full version of this paper.

4 Comparison and Experiments

In this subsection, we compare our BDH-SE-TRE scheme with two existing
typical non-interactive server schemes: the classic scheme BC-TRE [4] proposed
by Blake and Chan and the currently most efficient scheme AnTRE [3] proposed
by Chalkias et al. The main advantages of the AnTRE scheme are low cost of
computation and low cost of memory storage, but there is no random number in
the time trapdoor, so as in other schemes, there are a large number of plaintext-
ciphertext pairs about the release time.

To compare the computation time required for each scheme, we will let BP
denote the bilinear pairing operation, PMec and PAec denote point multiplica-
tion and point addition operation in G1 respectively. Expec denote exponentia-
tion operation in G2. H1 denotes to map a binary string of arbitrary length to
G1, H2 denotes to map an element of G2 to a string of logq2 length consisting of 0
and 1, H3 denotes to map a binary string of arbitrary length to Z

∗
q , Inv denotes

modular inverse operation in Z
∗
q . We implement the above basic operations based

on the MIRACL open-source library. In the process of implementation, the ellip-
tic curve over the finite field Fp adopts a super singular elliptic curve (p is a large
prime number of 512 bits, and its order q is a prime number of 160 bits). Bilin-
ear mapping uses Tate pairing algorithm to map the above elliptic curve discrete
logarithmic subgroup to the discrete logarithmic subgroup on Fp2 (the order is
still prime q).

Program running environment: Intel(R) Core(TM) i5-4210M CPU 2.60GHz
processor, 64 bit, 8GB memory, Microsoft visual studio 2010. Running the pro-
gram with 987654321 as the seed of random number. In order to make the results
irrelevant to the performance of the computer, we take the time consumption of
Expec as the basic proportion, to compute the ratio of the time consumption of
each operation to the time consumption of Expec, and count the relative time
consumption of each operation shown in Table 1.

The scenario we discussed is that the decryption time is known to the sender
and the receiver. The sender encrypts the message at a certain time. When the
decryption time arrives, the receiver will receive the time trapdoor to decrypt
the ciphertext. However, the decryption time is confidential to the attacker, and
the attacker can only guess the decryption time of the ciphertext.
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Table 1. Cost of basic operations in relation to point multiplication operation.

Basic operation Notation Relatively time consuming

Bilinear Pairing BP 3.4457

Point Multiplication in G1 PMec 1

Point Addition in G1 PAec 0.0072

Exponentiation in G2 Expec 0.3220

Modular Inverse in Z
∗
q Inv 0.0030

Hash:{0, 1}∗ → G1 H1 0.3368

Hash:G1 → {0, 1}log
q
2 H2 0.0782

Hash:{0, 1}∗ → Z
∗
q H3 0.0030

The TS-Rel phase of BDH-SE-TRE scheme requires the following operations:
1 PMec and 1 H1 to compute ST = (s + x)H1(T ), the total cost of the TS-
Rel phase is 1.003. In the encryption phase requires the following operations: 1
PMec for rP , 2 PAec to compute Spub, 1 H1, 1 PMec and 1 BP to compute
e(rH1(T ), Spub), 1 H2 to compute H2(K); The total cost of the Enc phase is
5.875. In the decryption phase, the recipient must perform 1 H1, 1 PMec, 1
PAec and 1 BP to compute K ′ = e(U, ST + uH1(T )), 1 H2 for M ⊕ H2(K); the
total cost of the Dec phase is 4.868. Table 2 summarizes the comparison of the
computational cost of BC-TRE, BDH-SE-TRE and AnTRE scheme. It should
be noted that the hash functions H1 and H2 in AnTRE are roughly equivalent
to the hash function H3 in Table 1, and the hash functions H3 and H4 in AnTRE
are roughly equivalent to the hash function H2 in Table 1.

Table 2. Computation cost comparison of BC-TRE, BDH-SE-TRE and AnTRE.

Phase Scheme

BC-TRE BDH-SE-TRE AnTRE

TS − Rel PMec+H1=1.337 PMec+H1=1.337 PMec+Inv+H3=1.006

Enc 3BP+2PMec+
H3=12.340

2PMec+2PAec+H1+
BP+H2=5.875

4PMec+PAec+Expec+
BP+2H2+2H3=7.934

Dec BP+Expec+H1+
H2=4.183

H1+PMec+PAec+
BP+H2=4.868

BP+PMec+2H2+H3 =
4.605

Total 17.86 12.08 13.55

It can be seen from Table 2 that under the above discussion, compared with
that of BC-TRE scheme, our BDH-SE-TRE scheme improves the efficiency by
about 32.4%. Compared with the AnTRE scheme, our BDH-SE-TRE scheme
improves the efficiency by about 10.8%. From the analysis of efficiency, the BDH-
SE-TRE scheme reduces the time consumption. Moreover the scheme achieves
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one-time pad about time trapdoor in terms of security, and the security perfor-
mance is greatly improved compared to existing schemes. From the perspective of
storage space, the proposed scheme needs to consider the storage space required
by the time server at least. The time server always stores the public and private
key pairs of the time server session in the next 10 years. The time server is set to
release the time trapdoor every half an hour, so the total storage is 24*2*365*
10 = 175200. The session private key of the time server is 160 bits each, and the
session public key of the time server is the point on the elliptic curve, 1024 bits
each, so the total storage space is about 24.7MB, and the time server can fully
meet the storage space needs.

5 Conclusions

In order to enhance the security of the time server’s private key in TRE, this
paper proposes a concrete BDH-SE-TRE scheme in the random oracle model. In
our scheme, the time server performs an “encryption-like” trapdoor generation
operation at each time point using a different private key, which achieves the
one-time pad about the time trapdoor, protect the time trapdoor from being
exposed in advance, and ensure that the ciphertext is not decrypted in advance.
In terms of efficiency, the scheme improves the time efficiency and the burden
of space storage is very small.
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Abstract. As deep learning plays a key role in malware detection, it is of great
practical significance to study adversarialmalware examples to evaluate the robust-
ness of malware detection algorithm based on deep learning. A black-box attack
is performed while malware authors are allowed only access to the input and out-
put of the malware detection model. Due to the transferability of deep learning
model, it is an effective way to train a substitute model to fit the black-box model.
Generative adversarial network based models show good performance in generat-
ing adversarial examples and training substitute models. However, because of the
discrete output, generative adversarial networks are unable to compute gradient
for their back-propagation, which makes it difficult to update the weights of the
neural network in the training process. In addition, APIs are important features in
representing malware, but their potential semantic features are usually ignored.
To address the above problems, a generative adversarial network based algorithm
with API word embedding method is designed, which adopts CNN structure to
train a substitute model. The substitute model is utilized to analyze the semantic
association of sequential API calls. Then, we employ a long short-term memory
framework to generate antagonistic examples. The experimental results show that
the proposed scheme is efficient and effective.

Keywords: Adversarial malware examples · Black-box attack · Generative
adversarial network(GAN) · API word embedding · Long short-term
memory(LSTM)

1 Introduction

With the booming of Social Networks, tremendous amount of data is being produced
world-widely. New methods and new software tools are continuously developed and
dispersed to capture,manage, and process BigData. Various categories ofmalwares have
raised security issues and posed critical challenges for Social Networks and Big Data
applications. Malware detection methods and techniques are considered to be of great
importance. Deep learning has been widely used in computer vision, natural language
processing andmany other application realms [1, 2]. Inmalware detection, deep learning
models outruns traditional tools with its outstanding ability to recognize the essential
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features of examples and classify them effectively. Powerful as they are, deep learning
models is vulnerable to disturbance from slightly tempered input [3, 4]. Adversarial
examples, generated by adding perturbations to normal examples, can easily compromise
the working of a deep learning model. They reveal basic blind spots in deep learning
algorithms [5].

Researchers try to generate adversarial examples through countermeasure tech-
niques. In some early research works, gradient based methods were used to generate
adversarial examples, which fool the detection model through exemplifying the pre-
diction error of the neural network and optimizing the input [7]. However, all these
researches are carried out based on a fundamental assumption that malware authors
have been granted full access privileges to the target model and can train detection
models of their own. Actually, under most circumstances, malware detection algorithms
based on deep learning are integrated into an antivirus software or deployed in the cloud.
From the perspective of malware authors, the malware detection model is a black box
without any information about the internal structure.

With the transferability of adversarial examples, an adversary in a confrontational
attack can compromise the target detection model by simply training and attacking a
substitute model. This type of attack is also recognized as the black-box attack [7].
Black-box attacks are usually built with supervised learning mechanisms [8]. The sub-
stitute model is trained with examples labeled by the target model. Then, adversarial
examples can be generated according to the substitute model which is fully transparent
to the attacker. However, once the algorithm of the target model is updated or replaced,
malware authors will have to train another substitute model. There is another substitute
model training method which is based on the generative adversarial network (GAN)
[6]. It trains the substitute model with help of the multi-cognitive network within GAN,
which trains a generation model simultaneously. The generation model and the substi-
tute model train each other and account for each, as stated in the game theory, until a
Nash equilibrium can be achieved. Eventually adversarial examples generated by the
generation model can fool the substitution model. The GAN based model can enter a
new round of adversarial training once the algorithm in the target model is changed.
However, API is adopted as the character of malware examples, and sparse vectors are
used to represent APIs in a software program [9], which is directly fed into the multi-
cognitive network. The Euclidean distance between APIs is rendered identical, and the
potential semantic features between APIs are overlooked [10].

According to the problems above,wepropose a generative adversarial networkmodel
and adopt the method of word vector expression in natural language processing [11, 12],
so that the neural network can extract characters from the API word list. Convolutional
neural network (CNN) is used to train the substitute model, which analyzes the semantic
association of sequential API calls, and explains the latent semantic features obtained by
APIs. Then, we employ a long short-term memory framework to generate antagonistic
examples.

The contribution of this paper can be summarized as follows:

• We devised a method to map the behavior of API calls into a vector space, so that
the connection between APIs can be evaluated through measurement. The behavior
pattern of the malwares can be effectively analyzed with machine learning method.



54 X. Peng et al.

• We design a deep learning model that can extract the semantic association of APIs,
which can make the most out of the sematic features to produce dedicated malware
API sequences.

2 Adversarial Example Generation

2.1 Black-Box Attack and Substitution Model

From the perspective of an attacker, black-box attack may be the most challenging
situation. Black-box attack can be divided into ordinary black-box attack and completely
restricted black-box attack according to the degree of the restrictions [7]. Access to the
input and output are allowed in an ordinary black-box attack, while in a completely
restricted black-box attack, no information can be acquired. Neither kind of black-box
attack can use the back propagation of the target model, so the question falls in the attack
transferability from the self-trained model to the restricted black-box model [3]. Due to
the enormous challenge of the completely restricted black-box attack, it falls out of the
scope of this paper. In fact, attackers do have the right to inquire about the target model
to obtain useful information for generating adversarial examples in many scenarios. For
example, malware classifiers (usually trained by deep neural networks) allow attackers
to input any binary file and they output the classification results, such as confidence
score or category of classification. Then the attacker can use the classification results to
design more effective adversarial examples to fool the target classifier. In this kind of
black-box attack, the back propagation for gradient calculation of the target model is still
prohibited, because the back propagation needs to understand the internal configuration
of the target model, which is not available for a black-box. A better way to realize the
attack transferability of the adversarial examples is to use the ability of free query to
train the substitute model [13, 14]. Then, any white-box attack technology can be used
to attack the substitute model, and the generated adversarial examples can be used to
attack the target model.

The main advantage of the training a substitute model is that it is completely trans-
parent to the attacker [15]. Therefore, the basic attack process of the target model, such as
the back propagation of gradient calculation, can be achieved with the substitute model
which is used to generate adversarial examples.

2.2 API Word Vectors

Malware programs call differentAPIs to implement correspondingmalicious actions.We
focus on the API call types distinguished from the naming, regardless of their parameters
and return values. It can be seen that each API is represented by a number of English
words or character combinations, which is similar to the text analysis problem in natural
language processing [11]. Therefore, we try to extract all the API calls, regard the API
sequence as a text sequence, and use the technology of word vectors to digitize each
API.

First,we regard eachAPI in theAPI sequence as an independent “word”, andgenerate
a word vector for it. A complete API sequence is denoted asW. In order to facilitate the
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learning with neural networks, we set the length of each API sequence to the maximum
API sequence length T in the sample set, T is the number of APIs contained in the
sequence. For a sequence shorter than T, we make tail padding with 0. The sequenceW
composed of T API “words”wt(1 ≤ t ≤ T ) is represented as:

W = (w1,w2, . . .wT ) (1)

Each API “word” wt is then encoded using one-hot encoding. Suppose that the size
of the input API dictionary is V1. In this way, an API to one hot encoding mapping can
be established. Each API uses a V1 dimensional one-hot vector representation, that is,

wt = (
o1, o2, . . . oV1

)T (2)

There are t ones and the rest of the elements are zeros. If the one-hot encoded
vector is directly feed into the deep learning model for training, the number of model
parameters will be huge and extremely sparse [10]. Moreover, the one-hot encoding
ignores the semantic relationship between words. In natural language processing, the
one-hot encoded character text sequence needs to go through the word embedding layer
[16] to generate the word vector whose dimension is much lower than V1.

We feed the one-hot code of the API sequence into the word embedding layer, then
obtaining a word embedding matrix We ∈ RV1×K which is a matrix of parameters.
According to the classification label of the API sequence, a word vector can be acquired
by supervised learn, in which We is the table of word vectors. Each line of We is the K
dimension word vector xt(1 ≤ t ≤ T ) of every API.

xt = wT
e wt (3)

Given the one-hot vector of any API word in an API sequence,ot = 1, oi =
0(1 ≤ i ≤ T , i �= t), the word vector of the API is the tth line of We. A word sequence
X can be acquired from an API call sequence W.

X = (x1, x2, . . . xT ) ∈ RK×T (4)

2.3 Model Architecture

Our designing goal is to capture the dynamic behavior characteristics of malware calling
API, and to reveal the collaborative relationship between API calling sequence and
malicious purpose from a large number of training data. Our model consists of three
components, the LSTM generator, the CNN substitute detector and the black-box. The
architecture is shown in Fig. 1.
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Fig. 1. The architecture of adversarial malware examples generation model.

LSTM Generator
The generator is based on long short-termmemory network, known as LSTM.An LSTM
unit is made of an input gate it , an output gate ot , and a forget gate ft . The input gate
controls the extent of the new input value, the forget gate is used to manage how much a
value should be left in the unit, the output gate decides which values are used to activate
the LSTM unit. Repeated LSTM units can record some status of each moment, which in
our design is the position of each API in the generated API sequence. An API sequence
is synthesized by the LSTM generator with random noise vectors. Every LSTM unit is
determined by its previous hidden status ht−1, previous output yt−1 and the noise vector
z. it and ft are computed and then the current unit ct and current hidden status ht are
computed. Functions within a LSTM unit is defined as follows.

it = σ(Wiyt−1 + Uiht−1 +Ciz) (5)

ft = σ
(
Wf yt−1 + Uf ht−1 +Cf z

)
(6)

ot = σ(Woyt−1 + Uoht−1 +Coz) (7)

c̃t = tanh(Wcyt−1 + Ucht−1 +Ccz) (8)

ct = ft ⊗ ct−1 + it ⊗ c̃t (9)

ht = ot ⊗ tanh(ct) (10)

W{i,f ,o,c},U{i,f ,o,c} andC{i,f ,o,c} areweightmatrices,σ(·) is sigmoid function, tanh(·)
is hyperbolic tangent function, ⊗ stands for multiplication of elements. To simplify the
computation, we omit the deviation term. Similar to the seq2seq (sequence to sequence)
model [17], we use LSTM as the decoding network. Noise z is used as the input vector
to control the generation of each API, which has the same dimension as the API word
vector.

Substitute Detector
The substitute detector is constructed with convolutional neural network (CNN), which
is supposed to simulate the target black box. An API sequence of length T contains T
consecutive word vector, it goes through the CNN and produces the prediction result. In
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the convolution layer, the hidden patterns in different API sequences can be found auto-
matically by the convolution window sliding on the word vector sequence and detecting
the features in different positions. A window is set up at the position of each word in the
API sequence. The window size is the same as that of the convolution kernel. That is
to say, convolution operation is performed on consecutive k APIs to generate a feature
map. In the convolution neural network, multiple convolution kernels are often used at
the same time. Here we record the number of convolution kernels as nc. In this way,
each convolution kernel generates a dimension’s characteristic graph, and nc convolution
kernels will generate nc dimension’s characteristic graph, and connect them by columns,
and finally get the characteristic graph set of API sequence.

Training
In the training processes, the generated API sequence and the benign API sequence are
used to train the substitute detector together with the labels given by the black box. By
optimizing the loss function, the substitute detector simulates the black box, and the
same classification is given to the input API sequence as the black box.

The ultimate goal of the generator is to generate malware API sequences, send
them to the substitute detector for detection, and let them be recognized as benign API
sequences.

By optimizing the loss function, the probability of generatedmalware API sequences
being recognized asmalicious is reduced.When the adversarial training between the gen-
erator and the substitute detector reaches a balance point [7], the malware API sequence
generated by the generator can fool both the substitute detector and the target black box
simulated.

3 Experiments

Our experiments are implemented with Keras and Tensorflow. Keras is a high-level
deep learning programming framework, integrating the implementation of a variety of
neural networks. Based on python programming language and tensorflowbackend,Keras
supports accelerated training model on GPU.

3.1 Dataset and Configuration

We collected 6946 malware from the malware sample website ZOO and some open
source projects of malware. The benign software comes from different types of common
applications, such as complete free software, Softonic, Microsoft Windows system files,
etc., totaling 2749.We use APIs as the dynamic characteristics of the samples. Cuckoo is
chosen as the sandbox tools, which can extract malware behavior data such as Windows
API call sequence.

We set the virtual machine VMware 15.5 in Ubuntu 16.04. The malicious samples
are executed within Windows 7 through the virtual box. The running time threshold
is 2 min. According to the output JSON file, we extract the API call sequence of the
program. In order to offset the unnecessary behaviors on the call data and increase
the generalization ability of the training model on other data sets, it is necessary to de
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duplicate the continuous repeated API calls. After deduplication, we truncate the length
of the sequence used for the experimental data to 400, and shorter API call sequences
are padded with zeros. The API call sequence is represented as 400 * 300 dimensional
API word vector matrix by word embedding.

For all of the sequence of the API calls dataset, we split 80% of the dataset as the
training set and the remaining 20% as the test set. Then we randomly select 25% of the
training set as the validation set.

Our experiments are carried out on a GPU workstation, which is equipped with
NVIDIA Tesla V100 GPU, Intel Xeon 10 core CPU, 64 GB memory, CUDA 9.0 and
cuDNN7.1 library, Cuckoo Sandbox with Windows7 X64.

Black box classification algorithm is usually not open-source to the public, and there
is no tracking version available for experiments. The deep learning black-box malware
classifier based on API call is difficult to obtain in the actual application scenarios.
Therefore we train the malware classification algorithm separately as the black-box
classifier needed in the experiment.

3.2 Evaluation

We create our own black-box malware classifier for the adversarial training process,
which also allows us to evaluate the attack performance against many classifier types.
The input of all the classifiers is a vector of 400 API calls in word embedding, each with
dimension of 300. The output is binary: malicious or benign.

Black-Box Classifier performance
For all neural networks, we use the Adam optimizer. The output layer is fully-connected
with sigmoid activation function, and a rectified linear unit RELU is chosen as the
activation function of input layer and hidden layer due to its fast convergence compared
with sigmoid () or tanh (). Dropout is used to improve the generalization potential of the
network. We conduct training for a maximum of 100 epochs, but convergence is usually
reached after 15-20 epochs, which depends on the type of classifier. Batch size of 256
samples is used.

We measured the performance of the classifiers using the accuracy ratio on the test
set. The performance of all the black-box classifiers is shown in Table 1.

Table 1. Classifier performance

Classifier Type Accuracy (%) Classifier Type Accuracy (%)

LR 90.59 MLP 95.08

DT 90.55 CNN 95.04

RF 92.49 LSTM 94.96

SVM 90.51 BiLSTM 95.39
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As can be seen in Table 1, the classifier based on deep learning have a good per-
formance in detecting malwares. BiLSTM is one of the classifier most resistant to our
proposed attack based on the semantic features of API sequence.

Attack Performance of Generated API Sequence We evaluate the efficiency and
effectiveness of our scheme by comparing it with Hu’s work on true positive rate (TPR),
which is the percentage of the number of malicious examples detected and the number
of all examples samples. After adversarial attack, the reduction of TPR can effectively
reflect the ability of adversarial examples to successfully bypass the black-box detector.
The result is shown in Table 2.

Table 2. True positive rate on original malware samples and adversarial examples for both the
train set and test set.

Classifier Type Training Set Test Set

Hu et al. (%) Generated (%) Hu et al. (%) Generated (%)

LR 0.00 0.00 0.00 0.00

DT 0.16 0.10 0.16 0.12

RF 0.20 0.18 0.19 0.18

SVM 0.00 0.02 0.00 0.02

MLP 0.00 0.00 0.00 0.00

CNN 0.00 0.00

LSTM 0.01 0.01

BiLSTM 0.06 0.06

As can be seen in Table 2, we achieve comparable attack results to five black-box
classification algorithms used in Hu’s proposed MALGAN. Although the TPR is not
decreased completely to zero for SVM, 0.02% is enough to be ignored. For random
forest and decision trees, those are quite different with the structure of neural networks,
our proposed attack is able to decrease the TPR on generated adversarial examples to
the range of 0.10% to 0.18% for both the training set and the test set. In addition, for the
deep learning based three classifiers, the TPRs is also reduced to nearly zero, while the
malware detection accuracy ratio on the original samples range from 94.96% to 95.39%.

We also plot the convergence curve of the TPR on the training set and the validation
set during the training process of our work, with using random forest as the black-box
classifier. The result is shown in Fig. 2.

As can be seen from the result, the TPR in our scheme decreases dramatically with
the increasing of the training epoch. The overall performance of our scheme is as good
as that in Hu’s work, while the decreasing rate is greater than the opponent due to our
design that reveal more of the semantic association of APIs.
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Fig. 2. The change of the true positive rate on the training set and the validation set over time.

4 Conclusions

In this paper, we study the problem of generating adversarial malware examples for
black-box attacks. Traditional generative adversarial network based models are unable
to compute gradient for their back-propagation due to the discrete output, which makes
it difficult to update the weights of the neural network in the training process. Potential
semantic features of APIs are usually ignored in existing schemes. A novel generative
adversarial networkbased algorithmwithAPI levelword embeddingmethod is proposed,
which adopts CNN structure to train a substitute model, which is utilized to analyze the
semantic association of composite API calls and sequential API calls. It can reveal the
latent semantic features obtained by APIs more extensively. We employ a long short-
term memory framework to generate antagonistic examples to enhance the utilization of
semantic feature information betweenAPIs. Experimental results show that the proposed
scheme is efficient and effective.
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Abstract. This paper analyzes the business value and application prospect of data-
center-platform as a big data service platform. Based on the existing technology, it
describes the organizational structure anddatamanagement process of data-center-
platform, and studies the business interaction logic and construction elements of
data-center-platform. The goal of data-center-platform is to build the center of
data sharing in the whole domain, and to provide the services of data collection,
data extraction, data service and provide a data intelligent platform for business
applications. We analyze the problem of database synchronization in isolated
networks faced by data-center-platform during data collection, and the existing
database replication technology in detail, and design the process of maintaining
data consistency in the same or different databases between different sites in a
certain period of time. Finally, we take an equipment data integration system as
an example to analyze the specific application of data-center-platform.

Keywords: Data-Center-Platform · Big data processing · Database
synchronization · Isolated network

1 Introduction

Data-center-platform is a big data platform (service platform), it provides the function of
collecting, cleaning, managing and analyzing big data, supports the standardization and
rapid customization of business applications, helps to reduce the I/O throughput of data,
the possibility of unnecessary data redundancy and data errors , achieves multiplexing
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of calculation results, and improves data usage efficiency. The essence of data-center-
platform is to build the center of global data sharing, to provide data collection, data
extraction, data services and other integrated services, and to provide data intelligent
platform for business applications [1]. The data-center-platform is closer to the specific
business, provides faster services for the business, andbuilds on the existing data platform
and data warehouse. So, it can be regarded as the middle layer from the specific data to
the business value realization process.

Data-center-platform is a capability platform between the innovative front-end sys-
tem and the recording back-end system. It has the ability to precipitate differentiation
and the ability to accelerate the response of the front-end business, provide support for
active and innovative front-end business, and improve the response speed of enterprises
to market changes, as shown in Fig. 1.

Fig. 1. The conceptual diagram of data-center-platform

Data-center-platform is based on the aggregation of multiple types of large amounts
of data and supported by a cloud platform. Through rich data tags, it provides unified
data services for front-end applications and efficient data services for data analysis
applications. Data-center-platform includes the data technology layer, unified data layer,
unified service engine, data asset management, and data operation management [2]. The
overall architecture is shown in Fig. 2.
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Fig. 2. The overall architecture diagram of data-center-platform

2 Data Synchronization of Isolated Network

Data collection and summarization are the foundation for realizing data-center-platform,
which determines the composition of upper-layer business applications. Data synchro-
nization in isolatednetwork is oneof the key issues that should be solved in data collection
and summarization services. Therefore, in this section we discuss how to realize data
synchronization in isolated network based on data-center-platform.

When the internal and external networks are completely isolated, it can protect the
internal network from attacks that from the external network, can delimit a clear security
boundary for the internal network, can enhance the controllability of the network, and
facilitate internal management. However, in this kind of network environment, if there
is no data exchange, the network application will be seriously affected.

Therefore, the information exchange between internal and external networks, espe-
cially the exchange of database information, has become an urgent problem to be solved.
In addition to the extensive application of current database products, it can be said that
where there is network isolation, there is a need for database synchronization.

Database synchronization refers to the process of keeping data consistent in a certain
period of time between homogeneous or heterogeneous databases in different sites [3].
There are many methods of database synchronization, such as table replication, master-
slave replication, peer-to-peer replication and cascading replication.

2.1 Database Synchronization Process

During the synchronization process from the source database to the target database,
the change information captured from the source database is first saved in a certain
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location, then forwarded to the site where the target database is located, and applied to
the target database, so the whole process can be divided into the following three steps:
change capture, data distribution and data update [4], they constitute the three functional
modules of the database synchronization process, as shown in the following Fig. 3

Fig. 3. Database synchronization process

Change Capture Technology.
The change capture of synchronization objects is the basis of data synchronization,which
directly determines the update and timing methods of data synchronization. There are
many ways to capture change data, which can be summarized into six basic methods,
namely snapshot method, trigger method, timestamp method, log method, API method
and shadow table method [5].

Data Distribution Technology.
Distribution, also known as propagation, is responsible for sending and receiving data
between nodes. It transmits the change information of the original database from the
source node to the target node. Generally, it can be divided into three types: push type,
pull type and push-pull combination.

If the source node is responsible for the distribution task, the source node pushing
the communication content into the target node, which is the “push” model [6].

If the target node is responsible for the distribution task, it means that the target node
applies for the communication content from the source node, which is the “pull” model.

Compared with the two models, the advantage of push model is high efficiency,
while pull model is easy to schedule. These differences will become more obvious as
the number of nodes increases. If the distribution task is not undertaken by the source
node or the target node, but by the third node, it constitutes a “push-pull combination”
model.

Data Update Technology.
Data update refers to modifying the target database according to the change sequence
information of the synchronization object, so that the target database obtains a state
consistent with the source database. The updated data content can be a complete copy
of the synchronization object, a sequence of changes, or a net change.

For the heterogeneous database synchronization system, data transformationmust be
carried out during the process of data updating, so that the change sequence transmitted
from the source database can be applied to the heterogeneous target database. The fol-
lowing mainly consider the data transformation ideas between relational heterogeneous
databases.

Different databases define different data types. One of the key problems of data
conversion between the two databases is to solve the matching problem of various data
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types. Firstly, we must determine the data definition and corresponding relationship of
the two kinds of database management systems, and then consider how to realize data
conversion.

Generally, there are two ways to realize this conversion [7]. One is direct conversion,
that is, to define the direct conversion mapping relationship between the two database
data types, directly convert one database data type to another according to the mapping
relationship. The second is indirect conversion, which is converted by third-party data
types.

The advantages of direct conversion are fast conversion speed, high conversion accu-
racy, and the disadvantage is poor extensible. The advantage of indirect conversion is
that it is easy to realize the conversion between heterogeneous databases, which requires
the least conversion modules and has strong scalability. The disadvantage of indirect
conversion is that the conversion time is longer and the conversion accuracy is reduced
due to the increase of conversion times.

3 Case Analysis

In this section, we take an equipment data integration system as an example to analyze
the specific application of data-center-platform. In order to avoid data inconsistency and
realize standardized and reusable data integration, a data integration architecture based
on data-center-platform is designed by the system in combination with business practice,
as shown in Fig. 4.

Fig. 4. Equipment support data integration architecture
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3.1 Data Model Hierarchy

The data table in the data-center-platform can be divided into three levels: operation data
store, common data model and application data store, as shown in Fig. 5.

Fig. 5. Hierarchical structure of data-center-platform

Operation Data Store (ODS).
The data of all business systems on the integration platform is unified at this layer through
data synchronization tools, which shields the heterogeneity of various data sources and
provides a unified view for users. Users can save historical data and clean data according
to data business requirements and audit requirements.

Common Data Model (CDM).
The common data model can be divided into data warehouse detail (DWD) and data
warehouse summary (DWS). The common data model uses the data modeling method
based on dimension modeling to build the data model [8]. For the business module, it
divides and defines the data fields, business processes, dimensions, atomic indicators,
modification types, time periods, modifiers and derived indicators. It uses the detailed
wide table, reuses the associated calculation, and reduces the data scanning [9].

On the basis of data cleaning, filtering, recording history and other operations on the
data from the operation data store, the data warehouse detail completes data fusion for
multi-source and same subject data, forming a detailed fact table with the most original
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granularity. The data warehouse summary performs statistical summary or algorithm
to form summary fact table for detailed data according to different granularity and
dimensions.

Application Data Store (ADS).
The data of application data store is processed and generated according to the common
data model and operation data store, and the personalized statistical indicator data is
stored. It is suitable for the indicators of nonutility and complexity (index type, ratio
type, ranking type). The application data store data mainly corresponds to the data,
which is the comprehensive business analysis information.

3.2 Data Management

In the data-center-platform, the most original and massive business data are calculated
and processed to obtain the high-value data results required by the business, which are
open to users of the system integration platform in the form of services, so as to realize
that the data comes from the business and is ultimately used by the business.

Data-center-platform provides unified, standardized and shared data services, and
provides external services in the form of fixed application programming interface (API)
for business calculation results. The data service adopts the Serverless architecture, users
only need to pay attention to the query logic of API itself, do not need to care about
the infrastructure such as running environment, and the API supports elastic expansion.
After the data service generates the API, it registers in RESTful style and publishes it to
API Gateway [10] for calling.

3.3 Data Synchronization Process

The data acquisition architecture is shown in Fig. 6, through the data collection tools such
as equipment operating parameter recorder, embedded condition diagnosis equipment
and general data collection and reporting platform, using message queuing telemetry
transport (MQTT) protocol to send the collected equipment basic data, business data,
and real-time status data such as usage and consumption to the corresponding theme or
queue cache of ActiveMQ cluster [11], storing the status data that needs to be processed
in real time to real-time distributed databases such as HBase, and storing the non-real
time data to the Hadoop distributed file system (HDFS).

Finally, all data will be stored in the distributed file system for extraction. Users
can use Spark Streaming and other processing frameworks [12] to process big data by
subscribing to the data of the corresponding topic, so as to meet the service application
requirements. In addition, the high availability design of cluster server [13] can prevent
data transmission from being affected by a server outage.

In the data integration architecture based on data-center-platform, select the corre-
sponding data extraction plugins according to the data type, and synchronize all business
data to data-center-platform.According to the needs of business, each application subsys-
tem adopts different data storage structures, including structured data, semi-structured
data and unstructured data.
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Fig. 6. Equipment support data collection architecture

For structured data, synchronizing the data to the data-center-platform. For semi-
structured data and unstructured data, storing the data to the data-center-platform after
structured processing. A tool namedMaxcompute 2.0 fromAlibaba provides Java exten-
sion mode to support the analysis and output of any semi-structured data and unstruc-
tured data [14]. Maxcompute uses StorageHandler as the unified logical entry of exter-
nal tables, which can read the semi-structured data and unstructured data stored on the
object storage service (OSS), and then in the Extractor, it can parse the data stream called
InputStream into structured record data, and then decides how to implement output data
through Outputer [15].

Take the processing procedure of the garage monitoring video stored in the OSS
as an example, using video analysis and intelligent reading technology and methods in
Extractor to identify the number of people entering and the posture of the personnel, and
store the result in the data-center-platform. Data-center-platform converts the unstruc-
tured video data into structured and statistical data, which provides data support for the
inspection and evaluation of the daily situation of the garage.

In the daily evaluation of the garage, firstly, the MaxCompute tool is used to convert
unstructured surveillance video data into structured statistical information on the number
and posture of people entering. Then, using multi-dimensional data analysis and mining
tools, combined with the equipment activation data detected in the operating parameter
recorder, a comprehensive analysis of information such as personnel entry and equipment
activation is conducted to obtain the evaluation result of the garage, and released in the
form of RESTful data services for calling, the specific process is shown in Fig. 7.
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Fig. 7. Data processing of typical equipment support business

4 Conclusion

The data-center-platform has changed the status of self-collection and self-use of the
current business system. Relying on the existing business system, the relevant data
resources have been effectively integrated, and a data platform for overall management
and centralized storage has been established to ensure safe storage and flexible call, and
expand the innovative application of big data. Rely on data to scientifically analyze the
problems in the daily business of various departments, can objectively propose targeted
solutions, and finally achieves effective support for the construction of big data.
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Abstract. Graph embedding method learns the low-dimensional representation
of graph data, which facilitates downstream graph analysis tasks, such as node
classification, graph classification, link prediction and community detection.With
the in-depth study of graph analysis tasks, the issues of excessive data mining by
graph embedding methods have become increasingly prominent, a number of
graph embedding attack methods have been put forward. Inspired by promis-
ing performance of generative adversarial network, this paper proposes an adap-
tive graph adversarial attack framework based on generative adversarial network
(AGA-GAN). We use the game between a generator and two discriminators with
different functions to iteratively generate the adversarial graph. Specifically, AGA-
GAN generates the adversarial subgraph according to different attack strategies
to rewire the corresponding parts in the original graph, and finally form the whole
adversarial graph. To address the scalability problem of existing graph embed-
ding attack methods, we consider the adaptively selected K-hop neighbor sub-
graph as the attack target instead of the original graph. Experimental study on
real graph datasets verifies that the AGA-GAN can achieve state-of-the-art attack
performance in most node classifications.

Keywords: Adversarial attack · Generative adversarial network · Graph
embedding · Node classification

1 Introduction

Our lives are surrounded by various graph data, which used to represent data in a lot
of fields, such as social networks, communication networks, biological networks, trans-
portation networks and so on. Graph embedding methods [1–3] map information of
nodes and links in the graph into low-dimensional Euclidean space, enabling the real-
world graph analysis tasks such as node classification [4, 5], graph classification [6, 7],
link prediction [8, 9], and community detection [10, 11]. The graph embedding meth-
ods usually learn the low-dimensional representation of graph structure, which directly
determines the performance of downstream tasks, so it has received increasing attention
recently.
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With the widespread application of graph embedding methods in actual graph anal-
ysis tasks, many methods for downstream tasks have been proposed. Kipf et al. [12]
proposed GCN as a basic graph convolution method for semi-supervised classification.
This method is widely used in node classification and graph classification tasks. DIFF-
POOL [6] uses a differentiable graph pooling module to adapt to various graph neural
network architectures in a hierarchical and end-to-end manner. The DGCNN proposed
by Zhang et al. [7] allows traditional neural networks to be trained on graph data. Deep-
walk [13], node2vec [15], GCN [12] and other graph embedding methods also show
superior performance over traditional algorithms in the task of link prediction. And new
methods are constantly emerging in community detection tasks [16, 17].

The rapid emergenceof graph embeddingmethodshas alsobrought about the security
problem of graph analysis tasks. In graph analysis task, failing the graph embedding
model can also be achieved by faking the graph nodes, rewiring links or attributes
modification, so as to protect the graph data from over-explorer. Zugner et al. [18]
proposed the first adversarial attack on graph data, since then a number of attacks on
node classification [19–21] have been studied. Some studies have focused more on other
graph analysis tasks, such as community detection attack[22, 23] and link prediction
attack [24, 25].

Generative adversarial network (GAN) [26] has achieved remarkable achievements
in computer vision attacks [27, 28], natural language processing, audio recognition etc.
GAN has also been used for graph data in recent years [29–31]. Since handling the graph
data usually has scalability problem, it takes a lot of time and storage space to generate
a full-size adversarial graph using GAN, which makes it difficult for GAN to achieve
a fast and efficient attack on graph data. Most of the existing work focuses on how to
better learn the embedding representation of graph data, and to our best knowledge, it
is the first work on graph attacks via GAN.

In order to generate adversarial graph with minimal perturbation and maximal attack
success rate, we propose an adaptive graph attack framework (AGA-GAN). Specifically,
we design a multi-strategy attack generator (MAG), Similarity Discriminator (SD) and
Attack Discriminator (AD) to form a three-player game. We consider the adaptively
selected K-hop neighbor subgraph as the attack target instead of the original graph to
reduce the cost of GAN in graph data attack. We attacked several graph embedding
methods with node classification as downstream tasks and verified the effectiveness and
universality of the proposed AGA-GAN on real graph data.

2 Related Work

2.1 Graph Attack Methods

The development of graph embedding models has given the graph analysis tasks a better
theoretical basis. Massive real data are used for graph analysis, coming along security
risks caused by excessive graph data analysis. In order to raise the security of graph data
such as personal privacy [32], biomolecular structure [33], community structure [34]
under the increasingly efficient graph data analysis methods, attack methods on graph
data have been proposed to protect privacy from the excessive graph analysis.
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Zugner et al. [18.] proposed the first adversarial attack against the graph data to
generate the adversarial graph iteratively, namely NETTACK. This method focuses on
the attack effect in the node classification, and achieves an effective attack within a
limited budget. They further proposedMeta-Self [21], when the classification model and
its trainingweights are unknown, regarding the graph as an optimizable hyper parameter,
and using meta-gradients to solve the bi-level problem underlying training-time attacks.
The FGA proposed by Chen et al. [19] extracts the gradients of node pairs based on
the adversarial graph, and selects the node pairs with the largest absolute gradient to
implement a fast gradient attack (FGA). It has strong attack transferability on various
graph embedding methods. Chang et al. [20] built graph filters corresponding to the
graph embedding models, and realized the attack in the black box environment through
attacking the graph filters. Chen et al. [22] regarded community detection attacks as an
optimization problem and proposed an attack strategy based on genetic algorithm and Q
modularity. Yu et al. further proposed evolutionary perturbation attack (EPA) [23] based
on genetic algorithm by rewiring the graph to achieve the attack.

2.2 GANs

Generative adversarial network (GAN) is a deep learningmodel proposed byGoodfellow
et al. [26]. Since then it has become a powerful subclass of generative model [35] widely
applied to image generation, text generation, semantic segmentation and other fields. A
classical GAN is composed of a generator and a discriminator, using a two-player game
idea, it can learn to deal with complex distribution problems through the mutual game
between the generator and the discriminanor.

In the field of graph data, the studies of GANmostly focus on learning the embedding
representation of graph data. For instance, GraphGAN [29] uses the generator to learn
the potential connectivity distribution in the graph data, and predicts the probability
of the existence of a link between a pair of nodes by the discriminator, unifying the
generation of the adversarial graph into the GAN’sminimax game. Bojchevski et al. [30]
proposed NetGAN, applyingWasserstein GAN to the graph field, learns the distribution
of biased random walks on graph and generates credible random walks in real graph.
Pan [31] further combined the variational graph autoencoder with GAN and proposed a
framework ARVGE for learning graph embedding and being able to reconstruct graph
data. In conclusion, they all adoptGANas an efficient embedding representation learning
method.

3 Preliminary

In this section, we briefly formulate the graph embedding and node classification attack
problem. A graph is represented as G = {V ,E,X }, where V = {v1, · · ·, vn} is the node
set with |V | = N , ei,j = < vi, vj> ∈ E denotes that there is a link between nodes vi
and vj. The node topology of the graph is generally represented by the adjacency matrix
A ∈ {0, 1}N×N , Ai,j = 1 if node vi directly connected with vj. X ∈ {0, 1}N×D is the node
attributes matrix, and D denotes the dimension of X . Generally, the adjacency matrix A
contains the information of V and E in the graph data, so we useG = (A,X ) to represent
a graph more concisely.
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Graph Embedding. The graph embedding methods map the graph data G into an
embedding matrix Z ∈ RN×d in a low-dimensional space, while retaining the infor-
mation of the adjacency matrix A and the node attributes X . The dimension of d is much
smaller than N , which allows graph data to use the embedding matrix to design down-
stream methods to implement graph analysis tasks such as node/graph classification,
link prediction and community detection.

Node Classification Attack. Given a graph G and target node vi. F = [τ1, · · ·, τ|F |] is
the category set of nodes, τiori ∈ F denote the ground true category of the target node
vi. Our goal is to generate the adversarial graph G′, which makes the target node vi can
get a prediction category τiatt with the largest distance from τiori through the target node
classifier f nodeθ :

arg max
τiatt �=τiori

InZ∗
vi,τiatt

− InZ∗
vi,τiori

(1)

where Z∗ = f nodeθ (G′), θ denotes the parameter of the target model training with the
real graph G.

4 Method

Our proposed AGA-GAN attacks node classification by combining different attack
strategies. Figure 1 shows the attack process of AGA-GAN, which consists of three
parts: multi-strategy attack generator (MAG), similarity discriminator (SD) and attack
discriminator (AD). We choose the K-hop neighbor subgraph of the target node in the
original graph as the attack target. Through the alternating training ofMAG, SD andAD,
AGA-GAN chooses to generate adversarial subgraph structure A′ or adversarial node
attribute X ′ according to different attack strategies. Then we replace the correspond-
ing part in the original graph with the adversarial subgraph, achieve an effective node
classification attack.

Fig. 1. Process of AGA-GAN adaptive attacking original Graph G. We adaptively set the input
size of AGA-GAN according to the K-hop(K = 2 in here) neighbor subgraph of the target
node(normally colored nodes and links). AGA-GAN generates the adversarial subgraph and
replaces the corresponding part of the original graph. (Color figure online)
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4.1 Multi-strategy Attack Generator

Structure of MAG. The MAG we propose achieves adaptive generation of adversarial
graph data through different attack strategies. The MAG contains two parts, feature
extractor and a graph reconstructor.

Feature Extractor. In order to learn graph structure A and node attributes X in our
proposed AGA-GAN, we consider a two-layer graph convolution network (GCN) as the
graph feature extractor. It maps the graph structure and node attribute information to a
d-dimensional feature matrix. The low-dimensional features of graph data are defined
as:

Z = f (X ,A) = f (Âσ(ÂXW (0))W (1)) (2)

where Â = D̃− 1
2 ÃD̃− 1

2 , A is the adjacency matrix and Ã = A + IN is the adjacency
matrix of the real graph G with the added self-connections. IN is the identity matrix and
D̃ii = ∑

j Ãij denotes the degree matrix of Ã.W (0) ∈ RN×H and W (1) ∈ RH×d denote
the trainable weight matrix of hidden layer and output layer with H feature maps, N
is the number of nodes in the graph, and d denotes the dimension of low-dimensional
representation. f and σ are the softmax function and Relu active function.

Graph Reconstructor. After obtaining the low-dimensional representation Z of the
graph data through the graph feature extractor, we use a dimension expansion matrix
Wex to reconstruct Z into the adversarial graph G′:

G′ =
⎧
⎨

⎩

A′ = ‖̄
−
[S((ZWA

ex + (ZWA
ex)

T )/2)]
X ′ = ‖̄

−
[S(ZWX

ex)]
(3)

where Z ∈ RN×d ,WA
ex ∈ Rd×N andWX

ex ∈ Rd×D are the dimension expansion matrix of
grpah structure A and node attributes X . Sigmoid function S maps the element values
of generated data between [0–1], then obtains discrete G′ by the sign function ‖̄

−
.

Multiple Training Strategies. In order to satisfy the AGA-GAN’s requirements for
different graph analysis attack strategies, as shown in Fig. 2, we determine how MAG
generates graph structure A or node attributes X based on different attack strategies.

Modify Strategy. In MAG, we implement various attack strategies by modifying graph
structure A, node attributes X or a combination of both.

Graph Structure Attack: In a general social network, the structure of the social net-
work represents the interaction relationship between users. Modifying the links between
nodes in the graph can effectively hide these relationships.

Node Attributes Attack: In community detection tasks, similar users usually have sim-
ilar node attributes. By modifying the attributes of the target node itself or its connected
nodes, the node information can also be hidden.
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Hybrid Attacks: Modify both graph structure A and node attributes X to avoid too
much perturbation in the graph structure or node attributes, and ensure that the attack is
unnoticeable while playing an effective attack.

Fig. 2. MAG in node classification attack. The red solid line indicates the added links, and the
gray dotted line indicates the deleted links. Here we choose an unlimited attack on the graph
structure. We obtain the low-dimensional features of the graph through the feature extractor, and
then obtain our adversarial graph structure through the graph reconstructor. (Color figure online)

Attack Scale. In order to efficiently implement the adversarial attack on the graph and
reduce the attack cost, we use K-hop graph instead of the original graph in the attack
process to achieve an efficient attack. Specifically, we select the target node and itsK-hop
neighbors from the original networkG to form aK-hop subgraphGK−sub(Asub,Xsub). To
prevent the node categories in the subgraph from being too concentrated when K is too
small, which leads to poor attack effects, we randomly add nodes with other categories
that are 20%of the number of subgraph nodes to theGK−sub, then adaptively generate the
adversarial subgraph G′

K−sub(A
′
sub,X

′
sub) corresponding to the size of GK−sub through

MAG, when the attack on subgraph is successful, replace the subgraph GK−sub with
G′
K−sub in the original graph G to obtain the adversarial graph G′ = (

A′, X ′). We
consider the following three different attack scale k ∈ N+:

Direct Attack(k = 1): Only delete the existing links of the target node or add a new one,
or modify the target node’s attributes.
Indirect Attack(k ≤ K, k �= 1): Delete or add links in the 2-to-K hop node pairs except
the target node in subgraph GK−sub, or modify these nodes’ attributes.
Unlimited Attack(k ≤ K): Combining the above two attack scales, delete or add links
between any pair of nodes in GK−sub, or modify the attributes of any node.

4.2 Similarity Discriminator

SD aims to learn the difference between GK−sub and G′
K−sub, and distinguish the two as

much as possible. SD also provides feedback to the MAG and guides it to generate the
adversarial subgraph that is more similar to the original one.
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Structure of SD. We use a classical Multi-layer Perceptron (MLP) with a hidden layer
as our SD, where the output layer is set to a one-dimensional sigmoid function. The
hidden layer and the output layer in SD can be generally expressed as:

h(l+1) = sigmoid(W (l)
SDh

(l) + b(l)) (4)

whereW (l)
SD and b(l) are the trainable weight matrix and bias term of l layer. We use the

subgraph structure Asub or the node attributes Xsub as the input h(0) of the SD according
to the modification strategy, and calculate the hidden layer’s output h(1) as the input
of the output layer, then get a one-dimensional value h(out) ∈ [0, 1] from the sigmoid
function.

Training Steps. During the training process, MAG tries to generate a more realistic
subgrpah to fool the SD, and the SD needs to maximize the difference between GK−sub
and G′

K−sub. The optimization objective of alternating training of the SD and the MAG
can be defined by:

min
MAG

max
SD

EG∼preal [log SD(GK−sub)] + EG′∼pMAG [log(1 − SD(G′
K−sub))] (5)

where GK−sub ∼ preal and G′
K−sub ∼ pMAG denotes original subgraph and adversarial

subgraph generated by MAG.

4.3 Attack Discriminator

In node classification attack, we use the GCNmodel with the same structure as theMAG
as the AD. Through the alternating training of MAG and SD, we obtain the adversarial
subgraph that is similar to the real one. AD then provides feedback to MAG and guides
it to generate adversarial subgraph which can fail the target model.

Traning Steps. For an effective attack on the target model, AD performs the following
two steps in each iteration:

Step1. Freezing the weights of MAG and SD, train the weights of the AD using the
real subgrpah GK−sub, and then we optimize the AD by minimizing the cross-entropy
loss function to improve the accuracy of AD in classifying nodes in real subgraph:

argminLAD = −
∑|Ts|

l=1

∑|F |
k=1

Ylk In(Zlk(Asub,Xsub)) (6)

where Ts is the set of labled nodes, F = [τ1, · · ·, τ|F |] denotes the category set of nodes,
Ylk = 1 if node vl belongs to category τk and Ylk = 0 otherwise, Zlk(A,X ) is the
category prediction confidence output calaculated by Eq (2) when d = |F |.

Step2. Freezing the weights of SD and AD, and using the AD obtained in Step1
to fine-turn train the MAG. We get the predicted category confidence of the adversarial
subgraph through the two-layerGCN trained in Step1, and define the attack loss function:

argminLMAG = −
∑|Ttar |

l=1

∑|F |
k=1

Ylk In(1 − Z ′
lk(A

′
sub,X

′
sub)) (7)
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where Ttar is the set of attack nodes, Ylk = 1 if node vl belongs to category τk and
Ylk = 0 otherwise.

The optimization objective of alternating training of the AD and the MAG can be
defined by:

min
MAG

max
AD

EGK−sub∼preal [logADF (GK−sub)] + EG′
K−sub∼PMAG

[log(1 − ADF (G′
K−sub))]

(8)

where ADF (·) denotes the AD with F as the node category set.

5 Experiments

In order to testify the effectiveness of our AGA-GAN, we attack the graph embedding
models with node classification as the downstream tasks, and compare the results with
some baseline attack methods. In each attack, we set the ratio of training times of MAG,
SD and AD is 1: 1: 1. For each attacked node, we generate 20 adversarial graphs. Once a
confrontation graph can successfully attack the node classification, we consider that the
attack was successful our experimental environment consists of i7-7700 K 3.5 GHzx8
(CPU), TITANXp 12 GiB (GPU), 16 GB× 4 memory (DDR4) and Ubuntu 16.04 (OS).

5.1 Dataset and Baseline Methods

Dataset. In the node classification, each node in the graph has a category. We evaluated
our method on three real-world datasets: Pol. Blogs [34], Cora [35] and Citeseer [36].
The nodes denote blogs/documents, and the links are blog links/citations. Their basic
statistics are shown in Table 1.

Table 1. The basic statistics of the three graph datasets.

Dataset #Nodes #Links #Classes

Pol.Blogs 1490 19090 2

Cora 2708 5427 7

Citeseer 3312 4732 6

Baseline Methods. We compare our AGA-GAN with three graph embedding attack
methods:

Dice [36]: DICE randomly disconnect b links of target node, then randomly connect the
target node toM − b nodes of different categories.
Nettack [18]: generates adversarial disturbances for graph structure and node attributes,
and according to the degree distribution and attributes co-occurrence probability to
remain the perturbations are unnoticeable.
GF-Attack [20]: GF-Attack attacks graph embedding models by constructing corre-
sponding graph filters and attacking it in a black box background.
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5.2 Attack Performance

For each graph, we randomly select 20 nodes in each category as the target nodes. We
give the attack effect of the proposed AGA-GANmethod under different attack strategy
settings, and compare it with several baseline methods. We use the following three
metrics to measure the attack effectiveness.

Attack Success Rate(ASR). ASR [19] is the ratio of targets which will be successfully
attacked within a given fixed budget, the ASR is defined as

ASR = Number of successful attack nodes

Number of attack nodes
(9)

Average Modified Links (AML). AML [19] is designed for the structure attack, which
indicates the average links perturbation size leading to a successful attack.

AML = Number of modified links

Number of attack nodes
(10)

Average Modified Attributes (AMA). AMA is designed for the attributes attack,
which indicates the average attributes perturbation size leading to a successful attack.

AMA = Number of modified attributes

Number of attack nodes
(11)

Selection of K and Attack Scale k. In this part, considering that the useful information
of the target node mostly exists in its neighborhood, we select K ∈ N+,K ≤ 5 to get
proper GK−sub. We compare the average subgraph sizes under different K. We can see
from Fig. 3 that whenK is less than 3, the subgraph of the Cora and Citeseer dataset only
contains less than 2% of the original graph, we consider the information contained in
the subgraph is not enough for the subgraph attack to replace the original graph attack.

We further combine different modification scales k to observe the attack effect. We
choose K = 3 as the initial setting of the three attack scales. When K increases, we will
also increase k to perform the corresponding three-scale attacks. Figure 3 also shows
the ASR under different attack scales. The solid line represents our unrestricted attack,
and the dashed line is an indirect attack. Since the initial value of K is 3, when k = 1,

Fig. 3. The subgraph size under different K and the ASR/AML under different modificantion
scales k. Here we do not limit the number of modifications to get ASR, when the number of
modifications is greater than 100, AML is set to 100.
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Table 2. The ASR and AML obtained by different attack methods on various network embedding
methods and multiple datasets. Here, ASR is obtained by changing 20 links.

Dataset Model ASR(%) AML

Ours Baseline Ours Baseline

AGA-GAN DICE NETTACK GF-Attack AGA-GAN DICE NETTACK GF-Attack

Pol. Blogs GCN 92.50 50.27 82.97 19.89 6.47 11.85 11.89 20

Deepwalk 85.50 64.52 75.41 12.82 7.21 12.35 10.06 20

LINE 85.00 66.74 76.35 23.48 7.98 12.82 10.26 20

Average 87.67 60.51 78.25 18.73 7.22 12.34 10.74 20

Cora GCN 98.57 54.95 92.87 82.55 6.62 9.13 6.09 20

Deepwalk 96.43 93.52 94.06 63.47 6.71 7.20 7.24 20

LINE 95.71 88.99 96.34 83.19 6.64 7.66 7.02 20

Average 96.90 79.15 94.42 76.40 6.66 7.99 6.78 20

Citeseer GCN 99.17 70.37 87.50 61.78 4.53 9.87 6.88 20

Deepwalk 98.33 93.44 96.96 50.87 6.18 7.08 7.06 20

LINE 99.17 96.72 95.82 60.41 6.42 7.21 6.02 20

Average 98.89 86.84 93.42 57.69 5.71 8.05 6.65 20

we are actually conducting a direct attack, at this time we set the ASR and AML of the
indirect attack to 0.

We can see that our unlimited attack has better results than indirect attack. When
k = 1, i., e, when performing a direct attack, the highest ASR and the lowest AML are
obtained. Interestingly, we found that as the scale of the attack increases, while AML
increased, ASR decreased significantly in Fig. 3. We consider this because in GK−sub,
the effect of indirect links on the target node is different from that in G. Modifying
the indirect links in the GK−sub can misclassify the target node, but the impact of these
modifications may not be that effective in G.

Compared with the Baseline Attack Methods. According to the experimental results
above, we set K = 3 in AGA-GAN and use direct attack, i.e., k = 1. We compare with
several other baseline attack methods using the most effective direct attack AGA-GAN,
and the attack results are shown inTable 2,we can see thatAGA-GANoutperforms all the
other attack methods in all the cases, in terms of higher ASR and lower AML. However,
when attacking other graph embedding methods, the ASR of AGA-GAN may slightly
lower than that of attacking GCN, which is different from other baseline attack methods.
This may be because the subgraph is missing part of the original graph information,
which is further expanded when attacking other graph embedding methods.

Different Modification Strategies. We also have node attributes attack and hybrid
attack and compare the AGA-GAN-ori without adding random nodes to the k-hop sub-
graph. Here we also set K = 3 and use direct attack. When attacking node attributes, we
limit the modification of up to 100 attributes to obtain ASR. In each epoch of the hybrid
attack, the MAG generates the adversarial subgraph structure A′

sub, and then generates
the adversarial node attributes X ′

sub based on A′
sub. From Table 3, we can find that the

attack on node attributes can only obtain less than 50% ASR. This may be that the node
attributes of the citation datasets are relatively sparse, and the node categories are more
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determined by the graph structure. When we use a hybrid attack, we can get the highest
ASR while reducing the AML by modifying the node attributes. Similar results can be
observed in AGA-GAN-ori, however, the ASR of AGA-GAN-ori is much lower than
that of AGA-GAN. This is because the category distribution of the nodes is relatively
concentrated in the original neighbor subgraph of the target node, whichmakes the attack
very difficult. This proves that our strategy of randomly adding nodes to the subgraph is
effective.

Table 3. The ASR, AML and AMA obtained by AGA-GAN and AGA-GAN-Orisub attacking
GCN model with different attack strategies. Here, ASR is obtained by changing 20 links or 100
attributes.

Attack
method

Dataset ASR(%) AML AMA

A X Hybrid A Hybrid X Hybrid

AGA-GAN Pol. Blogs 92.50 67.50 95.00 3.34 2.21 5.63 4.30

Cora 98.57 49.29 99.29 6.62 5.74 12.88 13.93

Citeseer 99.17 61.67 100 4.53 2.99 33.48 34.97

AGA-GAN-ori Pol. Blogs 67.50 47.50 57.50 18.23 17.12 9.14 10.53

Cora 66.43 27.86 35.00 3.58 3.72 7.48 7.04

Citeseer 69.17 45.83 47.50 5.52 4.97 21.97 19.47

Time Efficiency of Attack. Most existing methods iteratively generate adversarial per-
turbations on the original graph one by one to obtain the adversarial graph, which is
essentially different from AGA-GAN directly generating a complete adversarial graph.
In Fig. 4, we compare the training time spent by each iteration when the AGA-GAN
attacks graph data of different sizes. As the graph data size increases, the training time
also increases greatly. Since our K-hop neighbor subgraph size is smaller than 20% of
the original graph, which means that our adaptive strategy of attacking K-hop neighbor
subgraph can effectively reduce the attack cost.

Fig. 4. The time spend in each iteration when attacking different graph sizes.
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6 Conclusion

In this paper, we propose an adaptive graph adversarial attack framework based on
generative adversarial network(AGA-GAN).WedesignedMAG,SDandAD.According
to different modification strategies and attack scales, MAG trains alternately with SD
and AD respectively, and generates the adversarial graph similar to the real graph, which
can successfully attack graph embedding models. In order to reduce the attack cost of
GAN on graph data, we consider the adaptively selected K-hop neighbor subgraph as the
attack target instead of the original graph. We compared the attack effects of AGA-GAN
under different attack strategies, and attacked several graph embedding methods with
node classification as downstream task. The experimental results show that AGA-GAN
can achieve state-of-the-art attack performance in node classification when only using
a small part of the original graph’s structure and node attribute information.
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Abstract. The LDoS (Low rate Denial of Service) attack that aims at exhausting
the limited SDN switch buffer resource is hard to detect and degrade network
performance seriously. To solve such a problem, this paper proposes an SDNLDoS
detection and defense mechanism ADAR (Attack-flow Detection and Attack-port
Recognition), which can detect the attack flows based on the collected statistical
data, and identify and suppress these attack flows. The experimental results show
that ADAR can effectively detect the SDN switch buffer overflow LDoS attacks,
andmitigate their impact by using the attack port suppressionmethod.Meanwhile,
it can also effectively alleviate the problem of switch buffer overflow caused by
the normal traffic burst in the network.

Keywords: Software-Defined networking · SDN switch · Low-rate denial of
service attack · Switch buffer overflow

1 Introduction

Due to the serious harmfulness and high concealment of the Low rate Denial of Service
(LDoS) attacks, it has always been a key research topic in the network security field [1].
In traditional networks, LDoS attacks against TCP are widely studied [2]. The principle
is that by sending periodic high-rate pulse traffic to a router node in the link at the same
time, TCP packets will be lost due to the buffer saturation in the router, and the packets
that are retransmitted over time also hit the pulse traffic [3–5]. As a result, packets will be
lost frequently and eventually the TCP connection is broken, degrading the performances
of network communication.

In order to realize the flexibility of network management, SDN has been proposed
[6]. Since SDN has the characteristics of centralized management, separation of the
network forwarding and control functions, it has been widely used and studied [7]. Due
to the limitation of the buffer size of the SDN hardware switch, the SDN network is
also prone to packet loss caused by heavy traffic, so it is vulnerable to the same kinds of
LDoS attack.
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The LDoS attack flow has the characteristics of high concealment and can be hidden
in the normal user flow in the network. However, the LDoS attack flow against the switch
buffer space has obvious periodic characteristics after aggregated at the target switch.
Based on this,without changing the network environment, this paper proposes a detection
and defense scheme ADAR (Attack-flow Detection and Attack-port Recognition) that
uses the data collection of the controller to detect the attack flow and identify the attack
port. At the same time, ADAR can effectively alleviate the problem of switch buffer
overflow caused by normal sudden large flows in the network.

The rest of the paper is organized as follows. Section 2 introduces related research
works. Section 3 studies the attack model according to the characteristics of the LDoS
attack. Section 4 designs and implements a detection and defense system for LDoS
attacks against the switch buffer space. Section 5 evaluates the detection and defense
systems through experiments. Finally, Sect. 6 concludes the paper.

2 Related Work

The research of LDoS attack detection and defense mechanism based on SDN environ-
ment is currently mainly focused on the types of attacks on edge servers. This type of
attack generally targets resources such as server caches and queues [8, 9].

At present, there is little research on LDoS attacks against the architecture of the
SDN network itself. Cao et al. proposed an LDoS attack on a control channel shared with
a data channel in an SDN network, which severely affected applications such as ARP
proxy, passive routing, and load balancing in SDN [10]. At the same time, the number
of flow entries in SDN switches is also vulnerable to LDoS attacks [11]. None of the
above studies have proposed a suitable attack detection and defense solution.

In addition, the Link Flood Attack (LFA) is a saturation attack on the core link of
the SDN network, resulting in denial of service to normal network user traffic [12]. It
uses the traceroute command to detect the network topology and then sends high-density
traffic to keep the target link in a congested state for a long time [13], resulting in all the
traffic passing through the link being affected by congestion. Unlike LFA, LDoS attacks
use low-rate attack traffics, which are highly concealed and have a periodic feature. The
attack aims at some specific traffics, and has little impact on the other traffics.

3 Definition of Attack Model

Combining the characteristics of LDoS attacks initiated by using router cache space in
traditional networks, this section defines the model of LDoS attacks against SDN switch
cache space based on SDN network environment. First, the attacker needs to have the
following conditions to launch an attack:

1) The attacker has obtained the control authority of some hosts in the SDN network
and can rely on these hosts to send flows to the network;

2) The attacker has obtained the topology information of the SDN network by means
of network topology analysis, etc.;
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3) The attacker has obtained the link selection strategy of the controller to the network
flow through routing strategy analysis, etc.;

4) The attacker can use the synchronized host to initiate a periodic attack stream through
time synchronization and other means.

Since the above four conditions have corresponding means in the network [14–16],
the attacker can effectively initiate an attack flow with the following characteristics
against the SDN switch cache space:

1) The attack traffic from a single controlled host is small, and the SDN switch can
forward the attack flow of a single controlled host at line speed;

2) All attack flows sent by the controlled host can be converged on a port of a switch
in the SDN network;

3) When all attack flows are converged on a certain port of a switch in the SDNnetwork,
a periodic pulse attack flow can be formed, and each pulse can cause the port on the
switch to lose packets due to the buffer space overflow.

Based on the attack model, this paper will evaluate the effect of the attack by setting
up a network environment in Sect. 5, and then evaluate the performance of the ADAR
detection and defense mechanism proposed in Sect. 4.

4 Detection and Defense System Design

Based on the attack flow characteristics of the switch buffer overflow LDoS attack
discussed in the previous section, in order to effectively defend against this type of LDoS
attack and alleviate normal network burst flow, this section designs the corresponding
ADAR detection and defense system. The ADAR system consists of four parts: Traffic
Data Collection Module (TDCM), Traffic Balancing Module (TBM), Attack Period
PredictionModule (APPM)andAttackMitigationModule (AMM).The systemstructure
is shown in Fig. 1, where each arrow indicates the corresponding message passing
direction.

Traffic Data 
Collection

Module

Attack Period 
Prediction 

Module
Attack 

Mitigation 
ModuleTraffic

Balancing 
Module

Data plane

Control Plane

Controller-switch messaging

Fig. 1. Structure diagram of detection and defense system.
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The general process of the system is as follows: the data collection module collects
statistics field data from each switch and calculates the real-time rate of each port of
the network. When it is found that the forwarding rate of a certain port of the switch is
greater than a certain threshold, it sends an over-threshold warning to the attack period
prediction module and the traffic balancing module. After receiving the over-threshold
warning, the traffic balancing module collects the corresponding flow information on
the corresponding switch and redirects some of these flows to the link with lighter load.
After receiving the over-threshold warning, the attack period prediction module records
the time of each warning occurrence, and analyzes and determines whether the recorded
time has periodic characteristics. If it does, it sends an LDoS attack warning to the
attack mitigation module. After receiving the attack suppression warning, the attack
mitigation module performs attack end identification on each network access prot to
suppress subsequent attack flow. In this section, the specific implementation of the four
modules will be introduced in detail.

4.1 Flow Data Collection Module

The data collection module is mainly responsible for periodically collecting real-time
load information of network links to obtain the real-time rate of each port of all switches
in the SDN network. Because OpenFlow requires the switch to support the statistics
of the number of sent (received) packets and bytes sent (received) by each port, this
provides good support for obtaining the real-time rate of each port of the switch. Under
this condition, the controller only needs to send a port statistics field request to each
switch, whether it is the controller load or the secure channel load.

The specificmethod is that the data collectionmodule periodically sends a port statis-
tics field request (port_stats_request) message to the connected switch, by recording the
time of each port statistics field reply (port_stats_reply) message of the switch and the
amount of forwarded data of each port. The average traffic rate is calculated by the dif-
ference between the amount of data forwarded twice by each port and the difference in
reply time.When the data collection period is small enough, the average flow rate can be
regarded as the real-time rate, and the implementation algorithm is shown in Algorithm
1.
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end thread
end when
when receive a port_stat_reply msg of switch s

record the time t
for p in msg.port

if first_bytes[s][p] is not none
rate = (msg.p.tx_bytes - first_bytes[s][p][2]) / (t - first_bytes[s][p][1])
if rate > threshold

send the warning msg of the switch s and the port p
end if

end if
first_bytes[s][port] = [t, msg.p.tx_bytes] 

end for
end when

ALGORITHM 1: Information acquisition

get sws of all switches in SDN network
when sws

start a thread for period request
while time elapsed T

for s in sws
send port_stats_request to s

end for
end while

InAlgorithm1, lines 3–9 use a single thread to send a port statistics field value request
to all switches periodically, while lines 11–22 of the code implement the port_stat_reply
message event-driven method to record the forwarding bytes of each switch port count
information, and calculate the average rate of the port in the period through the previous
record, that is, the real-time rate.

4.2 Attack Period Prediction Module

Since the LDoS attack against the switch buffer space has a certain periodicity, it is
feasible to determine whether the LDoS attack has been made by inferring the attack
cycle and fitting the cycle verification. The specific method is to record the port rate
exceeding the threshold warning time triggered by the traffic data collection module,
based on the last trigger time, based on the difference between the recorded time and
all the time in the recorded time as the hypothetical attack period, and continue detect
the hypothetical attack period. That is, based on the last trigger time, the hypothetical
attack period is sequentially subtracted. If the time value after each subtraction can find
a recorded value with a small difference in the recorded time, it is reasonable to believe
that the port is suffering. LDoS attack. The algorithm is shown in Algorithm 2.
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send the warning msg of the port p of the switch s and the period record_T[1][2]
end if
find_position(count, last_time, start_time) 

T = (last_time – start_time) / count
if start_time – T < record_time[len(record_time)]

return count, last_time, start_time, T
end if
for t in the left times in record_time

if start_time - t – T < 0.2
count += 1
start_time = t
return count, last_time, start_time

end if
end for

return count, last_time, start_time

Algorithm 2: SYSTEM PROTECTION

//record the over shreshold time in record_time
tl = record_time[1]  // get the time of the last one
for t in record_time of port p of swtich s

count = 1  // for record the hit times
count, last_time, start_time = find_position(count, tl, t) 
T = (last_time – start_time) / count
record_T = [count, T] 

end for
sort the record_T by count in descending order
if the record_T[1][1] is larger than 2:

In Algorithm 2, lines 2–7 call the find_position function to count the number of hits
in the record with T as the period. In the find_position function, line 13 calculates the
average period value through statistical times to reduce statistical errors. At the same
time, line 18 uses 0.2 s as the error to determine whether the time in the next record falls
on the cycle. Lines 8 to 11 of the algorithm determine the cycle with the most hits. If
the number is greater than 2, a warning message is sent to the attack mitigation module.
After receiving the warning message, the attack mitigation module will verify at the next
attack prediction point.

4.3 Flow Balancing Module

Because the detection of the LDoS attack flow is based on the periodicity of the attack
flow, and the attack period prediction module algorithm cannot judge whether the LDoS
attack has been encountered through one or two buffer overflows, there are uncertain
factors in the network for a long time. Therefore, in order to detect the LDoS attack and
suppress the attack, the switch affected by the buffer overflow needs to be appropriately
mitigated to reduce the impact of high-speed traffic on the network performance. To
this end, the traffic balancing module needs to redirect part of the traffic on the heavily
loaded port to the lightly loaded port.
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Because the traffic balancingmoduleworks on the controller, through the controller’s
network-wide topology information, an alternate path is found when a buffer overflow
occurs on the switch port, and the forwarding port of the n flows entries on the corre-
sponding switch is modified to make the n flows redirected to the alternative path. Each
overflow here redirects fewer n flows, which can effectively alleviate the switch buffer
overflow under normal conditions at a high sampling rate, and the data collectionmodule
can still accurately capture the periodic pulse of LDoS attack flow. As shown in Fig. 2,
when the buffer space overflow occurs on port 1 of switch S1, which causes a large
number of packets from switch S1 to switch S2 to be lost, it need to find an alternative
path (S1-S4-S2 in the Fig. 2) to redirect part of the flows. To this end, an alternative path
search algorithm is designed.

S1
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S4

Overload path
Backup path

1

2

S5

S6

21

12

3
4

Fig. 2. Load balancing

Since the link overload problem caused by the full outport queue of the switch is
directional, we designed an alternative path search algorithm based on the tree search
method. As shown in Fig. 3, when the port 1 egress buffer of switch S1 in the link < S1:
1, S2: 1 > is full, use S1 as the root node, add directly connected switches except the
port with buffer overflow as child nodes. If the child node does not have an S2 switch,
then use the child node as the parent node to search in the same way until the switch S2
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Fig. 3. Alternative path search
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is found. After the switch S2 is searched, the shortest alternative link can be determined,
and the link load is not overloaded.

4.4 Attack Mitigation Module

The main function of the attack mitigation module is to find the attacking end and sup-
press the subsequent attack flow of the attacking end node accordingly. After obtaining
the attack warning message sent by the attack period prediction module, extract infor-
mation such as the switch S, port P, the last attack time t, and the attack period T, and
use the traceability method to analyze the rate change of the corresponding flow of each
network port in the period to detect the attack side. The specific implementation steps
are as follows:

➀Through the aggregate_stats_requestmessage, the controller queries the S1 switch
for all flow entries whose action is out_port = 1, that is, the flow forwarded from the
buffer overflow port;

➁Extract the matching domain information of all the found flow entries, and use
the matching domain as the object, and modify the in_port matching domain to be the
inbound port of each inbound switch;

➂At the time of T /2, T − δ, T + δ, T + T /2, send a flow_stats_request message
corresponding to the modified matching domain flow entry to each network switch;

➃Calculate the ratio of the difference between the number of bytes forwarded at two
times of T − δ and T + δ on each network access port and the difference of the number
of bytes forwarded at two times of T /2 and T + T /2. If it exceeds a certain threshold
(that is, there is a pulse stream in the next predicted attack cycle), the host connected to
the port is considered to be the attacker;

➄For the detected attack port, deliver the flow entry whose matching field is in_port
= attckt_port, action is drop action (apply_actions is empty), priority = 99, and
hard_timeout is set to 600. The matching domain setting is used to match the attacker’s
flow, and the action domain setting is used to directly discard the matched attack flow.
Set the hard timeout time of the flow entry to 10 min, the purpose is to lift the limit
after 10 min to avoid the normal flow forwarding caused by misjudgment or the attacker
returning to normal user.

It can be seen from the above process that the advantage of the source tracingmethod
is that only a small number of request response messages between the controller and the
switch, which can extract the corresponding flow information from the corresponding
flow table information when needed, thereby achieving the purpose of detection of the
attack side.

5 Experimental Evaluation

In order to evaluate the LDoS attack against the switch cache space and the designed
ADAR detection and defense system, the network simulation environment shown in
Fig. 4 was designed based on the RYU controller and mininet. The delay of each link is
set to 10 ms, where the bandwidth between links < S1, S3 > is set to 1 Mbps, and the
bandwidth of other links is set to 10 Mbps. Under normal circumstances, the controller
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uses the Dijkstra algorithm to select the network traffic link. Therefore, it can be seen
from the Fig. 4 that the links passed by the communication flow between each host and
the server are < S2, S1 > , < S1, S3 > .

Fig. 4. Experimental topology of the LDoS attack mitigation mechanism

5.1 Attack Effect Evaluation

Without using the detection and defense system modules, this section firstly evaluates
the effectiveness of the switch attack model. Among them, the attacker sends low-speed
attack traffic pulses with a period of 10 s to the three servers through the hosts h1-h9, so
that the attack traffic can reach 2 Mbps when converging. Since the bandwidth between
the links< S1, S2> in the experimental topology is 1Mbps, some packets will be lost at
port 2 of switch S1 periodically due to the buffer overflow. Simultaneously, the normal
user User connected to switch S2 sends packets to the server Srv1 synchronously. The
result is shown in Fig. 5.
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Fig. 5. Demonstration of the packet loss
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As can be seen from Fig. 5, since there is no matched flow entry, the first packet in
the packet sequence has a large delay. The delay of the remaining packets is either about
80 ms, or packet loss occurs (The delay in the Fig. 5 is set to be 0), and the packet loss
event has a periodic characteristic with a period of 10. It can be seen from this that a
carefully designed LDoS attack can periodically cause packet loss in network traffic to
a certain extent.

5.2 Evaluating the Effectiveness of the Detection Defense System

Effect Evaluation of Flow Balancing Module. In order to effectively evaluate the
detection and defense system, the performance of the traffic balancing module is first
evaluated. The system redirects 1 flow each time the switch port buffer overflow event
happens. In the case that the controller only runs the flow data collection module and
the flow balancing module, the attack is launched in the experimental topology in the
same attack mode, and the network speed measurement is performed on each output
port of the S1 switch. The result is shown in Fig. 6. It can be seen from the figure that the
network speed of port S1:4 will increase to a certain extent after each buffer overflow of
port S1:2. This is because the flow through port S1: 2 will cause the controller to pass
the chain after an overflow event. The alternative path search algorithm redirects one of
the flows to the switch S1-S7-S2 link. In Fig. 6, at some attack moments, the rate of port
S1: 4 has decreased to a certain extent. It is found that this is due to the expiration of the
flow entry of some flows. Since a large flow in the network generally exists for a while,
and the pulse period of the LDoS attack flow is small, and the sampling period of the
data collection module is 0.1 s, which can ensure that the normal network large flow can
be detected, and can ensure the accuracy of the data collection information for periodic
attack flows.

Fig. 6. Variation of the transmission rate of each port of S1 switch under attack
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Evaluate the Effectiveness of the Detection Defense System. Under the same attack
environment, the controller runs all four modules of the ADAR to evaluate the detection
and defense system, and the ratio threshold of the attack mitigation module is set to 50%.
The experimental results are shown in Fig. 7. As can be seen from the Fig. 7 after port 2
of switch S1 has suffered six LDoS attack pulses, there will be no buffer overflow, and
no packet loss will occur in ping packets.

Fig. 7. Packet loss analysis of detection and defense module

According to the installation of flow entries in switch S2, after the detection and
defense module detects the attack flow, the flow entry with the action of drop is delivered
to the nine attack end ports of switch S2. Therefore, it can be concluded that the detection
and defense system designed in this paper can effectively detect the LDoS attack flow
against the switch buffer overflow, and find the corresponding attack port to suppress
the subsequent attack flow of the attack port by issuing drop flow entries.

6 Conclusion

In this paper, taking the LDoS attack that aims at exhausting the limited SDN switch
buffer resources into consideration, we proposed an SDN switch buffer LDoS attack
mitigationmechanismADAR,which includes fourmodules named traffic data collection
module, attack period prediction module, traffic balancing module and attack mitigation
module. By using the centralized control plane, ADAR can predict the potential LDoS
attacks based on the information collected from the data plane, and then mitigate the
attacks through the SDN switch port load balancing and transmission rate limitation
method. The experiment results show that the detection and defense mechanism can
effectively detect the attack flow and its source position, and then mitigate its influence
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through the traffic suppressing method. Meanwhile, the traffic balancing module can
select the alternative path when the switch port buffer overflows, and redirect some
traffic to the lighter alternative link, which alleviates the impact of the traffic bursts on
the detection accuracy. In the future work, we will optimize the detection process and
evaluate its performance in a larger production network.
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Abstract. It is effective for supervisors to monitor the network by ana-
lyzing traffic from devices.In this way, illegal video can be detected when it
is played on the network. Most Internet traffic is encrypted, which brings
difficulties to traffic analysis. However, many researches suggest that even
if the video traffic is encrypted, the information of video segmentation
leaked by DASH (Dynamic Adaptive Streaming over HTTP) can also be
used to identify the content of encrypted video traffic without decryption.
Moreover, each encrypted video stream can be represented by a fragment
sequence. This paper presents two methods based on Levenshtein distance
for encrypted video traffic analysis. Using the distance distribution fitted
by gamma distribution functions, we calculated a threshold to determine
whether two encrypted video traffic belonging to the same video. The accu-
racy of the judgment using the threshold reached 89%, stably.As far as I am
concerned, it is the first work to apply unsupervised methods for content
analysis of encrypted video traffic.

Keywords: Encrypted traffic · Levenshtein distance · Threshold ·
DASH.

1 Introduction

As the continuous development of network technology, there are millions of Inter-
net video viewers online every day. More than half of Internet traffic will be
video traffic nowadays. According to the survey, the proportion of video traffic
has grown to 80% in 2019. In general, the video traffic is expected to increase
135 exabytes per month, approximately [7]. It is expected that more than 82%
of Internet traffic will come from videos by 2022.

Dynamic Adaptive Streaming over HTTP (DASH) is used by most of the
video streaming web sites, such as YouTube. DASH is a streaming method,
designed to improve the quality of experience [10]. It uses HTTP for video
transmission. DASH server divides each video into several short segments (typ-
ically a few seconds long), and encodes each segment with a different quality
c© Springer Nature Singapore Pte Ltd. 2020
Y. Xiang et al. (Eds.): SocialSec 2020, CCIS 1298, pp. 97–108, 2020.
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Fig. 1. Dynamic Adaptive Streaming over HTTP

representation level. A media presentation description (MPD) describes seg-
ment information, and will be transmitted firstly when transmission of a video
is started. According to the network condition and client preferences, adaptive
video segments will be transmitted by the DASH server later.

Transport Layer Security (TLS) is widely applied to protect content confiden-
tiality, and adopted by almost all famous video sites. Consequently, traditional
Deep Packet Inspection (DPI) [6] methods over plain network traffic do not
work here. However, it does not mean that it is not possible to analyze the con-
tent of encrypted video traffic. DASH video is always streamed in segment-sized
chunks, and it is typically segmented at the application layer [16]. Even though
the stream is encrypted between the transport layer and the application layer
(e.g.., using TLS), the sizes of segments are visible for network monitor. In a
steady encrypted video stream, fragment sizes are correlated with the original
segment sizes due to the variable-rate encoding.

Due to the difficulty of decryption, how to analyze encrypted traffic without
decryption is a worthy studying direction. Deep learning has been used to ana-
lyze encrypted traffic in many works [1,18]. Background traffic and unencrypted
part of the encrypted traffic mentioned in [3–5], which are useful for normal
encrypted traffic, are insignificant for content identification of encrypted video
traffic. Video traffic is usually long-session with a large amount of information
transmitted. What is more, most existing encryption traffic analysis methods are
based on supervised learning but are not functionally faced with unlabeled traf-
fic data. In real life, the traffic data is basically unlabeled, which makes these
existing methods impractical. How to analyze encrypted video traffic without
prior knowledge is a problem that should be solved quickly.
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In this paper, we proposed a new method based on sequence similarity for
encrypted video traffic analysis. A similarity threshold was selected to determine
whether two unknown encrypted video streams belong to the same video title.
As far as we knew, it is the first work to apply unsupervised methods for content
analysis of encrypted video traffic.

The paper’s main contributions are:

1. This is the first work that used unsupervised methods to analyze encrypted
video traffic. We proposed to measure the similarity of encrypted video
streams using Levenshtein distance, innovatively. On this basis, we present an
unsupervised methods (threshold) that are applicable to analyze the content
of encrypted video traffic.

2. A threshold was computed using a Gamma distribution fitting to determine
whether two unknown video streams belong to the same video title, and have
achieved an acceptable probability of correct judgment.

3. We run through a set of experiments to prove the possibility and robustness
of the threshold we computed.

The remainder of this paper is organized as follows. In Sect. 2 we review related
work. In Sect. 3, we introduction the preliminaries - TLS protocol and Levenshtein
distance. In Sect. 4 we introduced the generation of fragment sequence and two
analysis methods. In Sect. 5 we introduced the dataset used in this paper. In Sect. 6
we computed a threshold to determine whether two unknown video streams belong
to the same video title. Finally, we conclude in Sect. 7.

2 Related Work

Many works have suggested methods for encrypted traffic identification. Several
works have examined different features.

Liu et al. [12] presented a method for video title classification of RTP/UDP
traffic. Liu et al. [13] used the wavelet transform for constructing unique and
robust video signatures with different compactnesses. Ashwin Rao et al. [15]
showed that the streaming strategies vary with the type of the application, and
the type of container used for video streaming by studying the network charac-
teristics of Netflix and YouTube. Pablo Ameigeiras et al. [2] presented a char-
acterization of the traffic generated by YouTube when accessed from a regular
PC, and proposed a YouTube server traffic generation model. However, there are
several changes in video traffic over the Internet. They do not fit modern stream-
ing traffic as previous solutions operated on a time series with the granularity
of single video frames [10].

In recent years, some work used machine learning algorithms for the identifi-
cation of encrypted video traffic. Algorithms using custom KNN and SVM were
presented by Ran Dubin [10] for encrypted HTTP adaptive video streaming title
classification. Roei Schuster [16] showed that many video streams are uniquely
characterized by their fragment patterns, and classifiers based on convolutional
neural networks can accurately identify these patterns given very coarse network
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measurements. Yan Shi et al. [17] proposed a key idea to examine encrypted and
tunneled video streaming traffic at a Soft-Margin Firewall (SMFW), which was
located near the streaming client in order to identify undesirable traffic sources
and to block or throttle traffic from such sources. These works showed that the
content classification of encrypted video stream is possible although the content
is not visible.

Even if some encouraging progress has been made, the timing characteristics
of encrypted video stream have been ignored in these works, which contains
valuable information. Moreover, the methods based on supervised learning are
powerless when faced with unlabeled encrypted video traffic on the Internet. In
view of this, we tried to use unsupervised learning to analyze encrypted video
traffic, which requires no labels. As far as I am concerned, it is the first work
using unsupervised methods to analyze the content of encrypted video traffic.

3 Preliminaries

3.1 TLS Protocol

Transport Layer Security (TLS) is cryptographic protocol that provides secure
communication between two parties over the Internet by encapsulating and
encrypting application layer data. It is used by most of the video sites in order
to encrypt the network traffic. The TLS protocol is between application layer
and transport layer, and it is application protocol independent [8].

Fig. 2. Protocol layers

The TLS includes two protocol layers (as Fig. 2). The Record Protocol takes
messages to be transmitted, fragments the data into manageable blocks, option-
ally compresses the data, applies a MAC, encrypts, and transmits the result
[8]. Received data is decrypted, verified, decompressed, reassembled, and then
delivered to higher-level clients . There are four protocols that use the record
protocol, including the application data protocol. Application data message is
carried by the record layer and are fragmented, compressed, and encrypted based
on the current connection state.
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3.2 Levenshtein Distance

The Levenshtein distance is a string metric for measuring the difference between
two sequences. It is named after the Soviet mathematician Vladimir Levenshtein,
who considered this distance in 1965 [11]. Informally, the Levenshtein distance
between two words is the minimum number of single-character edits (insertions,
deletions or substitutiond) required to change one word into other. It may also
be rederred to as edit distance [14]. The Levenshtein distance between two string
a, b (of length |a| and |b| respectively) is given by leva,b(|a|, |b|) as follow:

leva,b(i, j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max(i, j) , if min(i, j) = 0

min

⎧
⎪⎨

⎪⎩

leva,b(i − 1, j) + 1
leva,b(i, j − 1) + 1 , otherwise

leva,b(i − 1, j − 1) + 1ai �=bj

(1)

where 1ai �=bj is the indicator function equal to 1 when ai �= bj and equal to 0
otherwise, and leva,b(i, j) is the distance between the first i characters of a and
the first j characters of b. i and j are 1-based indices.

For example, the Levenshtein distance between “kitten” and “sitting” is 3
because of the following edits change:

1. kitten → sitten
2. sitten → sittin
3. sittin → sitting

The upper bounds of the Levenshtein distance is the length of the longer
string. The Levenshtein distance is zero only if the strings are equal.

4 Methodology

Video traffic has some unique characteristics. Video sessions are usually long
sessions with a large amount of information transmitted, while the amount of
information transmission of non-video traffic is small relatively. Regarding the
information leakage in terms of timing, the timing information is leaked due
to the long duration of video traffic, relatively. Therefore, we focus on timing
information of encrypted video traffic in order to analyze.

Levenshtein distance can compare the similarity of sequences with different
length, which is suitable for video streams. Besides, Levenshtein distance is sim-
ple and effective. Consequently, it is chosen to measure the similarity of video
streams. We have developed two methods based on Levenshtein distance for
identifying encrypted video traffic. Before this, packet reorganization technique
was applied to generate the fragment sequence of encrypted video traffic. We
used the normalized Levenshtein distance to the content similarity of unknown
video streams, and calculated a threshold to determine whether two streams
belong to the same video by Gamma distribution fitting.
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4.1 Fragment Sequence of Encrypted Video Traffic

Application data traffic accounts for most of the total encrypted traffic, especially
for video traffic. Video compression and encoding algorithms cause that differ-
ent video scenes contain different amounts of perceptually meaningful informa-
tion. The meaningful information refers to the size of video fragments. Because
of application protocol independence of TLS, this meaningful information is
retained although the content of the message is encrypted.

In order to parse aTLS stream, first of all, we should reassemble the video traffic
packets to TCP flow according to the TCP protocol. After that, we parse the TCP
flow according to the TLS protocol. When packets reassembly and TLS parsing is
completed, the TLS session exhibits a request-response pattern similar to HTTP
interactive.A transaction between client and server in the TLS session, the payload
sent by the server containsmore thanone applicationdata.Consequently, fragment
refers to the number of application data in encrypted video traffic.

After parsing the TLS stream, we can get a sequence representing, which
we called Fragment Sequence, the number of the application data sent by the
server per HTTP interactive. Because the encode in DASH is variable bitrate
(VBR), the size of video fragments is related to the content complexity of video
fragment. If the content of a video fragment is complex, the fragment size is large.
Otherwise, the size of fragment is small when the content of a video fragment
is simple. For example, fragment sequences of three video titles are listed as
follows. We find it that videos of the same title have similar fragment sequences.

Cheerleader
seq1:
30-23-73-22-124-25-124-130-23-123-103-23-92-130-23-118-130-24-
130-91-12
seq2:
30-23-73-22-124-25-124-130-23-116-130-23-123-103-23-92-130-23-118-
130-24-130-91
seq3:
30-23-73-113-124-124-23-130-123-23-103-92-23-130-118-24-130-130-
23-91

Fast and Furious six
seq1: 14-9-44-90-16-145-2-221-21-21-253-20-21-7-214-20-258-27-39
seq2: 14-9-44-21-145-2-221-21-21-253-20-9-12-7-214-20-258-27-39
seq3: 14-9-44-21-145-2-221-21-21-253-20-21-221-20-258-27-39

Wo sind die Clowns
seq1: 5-53-11-25-28-2-244-241-26-77-17
seq2: 5-53-25-27-2-244-241-26-77-17
seq3: 5-53-25-28-2-244-241-26-77-17
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4.2 Threshold Selection

Because Levenshtein distance is affected by the length of sequences, it is necessary
to normalize. The definition of normalized Levenshtein distance is as follows:

Normalized LD(a, b) =
LD(a, b)

max {|a|, |b|} (2)

We used normalized Levenshtein distance of Fragment sequence to measure
the similarity of two unknown encrypted video streams and determined whether
the two streams belonging to the same video. To determine whether two unknown
video streams belong to the same video, we need to set a threshold for normalized
Levenshtein distance. If the distance is greater than the threshold, it is deter-
mined that two video streams belong to the different video. On the contrary, two
video streams belong to the same video if the distance is less than the threshold.

The normalized Levenshtein distance of video streams is a random variable.
The random variable X1 and X2 indicate the normalized Levenshtein distance of
two video streams belonging to the same video and different video, respectively.
After the analysis of samples, the results demonstrate that X1 and X2 conform
to Gamma distribution. The parameters α and β of the gamma distribution can
be calculated from the mean μ and variance σ2 of the data.

X1 ∼ Ga(α1, β
2
1), X2 ∼ Ga(α2, β

2
2) α =

μ2

σ2
, β =

μ

σ2
(3)

The probability density function were as follow:

f1(x) =
βα1
1

Γ (α1)
xα1−1e−β1x, f2(x) =

βα2
2

Γ (α2)
xα2−1e−β2x (4)

We set their distribution functions as F1(x) =
∫ x

0
f1(x)dx and F2(x) =

∫ x

0
f2(x)dx. Let the sum of the correct judgment probabilities be P , which is

defined as follow:

P =
∫ x

0

f1(x)dx +
∫ 1

x

f2(x)d = F1(x) + F2(1) − F2(x) (5)

One way to get the minimum of P is to take a derivative with respect to x,
and look for the derivative being zero. The derivation process is as follow:

dP

dx
= F ′

1(x) − F ′
2(x) = f1(x) − f2(x) (6)

When f1(x) = f2(x), the sum of the correct judgment probabilities is the
smallest. Simplify the equation f1(x) = f2(x) are as follows:

e(β2−β1)x =
βα2
2 Γ (α1)

βα1
1 Γ (α2)

xα2−α1 (7)

The equation is transcendental, so it does not have an analytical solution.
We can use numerical analysis methods, like bisection method and Newton’s
method, to find the numerical solutions of this transcendental equation.

The threshold is one of the solutions.
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5 Data

In this paper, we use the public dataset in [9]. It contains 10,000 YouTube
streams of 100 video titles (100 streams per title). The video streams were col-
lected via a real-world Internet connection over different real-world network con-
ditions. They were collected by crawler using the Selenium web automation tool
with ChromeDriver. The video titles in dataset are popular YouTube video from
different categories such as sports, news, nature, etc. The traffic of the dataset
were collected using Chrome browser because of it’s popularity.

6 Threshold Experimental Evaluation

In this section, we calculated the threshold for judging the homology of video
traffic, and used accuracy to evaluate its performance.

6.1 Metrics

Before the experiment, we should define two metrics of experiments, including
Theoretical Accuracy (TA) and Real Accuracy (RA).

– Theoretical Accuracy: The normalized Levenshtein distance of Encrypted
video traffic between the same video and different video subject to be Gamma
distribution. Therefore, we are able to calculate the theoretical accuracy using
the gamma distribution and the threshold x0. Theoretical accuracy is calcu-
lated as follow:

TA =

∫ 1

x0
f1(x)dx +

∫ x0

0
f2(x)dx

∫ 1

0
f1(x)dx +

∫ 1

0
f2(x)dx

(8)

– Real Accuracy: Real accuracy is calculated using the statistical result of the
experiment. The threshold x0 is used to judge positive samples and negative
samples. The real accuracy is as follow:

RA =
TP + TN

TP + FP + FN + TN
(9)

6.2 Threshold Experimental

We extracted two encrypted video streams with the same title from the dataset,
and calculated their similarity. We also extracted two encrypted video streams
with different titles and calculated their similarity. Both operations were per-
formed 10’000 times, and we get two sets of data about the video streams simi-
larity (of the same title and of different titles).

As can be seen from the distributions in Fig. 3 and Table 1, there are two
normal distributions with different mean and nearly the same variance (X1 ∼
Ga(3.53, 17.48) and X2 ∼ Ga(17.50, 39.46)). It showed that the assumptions are
reasonable. According to the Eq. 7, we computed the threshold to be 0.30167,
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and used it to test the accuracy. The experimental result indicated that the
threshold we computed can distinguish whether the two streams belonging to
the same video title with 89.00% probability. The theoretical accuracy is 88.03%.
The error of theoretical accuracy is less than 1%. The experimental result is
acceptable.

Table 1. Parameter of the gammma distribution

Variables μ σ α β

same (X1) 0.2019 0.1075 3.5289 17.4815

diff (X2) 0.4434 0.1060 17.4970 39.4571

Fig. 3. Data statistics and gamma distri-
bution fitting effect.

Fig. 4. The accuracy comparison of the
fitting effect of gaussian distribution
and gamma distribution.

6.3 Stability Test and Comparison of Different Fitting Methods

In order to test the stability of threshold and accuracy, we performed experiments
on datasets with different number of categories. In each dataset, we selected
10’000 distance data for the same video and 10’000 distance data for different
videos. The box-plot of datasets distribution of with different category number
is depicted in Fig. 5. On the whole, it showed that the distance distribution of
encrypted video stream does not vary with the category number of datasets.
More importantly, Fig. 5 illustrates that the threshold we calculated has high
generalization performance.

On this basis, we also compared the effect of two fitting methods, Gaus-
sian distribution and Gamma distribution. The theoretical accuracy and real
accuracy are shown in Fig. 4 and Table 2. As evident from figure, generally
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Fig. 5. Box-plot of data distribution for different datasets.

Table 2. The comparison of the fitting effect of gaussian distribution and gamma
distribution on different datasets.

Categories Gamma distribution Gaussian distribution

Threshold TA(%) RA(%) Error(%) Threshold TA(%) RA(%) Error(%)

5 0.33068 91.158 91.135 0.023 0.34833 90.371 91.218 0.847

10 0.31046 88.221 87.752 0.470 0.33210 86.871 87.916 1.045

15 0.31326 86.876 86.532 0.344 0.33863 85.534 86.142 0.608

20 0.30310 87.633 88.639 1.006 0.32538 86.406 88.247 1.840

25 0.30353 88.891 89.668 0.777 0.32379 87.918 89.570 1.652

30 0.29889 86.943 88.288 1.345 0.32072 85.540 87.905 2.365

35 0.29682 87.269 89.030 1.762 0.31988 85.875 88.781 2.906

40 0.30441 87.561 87.965 0.404 0.32675 86.394 87.588 1.195

45 0.29119 87.348 88.922 1.574 0.31433 85.973 88.521 2.548

50 0.31144 88.094 88.914 0.820 0.33334 87.001 88.290 1.289

55 0.30567 86.975 88.249 1.274 0.32960 85.550 87.666 2.115

60 0.30517 87.838 88.800 0.962 0.32663 86.652 88.491 1.840

65 0.30097 86.882 87.764 0.882 0.32381 85.488 87.354 1.865

70 0.30325 87.846 88.847 1.002 0.32396 86.790 88.534 1.744

75 0.30246 87.794 89.173 1.378 0.32335 86.652 88.743 2.091

80 0.30269 88.033 89.173 1.140 0.32397 86.890 88.733 1.843

85 0.29901 87.707 88.864 1.157 0.32062 86.484 88.444 1.960

90 0.30382 88.007 88.857 0.850 0.32450 86.940 88.407 1.467

95 0.30444 87.697 88.706 1.008 0.32638 86.462 88.276 1.814

100 0.30370 88.152 89.196 1.044 0.32472 87.056 88.811 1.756

Average 0.30475 87.846 88.724 0.961 0.32654 86.642 88.382 1.739

speaking, the Gamma distribution fitting performs better than Gaussian distri-
bution fitting (about 1.0% performance improvement). The theoretical accuracy
(TA) error of the Gamma distribution fitting is 0.35% approximately, which is
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better than the Gaussian distribution fitting (the error is about 1.7%). Besides,
Fig. 4 also illustrates the performance of our method is steady, and the average
accuracy is at about 89%.

7 Conclusion

Although many well-known video sites such as YouTube uses HTTPS, which is
considered to protect user privacy, it still leaks content information of videos.
In this paper, we showed that the Levenshtein distance of fragment sequences
are able to assess the content similarity of encrypted video streams. We demon-
strated it possible to analyse the content of encrypted video traffic with Unsu-
pervised method. It is effective to analyze the encrypted video traffic when there
is lacking the apriority knowledge.

First, a threshold was calculated by fitting with the Gamma distribution
function. Our statistical analysis concluded that the threshold can determine
whether two unknown video streams belong to the same video title with a prob-
ability of over 89%. Moreover, we illustrated the stability of the threshold and
its judgment accuracy through further experiments. In another work, we also
implemented the clustering of encrypted video streams using spectral clustering
based on Levenshtein distance and achieved a good result.

Regardless, we can foresee a bright future for encrypted video stream anal-
ysis based on sequence similarity. It is necessary for unsupervised learning of
encrypted video traffic. Future researchers should consider a new definition of
sequence distance, which reflects the similarity of video content better.
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Abstract. With the rapid development and popularization of Internet of Things
(IoT) technology, the problem of limited data storage and computing power of
smart devices is becoming more and more obvious, and cloud computing can pro-
vide computing and storage services. IoT data is outsourced in cloud storage, and
how to ensure the integrity of the data is worth studying. A Certificateless Prov-
able Data Possession (CL-PDP) scheme for the Internet of Things environment
is proposed. To solve the problem of weak user computing power and malicious
third-party problems, a KTC fog alliance structure model is designed. The user
revocation by the cloud service provider reduces the computational burden of the
KGC. Finally, through theoretical analysis and experimental verification, it shows
that the scheme has less calculation, revocation overhead and higher credibility
than other schemes.

Keywords: IoT · Data integrity · CL-PDP · KTC fog alliance · User revocation ·
Auditing scheme

1 Introduction

Cloud computing has the advantages of convenience, scalability, and resource sharing. It
can provide users with strong computing and storage capabilities, so it has been widely
developed and applied.

In the era of rapid development of the Internet of Things, due to the limited storage
capacity and computing power of IoT devices, the combination of Internet of Things and
cloud computing has become an inevitable choice [1]. However, the data in Internet of
Things is uploaded to cloud storage servers and the security of cloud storage will directly
threaten the security of data in the Internet of Things. Therefore, the data integrity in the
Internet of Things storage is worth of studying.

The Provable data possession (PDP) scheme can help the Internet of Things to
remotely check the integrity of data stored in the cloud. Aiming at the existing PDP
scheme, a new PDP scheme is proposed for the Internet of Things.

© Springer Nature Singapore Pte Ltd. 2020
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1.1 Related Work

In 2007, Ateniese et al. [2] proposed a PDP scheme. This scheme allows users to verify
the integrity of data without having to retrieve and download the entire outsourced
file. However, it only supports user static operations on files. In 2008, Ateniese et al.
[3] proposed a PDP scheme that can support users’ dynamic operations.In order to
eliminate complex key and certificate management, in 2013, Zhao et al. [4] proposed the
first identity-based PDP scheme (ID-PDP). In order to solve the key escrow problem,
Wang et al. [5] proposed a certificateless PDP scheme (CL-PDP) in 2013. In the CL-
PDP scheme, part of the user’s key is generated by the user himself, and the other part is
generated by the key generator (KGC). However, the revocation of illegal users by the
revocable PDP scheme in the past requires group managers or third parties to participate
in the calculation, which has a certain computational overhead.

In summary, the CL-PDP scheme can avoid complex certificate maintenance and
key escrow problems. Considering that the user’s revocation in the existing PDP solu-
tion requires group managers or third parties to participate in the calculation, how to
effectively revoke the illegal users is worth studying. An efficient and revocable certifi-
cateless PDP (RE-CL-PDP) scheme for the Internet of Things is proposed, whose main
contributions are as follows:

(1) According to the definition and security model of the CL-PDP scheme, a definition
and security model of the RE-CL-PDP scheme is constructed.

(2) A KTC fog alliance structure model is designed to solve the problem of weak
computing power and malicious third-party problems.

(3) The RE-CL-PDP scheme transfers the revocation function to the CSP, thereby
reducing the burden on the KGC.

2 The Design of the RE-CL-PDP Scheme

This section gives the system model and the definition of the RE-CL-PDP scheme, the
KTC fog alliance structure, and the security model of the RE-CL-PDP scheme.

2.1 System Model of the RE-CL-PDP Scheme

Fig. 1. System model of the RE-CL-PDP scheme
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The system model of the RE-CL-PDP scheme is shown in Fig. 1. The RE-CL-PDP
scheme model mainly includes four entities: KGC, User, KTC, CSP. The KGC function
is to generate a public parameter for the system, a partial key and a time master key
for the user. User is composed of the basic stack, which is equivalent to the intelligent
device in the Internet of Things, collecting, storing or using the data collected by the
sensors in the Internet of Things. KTC is a structure built using the trusted cloud platform
technology of the TPMAlliance. Due to the weak computing power and storage capacity
of users, KTC can help users generate data tags, send challenge information to cloud
service providers, and verify the correctness of evidence. The CSP can provide storage
functions for user data, generate time keys, revocation users, and generate evidence for
the challenge to prove the integrity of the challenge block.

2.2 The Definition of the RE-CL-PDP Scheme

The RE-CL-PDP scheme includes the following basic algorithms:

Setup : This algorithm is executed by KGC, by inputting the security parameter k, to
generate the common parameters, system master key and time master key.

UserKeyGen : User executes this algorithm and generates a public-private key by
entering system parameters and identity ID.

UserParKey :KGCexecutes this algorithm to generate a partial key for User by inputting
the system parameters, User ID and its public key.

TimeKeyUp : This algorithm is executed by the CSP. When the CSP receives the user’s
time key update request, it checks whether the User ID is in the non-revocation user list.
If it not exists, it rejects the update. Otherwise, it runs this algorithm.

TagGen : KTC runs this algorithm. For file F, it generates one used signature key and
verification key, and generates a file label for file F. Finally, it sends the file and related
parameters to the CSP.

ChalGen : This algorithm is executed by the KTC, which generates challenge
information and sends it to the CSP.

ProofGen: The CSP runs this algorithm. When it receives the challenge information
from the KTC, which generates the corresponding evidence based on the challenge
information.

ProofVer : When the KTC receives evidence from the CSP, the KTC runs this algorithm
to verify the correctness of the evidence.

2.3 KTC Fog Alliance Structure

Considering the weak computing power of users and the situation of malicious third
parties, the structure of KTC (FAKTC, FogAlliance of KTC)was designed. The FAKTC
is a distributed system structure model designed to implement trusted KTC based on the
TPMAlliance-based Trusted Cloud Platform [6] technology and TPACloudAlliance [7]
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technology. KTC can help users with calculations and audits to ensure that third parties
are trusted and prevent third parties from colluding. The KTC Fog Alliance guarantees
KTC’s trusted operating environment and honest verification process. Each member of
the fog alliance interacts through P2P and is managed through the KTC fog alliance
management platform. Its logical structure is shown in Fig. 2:

Fig. 2. KTC fog alliance structure

The KTC Fog Alliance consists of multiple KTC fog nodes. Each KTC consists
of TPM (Trust Platform Module) and VTPM (Virtual Trust Platform Module) to form
a trusted computing base, which provides storage, verification, calculation and other
functions for trusted metrics. The TPM is a physical trusted platform module, VTPM
is a virtual trusted platform module, and the TPM module is responsible for measuring
VTPM to ensure its authenticity. VTPM is an extension of the TPM application that
addresses the performance pitfalls of TPM.VTPM measures the static metrics in the
KTC runtime environment and the baseline database. If the metrics passes, the KTC is
in a trusted state. Instead, the KTC’s fog resource is suspended and the administrator
is notified to process it. KTC performs corresponding operations such as data integrity
auditing in the virtual machine of VTPM measurement. The KTC logical structure is
divided into an operation layer and a block chain layer. The operational layer performs
an integrity verification workflow. The blockchain layer receives information such as
operation layer operation log records, trusted metric values, and non-revocation lists to
record unchangeable blocks.

TheKTCFogAllianceManagement Platformperforms comprehensivemanagement
and scheduling of KTC, including trusted execution environment metrics, authentication
between components, allocation of auditing schemes, and using or cancellation of KTC
fog resources. Its structure is shown in Fig. 3:
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Fig. 3. KTC fog alliance management platform

From Fig. 3, we can see that the KTC fog alliance management platform contains
many MA (Manager Agent) management agents. The management of the KTC fog
alliance is realized bymanaging the correspondingKTCs by eachMA. TheMA structure
is shown in Fig. 4:

Trustworthy
measure

data
protec�on

Audit scheme
management

VM management

Iden�ty 
management

Communica�on 
Interface

Fig. 4. MAManagement Agent

The MA mainly includes an identity management component, a VM (Virtual
Machine) management component, an auditing scheme component, a data protection
component, and a trusted metric component. Their main functions are described below:

(1) Identity management component: This component includes a series of authenti-
cation features. Specifically, the identity registration and logout functions of KTC
members, users, and federation administrators, the identity and normal functions of
each component in the platform, the system interaction of the KTC fog alliance and
the management platform, the user task request, and the interaction between the
user and the KTC through the data protection component and platform components
interact with the blockchain through cryptographic tokens.

(2) The VM management component: In the case that the identity authentication is
passed, the VM resources in the KTC fog coalition are opened, closed, and sus-
pended according to the state of the node. The alliance administrator performs an
undo command on the VM with abnormal behavior and deducts the corresponding
KTC score (the KTC integral indicates the metric value of the KTC member in
the KTC fog alliance, determined by the KTC’s work efficiency, integrity measure-
ment, and audit task metric). If the user submits an integrity verification command
to the KTC, the component will match the appropriate VM resource to the user in
the KTC fog coalition based on the parameter information.

(3) Auditing scheme management component: It is responsible for storing efficient
auditing programs and providing encryption functions for auditing programs.
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(4) Data protection component: It is responsible for protecting the security of user data.
(5) Trusted metrics component: It is responsible for managing and monitoring the col-

lection and measurement of VTPM evidence in each KTC. The collected evidence
is used to check with the data of the benchmark database to implement the static
integritymetrics for theKTC startup and the dynamic integritymetrics of the system
runtime.

The logical structure of the operation layer is shown in Fig. 5:

Fig. 5. Operating layer structure

As can be seen from Fig. 5, the operation layer includes four modules: KGC infor-
mation processing module, CSP information processing module, User information pro-
cessingmodule, operation logmodule. TheKGC information processingmodulemainly
stores the timemaster key in the KTCmetadata; the User information processingmodule
mainly stores the user’s data block information, time key update and challenge block
information request in the metadata, and then calculates The data block label, and the
data block and the label, the time key update request, and the challenge information are
sent to the CSP; the CSP information processing module stores the CSP proof informa-
tion, the key update information in the metadata, and returns the information to the user.
The operation log module stores operation information in the operation layer.

Blockchain is a public distributed ledger with opening, unmodifiable, traceable fea-
tures. The introduction of the blockchain can record information such as operational log
information, trusted metrics, and non-revocation lists, forming unchangeable evidence
to prevent malicious third parties. Therefore, a blockchain layer is established in the
KTC logical structure.

The blockchain layer consists of multiple blockchain nodes. Each blockchain node
is based on a trusted VTPM. All KTC Cloud Alliance members form a blockchain
network. The consensus mechanism in the blockchain can guarantee the consistency of
blockchain nodes.

The blockchain consists of a block header and a block body. The information included
in the block header includes: the hash value of the previous block, and the previous block
is calculated by using SHA256, and then the value is saved in the block to prevent the
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modification of the previous information; The hash value of the metric information is
used to represent the metric value information; the block information is recorded in
the block in which the information of the selected node is stored; the timestamp is
used to record the block write time, so that the block is time-series. The block includes
information: metrics that record system, component, and software operational status,
non-revocation lists, and operational logs.

The blockchain node performs monitoring, receiving, calculating, recording, and
broadcasting in the blockchain network. According to the designed KTC structure and
the characteristics of data integrity authentication, a consensus algorithm for blockchain
layer is proposed. The specific steps are as follows:

1) The operational logging module collects trusted evidence of the working layer and
broadcasts data validation information (TU ,TCSP,TKTC ,Tint,OP) in the blockchain
network. TU indicates the metric value for the cloud user, which is determined by
the KTC registration duration and user behavior. TCSP indicates the metric value for
the cloud service provider, which is determined by the CSP for the user response
and data integrity verification. TKTC indicates the KTC score.Tint indicates the time
interval at which this operation is recorded. OP indicates the operation performed
by the KTC operating layer during the time interval.

2) All nodes independently listen to and record information broadcast in the blockchain
network.

3) After the time t, each node sends its ownmonitored information and its own signature
(TU ,TCSP,TKTC ,Tint,OP, W ) to the blockchain network. Where W is the sum of
the scores of each feature and weight.

4) Each node calculates the weight of each node and broadcasts the largest node
information to the blockchain network.

5) After the node receives more than n identical response messages, a consensus can be
reached. The signer in this same message packs information such as trusted metrics
and operational records into new blocks. As a bonus, the node own metrics will also
increase. Where n is determined by the number of nodes and the fault tolerance of
the system.

6) After the new block is completed, each node deletes the previous information and
starts the next round of consensus.

3 The Proposed RE-CL-PDP Scheme

This section mainly describes the implementation of this scheme.

– Setup: Given a security parameter k, KGC selects an addition cycle group G with a
prime number q, P ∈ G is the generator of G. KGC selects x, t ∈ Z∗

q, where x is
the system master key and t is the time master key. KGC keeps x private and sends
t to the CSP and KTC. It calculates X = x.p,T = t.p and selects hash function:Hi :
{0, 1} → Z∗

q , i = 1,2,3,4,5. Finally, C sets params = {k, q,P,G,X,T,Hi} as system
parameters and exposes them.

– UserKeyGen :The user selects u ∈ z∗
q as the private key and calculates U = u.P as

the public key.
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– UserParKey :KGC selects y ∈ z∗
q and calculates Y = y.p,h1 = H1(ID||Y||U||X||T)

Z = y + x.h1(mod q), then (Y,Z) is sent to the user as part of the user’s key.

– TimeKeyUp :When receiving the user’s key update request (ID, ti), the CSP will
views the non-revocation user list. Only when the user is a non-revocation user, it will
selects yT ∈ z∗

q, calculates YT = yT.p,h2 = H2(ID||YT||ti),ZT = yT + t.h2(mod q),
then (YT,ZT) as the user’s time Key, and sends it to the user. The user can judge the
correctness of the time key by calculating Eq. (1):

ZT.p = YT + h2.T (1)

– TagGen :The KTC encrypts the file F = {mi} and divides it into n blocks, then
F’ = {mi’}. Select aF ∈ z∗

q and calculate AF = aF.p as the signature and verification
key for one use. Calculate h2 = H2(ID||YT||ti), h3 = H3(ID||Y||U||YT||AF), V =
aF.(h3 + Z) + ZTmod q,

h4 = H4(NI||i), σi = (mi′ + aF.h4).p, D = Z.p,VF = aF.D. Where NI is
the file name,σi is the label. Finally, the user sends the relevant parameters θ ={{

mi
′}

, {σi}ni=1,V,AF,VF

}
such as files and tags to the CSP.

– ChalGen :The KTC selects a set I ∈ {1, 2, 3 . . . , n}, wi ∈ z∗
q, where i ∈ I. Then the

KTC sends the challenge information {i,wi}i∈I to the CSP.
– ProofGen :After the CSP receives the challenge information, select xc ∈ z∗

q and
calculate

σc =
∑

i∈I wi.σi, Xc = xc.VF, αc = H5(ID||Y||U||YT||AF||X||T||Xc||σc), ε = αc.xc,

ϕ = ∑
i∈I wi.mi′ , Then the CSP will prove that ρ = {AF,VF,Xc, σc, ε, ϕ,V} are

sent to the verifier.
– ProofVer :When the KTC receives the certificate from the CSP, it calculates αc , h3 ,
h2 , h4, and finally judges whether the following Eq. (2) holds, to judge the correctness
of the proof:

ε(V.p − h3.AF − T.h2 − YT) + Tc = AF.
∑

i∈I wi.h4 + αc.Xc + ϕ.p (2)

4 Performance Analysis

In this section we compare and analyze the RE-CL-PDP program with other schemes.
The hardware platform is windows xp operating system, the server uses 3 GHZ PIV
processor and 512 MB RAM. In order to achieve a safe level, the security level of the
1024-bit RSA algorithm is implemented, and the super-singular curve E on the finite
field Fp is used in the evaluation, wherein the length of P is 512 bits, and the order q of
E is 160 bits.
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4.1 Characteristic Analysis

First, theRE-CL-PDP scheme and other schemes are analyzed in terms of characteristics.
The results are shown in Table 1:

Table 1. Characteristic analysis

Public verification Revocable Certificateless Non-linear linear
pair operation

Trust level

Scheme [8]
√ √

X X I

Scheme [9]
√ √ √

X II

Scheme [10]
√

X
√

X II

RE-CL-PDP
√ √ √ √

III

4.2 Computational Overhead

Weassume that the user file is divided into n blocks and the number of challenge blocks is
c blocks. In this part, the computational cost of the three stages of label generation phase,
evidence generation and verifier verification phase in the proposed scheme is compared
with the other schemes. We define the symbol for the correlation operation, using TP
to represent a bilinear pairing operation time, using Texp to represent an exponential
operation time, using Tmul to represent the multiplication time on G, and using Th to
represent the operation time of a hash to the point. Other operations such as point addition
on G, z∗q multiplication, and Original hash operations have less computational time, so
we ignore them when evaluating.

In scheme [8], the user’s computational overhead in the label generation phase is
2nTexp + nTmul + nTh, the computational overhead required for CSP to generate
evidence is (c − 1)Tmul + cTexp, and the computational cost required for the verifier to
verify the correctness of the evidence is cTh + (c + 3)Tmul + (c + 3)Texp + 2 Tp. The
total computational overhead is represented by T16, then

T16 = (n + c)Th + (n + 2c + 2)Tmul + (2n + 2c + 3)Texp + 2 Tp. The three-stage
computational cost of scheme [9] is 2nTexp + nTmul , (c − 1)Tmul + cTexp , (c + 3)Tmul
+ (c + 1)Texp + 3 Tp. The total computational overhead is represented by T24, then
T24 = (n + 2c + 2)Tmul + (2n + 2c + 1)Texp + 3 Tp. The three-stage computational
cost of scheme [10] is 2nTh + 2nTmul , (c + 1)Tmul , (c + 1)Th + (c + 5)Tmul + 2 Tp.
The total computational overhead is represented by T21, then T21 = (2n + 2c + 6)Tmul
+ (2n + c + 1)Th + 2 Tp. The three-stage computational cost of RE-CL-PDP scheme
is (n + 4)Tmul , (c + 1)Tmul , 7Tmul . The total computational overhead is represented by
TOurs, then TOurs = (n + c + 12)Tmul . The calculation overhead of each scheme in these
three phases is shown in Table 2:
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Table 2. Computational overhead

Label
generation

Evidence
generation

Evidence
verification

Total computational
overhead

Scheme [8] 2nTexp +
nTmul + nTh

(c − 1)Tmul +
cTexp

cTh +
(c + 3)Tmul +
(c + 3)Texp + 2Tp

T16 = (n + c)Th +
(n + 2c + 2)Tmul +
(2n+2c+3)Texp+2Tp

Scheme [9] 2nTexp +
nTmul

(c − 1)Tmul +
cTexp

(c + 3)Tmul +
(c + 1)Texp + 3Tp

T24 =
(n + 2c + 2)Tmul +
(2n+2c+1)Texp+3Tp

Scheme [10] 2nTh+2nTmul (c + 1)Tmul (c + 1)Th + (c +
5)Tmul + 2Tp

T21 =
(2n + 2c + 6)Tmul +
(2n + c + 1)Th + 2Tp

RE-CL-PDP (n + 4)Tmul (c + 1)Tmul 7Tmul TRE−CL−PDP =
(n + c + 12)Tmul

We calculate the difference between the total computational cost of the scheme [8]
and the total computational cost of the RE-CL-PDP scheme:

�T8 = (c − 10)Tmul + (2n + 2c + 3)Texp + 2Tp ≈ 22.40n + 28.78c + 9.82

Similarly, the difference calculation is calculated with the calculation cost of the
scheme [9]:

�T9 = (c − 10)Tmul + (2n + 2c + 1)Texp + 3Tp ≈ 22.40n + 28.78c + 8.43

Similarly, the difference calculation is calculated with the calculation cost of the
scheme [10] :

�T10 = (n + c − 6)Tmul + (2n + c + 1)Th + 2Tp ≈ 12.46n + 9.42c + 8.77

Since both n and c are positive, the above results are positive. Therefore, the RE-
CL-PDP scheme has less computational overhead than the other three schemes.

4.3 User Revocation

This section focuses on the overhead of scheme and proposed scheme [9] in terms of
user revocation. The number of users revocation in the scheme is denoted by N. The
revocation of the illegal user in the scheme [9] mainly comes from the two parameter
overheads generated by the non-revocation user, the two parameter overheads generated
by the illegal user, and the overhead of the cloud service to convert the user’s file label.
They are Texp,Texp + Tmul ,2nTexp + nThash + nTmul respectively. The total cancellation
cost is TRE[9] = N · {

(2n + 2)Texp + nThash + (n + 1)Tmul
}
. It can be seen that it is

related to the number of user revocation and the number of user data blocks. The user
revocation of the RE-CL-PDP scheme is mainly to refuse to revoke the user’s time key
update, and there is almost no computational overhead. When an illegal user requests to
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update the time key, the trusted cloud platform queries the non-revocation user list, and
if the user is in the table, updates the time key of the user; otherwise, the time key update
of the user is rejected. Therefore, the revocation cost of this scheme is more efficient
than the scheme [9].

5 Conclusion

This paper proposes a new highly efficient and revocable auditing scheme for the Internet
of Things. The scheme solves the problem of limited data storage and computing power
of IoT devices, and realizes the integrity verification of IoT data. The system model and
security model of the scheme are given, the trust level of the third party is improved, the
efficiency of the scheme is improved, and the credibility of the scheme is guaranteed.
Finally, experiment shows that the scheme is more efficient.
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Abstract. In reinforcement learning field, off-policy evaluation(OPE),a core task
to learn a new policy from existing trajectory data of real policy to evaluate,
is highly important for real policy deployment before policy running, avoiding
unexpected dangerous or expensive agent actions. Among existing methods, the
return value of a trajectory is calculated throughMarkov decision process (MDP)-
based rewards summation of sequential states’ actions, and the aim of a new policy
is to achieve the minimum variances compared with return values from existing
trajectory data. However, such methods ignore to guide the influence of key states
in OPE, which are critical to success and should be set with more preference
as well as the return value bias. In this paper, we develop a configurable OPE
with key state-based bias constraints. We first adopt FP-Growth to mine the key
states and get corresponding reward expectations of key states. Through further
configuring every reward expectation scope as bias constraint, we then construct
new goal function with the combination of bias and variance and realize a guided
importance sampling-based OPE. Taking the GridWorld game as our experiment
platform, we evaluate our method with performance analysis and case studies, as
well as make comparisons with mainstream methods to show the effectiveness.

Keywords: OPE · Reinforcement Learning · Trajectory · Bias expectation · Key
state

1 Introduction

As a highly important branch of machine learning, Reinforcement Learning (RL) is a
framework that allows agents to learn policy and make best decisions based on mas-
sive real experiences and feedbacks, when facing the environment unable to dynamic
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planning. Similar to supervised learning, RL also has a learning ability on off policies
from historical trajectory data, called off-policy reinforcement learning. For large-scale
environment, such learning is useful due to allowing utilize former experience. to iterate
without the need for an entity environment. With off-policy reinforcement learning, we
can train multiple models using the same historical data collected by previous agents,
and then select the best model.

For off-policy reinforcement learning, the quality learned from new agents. It is
necessary to do OPE before any RL usage, since a bad policy might be too infeasi-
ble, expensive, or even hazardous, especially in some fields such as medicine, finance,
advertising, and education, to name a few [1–4].

For RL off-policy evaluation, there are two predominant methods: the direct method
(DM) and importance sampling (IS) [5]. DM first fitted the dynamics model of the
system and then estimated the mean reward of the target policy to evaluate by estimator.
Such estimators generated show a low variance most time. However, when the sample
size is relatively small compared to the function complexity, a large deviation will occur
[6]. Lately, the IS, also known as the inverse propensity score method in statistical
causal inference was proposed [7]. The IS aims to correct the mismatch between the
distributions generated by the behavior and the target policies [8, 9].IS estimators are
unbiased and strongly consistent, but the variance tends to be high if the behavior and
evaluation policies differ significantly [10], or the evaluation policy is deterministic,
growing exponentially with the horizon. Currently, Doubly Robust (DR) estimator is the
state-of-art OPE, that combines a DM estimator with an IS estimator [5, 10, 11], having
less bias than the estimator of DM and less variance than the estimator of IS.

Among existing methods, the return value of a trajectory is calculated through the
Markov decision process (MDP)-based rewards summation of sequential states’ actions,
and the aim of a new policy is to achieve the minimum variances compared with return
values fromexisting trajectory data.However, suchmethods ignore to guide the influence
of key states in OPE, which are critical to success and should be set withmore preference
as well as the return value bias.More specifically, when all trajectories have the same ini-

tial state, we have to evaluate the performance of anOPE estimateV
∧πe

(S0), S0 is an initial

state. By calculating mean square error (MSE) from S0:
[
ES0V

∧πe

(S0) − ES0V
πe(S0)

]2
.

But the initial state does not completely represent the real value of all states, especially
the key states. especially ignoring the influence from the key states.

Aiming on this problem, we try to develop a configurable OPE with key state-based
bias constraints. FP-Growth from data mining field is adopted to mine the key states
and get corresponding reward expectations of key states. The big challenge is how to
construct new goal function with the combination of bias and variance and realize a
guided importance sampling-based OPE. In this paper, we define, KCBC.

Taking theGridWorld game as our experiment platform,we evaluate ourmethodwith
performance analysis and case studies. We summarize our contributions as follows:

1. We are the first to consider guiding the bias impact of key states on offline strategy
evaluation, which help OPE meet more real RL scenario and reduce the influence
from trajectory noises.
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2. We find that FP-Growth is effective for key state mining among trajectories and
experiments.

The outline of the rest of this paper is as follows. We present symbol definitions
related to off-policy evaluation andMarkov, and FP-Growth in Sect. 2. Section 3 section
describes in detail configurable OPE including discovering critical state, defining objec-
tive function constraints and model training. Section 4 conducts extensive experiments
on GridWorld to validate the effectiveness of our method. Section 5 summarizes related
work, while Sect. 6 outlines our conclusions and plans for future work.

2 Preliminary

We adopt notational standard MDPNv1 for Markov decision processes [12], with state
space S, transition probabilities P, action space A, reward function R, discount factor
γ ∈ (0, 1], horizon L, and initial state distribution P0[13]. A trajectory H is a series
of states St , actions At , and rewards Rt : H = (S0,A0,R0, · · · , SL−1,AL−1,RL−1). The

return of trajectory H is g(H ) :=
L−1∑

t=0
γ tRt . we use the average cumulative discounted

reward:V (π) := EP,π

[
g(H )|H ∼ π

]
, whereH ∼ π is the policyπ generated trajectory

H. The state value function is: V π (s) := EP,π

[∑∞
t=0 γ tRt |S0 = s, π

]
. The state-action

value function is: Qπ (s, a) := EP,π

[∑∞
t=0 γ tRt |S0 = s,A0 = a, π

]
.

In off-policy evaluation, we are given an evaluation policyπe, and the known policies
(behavior policies) were used to generated historical data, D, be a set of m trajectories:
D := {

Hi, π
b
i

}m
i=1 where Hi ∼ πb

i .
Notice the V (π) and V π are related: V (π) = ∑

s∈S Pr(S0 = s)V π (s). From this
function, we can get the value function of the initial state of a trajectory from off-
policy evaluation. When the OPE is used, the average cumulative discounted reward
of the two policies πe

1 and πe
2 , is the same according to the same historical trajectory:

V
(
πe
1

) = V
(
πe
2

)
, but it does not completely mean that the two policies are the same. It

is possible that the policy πe
1 has a large bias at the key state and a small bias at other

points and the second policy πe
2 has a small bias at the key state and a large bias at other

points. Most of the key states are not in the initial state, so the value function evaluated
according to the OPE cannot indicate the value of the key states.

3 Key State-Based OPE

3.1 Key States Mining

The goal of OPE is to estimate the average cumulative discounted reward: V (π), which
is a state value. The more times a particular trajectory appears, the more weight it gets
[14]. Then the states in these particular trajectories are critical to OPE. To select the key
states, we introduce the algorithm of FP-Growth.

FP-Growth algorithm adopts the frequent pattern tree (FP-tree). FP-tree is an
improved trie structure so that each set of items is stored as a string in the trie along with
its frequency. On each node of trie, store the item, count, and next fields. The items in
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the path from the root of the trie to the node constitute the item set stored on the node,
and the count is the frequency of the item set. The next node link is a pointer to the next
node in the FP-tree that has the same item. The field parent contains a pointer to the
parent node and the root node is empty [15].

FP-tree carries the complete information required for frequency mining in a compact
manner; The height of the tree is bounded by the maximum number of frequent items
in the transaction [10]. For example, suppose p is the end of state or catastrophic state.
If the support degree is 4, and the number of frequent items is 1. we consider the path
< f : 4, c : 3, a : 3,m : 2, p : 2 > in FP-Tree. The frequent item is < f : 4 >. Then the
key state is f.

3.2 Goal Function Construction

How to get its reward expectation after obtaining the key state through FP is a problem.
The previous method is to estimate the reward expectation of a trajectory, which can also
be said to be the reward expectation of the initial state of the trajectory. The first time it
was proposed to use the minimummean square error as the constraint is MAGIC, which
is an estimator combines DM and WDR. The estimator corresponds to use WDR with
index t < j, DM with index t ≥ j for some 0 ≤ j ≤ L.The definition of off-policy j-step
return is: gj := ∑m

i=1 g
(j)
i , g(j)

i for each trajectory i is defined as:

g(j)
i :=

∑j

t=0
γ twt(Hi)R

Hi
t + γ j+1wj(Hi)V

∧πe
(
SHi
j+1

)

−
∑j

t=0
γ t(wt(Hi)q

∧πe
(
SHi
t ,AHi

t

)
− wt−1(Hi)V

∧πe
(
SHi
t

)
(1)

Note that g0 is the DM estimator, gL is equal to the WDR estimator. The last component
is the combined control variate for the importance of sampling and model-based term.
Hence, when j increases, the bias will decrease, at the cost of an increase in variance.
The estimator is a convex combination of the partial importance sampling estimators
gi[11]. The convex combination minimizes MSE, that is we want to use as estimator
(x∗)T g, with g = (g0, · · · , gL), where:

x∗ = arg min
0 ≤ x ≤ 1

∑T
j=0 xj = 1

MSE
(
xT g,V πe

)

= arg min
0 ≤ x ≤ 1

∑T
j=0 xj = 1

{
Bias2

(
xT g

)
+ Var

(
xT g

)}

= arg min
0 ≤ x ≤ 1

∑T
j=0 xj = 1

xT
[
�m + bmb

T
m

]
x (2)

where m is the number of trajectories in D.
Ωm is the covariance matrix:

Ωm(i, j) = Cov
(
g(i)(D), g(j)(D)

)
(3)
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Ωm(i, j) can be estimated for g(i) the sample covariance matrixΩ
∧

m, and bm is the vector
with:

bn(j) = E
[
g(j)(D) − V πe

]
(4)

for all j = 0, · · · ,L. The bias bm can be estimated by the distance from g(j)(D) to a
CI

(
gL(D), δ

)
, a 1 − δ confidence interval on the gL.

A configurableOPEwith key state-basedbias estimatorwhichwecallKSBC.Getting
reward expectations of key states is to estimate the off-policy return for an arbitrary state
s. Let n be the number of episodes containing state s, and let tm is the first time when
stm = s in the nth of these episodes. Then the definition of off-policy state s return is:

g(s) := 1

n

∑n

i=1

[∑j

t=tm
γ twt(Hi)R

Hi
t + γ j+1wj(Hi)V

∧πe
(
SHi
j+1

)

−
∑j

t=tm
γ t(wt(Hi)q

∧πe
(
SHi
t ,AHi

t

)
− wt−1(Hi)V

∧πe
(
SHi
t

)]

(5)

Estimating the bias vector is challenging because it has a strong dependence on the
value, V πe [11]. The bias of reward expectations of key states, g(s), by its distance to
a δ-confidence interval for gT obtained by bootstrapping it, for some δ ∈ (0, 1), like
MAGIC to estimate bias [11]. We propose a new weighting scheme: a combination of
bias in the key states and the mean squared error. This new weighting scheme is:

x∗ = arg min
0 ≤ x ≤ 1

∑T
j=0 xj = 1

(
MSE

(
xT g,V πe

)
+ Bias

(
xTg(s)

))
(6)

3.3 Model Training

The integration step follows the MAGIC procedure. we also use as estimator (x∗)T g,
with g = (g0, · · · , gL), but in solving for x∗ we add new constraints. We present the
pseudo-code of the procedure as Algorithm 1.

The covariance matrix �m, using the sample covariance matrix of base estimators
g(i)
k and g(i)

l . The covariance matrix is given [16], as follow:

�
∧

k,l := m

m − 1

∑m

i=1

(
g(i)
k − m−1

∑m

i=1
g(i)
k

)
×

(
g(i)
l − m−1

∑m

i=1
g(i)
l

)
(7)

We propose a variant of it, in the algorithms to minimize the mean square error,
configuring every reward expectation scope as bias constraint, which we call KSBC.

In summary, we first adopt FP-Growth to mine the key states and get corresponding
reward expectations of key states. Through further configuring every reward expectation
scope as bias constraint, we then construct new goal function with the combination of
bias and variance and realize guided importance sampling-based OPE.
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4 Experiments

Throughout this section, we demonstrate the effectiveness of a configurable OPE with
key state-based bias constraints by comparing it with other methods of OPE in various
RL environments.

4.1 GridWorld Setting up

GridWorld: this grid is a 4 × 4 GridWorld used in prior off-policy evaluation research
[11, 16], when a final state is reached or an episode ending at L. The reward of state S8
is + 1, S12 with +10, S6 where the agent is punished with − 10 reward, and the rest of
reward is −1.

In evaluating our estimator, we explore how different degrees of model misspecifi-
cation, sample size, and horizon. We start with a low level of model misspecification,
b0 = 0.005. Then, we increase model misspecification to b0 = 0.05. We test the perfor-
mance of estimators to the number of episodes in D with m = {100, 200, 500, 1000}. In
addition, we test sensitivity to the horizon with L = {10, 100} for GridWorld.

We compare our estimator to WDR, MAGIC, as Thomas and Brunskill [11] demon-
strate improved performance over all simulations (IS step-IS, WIS, step-WIS, and DR)
in RL environments considered. In evaluation of our estimator, we test a different num-
ber of episodes in D. We implement the same various degree of model misspecification
as in previous work [16].
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4.2 Bias and Variance Evaluation

The purpose of these experiments is to demonstrate the performance improvement of
our estimator. The GridWorld MSE by varying sample size and model misspecification
can be found in Fig. 1. We use Table 1 and Table 2 to show the mean square error, as
well as the bias. For the same number of trajectories, our method is superior to other
estimators in both deviation and mean square error.

Fig. 1. Empirical results in GridWorld environments and varying level of model misspecification.
(a) bias equivalent to b0 = 0.005, L = 100; (b) bias equivalent to b0 = 0.05, L = 100

Table 1. Empirical results in GridWorld environment low bias.

N Estimator MSE Bias

100 WDR 99.30658 4.89658

MAGIC 69.26160 5.00235

RLTMLE 65.78726 4.70567

KSBC 39.29339 3.34366

200 WDR 78.09318 6.32840

MAGIC 26.21697 2.98726

RLTMLE 20.01185 2.72565

KSBC 11.97674 1.99773

500 WDR 73.52007 0.82319

MAGIC 69.26160 5.00235

RLTMLE 65.78726 4.70567

KSBC 8.17901 −0.41855

1000 WDR 32.93048 2.90256

MAGIC 27.86813 −1.19897

RLTMLE 4.92661 1.28668

KSBC 4.04298 1.08952
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Table 2. Empirical results in GridWorld environment high bias.

N Estimator MSE Bias

100 WDR 224.87392 0.74625

MAGIC 97.90734 −1.12258

RLTMLE 43.48329 0.63197

KSBC 61.04025 2.81988

200 WDR 84.69244 8.67259

MAGIC 10.76192 3.20873

RLTMLE 16.35650 3.85293

KSBC 10.02197 3.09867

500 WDR 81.66024 −1.19897

MAGIC 19.99907 −0.98246

RLTMLE 17.46223 −0.51929

KSBC 8.17901 −0.41855

1000 WDR 157.84966 −2.60290

MAGIC 27.86813 −1.19897

RLTMLE 2.64773 0.68033

KSBC 0.95131 0.18459

4.3 Efficiency Evaluation

We adopt FP-Growth to mine the key states. the experimental results (Fig. 2), as we have
observed in the search for the final state S16 frequent item sets, the S8 have a positive
reward will appear many times in the track, so there is a higher weight, and s6 has a
negative incentive, agent when choosing action, will reduce the probability. In addition,
through FP-Growth, we can get other frequent items, such as S3 and S12. We can also
find frequent item sets with negative reward states.

In general, we think the states with a positive reward are crucial, not frequent state.
Then,weconsider the performanceof our estimator in the casewhere the agent transitions
to the state, it gets a positive reward, is infrequent. The state of s8 is a positive reward,
we implement the behavior policy that the agent rarely transitions to the state s8 (Fig. 3).

4.4 Parameter Discussion

In some previous experimental results, experiments with different track lengths were
rarely carried out. In order to verify the effectiveness of our method, we changed the
length of the track level to conduct experiments. The experimental results are shown in
Fig. 5. We can see that our estimator performs better in the segment path, which may be
due to the fact that the key states appear less frequently in the shorter path. By increasing
its weight through our method, we can obtain a smaller mean square error (Fig. 4).
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Fig. 2. Key states in GridWorld environments by different states. The first one is S16 and the
second one is S6. The color at the bottom of the grid represents the support degree of the grid,
and the color ranges from dark to light, indicating the support degree from low to high. The states
indicated by the arrows constitute frequent trajectories. (Color figure online)

Fig. 3. Empirical results in positive reward states are rare in GridWorld environments. (a) bias
equivalent to b0 = 0.005, L = 100.; (b) bias equivalent to b0 = 0.05, L = 10.

Fig. 4. Empirical results in positive reward states are rare in GridWorld environments. (a) bias
equivalent to b0 = 0.005, L = 10.; (b) bias equivalent to b0 = 0.05, L = 10.
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5 Related Work

5.1 Importance Sampling

Importance Sampling is an unbiased estimate for reweighting returns from behavior
policies by averaging the following function of each trajectoryHi in the data D:define the
per-step importance samplingweight as ρt(H ) := πe(at |st )/πb(at |st ). The IS estimator,
and a step-wise version is thus defined as:

VIS(Hi) :=
∏L−1

t=0
ρt(Hi) · g(Hi) (8)

Vstep−IS(Hi) :=
∑L−1

t=0
γ t

∏L−1

t′=0
ρt′(Hi) · Rt (9)

Given a dataset D, a set of m trajectories, the IS estimator is the average estimate of the
trajectories, as 1

m

∑
i=0 VIS(Hi). In general, IS (even in the step-wise version) suffers

from very high variances and can easily grow exponentially in horizon.
Weighted importance sampling (WIS) is a variant of IS that has lower variance

but is a biased estimator of the value. the average cumulative importance sampling
weight at horizon L in a dataset D, is defined as wt(Hi) = ∑m

i=1
∏L−1

t′=0 ρt′(Hi)/m. The
trajectory-wise and step-wise WIS are given as follows:

VWIS(Hi) :=
∏L−1

t=0
ρt(Hi)/wt(Hi) · g(Hi) (10)

Vstep−WIS(Hi) :=
∑L−1

t=0
γ t

∏L−1

t′=0
ρt′(Hi)/wt(Hi) · Rt (11)

5.2 Doubly Robust

In the MDP setting, Jiang and Li [5] the first propose a doubly robust estimator. The
doubly robust estimator suppose we have an estimated reword function by using the
MDP approximation model. The DR estimator is thus defined as:

DR(D) :=
∑m

i=1

∑L−1

t=0
γ twt(Hi)R

Hi
t

−
∑m

i=1

∑L−1

t=0
γ t

(
wt(Hi)q

∧πe
(
SHi
t ,AHi

t

)
− wt−1(Hi)V

∧πe
(
SHi
t

))
(12)

Weighted Doubly Robust (WDR) is a variant of DR, which is obtained by stabilized
importance sampling weights. The WDR estimator is given as follows:

WDR(D) := 1

m

∑m

i=1
V
∧πe

(
SHi
0

)

+
∑m

i=1

∑L−1

t=0
γ twt(Hi)

[
RHi
t − q

∧πe
(
SHi
t ,AHi

t

)
+ γV

∧πe
(
SHi
t+1

)]
(13)
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5.3 Rltmle

The RLMLE [16] estimator makes two splits of the trajectories D: D(0) =(
H1, · · ·H(1−p)m

)
, and D(1) = (

H(1−p)m+1, · · ·Hm
)
, for some 0 < p < 1. Use D(0)

to fit estimators the action value functions, called the initial estimators. It defines a
parameter model based on the initial estimator fitting, which is called the second phase
parameter model Q

∧πe

t , by fitting this parametric model by maximum likelihood on the
split D(1), achieves bias reduction.

6 Conclusion

In this paper, we consider the existing methods ignore to guide the influence on key
states in OPE. When all trajectories have the same initial state, the value of the state
value function obtained by OPE is the value of the initial state. But the initial state does
not completely represent the real value of all states, especially the key states. we develop
a configurable OPE with key state-based bias constraints. FP-Growth from data mining
field is adopted to mine the key states and get corresponding reward expectations of
key states. We implementation the KSBC estimator construct new goal function with
the combination of bias and variance and realize a guided importance sampling-based
OPE. Taking the GridWorld game as our experiment platform, we evaluate our method
with performance analysis and case studies. Which gets the best of both worlds: it can
have a much lower MSE than the popular off-policy evaluation estimator. it can select
the one that performs well in key states. In various degrees of model misspecification
and sample size, we evaluate our method, as well as make comparisons with mainstream
methods to show the effectiveness.
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Abstract. Nowadays, with the help of advanced technologies, an ille-
gal copy of digital content can be shared easily. Which rise copyright
and authentication problems. Digital text documents are generated and
shared daily through different internet technologies such as the cloud, etc.
The protection of these documents is a challenging task for researchers.
In the past, steganography, cryptography, and watermarking techniques
have been applied to resolve the copyright problem. However, most of the
existing techniques are applicable for only plain text or protecting the
document on the local paradigm. In the said perspective, we proposed a
new technique to solve the problem of copyright and authentication on
local and cloud paradigms. In this paper, we utilize some custom com-
ponents of MS Word Document for concealing the watermark into a text
document. These components are not referred to as the main document
and will not modify the content and format. The experimental analysis
and results prove that the proposed method improves the watermark
capacity, imperceptible, and robust against formatting attacks.

Keywords: Steganography · Cryptography · Document security ·
Copyright protection · Digital watermarking

1 Introduction

In today’s digital world, secure communications are required with rapidly evolv-
ing internet technology. Information security has gain importance in many areas
like government applications, data storage, e-commerce, e-signature, banking,
personal and corporate communication. The purpose of information security is
to prevent third parties from accessing information for any purpose [1]. Data
breaches are a significant challenge in the modern digital world because the crit-
ical data of the organization must be protected against unauthorized access. In
the last five years, almost 10 billion records have been lost, exposed, or stolen,
c© Springer Nature Singapore Pte Ltd. 2020
Y. Xiang et al. (Eds.): SocialSec 2020, CCIS 1298, pp. 132–140, 2020.
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with an average of five million records per day affected. Advanced digital tech-
nologies such as the cloud brought unlimited benefits to users, but they also cause
problems for the original owner of the data against illegal copies [2]. In the past,
steganography, cryptography, and watermarking techniques have been used to
provide ownership verification. Digital watermarking plays an important in this
field of research. Where, a secret message also called a watermark is embedded
into the host content without compromising the data integrity [3,4]. When an
illegal act occurs the same watermark, is used for ownership verification. Digital
watermarking is classified into audio, video, text, and image, whereas, most of the
watermarking research focuses on audio, video, and image [5]. The text water-
mark has now become very popular and become a hot area of research because
text documents are almost part of all private and public sector organizations and
need copyrights protection [6,7]. In recent years, cloud computing has been the
most significant development in the field of information technology. It provides
services to all organizations such as educational institutes, healthcare, banking,
etc. via the internet by the pay-as-you-go model [8,9]. The security of data in
cloud computing is the main issue for users. It is essential to ensure data security
in many positions in data rest. Digital text watermarking is not considered yet in
the context of cloud computing. None of the existing digital watermarking tech-
nique provides secrecy to a text document in the cloud computing paradigm.
We proposed an efficient digital watermarking framework based on MS Word
document custom components that protect the text document authentication
and verification. Many researchers worked in the field of digital text watermark-
ing, and numerous techniques have been proposed for text document security
and privacy. Three major categories of digital text watermarking are statisti-
cal, linguistic, and format-based techniques, as shown in Fig. 1. Linguistic based
techniques are divided into two significant types semantic and syntactic. In gen-
eral, the semantic-based technique uses the synonym substitution method, where
words synonym is used for embedding the watermark information. In the syn-
tactic techniques the punctuation marks like full stop (.), comma (,), colon (:)
and semicolon (;) etc. are placed to conceal the watermark in cover file [10]. In
the word and line spacing techniques, the words or lines are shifted up down to
some degree to hide secret data.

In the past, several techniques are designed for text documents. Khairullah
et al. [11] presented a method based on invisible characters. The proposed tech-
nique sets the invisible characters to foreground colors such as the tab, space,
or the carriage return characters, which can be obtained 24 bit per character.
Similar English Font Types (SEFT) technique is proposed in [12], which utilizes
the same English font for text watermarking. First of all, three different fonts
are chosen which are identical, and then 26 characters and spaces are repre-
sented by a triple of capital letters. The proposed scheme is not considered as
robust, because if the spaces between the text are removed then the watermark
is ruined. Naqvi et al. [13] introduced a zero text steganography approach that
is based on multilayer partially homomorphic. The proposed technique imple-
ments multilayer security on a secret message. Kumar et al. [14] suggested a
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Fig. 1. Digital text watermarking techniques classification.

technique that is based on Huffman compression. The proposed technique uses
email forwarding data to conceal watermark and not consider robust. Khosravi
et al. [15] proposed an information hiding technique for PDF (Portable Docu-
ment Format) based on justified text. First, the secret message is compressed by
Huffman coding, then some unique lines of PDF files are chosen to conceal the
information. The embedding operation takes place by replacing the added spaces
with the regular spaces of the host rules. Alghamdi et al. [16] introduced a text
steganography technique for the Arabic language. Markov Chain (MC) is imple-
mented for encoder and decoder combined with Huffman Coding. The upper
and lower bound are also computed for the stego-text. The proposed technique
is format independent and less robust against attacks. Long et al. [17] suggest
a coverless method based on web text, where a large number of web pages are
used to conceal the secret message. The mature search engines are applied to
obtain the secret information that is associated with web pages. Rizzo et al. [18]
introduced a structural approach that protects digital content small portions.
This approach is suitable for Latin symbols and white spaces which is based
on homoglyph character substitution. Hence, the proposed system increases the
hiding capacity of watermark but, not robust.

2 Proposed Method

A novel framework is proposed here for text document ownership verification
and copyright protection based on Microsoft Word (MSW) document custom
components, as shown in Fig. 2. Furthermore, this section covers the watermark
(secret information) embedding and extraction process. Today, the MSW doc-
ument is a critical part of all public and private organizations. The copyright
protection and ownership verification of these documents are essential. We intro-
duced a novel content free watermarking technique for text document security
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Fig. 2. The proposed model for digital watermarking.

and privacy on local and cloud paradigms. We use the custom components of
MSW document for concealing the watermark information. The MSW custom
components are appropriate for watermarking because these components are
not part of the main document. The process of watermarking does not change
the document original contents. The main reason for using these components is
that they can mask enough watermark. In addition, the proposed technique is
robust against format-based attacks, semantic-based attacks, and content-based
attacks. Huffman Coding is used for compression. Secret Message (MS) and orig-
inal document (DO) are given as input in the proposed model, MS is compressed
through Huffman Coding. The compressed message ME is transformed into a
binary string then divided into n groups. The custom components of text docu-
ment DO are checked, and the groups of ME are inserted into these components.
The watermark information does not affect the document’s original content and
does not interfere with imperceptibility. After hiding the watermark information,
the watermarked document is generated and shared via different communication
technologies.

2.1 Huffman Coding

Huffman Coding is one of the high data compression rate algorithms, which
gives the variable-length code to input characters. On the bases of the character’s
frequencies Huffman tree is constructed, which determines the length of the code.
Small codes are given to most frequent characters, and bulky code is assigned to
less frequent characters. Huffman tree is responsible for the coding and decoding
process from the sequence of characters to bitstream or vice versa. To avoid
ambiguity a unique code is assigned to each character that should not be used
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with other characters [16]. In Huffman Coding data compression is achieved
through binary allocation codewords of different lengths. Let W belongs to the
possible plain text, and M = M1, M2, M3 ... .. .. Mn, the plain text alphabet
of P, and P belong W such that P = P1, P2. where Pi belongs to M. If Wi is
the probability of Pi appearing in the plain text P, we have the Entropy of P
defined by (1):

H(P ) = −
i=1∑

m

Wi ∗ logWi (1)

As the average number of bits to represent each symbol Mi belongs M. Moreover,
H (P) leads to zero redundancy, that is, has the exact number of significant bits
to represents P. The encoding produced by Huffman Coding is prefix-free and
satisfies through (2):

H(P ) = 1(HC) < H(P ) + 1 (2)
Where 1 is the weighted average length.

2.2 Watermark Embedding

The MSW document is a common type of text document throughout the world.
It comprises a lot of custom components. These components are suitable for
watermarking and authorized users to manipulate with it through program-
ming. Three main reasons are why these components are appropriate for water-
marking. Firstly, the watermark information is stored in custom components,
which cannot affect the contents of the document. Secondly, without affecting
the imperceptibility a large amount of watermark information is stored. Thirdly,
it is robust, any command of MSW will not interrupt or delete the watermark.
The Microsoft Visual Basic (VB) is used to store and retrieve the watermark
information from the MSW document. The ME is divided into groups before
embedding using (3).

Wg =
{
iw, {w|w = 1, 2, ....., n}

Nw
(3)

Where Wg is total groups of watermark information, iw is watermark infor-
mation, Nw is the number of groups. The groups of watermark information Wg
is dependent on Wobj (D). Wg[i] in embedded into the value attribute of cus-
tom objects. When all Wg[n] is embedded into the DO then Dw is generated
and shared on the cloud.

2.3 Watermark Extraction

The objective of extraction is to extract the MS and verify the document orig-
inality. In our system, the second phase of the proposed model describes the
watermark extraction complete procedure, as shown in Fig. 2. The Dw docu-
ment is given to the system as input, the list of interrupted components D are
utilized for collecting the groups of watermark information Wg[n]. The groups
of watermark information are concatenated and then converted into a binary
string then characters, and finally, the secret message is recovered.
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3 Experimental Classification Results and Analysis

In this section, the results of our proposed technique are analyzed on the bases of
digital watermarking evaluation criteria. Which can be categorized into robust-
ness, capacity, and imperceptibility.

3.1 Robustness Analysis

Robustness is a critical factor in digital watermarks, and it indicates that after
applying various attacks, either 100% watermark information is restored or not.
Different types of brute force attacks are applied to the watermarked document
to verify its robustness. These attacks include attacks based on content and
format. Table 1 presents the comparison of the proposed method with [19–21]
against content and format-based attacks. The proposed technique is based on
MSW custom components and any mutual command cannot disturb the water-
mark. Table 1 shows that the proposed technique resistant against content and
format-based attacks. The comparison demonstrates that the proposed algo-
rithm presents improved results.

Table 1. The robustness comparison against content and format-based attacks

Techniques Insert Delete Replace Size Copy Color Weight Alignment Spacing

Zhang et al.[19] Yes Yes Yes Yes No No No No No

Castigli et al.[20] Yes Yes Yes Yes No Yes Yes No No

Liu et al.[21] No No No Yes No Yes Yes Yes No

Proposed Method Yes Yes Yes Yes Yes Yes Yes Yes Yes

3.2 Capacity Analysis

Hiding Capacity is one of the significant parameters that measure the water-
marking algorithm’s strength. The capacity specifies the maximum number of
bits called a secret message can be stored in the original text. The analysis of
the existing technique summarized that an efficient system is required that max-
imize the hiding capacity, without affecting the original content of the text and
conflicting other parameters. Equation (4) can be used to measure the hiding
capacity of the proposed system.

HC =
Secret information (bits)
Size of cov er file (Kb)

(4)

In this experiment, we select 50 different text documents with different sizes.
When we compared the proposed algorithm with [6] and [7], it improves the
hiding capacity dramatically, as shown in Fig. 3.
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Fig. 3. The comparison of capacity analysis.

3.3 Imperceptibility Test

Imperceptibility defines as the watermark information that will not alter the
original content and cannot be seen through human eyes. Only the authorized
persons can extract the watermark through special processing or dedicated cir-
cuits. We use 15 different strings to measure the imperceptibility, the former
technique differs from 0.83 to 0.97, but the average similarity of the proposed
system is 1 as shown in Fig. 4. As mentioned above, we use the custom com-
ponents to embed the watermark, so the watermark does not affect the original
content that’s why our scheme has 100% results on imperceptibility.

Fig. 4. The comparison of imperceptibility test with the previous technique [6].

As demonstrated in the experimental results, our proposed technique achieves
excellent results against robustness, capacity, and imperceptibility. The proposed
method is robust against all formatting attacks and more secure compared to
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the previous techniques. The proposed technique uses the custom components
of the MS Word document that cannot be referred to as the main document
and will not modify the content and format. Our system can be applied for
text documents authentication and copyright protection. It can also protect text
documents from illegal use.

4 Conclusion

In this investigation, we proposed a content free watermarking technique that
is based on Microsoft Word document custom components. These custom com-
ponents are not referred to in the main document. Therefore, no changes were
made to the content and format of the original document when we embed the
watermark information. The experimental results and analysis prove that the
proposed technique is robust against attacks based on content and formatting,
imperceptible, and improves the capacity as compared to the previous tech-
niques. The watermark information can be extracted with high probability after
applying various formatting attacks. In the future, Microsoft Word and Excel
documents, other properties will be examining for watermarking. Moreover, we
also investigated the Portable Document Format (PDF) document that is the
most popular document format in the world. The handwritten text, fingerprints,
and manual signatures can also be taken as a watermark.
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Abstract. Real-time video streaming transmission has been widely used in secu-
rity monitoring field. However, audio function in the monitoring system has not
attracted significant attention. As a well-known streaming media server in secu-
rity monitoring field, Live555 projects have realized the real-time video capture
and transmission with the secondary development, but they still lack the collec-
tion and transmission of real-time audio on IP camera. In this paper, we propose
a streaming media transmission scheme to realize simultaneous transmission of
real-time audio and video based on the Live555 project. In order to realize the
above scheme, we add the real-time audio collection module, rewrite the related
classes and methods in the project to transport real-time audio data with video. It
is demonstrated by experiments that the real-time audio and video simultaneous
transmission is stable, the delay is low and the quality is good. It can be played
on mainstream players such as VLC and FFplay.

Keywords: Live555 real-time transmission · Audio and video · IP camera

1 Introduction

With the improvement of Internet of Things technology and people’s concern about home
security ecology, IP camera enters the field of home security from the professional field
[1]. The new application scene brings new challenges. Most of IP cameras only support
real-time video transmission, while in home, private and quiet environment requires IP
camera can transport audio with video at the same time.

Live555 streaming media server plays an important role in security monitoring field
[2]. However, the official source code only supports file streaming transmission rather
than real-time audio and video transmission. Though there are already some secondary
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development Live555 projects to implement real-time video collection and transmission,
audio is still a file transmission framework [3, 4].

In our paper, we propose a real-time audio and video streaming media transmission
scheme for social media. Live555 project is based on the secondary development version
which is in the SDK of Ambarella S2Lm chip. This version has achieved real-time video
capture and transmission without real-time audio. So we add the real-time audio collec-
tion module to get real-time audio data, rewrite classes and methods related to audio to
realize the real-time audio transmission, then add audio subsession to ServerMediaSes-
sion to merge audio with video. After cross-compiling and transplanting it to IP camera,
we achieve normal real-time audio and video forwarding play. To summarize, we make
the following main contributions:

• Real-time audio collection module is introduced to get real-time audio data.
• Classes and methods related to audio in Live555 are rewritten to realize the real-time
audio transmission.

2 Related Work

The IP camera used in this paper has S2Lm processing chip produced by Ambarella [5],
and is based on Live555 streaming media server, collects and transports H264 video and
PCM audio in time. Live555 has a streamlined architecture and good portability, so it is
easy to be used on multiple platforms through cross compilation, especially embedded
systems [6].

However, the official source code of Live555 only supports file streaming transmis-
sion rather than real-time audio and video transmission. At present, there are two main
solutions for Live555 real-time transmission. One is to use named pipe, the other is
inheriting related classes and rewriting related methods. For the first method, it has been
realized the real-time video transmission with named pipe [4]: use the mkfifo command
to create a named pipe, then run the program, so that the collected real-time stream is
continuously written into this FIFO [7], the Live555 server can run directly to see the
real-time video. However, when the bitrate is large, the real-time video playing will have
obvious jams and mosaics.

Therefore, the second method is commonly used, which is also the method we
reference. By rewriting the relevant methods, the reading of the audio and video data is
changed from files to memory, which avoids the overhead of reading and writing files by
FIFO, Lu Shaojun [3] and others have initially implemented a real-time H264 streaming
media transmission system by adding classes to LiveMedia library. The problems of
delay and unstable data transmission in the Live555-based video transmission system
has been solved [8], and the video transmission is smooth and stable. But including the
researches mentioned above, most of the secondary development is done only for the
streaming of h264 video data, they lack the attention on audio. Therefore, the goal of
this article is to add the audio function of Live555, and to achieve the integration and
simultaneous playback of audio and video.
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3 Design and Implementations

The Live555 in Ambarella SDK has realized real-time video data collection and trans-
mission. The BasicUsageEnvironment and BasicTaskScheduler are recreated separately
in setup_streams. The real-time collection thread is added to store video data in a circular
array, then enter doEventLoop to loop and wait for new client. When a client connects,
RTSPClientSession class is created to process the client request [9]. A new subthread
will be created in the process of interacting with client. In this subthread, enter doEvent-
Loop to send real-time data with the independent BasicTaskScheduler object. The flow
chart of real-time data is shown as Fig. 1:

Fig. 1. Flow chart of real-time transmission in Live555.

3.1 Real-Time Audio Collection and Preparation

We use ALSA framework to achieve the collection of PCM audio [10], rewrite
the WAVAudioFileSource and WAVAudioFileServerMediaSubsession to achieve the
preparation of real-time audio. Key classes for audio are as shown in Table 1:
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Table 1. Key classes for audio in LiveMedia

Class Main functions

RTSPServer Build RTSP server, create RTSPClientSession to
handle individual client sessions

RTSPClient Handle RTSP requests and responses, create RTP
sessions

WAVAudioFileSource Get PCM format audio data from buffers

SimpleRTPSink Save and sent audio data to client

WAVAudioFileServerMediaSubsession Save information of the streaming media, connect
WAVAudioFileSource and SimpleRTPSink

Collection of Audio. We set audio format as SND_PCM_FORMAT_S16_LE, sam-
ple rate as 16000, the number of sample channels as 1. Then follow the ALSA audio
acquisition process [11]. Formula for calculating the size of audio frame is as follows:

FrameSize = sizeof (one sample) ∗ nChannels (1)

So one frame occupies two bytes. We read chunk_size frames from the sound card
one time, then store the audio data in buffer array buf_in, so we can read audio data from
buffer other than sound card. The size of buf_in is calculated as follows:

BufferSize = sizeof (FrameSize) ∗ chunk_size (2)

Preparation of Audio. PCM audio does not need to be encoded. So audio data stored
in buf_in is read into fTo directly to wait to be consumed by Sink.

We assign empty data of the same length to fTo when the audio collection speed is
lower than the reading speed. We also need to set the corresponding fFrameSize and
calculate the corresponding playing time fDurationInMicroseconds. The relationship
between audio capture thread and transport thread is as shown in Fig. 2:

Fig. 2. The relationship between audio capture thread and transport thread.
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3.2 Real-Time Audio Consumption

Consumption of real-time data is in themultiFramedRTPSink class actually. The process
of packaging and sending is as follows:

In continuePlaying method, scheduleNoDelayedTask ((TaskFunc *) sendNext, this)
use sendNext as the callback function to achieve the send task without delay. The live555
project on theS2Lmchip no longer uses the delay queue to send audio andvideo data. The
scheduleDelayedTask method is no longer used, but the function ScheduleNoDelayed-
Task is recreated. The sendNext method calls BulidAndSendPacket to prepare the RTP
header [12], and BulidAndSendPacket uses PackFrame to frame, PackFrame calls get-
NextFrame to continuously obtain data from Source, and sendPacketIfNecessary sends
the data packet to the player. So far, the package is sent completely this time. Exit the
singleStep function, enter doEventLoop and wait for the next packet sending process.
This can effectively improve the efficiency of the server to send data, so as to obtain
higher real-time and processing efficiency. This flow chart is as shown in Fig. 3:

Fig. 3. Packaging and sending flowchart.

Create WAVAudioFileSource and SimpleRTPSink in the WAVAudioFileServerMe-
diaSubsession class by implementing createNewStreamSource and createNewRTPSink,
and set the corresponding audio parameters. Then add audio subsession into ServerMe-
diaSession.

3.3 Redesign of Delayed Task Processing

Instead of using scheduleDelayedTask, ScheduleNoDelayedTask is called in contin-
uePlaying method to deal with delayed tasks. ScheduleNoDelayedTask can deal task
without delay. In order to have a deeper understanding of ScheduleNoDelayedTask, we
compare the difference between ScheduleNoDelayedTask and delay queue [13].

The official live555 is a single-process, single-threaded server, but it can perfectly
allow multiple clients to connect at the same time, delay queue is an important means
[2]. ScheduleDelayedTask is called to add the transmitting work to the delay queue. In
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singleStep, we need to actively go to the delay queue to check whether there is a timeout
task, then execute the task of the timeout node, delete and synchronize the remaining
time of the node in the queue [14].

This project improves to achieve multi-threaded concurrency. Each task thread cre-
ates independent TaskScheduler and UsageEnviroment classes, then executive doEvent-
Loop independently to realize data processing. So the collected audio and video data
can be continuously transmitted, and it is no longer necessary to call scheduleDelayed-
Task to add the sending work to the delay queue. Therefore, scheduleNoDelayedTask
is introduced in the BasicTaskScheduler0 class to realize the transmission of real-time
data immediately.

Because of the addition of audio stream, the data processing flow need to be refined.
In the BasicUsageEnvironment0 class, there was originally only one pair of TaskFunc
* fNoDelayFunc and void * fNoDelayClientData. This pair of member variables corre-
sponds to the two parameters of scheduleNoDelayedTask, represents the nodelay task.
If there is still only one pair of fNoDelayFunc and fNoDelayClientData, the latter caller
will cover previous one. Therefore, add a new pair of member variables fNoDelayFunc2
and fNoDelayClientData2 to distinguish between audio and video; scheduleNoDelayed-
Task and singleStep in the BasicTaskScheduler class should handle the corresponding
audio and video streaming tasks and data separately.

During the entire rtsp server operation process, multiple pairs of TaskScheduler and
UsageEnviroment classes were created: one pair is mainly used to receive client requests
and establish a connection with the client, the other pair is used to independently process
audio and video data transmission. After one client connected, the main thread still calls
selectmethod towait for the connection of newclient, but it does not dealwith the sending
of the real-time data anymore—this task is processed in the subthreads created by audio
and video subsessions, they send the real-time data in doEventLoop without any delay,
and no longer handle the client’s connection task. In fact, because we deal with the real-
time data, unlike audio and video files, we no longer need to deal with operations such
as pauses and fast forwards sent by the client, which can greatly improve the efficiency
of the live555 server.

3.4 Thread Priority Setting

When creating the real-time transmission thread of audio, we noticed that the real-time
transmission thread of video has a priority setting. In general, there are three kernel
scheduling strategies in the Linux development environment [15]: SCHED_OTHER,
SCHED_RR, SCHED_FIFO. The default priority of thread is SCHED_OTHER, which
is allowed to be preempted by real-time tasks; SCHED_RR level threads are based on
time slice rotation. When the time slice of a thread is reduced to 0, it will actively give
up the CPU; For SCHED_FIFO level thread, once the CPU is occupied, it will continue
to run until there is a higher priority task arrive or give up CPU on their own, so it will
cause thread starvation [16].

The audio transmission thread we created here is a real-time thread, and it is not
suitable for scheduling based on time slices—every time you send data, you must send
all the data over in this time. You cannot give up data transmission just because the time
slice is used up. Therefore, we set the audio transmission thread to the SCHED_FIFO
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level with the same priority as the video transmission thread [17]. This will cause a
problem that if the video transmission thread is called first, the video transmission
thread will always occupy CPU. Therefore, we need to make the video transmission
thread voluntarily give up CPU. Here we add a mutex to SingleStep. If the video thread
gets the right to use the CPU first, after it executes the SingleStep method to release the
lock, when it waits for the mutex resource in the next round, it will voluntarily give up
the CPU use right, the thread task is deleted from the ready queue, and join the wait
Queue; the next ready thread—the audio transmission thread will get the right to use the
CPU, thereby achieving the concurrency of audio and video threads.

4 Evaluation

Use arm-linux-gnueabihf to cross compile the live555 project, transplant the executable
file to the camera based on Ambarella platform, execute the script to start the service.
The hardware parameters of IP camera are as shown in Table 2:

Table 2. hardware parameters of IP Camera

Nominal performance Parameters

Hardware Ambarella S2L

Operating system Linux version 3.10.73

Crosstool Ambarella Linaro Multilib GCC

CPU ARMv7 Processor rev 1 (v7l)

RAM 103 MB

Enter the RTSP protocol playback address on the VLC client: rtsp:
//192.168.43.138/stream1, it can be played normally on player and audio codec
information is as shown in Table 3.

Table 3. Media codec information on VLC

Audio codec Parameters

Codec PCM S16 BE (s16b)

Channels Mono

Sample rate 16000 Hz

Bits per sample 16

Wemainly evaluate this project from two aspects: system performance and real-time
performance.
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4.1 System Performance

For system performance, test CPU andmemory usage of the camera during twelve hours.
We first test the system resource occupation of the camera when only real-time video
is captured and transmitted. Then add real-time audio to test the occupancy of system
resources when audio and video are transmitted simultaneously, the result is as shown
in Fig. 4:

Fig. 4. System resource occupancy. CPU 1means CPU usage when only video thread is working.
CPU 2 means CPU usage when audio and video thread are working together. It is also suitable
for MEM.

It can be seen from the above results that added audio collection and transmission
threads can increase CPU occupancy rate, but even if the real-time audio and video
collection and transmission threads are called at the same time, CPU resource utilization
rate can be stabilized at about 20%; the CPU occupancy rate will not fluctuate greatly
with time, indicating the thread are relatively stable. The proportion of memory space
occupied by added audio thread is very small, only occupying about 0.2%more memory
space; thememory occupancy rate is flat with time, whichmeans that there is nomemory
leak in our project.

4.2 Real-Time Performance

For real-time testing, we use a stopwatch timer to intuitively test the delay of the Live555
project.Wedefine the delay as the difference between the stopwatch timeon the computer
and the stopwatch time displayed on the player. In our LAN environment, the network
download bandwidth can reach 5MB/s and upload bandwidth can reach 1.4MB/s; when
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Fig. 5. Real-time performance. Frame drop rate 1 means frame drop rate when only video thread
is working. Frame drop rate 2 means frame drop rate when audio and video thread are working
together. It is also suitable for delaytime.

playing PCM audio and 1080p video, set the video code rate to 1200 kb/s. The frame
drop rate and delay is as shown as Fig. 5:

From the results from above figure, delay can be controlled at about 0.6 s, real-time
performance is good. Though frame drop rate has increased when the audio collection
and transmission threads are added, the playback effect still has a good performance.

5 Conclusion

Most of the traditional real-time transformation schemes based on live555 project are
only about video, there are few studies on the collection and transmission of real-time
audio. In this paper, an audio collection module is added to get real-time audio data in
Live555. Related classes are inherited and related methods are rewritten to realize the
transmission of real-time audio and the synchronization of audio and video. We can use
VLC player to play this stream in LAN environment. Besides the low delay, this Live555
canmaintain long-term stable work. Experiments show that the real-time playback effect
is good and can be used normally.

RTMP protocol is more widely used in the live broadcast industry [18, 19]. In future,
we will build a cloud platform in the public network [20], try to convert RTSP protocol
to RTMP protocol in the camera and push RTMP data to Public network to achieve
forwarding.
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Abstract. Social internet of vehicle (SIoV), also termed vehicular social
network (VSN), endeavors to integrate social networking related concepts
into IoV, with an aim to make vehicles capable of social communica-
tion and low-cost infotainment service provisioning. In spite of potential
prospects, some issues pertaining to SIoV remain to be addressed such as
security and privacy. Specifically, we in this paper propose an Unmanned
Aerial Vehicles (UAVs) enabled security framework to protect the secu-
rity and privacy of SIoV. On one hand, we split the evolvement of SIoV
into two phases and elaborate the roles and functionalities of vehicles in
each stage; on the other hand, owing to high flexibility, fast deployment,
and low-cost maintainability, we incorporate UAVs into SIoV with the
purpose of accomplishing multiple functions including communication
range extension, data processing improvement and security protection.
Use cases are also given in hope to provide some insights within UAV
enabled SIoV.

Keywords: Social internet of vehicle · Security · Vehicular social
network · UAV · Privacy preservation

1 Introduction

Internet of Thing (IoT) that benefits from the development of information
and communication technology (ICT) has gained widespread attention in both
academia and industry, with the purpose of making everyday objects connected
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to Internet and interactive to each other. IoT has a wide range of applications
(e.g., Industrial Internet of thing (IIoT) and Internet of Vehicle (IoV)) [1,2]. It
further lays the foundation for smart cities [3]. For instance, as a subecosystem
of IoT, IoV envisions a scenario where vehicles are the Internet enabled objects.
Besides, it integrates internal vehicle network, inter-vehicle network and vehicle-
mounted mobile Internet. In-car sensors are used for perceiving information
related to vehicular state and the surroundings. Vehicle-to-Vehicle (V2V) and
Vehicle-to-Infrastructure (V2I) communication technologies are needed for data
delivery and information dissemination while vehicle loaded computer system
enables on-site data processing and analysis. All these technologies are intended
for intelligent traffic management, vehicular service provisioning, and smart vehi-
cle controls.

Against this background, a new paradigm, named social internet of vehicle
(SIoV) [4], also termed vehicular social network (VSN) [5], has been ushered
in, with an aim to make vehicles capable of social communication and low-
cost infotainment service provisioning, by integrating social networking related
concepts into IoV [6]. VSN is stimulated by the fact that people have instinctive
desires to socialize with each other, even if they are vehicle travelers on the road.
To guarantee the driving safety and enjoy the driving pleasure, popular social
networking software are expected to integrate into smart vehicles in SIoV, and
thus people can use voice control commands to socialize with each other. Several
promising technologies are pushing the social interactions on the road to shift
from the smart phone centric way to the smart vehicle centric way. For example,
nature language understanding (BLU), deep learning (DL), text-to-speech (TTS)
technologies can be integrated to realize voice command control. Vehicular edge
computing (VEC) and vehicular fog computing (VFC) [7,8] can be used for
local data processing, analysis, and reasoning. These newly emerging computing
paradigms become an essential part of SIoV, which helps vehicles think, act,
and socialize with others link a real person. Furthermore, extensive attention
has been paid to resource scheduling and allocation in the context of VEC or
VFC [9–11]. In our previous work [7], fog computing is adopted to predict the
number of parking places and realize smart parking for vehicles which try to find
parking slots in peaking hours.

However, we notice that few of existing works have focused on the issues
emerging along with the development of SIoV. For example, how to address the
security and privacy related issues in SIoV is also a big concern in SIoV. Different
from the traditional social networks, the behaviors of malicious nodes can cause
immediate damages to other vehicular nodes in SIoV, e.g., communication inter-
ruption, privacy disclosure, information tamper, driving unsafe, etc. As a conse-
quence, to address these issues, we propose a new framework called Unmanned
Aerial Vehicles (UAV) enabled social internet of vehicles, where UAVs are inte-
grated into SIoV such that UAVs can assist in security and privacy protection,
data processing, and communication range extension. To be specific, the contri-
butions of the paper can be summarized as follows:
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1. We elaborate the roles and functionalities vehicles in SIoV are supposed to
play and perform, respectively from different perspectives, and analyze the
main limiting factors that restrict the development of SIoV.

2. A UAV enabled security framework is proposed to cope with the privacy
and security related issues in SIoV. The multiple functionalities of UAVs are
discussed respectively. For example, combining the advantages of UAVs, they
can serve as a local authority to investigate the legality of vehicular nodes
and insure the security of interactive contents among vehicles in SIoV.

3. Several use cases are given in this paper, with purpose of providing some
insights within this framework.

The rest of paper is organized as follows. In Sect. 2, we discuss the SIoV
evolvement based on different stages. Section 3 introduces the commercial appli-
cations of UAVs. In Sect. 4, we analyze the advantages from different perspec-
tives, when UAVs are incorporated into social internet of vehicles. In Sect. 5, two
examples are given to motivate our works in this paper. Finally, the conclusion
comes at Sect. 6.

2 SIoV Evolvement

2.1 Roles and Functionalities of Vehicles in SIoV

Considering the potential benefits of SIoV, people expect that the conventional
social skills and methods can be extended to the internet of vehicles [4,16,17].
Driving safety is the primary issue to be considered whenever travelers (e.g.,
drivers and passengers) are on the road. Currently, socializing by smart phone
has become the most dominant way in daily life, especially for the younger gen-
erations. Driver distraction caused by smart phone usage has contributed to
numerous traffic crashes worldwide. The need for friendly human-vehicle inter-
active environment, e.g., socializing by smart vehicles instead of mobile phone
becomes increasingly urgent, which constantly stimulates the development of
SIoV. To achieve this goal, automotive intelligence design needs to fuse BLU,
DL, TTS technologies. Also, auto manufacturers gradually turn their attention to
SIoV in recent years. For example, vehicular operating systems including BMW
iDrive, Audi MMI, and Mercedes-Benz COMMAND have already embedded
social oriented applications, and gained positive reviews from consumers.

As shown in Fig. 1, we classify the functions of intelligent vehicles into eight
categories based on consumers’ expectation toward what an intelligent vehicle is
supposed to have. Some of these functions have already been available in vehi-
cles while others remain the conceptual phase. For example, remote control in
the category seven has been realized in most of vehicles, which style themselves
as intelligent vehicles such as LYNK&CO and ROEWE from the recent rise
of Chinese carmakers. Moreover, according to the characteristics of SIoV, we
split the evolvement of SIoV into two different phases – human-vehicle oriented
internet of vehicles and vehicle-vehicle oriented internet of vehicles, respectively.
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Fig. 1. Functional classification in smart vehicles

In the first phase, SIoV mainly focuses on human-vehicle oriented service pro-
visioning. Most of functions depicted in Fig. 1 belong to this phase. People can
make social connections via vehicles instead of mobile phones. However, as far
as intelligence is concerned, vehicles in this stage are not smart enough to be
engaged in social behaviors. It is still a challenge to integrate social networking
software into vehicular operating systems, not to mention the social behaviors
of vehicle.

In the second phase, interactions have already shifted from the human-vehicle
way to the vehicle-vehicle way. Specifically, a comparison between the two phases
from different perspectives is shown in Fig. 2. In contrast to the first phase,
phase two truly realizes the social internet of vehicles. A miraculous scenario
is anticipated where intelligent vehicle can think, act, and socialize with others
link a real person. On one hand, interactions between people and vehicles occur
frequently, which can improve the driving pleasure. Furthermore, voice control in
vehicles will be the dominant way to socialize among people. On the other hand,
spontaneous interactions among vehicles themselves are very common. This kind
of interaction usually does not need the involvement of drivers at the beginning.
People usually only need to make a decision at the end.
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2.2 Security Issues in SIoV

Although the prospect of SIoV is tempting, quite a few obstacles remain to be
removed from SIoV. One of big concerns is the security issue. The traditional
social networks (e.g., Twitter) connect people who have known each other in the
real world or are closely associated through certain social connections [4]. How-
ever, the vehicular social networks connect vehicles/drivers who are anonymous
or unknown to each other beforehand. Drivers tend to trust each other, if they
have similar commuter routes or the same brand of vehicles. Then, some poten-
tial common interests can be shared and disseminated in the vehicular social
networks. During this process, different kinds of attacks can be launched by
malicious vehicles, which undermines vehicular social networks and restricts the
development of SIoV. Furthermore, these attacks can even cause life-threatening
accidents. Specifically, the attack behaviors include, but not limited to:

– Denial of service (DoS) attack. It is an attack behavior that tries to make
network connection malfunction, e.g., by jamming vehicular social networks
using a vast amount of data and information. These irrelevant messages keep
the wireless channels so busy that other legitimate vehicles cannot utilize the
communication resources. Thus, data delivery and service provisioning are
not available any longer in VSN.

– False message injection. Malicious vehicular node in VSN can broadcast a
false message to the network for its own benefits [1]. Thus, the attacker can
manipulate the traffic flow and interfere the reasoning of other vehicles, giving
rise to anticipated damages to the vehicles in SIoV.

– Impersonation attack. The attacker accesses the resources of the network in
the disguise of a legitimate node in VSN. Then false messages can be broad-
cast on the behalf of that node, which may incur life-threatening damages to
drivers.

Features Phase I Phase II

Sponsor Human Vehicle

Terminator Vehicle Vehicle

Automation Degree Low High

Man-Machine Interaction Low Frequency High Frequency

Human Involvement Not Much Much

Safety Low High

Privacy Not Safe Safe

Social Content Types Limited Types Not Limited

Data Size Avearge  Extremely Large

Fig. 2. Comparison of two phases in the evolvement of SIoV
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– Social trust disguise. The attacker disguises its own social trust level, with
an aim to obtain the others’ trust in the vehicular social network. Then, the
attacker may obtain others’ privacy information for their illegal benefits.

In addition to these representative attack behaviors, other forms of attack
also exist in vehicular social networks [1]. Extensive attention has been focused
on vehicular networks protection such as [12–14]. Nevertheless, few of works have
been done on the security of vehicular social networks. With the development of
SIoV, the issues pertaining to security and trust become significantly important.
Accordingly, in this paper we focus our attention on the UAV enabled SIoV
security framework, in hope to address the aforementioned issues.

3 Commercial Applications of UAVs

UAVs have broken away the originally military application restraint and become
ubiquitous in the commercial field. Specifically, the common uses for UAVs in
business domain can be outlined as follows. First, UAVs can act as aerial base
stations to establish wireless communication links between two entities out of
each other’s communication range. For instance, UAVs can be applied to the
post disaster relief where the terrestrial infrastructures for communication are
damaged. Second, better line-of-sight (LOS) characteristic brings about better
remote sensing capability, which makes UAVs suitable for information collection
and dissemination, e.g., in some harsh environments where people cannot make
personal appearance. Third, a new computing paradigm termed aerial fog com-
puting (AFC) is proposed that enhances UAV with computing capabilities, e.g.,
by equipping them with powerful computing facilities. As a consequence, UAV
can provision computing resources such that the captured data can be processed
and analyzed on site. Thus, the response latency can be reduced to a great extent
in contrast to data processing in the remote cloud center.

Besides the aforementioned use cases, many efforts have also been made to
realize the UAV-to-Vehicle (U2V) and Vehicle-to-UAV (V2U) communications
[15]. The sensing capability can be further enhanced when Flying Ad-hoc Net-
work (FANET) works collaboratively with Vehicle Ad Hoc Network (VANET).
More important, AFC can be combined with VFC or VEC to fully exploit the
idle computing resources in vicinity. For example, tasks from UAVs or vehicles
can be accomplished with the aid of each other’s computing capabilities. By
doing so, on one hand, the response latency can be reduced because of local
data processing; on the other hand, the pressure over the core network can be
mitigated thanks to the reduction of task offloading via the backhaul links.

4 UAV Assisted Social Internet of Vehicles

Following the aforementioned introduction about UAV, we in this paper argue
that UAV is helpful for social internet of vehicles owing to its high flexibility, fast
deployment, and low-cost maintainability. To be more specific, first, UAV can
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seamlessly connect to the vehicular social networks. Second, UAV can fulfill the
key requirements of SIoV such as low response latency and wide communication
range. Third, UAVs can assist in coping with security and trust related issues in
SIoV. In the next, we will detail these functionalities respectively.

4.1 Network Connectivity

Network connectivity determines the performance of network access of SIoV.
And it should be the primary function for vehicles when they function as smart
agents in the vehicular social network. Before socializing with each other, vehi-
cles should have the ability to communicate with other entities at the beginning.
These entities usually include vehicles and RSUs. VANET provides a founda-
tion for the ubiquitous communications between vehicles themselves, and also
between vehicles and RSUs. A variety of wireless communication technologies are
available for data delivery and information sharing, e.g., 4G, WiFi, WLAN, Zig-
Bee, Bluetooth, and dedicated short-range communication (DSRC). On another
hand, with the advent of 5G technology, the communication between IoT devices
will become much easier than before, for the reason that 5G supports end-to-
end communications with higher data rates. All these advantages will boost the
prosperity of SIoV.

However, an obvious drawback in current wireless communication technolo-
gies applied to VANET and VSN is that the communication range is limited.
With the help of UAVs, the communication range can be extended. For example,
an example is given in Fig. 3, where a car accident happens, however, the infor-
mation about the incident cannot be disseminated due to lack of suitable relay
nodes to forward the information. When UAV becomes engaged with this traffic
incident, the problem can be readily solved. In this scenario, UAV can serve as
a relay node to broadcast the information in real time. As a whole, UAV can
boots the network connectivity of SIoV to a great extent.

RSU

UAV UAV-to-Vehicle communication

Vehicle-to-Vehicle communication
Vehicle-to-Infrastructure communication

Fig. 3. An example of communication range extension using UAV[15]
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4.2 Data Processing

Each vehicular node in SIoV should be equipped with powerful computing and
storing resources such that they are capable of local data processing. This fea-
ture is vital to SIoV, since the “intelligence” of vehicle depends on the processing
capability of vehicular brain (i.e., vehicle loaded computers). For instance, fast
data processing and analysis reduces the response latency during the decision
making, which is vitally important to driving safety. Furthermore, local data pro-
cessing is one of the key enablers for vehicles to logically reason, train, compute,
and analyze. If these oriented tasks in application are executed at the cloud cen-
ter, the response latency could be extremely long, attributed to task offloading
via the backhaul links. Last, vehicles as intelligent agents can be stimulated by
the potential benefits. One of these benefits is the payoff earned by contributing
their computing resources. When it comes to finding a suitable scheme to fulfill
these functions, VFC and VEC are proposed that fully exploit the computing
capabilities of vehicles, with an aim to accomplish these goals.

On anther hand, the development of SIoV will bring about mountains of data.
Of these data, some need the wireless communication resources (e.g., multimedia
data sharing) while others need the computing resources such as vehicular appli-
cations and tasks. Against this background, the number of vehicular applications
in SIoV is also explosively increasing. Thus, the limited computing capabilities
of vehicle loaded computer systems can no longer satisfy the demands. It is
not a good choice to turn to cloud computing for help as discussed above. On
another hand, feasible solutions are discussed in the vehicular edge computing,
where RSU connected to edge servers can act as the edge node to perform the
computation tasks. Attributed to expensive deployment and maintenance, full
coverage of RSU currently has not been achieved.

As a result, we in this paper argue that UAV can help turn this situation
around, since UAVs equipped with powerful computing resources can constitute
aerial fog computing, a new computing paradigm which can provision comput-
ing services on the wing. We believe that aerial fog computing can assist social
contacts of vehicles nodes in SIoV, when tasks or applications need to be out-
sourced.

4.3 Security Capability

Social internet of vehicles evolves from the internet of vehicles while incorporat-
ing IoTs, machine learning, cloud computing and edge computing. Like other
types of social networks, SIoV should address well the issues pertaining to secu-
rity and privacy. When socializing with other entities (e.g., people, vehicles,
RSUs), how to prevent and detect the attack behaviors is really one of big con-
cerns faced by SIoV. The sensitive information may be disclosed to the malicious
nodes and used for illegal benefits. Vehicular social networks are of high dynamics
where vehicular nodes can join or leave for free at any time. The social informa-
tion in this background is vulnerable to attacks like eavesdropping, tampering,
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forgery and replay. Worse still, it lacks efficient and legitimate entities to detect
whether information is pushed under malicious human intervention.

Owing to the merits of UAVs, they can be very helpful for preventing and
detecting the attack behaviors of malicious nodes in VSN. For example, flying
above the serving area, they can collect, analyze, detect the behaviors of the
vehicular nodes in SIoV, with the purpose of finding out and tracking the mali-
cious nodes. Then the regular vehicles can be informed of the malicious ones to
further isolate them. In UAV, various trustworthiness mode can be also defined
such that new security evaluation and management framework can be established
to ensure the security of SIoV.

5 Use Cases

In this section, two examples are given to motivate our work in this paper.

Example 1. Traffic jam at morning peak hours annoys every driver on the road.
How to avoid the traffic jam and improve the efficiency of road poses a major
challenge to government as well as citizens. In the era of SIoV, we believe that
the traffic jam can be mitigated dramatically. A social internet of vehicles can
be established where each vehicle can independently think, socialize and reason.
With the help of UAVs, global information about the traffic can be captured such
as queue length, phase timing and phase sequence at each intersection. Besides,
vehicular information including the destination, location, and velocity are also
shared in VSN. These information is helpful for assisting decision-making. Each
vehicle acting as an intelligent agent makes the best decision toward their opti-
mization objective by reasonably adjusting the velocity, route and so on.

Example 2. Assume that there is an attacker on the road. He wants to manip-
ulate the traffic flow by broadcasting a false car accident in VSN, and reminds
other vehicles of avoidance. If the previous behaviors of this attacker are trust-
worthy, other vehicles may trust him this time. Then, he succeeds in manip-
ulating the traffic flow. However, we can avoid this situation with the help of
UAVs. For example, thanks to great LoS, UAVs can easily capture the picture
of the road, and further judge whether a car accident exists. On another hand,
UAVs can also obtain the information of passing vehicles prior to the attacker on
that road and analyze their velocity and acceleration to aid the decision-making.
Algorithms can also be applied to car accident detection.

6 Conclusion

Internet of Things, cloud computing, edge computing and mobile internet are
considered to be the main moving forces that stimulate the development of
SIoV. We in this paper envision an enticing scenario where UAVs meet the
social internet of vehicles. FANET and AFC can be leveraged to assist SIoV
in extending the communication range, boost the data processing abilities and
improving the security. We in this paper talk about these affects from different
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perspectives and discuss how UAVs can seamlessly connect to SIoVs. For the
further works, we plan to design efficient strategy to evaluate the trustworthiness
of VSN. We also need appropriate measures to detect and track the malicious
vehicles to ensure the security of SIoV during the social contacts.
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Abstract. The mobile social network (MSN) combines techniques in
social science and wireless communications for mobile networking. The
MSN can be considered as a system which provides a variety of data
delivery services involving the social relationship among mobile users.
The key problem in MSNs is Influence Maximization (IM), which aims
at finding the top-k influential users from the mobile social network and
contributing to the spread of maximum information, the users may have
different attitudes (positive/negative) towards a message when the mes-
sage appears in MSNs. In this paper, we first model the mobile social
network as the topological graph based on social priority topological
to study the social influence. Then we innovatively propose a scheme
which integrates ITÖ algorithm into PSO algorithm to solve the prob-
lem of maximizing the influence in MSNs. Finally, experimental evalua-
tion shows that the scheme we proposed to identify influential nodes is
more accurate and efficient than other schemes by comparison, and the
probability of maximizing the influence of our scheme can reach to 56%.

Keywords: Mobile social networks · Influence Maximization ·
First-priority relation graph · PSO algorithm · ITÖ algorithm

1 Introduction

The mobile social network (MSN) is defined by Professor Jie Wu of Temple
University in 2013 [1] (see Fig. 1). It is a cross network composed of social net-
work and mobile communication network, where users communicate with one
another using mobile phones. The mobile social network is a special communi-
cation network composed of data or information transmission and interaction
by mobile devices. Nowadays, the mobile social network plays an important role
in spreading information. This spreading process has huge practical importance
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in selecting influential twitters [2], personalized recommendation, target adver-
tisement [3], etc. Therefore, scholars recent years have witnessed a significant
attention in the study of influence propagation in MSNs.

Fig. 1. The mobile social network

Consider the case of personalized recommendation, the goal of the platform
is to attract the users. The best way to do this is to select a set of highly
influential users and distribute them information. If they like the information,
they will share the information to their neighbors, many of the neighbors will
share the information to their neighbors. If the information can be distributed
among the highly influential users and the problem here bottom down to select
influential users from the network. This problem is known as Social Influence
Maximization Problem. The key problem in this is Influence Maximization (IM),
which aims at finding the top-k influential users (seed users) from the mobile
social network [4]. Kempe et al. establish that the optimization problem is NP-
hard [5]. Most existing influence spread models did not consider the attitude
of users. In reality, due to the diversity of the mobile social network and users’
preference, product quality or other reasons, people may have different attitudes
towards an entity (products, news, etc.). The users may have different attitudes
(positive/ negative) towards a message when the message appears in MSNs.
Users have their own choice to accept or reject information. It is necessary to
take users’ attitude into account in the process of influence spread.

A hybrid approach which combines PSO algorithm and ITÖ algorithm has
been adopted in this paper. The mobile social network is not completely regular,
the activity of users in mobile social network is a stochastic process. The users
in the networks frequently communicate with their close neighbors and also by
chance to connect with some distant vertices. In this way, this network has the
particle motion feature. Particle Swarm Optimization (PSO) [6] is a heuristic
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search method that simulates the movements of a flock of birds which aim to
find food. The relative simplicity of PSO and the population-based technique and
information sharing mechanism associated with this method have made it a nat-
ural candidate to be extended for single as well as multi-objective optimization.
The original intent was to graphically simulate the graceful but unpredictable
choreography of a bird block. ITÖ algorithm analyzes the movement of parti-
cles from the microscopic point of view, and mimic kinetic studies of particles’
interactive colliding in the particle system from designing algorithm and solv-
ing problems. In the hybrid algorithm, the advantages of the two algorithms are
taken and a helpful strategy is employed to solve function optimization problems,
that is we simultaneously exert an additional wave process to drift intensity and
fluctuate intensity.

To summarize, we present our main contributions as follows.

– We consider an extension of the well-know Influence Maximization Problem
in mobile social networks based on social priority relationship.

– We propose an efficient influence maximization algorithm which integrates
ITÖ algorithm into PSO algorithm in MSNs.

– Experimental evaluation shows that the scheme we proposed to identify influ-
ential nodes is more accurate and efficient than other schemes by comparison,
and the probability of maximizing the influence of our scheme can reach to
56%.

The rest of the paper is organized as follows: Sect. 2 reviews related work.
Section 3 gives the mathematical model. The proposed scheme is discussed in
Sect. 4. Section 5 shows experimental results and we conclude the paper in Sect. 6.

2 Related Work

The previous works have extensively studied in Influence Maximization Problem
over the past years. The greedy algorithms [7,8], the heuristic algorithms [9,10]
and fluidspread greedy algorithm [11] are the typical solutions. We briefly review
the related work in this section.

2.1 Influence Spread

Currently, many efforts have been made to discover the most influential nodes
for influence in social networks. Bian et al. [12] reviewed and classified existing
literature on top-k nodes identification. Liu et al. [13] proposed a fast and effi-
cient algorithm for mining top-k nodes in complex networks. Fei, Mo and Deng
[14] studied a novel method is proposed to identify influential nodes based on
combining of the existing centrality measures. Zhang et al. [15] proposed a trust-
based most influential node discovery method for discovering influential nodes
discovery to improve the degree evaluation mechanism. Amir, Ali and Ahmad
[16] proposed a new method to identify influential users in a social network by
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considering those interactions that exist among the users. After identifying the
most influential nodes, it is also very important to spread the influence of these
nodes effectively, this problem has also attracted the attention of many schol-
ars. Li et al. [17] surveyed and synthesized a wide spectrum of existing studies
on IM from an algorithmic perspective. Taninmis, Aras and Altinel [18] deal
with a competitive Influence Maximization Problem which can be formulated as
Stackelberg game. Gao et al. [19] proposed the scheme of influence maximization
based on activity degree in mobile social networks.

2.2 Particle Swarm Optimization and ITÖ Algorithm

Particle Swarm Optimization (PSO) [20] was first proposed by Kennedy and
Eberhart in 1995, it is a global optimization algorithm based on the swarm
intelligence optimization which is inspired from animal behavior and social psy-
chology. Eberhart and Shi [21] focused on the engineering and computer science
aspects of developments, applications and resources related to particle swarm
optimization. Gong et al. [22] proposed a discrete particle swarm optimization
algorithm to optimize the influence criterion. In particle swarm optimization
algorithm, the operation is try to find the optimal solution according to the two
equations by successive iteration, particles get updated to move in the direction
of global optimal solution by tracking two extreme values as follows [23]:

vt+1
id = wvt

id + c1r1(pid − xt
id) + c2r2(pgd − xt

id) (1)

xt+1
id = xt

id + vt+1
id (2)

In which i = 1, 2, . . . N , N is number of particles in the population; t =
1, 2, . . . M , M represents the maximum iteration count of the population; vt

id

denotes the d-dimensional component of the i th particle’s velocity vector in the
t th iteration and xt

id tells position vector, pid represents the d-dimensional com-
ponent of the i th particle’s individual extreme value (the particle’s historical
optimal value); pgd refers to the d-dimensional component of the current global
optimal value; r1 and r2 are random numbers that generated subject to U(0, 1)
distribution; c1 and c2 are learning factors; w is the inertia factor.

ITÖ algorithm [24] inspired by itö stochastic process is a new class of evolu-
tionary algorithm, it analyzes the movement of particles from the microscopic of
view, and mimic the kinetic studies of particles’ interactive colliding in the par-
ticle system for designing algorithm and solving problems. Yi et al. [23] designed
a hybrid algorithm that integrates ITÖ algorithm with PSO algorithm for solv-
ing numerical optimization problem. Wang et al. [25] proposed a novel efficient
ITÖ algorithm to solve the Influence Maximization problem. ITÖ algorithm
[26] suppose X = (X(t), t ≤ 0) satisfying itö integral as for 0 ≤ t0 < T ,
X(t) − X(t0) =

∫ t

t0
b(s,X(S))ds +

∫ t

t0
δ(s,X(S))dB(s), then X is called itö

(stochastic) process, where
∫ t

t0
b(s,X(S))ds is called as drifting rate and denotes

the general tendency of stochastic process. The item
∫ t

t0
δ(s,X(S))dB(s) the
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tracks fluctuation of variable X and it is called fluctuation rate. Furthermore,
ITÖ uses environmental temperature to control the motion ability of the pop-
ulation, and uses particles radius to describe the characteristics of a particle in
Brown motion.

3 Mathematical Model

In this section, we model mobile social network as social relationship topological
graph, model the influence spread process as a swarm intelligence optimization,
respectively. They provide convenience for the next section on maximizing the
influence of mobile social network with graph and stochastic process algorithm.

3.1 Mobile Social Networks

The mobile social network not only defines the behavior of all entities (people,
devices, or systems) but also helps to understand different relations among them
(see in Fig. 2). In principle, a social network is a structure of entities (individuals,
organizations, and systems) that are connected to each other through one or
more interdependencies [27]. As the mobile devices are carried by people, the
knowledge of social behavior and structure can be one of the key information
or designing and providing efficient and effective data communications services
[28], thus the main body of a mobile social network is human, when a message
is arrived, the user’s attitude determines whether to receive and transmit the
message. Usually a user has two attitudes towards a message, acceptance or
rejection. We define acceptance (rejection) as a positive (negative) attitude.

Fig. 2. The model of mobile social networks
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We consider model the mobile social network as a social relationship priority
topology graph. We use a graph G = (V (G), E(G)) to represent a mobile social
network, where node-set denoted as V (G) is to users, edge-set denoted as E(G)
is to the interconnection between users. uv or (u, v) ∈ E(G) represents an edge
between nodes u and v. The neighborhood denoted as N(G)(v) of node v in G
is defined as the set of all nodes which are adjacent to v, i.e., N(G)(v) = {u ∈
V (G)|uv ∈ E(G)}. When G is clear from the context, we use N(v) to replace
N(G)(v) [29]. In the model, initially each node in the network holds one of the
two opposite opinions, we denote them A or B, respectively, and we assume that
opinion A is positive and opinion B is negative.

3.2 Model the Influence Spread Process

In the mobile social network G = (V (G), E(G)), the influence spread originates
from the node v ∈ V . The node v is called the seed node, and we use the
notation S to denote the set of seed node. Each node v ∈ V in MSNs holds
different attitudes to an entity. The different attitude should be considered in
the process of influence propagation. The node v can be regarded as active node
if it is willing to receive the message and send it to the next node. In the mobile
social network G = (V (G), E(G)), given an influence diffusion model and the
seed set S, the influence spread is defined as the inactive users become active
through the process of influence diffusion.

The process of influence spread is a stochastic process, it similar with swarm
intelligence optimization. The particle swarm concept originated as a simula-
tion of a simplified social system. ITÖ algorithm belongs to a variant of swarm
intelligence optimization algorithm, which simulates the irregular movement of
pollens in the surface of water [30]. We apply the ITÖ algorithm to model the
influence spread. The seed node v ∈ V is denoted as the particles. In the Browns
motion, the small particles will be attracted by the big particles. Drift intensity
represents the general trend of random process, it corresponds to the change
of particle position. In mobile social networks, affected by the actual environ-
ment, the user’s attitude towards a message is likely to change from A to B,
thus, fluctuate intensity represents the mutation of user’s attitude. We use the
temperature T to denote the users attitude, T+ denotes positive attitude A, T−

denotes negative attitude B.

4 Proposed Scheme

In this section, we propose the approach about social influence maximization in
mobile social networks. We first put forward the calculation method to identify
influential nodes, then we use the stochastic process algorithm to maximize the
influence.
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4.1 Identify Influential Nodes

After modeling, in the process of identify influential nodes, we should not only
consider the properties of nodes in the topological graph, but also the user’s
personal will in mobile social networks. Because the main body of mobile social
networks is human, everyone is an individual with social emotion and social
attitude. When the information is coming, each user has the right to accept or
reject. Thus, our approach combines the nodes’ in-degree and the user’s personal
will to calculate the user’s influence.

Definition 1 (Initial active nodes). In mobile social networks, each node in
the network holds one of the two opposite opinions A or B, initially, we denote
VA (VB) as vi ∈ V (G) has opinion A (B). We further divide the active status
into opinion A active and opinion B active, nodes will be activated at different
times, so we denote that SA(t) = {vi|vi ∈ VA, vi is active at time t}, SB(t) =
{vi|vi ∈ VB , vi is active at time t}, then the initial active node set of A is
SA(0) = {vi|vi ∈ V A, t = 0}. Since T to denote the users attitude, T+denotes
positive attitude A, T− denotes negative attitude B. When node vi transmits
information, for vj ∈ N(vi), no matter that vj ’s attitude is T+ or T−, we make∑

vj∈N(vi)

|Tij | ≤ 1, −1 ≤ T−
ij < 0, 0 < T+

ij ≤ 1, Tij is vj ’s personal attitude to the

information from vi.

Definition 2 (Contribution factor). In mobile social networks, we use f(vi) as
an index to measure the contribution of neighbor nodes to receiving information.
Since each node has two attitudes for vi, so is vj ∈ N(vi). Initially (t = 0), we
divide the set N(vi) into two sets, we have SA(0) ⊆ N(vi), SB(0) ⊆ N(vi)
and SA(0) ∩ SB(0) = 0. Then we define that contribution factor is f(vi) =∑

vj∈SA(0)

T+
ij +

∑

vj∈SB(0)

T−
ij . Defined by Definition 1 we know that

∑

vj∈N(vi)

|Tij | ≤
1. Thus, more users are willing to receive the information when f(vi) > 0, that is
the positive attitude have a greater influence. The bigger f(vi), the more positive
users. We obtain the influence of initial active nodes in mobile social networks
in Sect. 4.1, the next step is to spread the influence of those nodes. As we know,
the process of influence spread is stochastic process, closely related to time. The
elements in set S(t) is determined by S(t − 1), we proposed that

vj ∈

⎧
⎪⎨

⎪⎩

SA(t),
∑

vj∈SA(t−1)

T+
ij +

∑

vj∈SB(t−1)

T−
ij > 0;

SB(t),
∑

vj∈SA(t−1)

T+
ij +

∑

vj∈SB(t−1)

T−
ij ≤ 0.

(3)

In this way, users with positive attitude about vi can be identified, this paves
the way for the most influential users computing.

Definition 3 (Intimacy factor). In mobile social networks, the premise for users
to receive messages is that messages are arrived, this mapped to social relation-
ship priority topology graph is the nodes have in-degree. We define that the



An Efficient Influence Maximization Algorithm 171

intimacy factor of vj is Cij = din
j

mij
, in which mij is all the edges between vi

and vj , dinj is the in-degree of vj , we use the index measure the probability of
information arrival.

Definition 4 (Influence function). Therefore, the probability of a node being
activated is Cij ·f(vi). However, in mobile social networks, the loss of information
is inevitable in the process of information transmission, the available informa-
tion transmitted by the second hop will be less than that transmitted by the
first hop. We give a weight ω (ω ≤ 1) to the availability of information, ωij is
the availability of the information transmitted by vi to vj . Thus, the influence
function is denote as

I = λCij · f(vi) + (1 − λ) · ωij (4)

where, λ is a parameter, the function I can calculate the social influence of users
in mobile social networks, we can find the top k most influential users.

4.2 Influence Maximization

Mobile social networks have had a great impact on information propagation and
become a good platform for people to exchange opinions and to propagate infor-
mation. The goal of the influence maximization is to use those influential users
to influence as many direct and indirect friends as possible. The particles swarm
optimization concept consist of, at each time step, changing the velocity each
particle toward its global version. ITÖ algorithm to a variant of swarm intel-
ligence optimization algorithm, we use it to maximize mobile social influence,
which will have a good effect.

Definition 5 (Drift intensity). For each particle, evaluate the desired opti-
mization fitness function in variables. Drift intensity controls the particles more
toward the global optimum solution. We can obtain top k influential nodes from
Algorithm 1 in Sect. 4.1. A particle represents an user in mobile social networks,
we use the movement trend of particles to the optimal solution to represent the
users’ yearning for the most influential users, it is a good description of the user’s
mobile trend.

Definition 6 (Fluctuate intensity). The fluctuate operator controls the random
fluctuation of particles in the whole solution space, and ensures the diversity of
the population. In mobile social networks, every user has his own social thought,
his attitude is likely to sudden change for environmental reasons, these sudden
changes reflect the complexity of social networks. Thus, we map the fluctuate
operator of the population to the attitude changing in mobile social networks.

4.3 An Efficient Influence Maximization Algorithm

In the above work, we have proposed the scheme of identifying the key nodes and
the scheme of maximizing the influence. In this section, we design an algorithm
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to use particle motion to solve the problem of stochastic process of maximizing
influence in mobile social networks. We integrate the drift intensity and fluctuate
intensity as the factor c1 and c2 to PSO algorithm simultaneously, and particle
radius represents the trend of an optimization process. In this way, the search
process can be very likely to jump out of the local optimal solution and lead the
population to move in the direction of global optimal solution. The specific algo-
rithm is as follows (see Algorithm 1), we combine the characteristics of particle
motion to set initial position of the particle and set its initial velocity, and then
calculate the fitness value of all particles according to Influence function (4.2).
We use the indicators in ITÖ algorithm which we define in Sect. 4.2 to solve the
fluctuate and drift in particle motion, use drift intensity and fluctuate intensity
to update the velocity and location of population according to PSO function
(2.1), (2.2), finally, global optimal nodes are obtained and realize the Influence
Maximization.

Algorithm 1. An Efficient Influence Maximization Algorithm
Require: Initial position of the particle and set its initial velocity
Ensure: Global optimal nodes
1: for Influence function (4.2) do
2: if Calculate the fitness value of all particles then
3: The global optimal value
4: else
5: Use drift intensity and fluctuate intensity to update the velocity and location

of population according to PSO function (2.1), (2.2)
6: end if
7: end for
8: return Global optimal nodes

5 Experimental Evaluation

In this section, we first use a experiment to verify the accuracy of the proposed
method for identifying important nodes, then we use the data to evaluate the
efficiency of our influence maximization method.

5.1 Accuracy

The accuracy here refers to whether the important nodes identified by our scheme
are accurate, and whether these identified nodes are really important nodes in
the real network. We conduct experiments on parameters of experimental equip-
ment: Windows10, 64 bit operating system +16 GB memory+Jupyter Note-
book+Multiple Python packages (networkx matplotlib, numpypackage). Jupyter
notebook is a web-based application for interactive computing, Jupyter notebook
is a web-based application for interactive computing, Matplotlib is a powerful
Python drawing and Data Visualization Toolkit, which can be used with numpy,
and is very suitable for interactive drawing.
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Fig. 3. Academic exchange network in mobile social networks

As show in Fig. 3, the sample network is a real small academic exchange
digraph with 28 nodes in mobile social networks. Nodes represent authors, edges
represent the relationship between reference and referenced. According to the
figure, we can know that the paper of node 2 is referenced by node 3 and node
6, which means that node 3 and node 6 have a positive attitude towards the
information transmitted by node 2. We calculate the value of each influence
according to influence function I = λCij · f(vi) + (1 − λ) · ωij . We set λ = 0.5,
ω = 0.8, k = 10, and we generate the top 10 important nodes in turn which are
19, 20, 10, 17, 24, 21, 3, 8, 13, 25. Since we don’t know which nodes are impor-
tant in advance, we use the correlation between calculation and other methods
to measure the accuracy of our method. The method referred to is classical, we
take the absolute value of correlation calculation results and set the value range
of the correlation as [0, 1], the higher the correlation (i.e. the closer to 1) is,
the higher the accuracy of our method can be considered. We use our sample
network and two real datasets from Stanford University to do the experiment
(they are respectively wiki vote and P2P Gnutella 0). In Table 1, we can see that
in our sample network, the correlation of our scheme and betweenness centrality
is 0.815, the correlation of our scheme and closeness centrality is 0.318, the cor-
relation of our scheme and katz centrality is 0.611, the correlation of our scheme
and harmonic centrality is 0.659. In wiki vote data (http://snap.stanford.edu/
data/wiki-Vote.html.) the correlation of our scheme and betweenness centrality
is 0.334, the correlation of our scheme and closeness centrality is 0.480, the cor-
relation of our scheme and katz centrality is 0.700, the correlation of our scheme
and harmonic centrality is 0.529. In P2P Gnutella 0 data (http://snap.stanford.
edu/data/p2p-Gnutella08.html). We can see that the correlation of our scheme
and betweenness centrality is 0.423, the correlation of our scheme and closeness
centrality is 0.555, the correlation of our scheme and katz centrality is 0.324, the
correlation of our scheme and harmonic centrality is 0.525. The results of these
correlations show that our scheme is very effective and feasible.

http://snap.stanford.edu/data/wiki-Vote.html
http://snap.stanford.edu/data/wiki-Vote.html
http://snap.stanford.edu/data/p2p-Gnutella08.html
http://snap.stanford.edu/data/p2p-Gnutella08.html
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Table 1. The correlation coefficient in three networks

Networks BC CC KC HC

Sample network 0.815 0.318 0.611 0.659

Wiki vote data 0.334 0.480 0.700 0.529

P2P Gnutella 0 0.423 0.555 0.324 0.525

5.2 Influence Spread

Fig. 4. Simulation experiment process of influence maximization in Netlogo (Color
figure online)

In this section, we use experiments to show the effect of influence spread of our
scheme. We simulate the experiment process of influence maximization in Netl-
ogo (see in Fig. 4) first, then we illustrate the rate of influence propagation and
the probability of influence maximization by experiments. We conduct experi-
ments on parameters of experimental equipment: Windows10, 64 bit operating
system +16 GB memory + Netlogo 6.1.1 simulation platform (a multi-agent
programmable modeling environment). In Netlogo (Netlogo is a programmable
environment for simulating natural and social phenomena), each turtle turn cor-
responds to each particle in the PSO algorithm, and also to each node in the
network. Each turtle has its own tile patch, which corresponds to the particle
position in PSO algorithm. Some parameters for generating the initial network:
the number of nodes is 100, average node degree is 5, seed is 10. The PSO algo-
rithm spread chance is 1.0, particle is speed limit is 5, attraction to personal
best is 2.0, attraction to global best is 1.5.

Figure 4 shows the simulation experiment process of influence maximization
in Netlogo, from left to right are the initial generation graph, after 5-step opti-
mization of the Algorithm 1 generation graph and the final result of execut-
ing Algorithm 1 respectively. In this experimental network, the total number of
nodes is 100, the red nodes represent key nodes, and the blue nodes represent
the remaining nodes. We can see clearly that there were only 10 key nodes at
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the beginning. After five steps of the algorithm, there are 24 red nodes, the
influence of 10 key nodes spread to 24 right now. The final result of executing
Algorithm 1 is 56 red nodes, the ultimate number of nodes influence is 56. We
can know that the probability of maximizing influence is 56%, the results are
considerable (since influence maximization is NP-hard problem, the upper limit
of its optimization is 1 − 1

e − ε ≈ 63% [5]).

6 Conclusion

We consider an extension of the well-know Influence Maximization Problem in
a mobile social network based on social priority relationship. We propose an
efficient influence maximization algorithm which is integrates ITÖ algorithm into
PSO algorithm. Experimental evaluation shows that the scheme we proposed to
identify influential nodes is more accurate and efficient than other schemes by
comparison, and the probability of maximizing the influence of our scheme can
reach to 56%.

Acknowledgement. The authors would like to thank the National Science Founda-
tion of China (Nos. U1905211, 61771140, 61702100, 61702103).
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Abstract. There are always communication fragmented regions in opportunis-
tic networks, and Ferry nodes which can periodicity commute between different
fragmented regions always be placed in opportunistic networks. At present, the
research on Ferry nodes in opportunistic networks mainly focus on the cache
management, energy balance and routing algorithm optimization, meanwhile,
researches on identifying Ferry nodes in a strange network are less. On the basis of
the importance of structure holes and k-cores, this paper puts forward the index to
evaluate the dynamic importance of nodes in opportunistic network, and proposes
an importance evaluation algorithm of nodes in opportunistic networks based on it,
which is used to identify the Ferry nodes clusters in strange networks. Conclusions
can draw through experiments that the proposed model has good applicability and
can identify Ferry nodes in networks accurately.

Keywords: Opportunistic network · Ferry node recognition · Structural hole ·
K-Core · Betweenness

1 Introduction

Opportunistic network is a kind of self-organized wireless network which does not
need a complete link between nodes and it relies on the chances of meeting with each
other to transmit data. Since the communication regions are fragmented in the most of
time in opportunistic network, Ferry Nodes are placed between the disconnected areas
in order to realize the communication between fragmented regions and enhance the
overall performance of the opportunistic network. At present, the researches on ferry
nodes mainly includes the routing algorithm based on the Ferry nodes [1–8], or how to
organize the movement path of Ferry nodes, so as to realize the network coverage of the
no signal area by Ferry nodes and improve the communication quality of opportunistic
networks [9–14].

In the complex and changeable opportunistic networks, in order to solve the problem
that the fixed ferry nodes cannot be applicable for the network coverage, it is necessary
to automatically discover and elect ferry nodes, so as to realize the connectivity of the
disconnected areas in opportunistic networks, so we proposed a Ferry node recognition
model in this paper which can discover and elect ferry nodes automatically.
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2 Related Work

There have been many researches focusing on key nodes mining of the complex net-
works and social networks currently, while researches on the discovery and election
of Ferry nodes in the opportunistic network is relatively less. In the existing key nodes
mining algorithm of complex networks, the researchers mainly used indicators including
degree centrality, betweenness centrality, and near-centrality to calculate the importance
of nodes in complex networks from different perspectives, but methods suit for com-
plex network is hard to perform well in the opportunistic network with nodes change
dynamically.

In reference [15] proposed the algorithm of key nodes mining based on the degree
centrality index of nodes, analyzed the number of neighboring nodes but their places
in the network were neglected, which makes key nodes have only global importance.
In reference [16], the author proposed the betweenness centrality index. It considers
the importance of the nodes from the global perspective which can efficiently judge the
bridging nodes in the network. But its time complexity was high, and because of the
dynamics of the nodes in opportunistic networks, the number of the shortest path to other
nodes is also in dynamic changing. Therefore, the betweenness index cannot be applied
to the opportunistic network accurately.

Kitsak et al. [17] proposed that the importance of a node depends on its location in
the whole network, and they illustrated that the degree centrality and the betweenness
centrality cannot describe the importance of nodes accurately. The paper adoptedK-Shell
to calculate the number of core of nodes, and used K-core to describe the propagation
ability of nodes. But this method cannot be applied to complex networks with multiple
propagation sources. Burt puts forward the Structure Holes Theory [18], and pointed out
that nodes with large structure hole is significant to the communication to neighboring
nodes in the network. The structure holes theory can calculate the structure relations of
multi nodes, and solved the problem of K-core index cannot reflect the relations among
neighboring nodes.

In reference [19, 20], the author pointed out that since the importance of nodes in
complex networks is influenced by multiple factors, the existing methods based on sin-
gle importance evaluation index cannot discover key nodes accurately in the network.
In reference [21], the author integrated the local features, moving features and global
features of nodes to mine key nodes. And based on the method of time slice segmen-
tation, the dynamic topology in opportunistic networks was turned into static topology
collection, which offers new methods for mining key nodes.

To sumup, existing key nodesminingmethods based on complex networks analyzing
cannot be applied to opportunistic network directly. In our algorithm, the running time of
the entire opportunistic network was divided into suitable time slices, and the dynamic
topology of the opportunistic network in its running time was mapped to each slice
according to their sequence so that we can mining the key nodes group in the time slices,
thus, elect the Ferry nodes group in the whole lifetime of the network.

The rest of the paper is organized as follows. Section 2 contains two indicators of node
importance in opportunistic networks we defined. In Sect. 3, we propose the key nodes
recognition model based on the importance of structural holes and K-Core. Section 4
presents a comprehensive set of simulation results for various opportunistic network
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scenarios; the results are also analyzed and explained in detail. We then summarize our
conclusions in Sect. 5.

3 Preliminaries

In this section, we will review some preliminary knowledges, including Structural Holes
Theory and K Core Importance Theory.

3.1 Structure Holes

Structure holes is a classic theory of social network brought by Burt [18], which is often
used to evaluate the importance of nodes in local networks. If Node B and Node C are
both neighbors of NodeA, andNode B and C are not adjacent and can only communicate
via Node A, there exists a structure hole between Node B and C, or there is a structure
hole onNodeA. Themore structure holes a node possess, the stronger its communicating
ability.

Computing Methods of the Importance of Structure Holes. Suppose the number of
nodes in the network is n, establish a matrix A of n * n, use matrix A to represent the
connection status of nodes in the network, aij = 0 means that node i and node j are
disconnected, and aij = 1 means that node i and node j are connected.

Suppose k(i) is the degree of Node i, k(i) is calculate as Eq. (1) where G is the set
of all the nodes in the topology map.

k(i) =
∑

j∈G
aij (1)

Q(i) –the adjacency degree of node i, is the sum of degrees of all the neighbors of node
i, as shown in Eq. (2).

Q(i) =
∑

ω∈r(i)
k(ω) (2)

In Eq. (2), r(i) is the set of neighbor nodes of node i.
The network constraint coefficients of nodes are related to multiple factors, such

as the connection with others, and the structure between the node and its neighbor.
Therefore, the degree and the topology structure of its neighborhood Pij should be taken
into consideration when calculating the network constraint coefficient of nodes. Pij is
calculated as Eq. (3):

Pij = Q(j)∑
v∈r(i)

Q(v)
(3)

The difficulty for a node to form structural holes is represented by the network
constraint coefficient of node RCi, which is also a measure of the size of a node structure
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hole. The network constraint coefficient of a node is inversely proportional to its degree
of structural hole, and it is calculated as Eq. (4):

RCi =
∑

j∈r(i)
(Pij +

∑

q

PiqPqj)
2 (4)

q in Eq. (4) is a node in the intersection of neighbors of nodes i and j which is not
equal to i or j.

The constraint coefficient of the node i is the structural hole importance index of the
node, and the ratio of the sum of the constraint coefficients of all nodes in the network,
is calculated as Eq. (5):

Li = 1 − RCi
n∑

j=1
(1 − RCj)

(5)

In this paper, an algorithm for calculating the importance of structural holes in
opportunistic networks is presented, as shown in Algorithm 1.

3.2 K-Core Importance

Being a classic in graph theory, K core theory calculates the influence of nodes in the
network based on the degree of nodes. The steps of k core decomposition: recursively
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delete nodes with a degree of k or less in the network and assign K-Shell values to the
deleted nodes. Repeat the process until all nodes in the network are assigned K-Shell
values. In the k core decomposition algorithm, a large number of nodes are at the same
network level, which lead to the incapability of the algorithm when further calculating
their node importance.

Calculation of K-Core Importance. In the initial stage, record kmi = k(i) for every
node, remove the nodes with smallest kmi value from the topology map, and assign kmi
to Ksi of these nodes. Then, update k

m
i of the remaining nodes through kmi = kri + λke,

where λ is the adjustment factor, and 0 ≤ λ ≤ 1, ke is the removed degree of previous
stage, kri is the degree of the remaining nodes. Repeat the above process until all the
nodes get the Ksi value. Then Ksi is the K-Core index of the node i.

According to the calculation method of k-core importance, this paper gives the
calculation algorithmofK-Core index of nodes in opportunistic network, which is shown
in Algorithm 2.

The K-Core importance of node i refers to the ratio of Ksi of node i and the sum of
Ksi of all nodes, which can be calculated as Eq. (6) after the K-Core index of node i is
known:

Mi = Ksi
n∑

j=1
Ksj

(6)
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4 Key Nodes Recognition Model of Opportunistic Network

Topology of opportunistic network is in dynamically changing. Therefore, in order to
solve the problemof key nodesmining in opportunistic networks,we divided the network
into several snapshotswith equal run time, established static topologyof the opportunistic
network in the snapshots, mined the key nodes in each snapshots, and determined the
Ferry nodes in the opportunistic network based on the frequency which key nodes are
selected.

4.1 Key Node Recognition Algorithm

The model for evaluating the importance of opportunistic network nodes based on the
index proposed in this paper adopted the importance of theK-Core of the nodeMi and the
importance of structural holes Li, and combines the two indicators as a comprehensive
evaluation index of the importance of the node. The larger the value of the index, the
more important the node is. We established time slice snapshots when the opportunistic
network is running so as to create the time slice topology of the opportunistic network.
On the basis of static topology maps, mined key nodes based on our model, and then
calculated the number that one node is selected as key node. The selected node is taken
as the Ferry node, and the one with highest select number is taken as the most important
node in all nodes. The index is calculated as Eq. (7):

Ii = αMi + βLi (7)

After several groups of experiment, it is found that the algorithm can achieve better
results when α = 2 and β = 1.

5 Experiments

Opportunistic network environment simulator (ONE) is an important experimental sim-
ulation platform for opportunistic networks. The paper uses ONE1.4.1 for simulation
experiments and the report is ConnectivityDtnsim2Report. The parameter settings of
experimental environment are shown in Table 1. This paper sets up two different exper-
imental scenarios, with the betweenness based algorithm by Matteo Riondato et al. [22]
(denoted as VC) as comparison. We used the model proposed in this paper and VC
respectively to identify Ferry nodes in different scenarios, and analyze the performance
of the node identification model in different environments.
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Table 1. The parameter of the simulation scenario.

Category Parameter Values

Computer configuration CPU i7 9700 K

OS Windows10 Professional

RAM 8G

Scenario settings Simulation area size 200 * 200 m2

Simulation time 24 h(86400 s)

Message transmission
carrier

Bluetooth device

Message transmission range 50 m

Nodes movement model in
the region

MapRouteMovement (MRM)

Node movement model
between regions

RandomWaypoint (RWP)

Number of nodes in the
region

10

Nodes moving speed in the
region

1 m/s

Nodes moving speed
between regions

5 m/s

dense multi-parallel
opportunistic network

Number of experimental
regions

6

Number of nodes between
regions

6

sparse multi-parallel
opportunistic network

Number of experimental
regions

4

Number of nodes between
regions

4

The experimental environments of the dissertation are: the node-intensive opportu-
nity network operation environment and the node-sparse opportunity network operation
environment (denote as scenario 1 and scenario 2 below). The simulation environment
set up in the paper can cover the actual environment of the opportunistic network, which
are shown in the figure below (Figs. 1 and 2).

Fig. 1. Sketch map of Sparse Dense-parallel Ferry opportunistic network
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Fig. 2. Sketch map of Sparse multi-parallel Ferry opportunistic network

Under the condition that the time slice is 1800 s and 2400 s respectively, our model
and VC are respectively used to carry out simulation experiments on the above scenes.
The experimental comparison results are shown in Fig. 3, 4, 5 and Fig. 6 below.

Fig. 3. Time slice length of 1800 s

Fig. 4. Time slice length of 2400 s

Figure 3 to Fig. 4 are the simulation results under scenario 1. From the experimental
results, it can be seen that in Scenario 1, the Model proposed in this paper and VC have
achieved relatively close results in identifying Ferry nodes. This is because when the
nodes distribution in the opportunistic network is dense, the topology between nodes is
more stable, and VC Algorithm based on the betweenness centrality can achieve better
results. The more the Ferry node chosed, the more important the role in the Ferry node
group, the greater the impact on the network.

Figure 5 to Fig. 6 are the comparison results of the simulation experiment of scenario
2. According to the analysis to the results, it can be found that the Model proposed in
this paper can accurately identify all Ferry nodes when time slice is set to 1800 s, while
VC can only identify part of them. While time slice is 2400 s, both our Model and VC
can only identify part of Ferry nodes, but the recognition rate of our Model, 75%, is
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Fig. 5. Time slice length of 1800 s

Fig. 6. Time slice length of 2400 s

bigger than if of VC. The analysis can fully prove the effectiveness of proposed Model
in opportunistic networks where nodes are sparse.

6 Conclusion

Based on the importance of structure holes and k-core, this paper proposed a index
to evaluate the dynamic importance of nodes in opportunistic networks, and proposes
the Ferry Nodes recognition Model in Opportunistic Network according to the index
proposed. Compared with the existing VC algorithm based on betweenness, this model
can accurately identify Ferry nodes groups in a variety of application scenarios. The index
model we proposed can assess the influence of nodes on the performance of Internet in
a certain period of time, and then identify the Ferry nodes in opportunistic networks.
Experiments show that the model proposed in this paper can accurately and efficiently
identify Ferry nodes in opportunistic networks under low time complexity, and solve the
problem of VC algorithm missing Ferry nodes. It provides an important research basis
for the automatically select Ferry nodes in opportunistic networks, improving the signal
coverage of communication network, and improving the efficiency and quality of the
information transmission of opportunistic networks.
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Abstract. Combining the spread velocity, the epidemic threshold and the infec-
tion scale at steady state, a new network robust measure with respect to the virus
attacks is proposed in this paper. Through examples, we show that spread velocity
plays an important role on the network robustness. By using the SI and SIS epi-
demic model, we analyze the robustness of homogeneous networks. The results
show that the irregularity in node degrees decreases the robustness of the networks.
Moreover, the simulation results show that the network becomes more fragile as
the average degree grows in both homogeneous and heterogeneous networks.

Keywords: Social network · Network robustness · Virus spread · Spreading
velocity

1 Introduction

As one of the typical scenarios of attacks, epidemic spreading in social network has
a huge impact on our daily activities. At present, the COVID-19 has spread all over
the world within six months [1–4]. Based on the Situation Report-133 of World Health
Organization (WHO) [5], the data as received byWHOfromnational authorities by 10:00
CEST, 01 June 2020 has shown that there are 6057853 cases confirmed as infected
globally and 371166 people dead. The robustness of complex networks against virus
attacks has become one of the most concerned topics in complex network study [6–11].

The study on epidemics has a very long history and classic epidemic models are built
to describe the virus spreading, such as the susceptible-infected (SI) model, susceptible-
infected-susceptible (SIS) model, the susceptible-infected-recovered (SIR) model [8].
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Y. Xiang et al. (Eds.): SocialSec 2020, CCIS 1298, pp. 189–200, 2020.
https://doi.org/10.1007/978-981-15-9031-3_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9031-3_17&domain=pdf
https://doi.org/10.1007/978-981-15-9031-3_17


190 B. Song et al.

Besides the epidemics, a lot of other cyberattacks exist in almost any kind of networks,
for example, the DDoS attacks on the Internet [12, 13], the cascading failures in the
power grids [14] and the epidemic spread in social networks [8]. As a malicious and
deliberate attempt by an individual (organization) to breach the information system of
another individual (organization), the attacks spread from one node to another in the
network. Once one or some components are attacked, it may cause incalculable losses
to the entire network and other related networks. Recently, the epidemic models have
been adapted to study the spread of the above cyberattacks.

Robustness of the network refers to the ability of the network to maintain a certain
degree of structural integrity and function after being subjected to a fault or attack [15].
Epidemic spreading models have been used to study the network robustness with respect
to the virus attacks. Epidemic threshold is the most commonly used measure for the
network robustness with respect to virus attack, i.e., the larger the epidemic threshold,
the more robust a network is against the spread [11, 16]. Recently, Mina Youssef [9–11]
proposed a new measure to assess the robustness of complex networks with respect to
the spread of SIS epidemics. The results shown that the proposed measure of network
robustness with respect to the virus attacks is effective for the epidemics with different
final infection scales.

Since the epidemic threshold and the final infection scale are considered to mea-
sure the network robustness, the spread velocity [17–19], as another important indicator
describing the epidemics, should also be taken into account to measure network robust-
ness. On the one hand, many epidemics will eventually achieve network-wide infection
or immunity, such as the epidemic process described by SI or SIR model. In this case,
the final infection scale of the epidemics in different networks are the same. On the
other hand, network structures show great impact on the spread velocity, i.e., the virus
spread velocity differs in different networks. In addition, the trends of spread velocity,
epidemic threshold and the final infection scale in the network are different. Therefore,
the spread velocity is one of the key factors that cannot be ignored tomeasure the network
robustness with respect to the epidemics.

In this paper, we propose a novel metric, combining the spreading velocity, the
infected population and the epidemic threshold, to measure the robustness with respect
to the virus attacks in social networks. First, we show some examples of networks where
the epidemic threshold and/or infection scale fail to assess their robustness. Then the
new metric is introduced, based on which the network robustness with respect to virus
spreading are analyzed. The simulation results show that as the average degree grows in
both homogeneous and heterogeneous networks, the network becomes more vulnerable
to the attacks. Moreover, in homogeneous networks, the network robustness increases
because of irregular connection.

The rest of this paper is organized as follows. In Sect. 2, we analyze the necessity
of putting forward the new metric, and then introduce the novel metric to quantify the
network robustness based on epidemic spread in Sect. 3. We present the simulation
results in Sect. 4, and the main conclusions and future work are summarized in Sect. 5.
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2 The Network Robustness with Respect to Epidemic Spread

Epidemic threshold is the most commonly used measure for the network robustness with
respect to the spread of epidemic, i.e., the larger the epidemic threshold, the more robust
a network is against the spread. The existed literatures shown that large BA networks
[21] consequently are more vulnerable to spread of epidemics than WS networks [20]
considering the epidemic threshold. Then the researchers found that the epidemic thresh-
old may fails to assess the network robustness, a new metric to quantify the robustness
of networks considering both the epidemic threshold and fraction of infection at steady
state was proposed in SIS epidemic model [10].

In fact, it is not comprehensive to use epidemic threshold and/or infection scale
to measure network robustness with respect to the virus attacks. For example, Fig. 1
shows the SIS epidemic spreading process in 3 different networks. We observe that the
final density of the infection nodes of BA network is smaller than the final density of the
infection nodes in theWSnetwork andRegular network, i.e., IRegular > IWS > IBA, From
the perspective of the infection scale of the steady state, BA network is more robustness
than WS network and Regular network. However, comparison of the spread velocities
shows that the spread velocity of BA network is the fastest, and the spread velocity of
regular network is much slower than that of both BA network and WS network, i.e.,
V (t)BA > V (t)WS > V (t)Regular . That is to say, one single indicator, for example, the
fraction of infection at steady state or the spread velocity, cannot accurately measure the
network robustness with respect to the virus attack.
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Fig. 1. The SIS epidemic spreading process in different networks (β=γ = 0.3).

And when the final infection densities at the steady state are the same, such as in
the SI model shown in Fig. 2, we can see that the same results of the spread velocity
of different networks in SIS epidemic model, i.e., V (t)BA > V (t)WS > V (t)Regular . As
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we all know, the epidemic threshold in the homogeneous network is larger than in the
heterogeneous network. Therefore, even in the epidemic models with the same infection
scale at the steady state, one single indicator is not enough to measure the network
robustness precisely.
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Fig. 2. The SI epidemic spreading process in different networks (β = 0.3) (Color figure online).

Moreover, due to the difference of the spread velocity, the time to reach a stable state
of epidemic spread is different. We did simulations on WS network and BA network,
Fig. 3 counts the time points when the epidemics reach steady state (T (i_max)) under
different infect rates in BA and WS networks. We can see more intuitively from Fig. 3
that the time points of reaching the steady states are different in the 2 networks, and
as the infection rate decreases, this gap becomes more and more obvious. Therefore,
under the condition of low infection probability, the difference of spread velocity in the
networks is very large.

It can be seen from the above analysis that a single indicator (epidemic thresh-
old, fraction of infection at steady state or spreading velocity) may fail to measure the
robustness of the network. Comparing the propagation processes in the three different
networks, we can conclude that the spread velocity is the fastest in the BA network, but
the infection scale is the smallest. In the WS network and the regular network, although
the spread velocity is slower, the infection scale is larger. Therefore, it is necessary
to propose a network robustness measurement considering of multiple indicators with
respect to epidemic spread.
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Fig. 3. The time of reaching the steady states of the epidemic spreading in different networks.

3 The Novel Metric to Quantify the Network Robustness Under
the Virus Attacks

Combining the epidemic threshold, propagation scale and spreading velocity together,
we propose a multiple-indicator-based measurement to quantify the network robustness
with respect to virus attacks. Supposing that in the SI/SIS epidemic model, the rate of a
susceptible node being infected by a single infected neighbor is β, and the infected node
recovered with the rate δ in the SIS model. For the sake of simplicity, we set δ=1 in the
rest of the paper. The effective infection rate is defined as τ=β/δ=β, and the density of
infected nodes at time t is described as i(t). Then the steady state of the infection under
the effective infection rate τ can be written as

i∞(τ ) = lim
t→∞ it(τ ),

we first define the cumulative infection Cit (τ ) as the sum of infection density at each
time slot under the effective infection rate τ ,

Cit (τ )=
t∑

t′=0

it′(τ ).

Taking into account of all values of τ , supposing that ts is the first time the network
reaches the stable state, the new robustness measure with respect to virus attack, RVA,
can be written as

RVA = 1

t

∫ ∞

τs

Cit (τ )dτ = 1

t

∫ ∞

τs

t∑

t′=0

it′(τ )dτ , t ≤ ts, (2.1)

where τs is the epidemic threshold.
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Introducing the effective cure rate s = 1/τ in 10, (2.1) can be rewritten as

RVA = 1

t

∫ ρ

0
Cit (s)ds= 1

t

∫ ρ

0

t∑

t′=0

it′(s)ds, t ≤ ts. (2.2)

When t = ts, the robustness of network G can be written as

RG
VA = 1

ts

∫ ρ

0
Cits (s)ds= 1

ts

∫ ρ

0

ts∑

t′=0

it′(s)ds. (2.3)

In (2.3), the length of ts represents the spreading velocity, and it(s) represents the
density of infected nodes at time t. Then the proposed RG

VA considering of epidemic
threshold, the infection scale and the spread velocity. Since ts changes under different
effective cure rate, it is hard to make statistics of ts. In order to avoid the impact of the
density of stable infection within the time period [ts, t∞] on the network robustness,
we use the imax(s) − it(s) instead of it(s) in (2.3). Therefore, the network robustness at
t-time can be written as

RVA(t) = 1

t

∫ ρ

0

t∑

t′=0

(imax(s) − it′(s))ds, (2.4)

the robustness of network G can be written as

RG
VA = 1

ts

∫ ρ

0

ts∑

t′=0

(imax(s) − it′(s))ds. (2.5)

We can see from (2.4) and (2.5) that, when t < ts, the network robustness at t-time,
RVA(t), depends on the epidemic threshold and the infection scale at time t′, t′ ∈ [0, t].
While the robustness of network G depends on the length of ts, besides the epidemic
threshold and the infection scale at time t′, t′ ∈ [0, ts]. Therefore, the shorter time it
takes to reach steady state and/or the larger the infection scale at time t′, the larger the
RG
VA is, and the more vulnerable of the network under the virus attack, accordingly.
We choose two epidemic models to analyze the network robustness, one is the epi-

demic process that the whole network is infected finally, i.e., the SI epidemic model, the
other one is that the infection density is stable at a non-1 value, i.e., the SIS epidemic
model.

Case 1.The robustness of homogeneous networkwith respect of SI epidemic spread-
ing. The state of each node in the SI model is infected or healthy, and the change of
infected individuals over time can be described as

di

dt
= β〈k〉i(1 − i). (2.6)

By separating variables, (2.6) can be written as

di

i(1 − i)
= β〈k〉dt, (2.7)
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integrating both sides of (2.7), we can obtain

ln
1 − i(t)

i(t)
= −β〈k〉t + c.

The density of the infected nodes at time t can be written as

i(t) = 1

1 + (1/i0 − 1)e−β〈k〉t . (2.8)

The final density of the infection of SI model equals to 1, i.e., i∞ = 1. Based on (2.8),
the robustness of homogeneous network G with respect of SI epidemic spreading can
be written as

RSI
VA = 1

ts

∫ ∞

τs

ts∑

t′=0

(i∞(τ ) − it(τ ))dτ

= 1

ts

∫ ∞

τs

ts∑

t′=0

(1 − 1

1 + (1/i0 − 1)e−β〈k〉t′ )dτ .

. (2.9)

Case 2. The robustness of homogeneous network with respect of SIS epidemic
spreading. Ignoring the degree correlations of nodes in homogeneous network, the
density of infected nodes at time t, i.e., i(t), satisfies (2.10)

di

dt
= −i + β〈k〉i(1 − i). (2.10)

Integrating both sides of (2.10),

∫ t

0
dt =

∫ i(t)

i0

1

−i + β〈k〉i(1 − i)
di, (2.11)

then (2.11) can be rewritten as

t = 1

β〈k〉 − 1

∫ i(t)

i0

1

i
di + β〈k〉

β〈k〉 − 1

∫ i(t)

i0

1

β〈k〉 − β〈k〉i − 1
di, (2.12)

we can obtain that

e(β〈k〉−1)t = i(t)

β〈k〉 − β〈k〉i(t) − 1

/
i0

β〈k〉 − β〈k〉i0 − 1
,

i(t)

β〈k〉 − β〈k〉i(t) − 1
= i0e(β〈k〉−1)t

β〈k〉 − β〈k〉i0 − 1
,

i(t)(β〈k〉 − β〈k〉i0 − 1) = i0e
(β〈k〉−1)t(β〈k〉 − β〈k〉i(t) − 1).
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The density of the infected nodes at time t can be written as

i(t) = (β〈k〉 − 1)i0e(β〈k〉−1)t

β〈k〉 − β〈k〉i0 − 1 + i0β〈k〉e(β〈k〉−1)t
. (2.13)

Let (2.10) equals to 0, we can get

di

dt
= −i + β〈k〉i(1 − i)=0,

when τ = β
δ

= β > τc, the infection density of the final stable state is

i∞ = 1 − 1

β〈k〉 . (2.14)

Based on (2.13) and (2.14), the robustness of homogeneous network G with respect of
SIS epidemic spreading can be written as

RSIS
VA = 1

ts

∫ ∞

τs

ts∑

t′=0

(i∞(τ ) − it(τ ))dτ

= 1

ts

∫ ∞

τs

ts∑

t′=0

(1 − 1

β〈k〉 − (τ 〈k〉 − 1)i0e(τ 〈k〉−1)t′

τ 〈k〉 − τ 〈k〉i0 − 1 + i0τ 〈k〉e(τ 〈k〉−1)t′ )dτ (2.15)

We present the numerinal solutions of (2.9) and (2.13) in Fig. 4 and Table 1. We can see
that as the average degree of the network grows, the network becomes more vulnerable
to the virus attack. Figure 4 shows the robustness at t-time (t < ts) in homogeneous
network with respect to SI and SIS epidemic spreading.

(a) SI model                                   (b) SIS model
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Fig. 4. The robustness of homogeneous networks at t-time with respect to SI epidemic spreading
(Fig. 4(a)) and SIS epidemic spreading (Fig. 4(b)). (β = 0.2, δ = 1)
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Table 1. The robustness of homogeneous network G with respect to SI and SIS epidemic
spreading.

Network Robustness <k> = 4 <k> = 6 <k> = 8

RSIVA 0.1454 0.2798 0.3502

RSISVA 0.1261 0.2106 0.2777

4 Simulations

In this section,Monte-Carlo simulations are used to further explore the robustness of dif-
ferent networks with respect to the virus attacks. Simulations are carried out in different
networks with N = 500 nodes. All the simulations are averaged over 500 runs.

First, the simulations are carried out in WS small-world networks with the rewiring
rate p. Based on the construction algorithm of the WS model, at the beginning, the
network is a regular graph, and then randomly reconnects each edge in the network
with probability p, that is, one endpoint of the edge remains unchanged, and the other
endpoint is taken as the network. In the above model, p = 0 corresponds to a completely
regular network, p = 1 corresponds to a completely random network, and the transition
from a completely regular network to a completely random network can be controlled
by adjusting the p value. We capture a set of networks where the rewiring rate p changes
from 0 to 1 and analyze the robustness of these networks. The examples of networks
are of the same average degree, i.e., <k> = 6, and almost have the same epidemic
thresholds, in which the epidemic threshold hardly works on measuring the network
robustness.

Figure 5 shows the network robustness RG
VA of different networks. In SIS epidemic

model (red circle), we can see that as p grows, RVA becomes larger, that is, the network
becomes more vulnerable. When p = 0, the network has a small value of RVA, that is
because in regular network (p= 0), the virus spreads very slowly, as shown in Fig. 2, that
is to say, the spread velocity plays a greater role on measuring the network robustness
than the steady infection. In SI model (blue circle), both the epidemic threshold and the
steady infection are the same, then our robustness measure of network is only related to
the spread velocity. We can see that from Fig. 5 that the robustness of regular network is
smaller than other networks due to the slow spread velocity. However, the WS networks
and random network are almost have the same robustness as the difference of spread
velocity is small in these networks.

We further count the network robustness at time t (t< ts), the result in Fig. 6 shows a
better robustness at time t in regular network. As p increases, the robustness of network
at time t increases, i.e., the network becomes more fragile.

The simulations are also carried out in BA networks with different average degree
<k>, we can see from Table 2 and Fig. 7 that BA network becomes more vulnerable
to the virus attacks as the average degree of the network grows. In addition, compared
with the results in Table 1, BA networks shows stronger robustness than the homoge-
neous networks with the same average degree. Although the irregularity in node degrees
decreases the robustness of the WS networks, as shown in Fig. 5 and Fig. 6, we can
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Fig. 6. The robustness of WS networks at t-time with respect to SI epidemic spreading (Fig. 4(a))
and SIS epidemic spreading (Fig. 4(b)). β = 0.25

still conclude that the robustness of BA network is not always weaker than that of WS
network based on our robustness measurement.

Table 2. The robustness of BA network with respect to SI and SIS epidemic spreading.

Network Robustness <k> = 4 <k> = 6 <k> = 8 <k> = 10

RSIVA 0.5589 0.5594 0.6035 0.7053

RSISVA 0.0101 0.0115 0.1223 0.1643

Based on the measurement proposed in this paper, the simulation results show that in
both homogeneous and heterogeneous networks, the network becomes more vulnerable
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(a) SIS epidemic model                                   (b) SI epidemic model
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Fig. 7. The robustness of BA networks at t-time (t < ts) with respect to SI epidemic spreading
(Fig. 4(a)) and SIS epidemic spreading (Fig. 4(b)). β = 0.15

as the average degree grows. In homogeneous networks, the robustness of networks with
respect to virus spreading decreases as p increases, i.e., the irregularity in node degrees
makes the network vulnerable.

5 Conclusion

Considering the spread velocity, the epidemic threshold and steady infection, a new
robustness measure with respect to virus attacks in social networks is proposed. Simu-
lation results show that the network becomes more vulnerable to the virus attacks as the
average degree of the network grows in both homogeneous networks and heterogeneous
networks. Our new measure confirms that the irregularity in node degrees decreases the
robustness of the homogeneous networks. In the futurework, wewill focus on the heuris-
tic to compute the RVA for large networks with high accuracy. Moreover, the impact of
other characteristics of network, e.g., clustering coefficient, weight distribution, on the
network robustness will also be analyzed.
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Abstract. Alzheimer’s disease is a major disease that endangers people’s health.
Its occurrence and development involve complex biological systems in the human
body. Traditional Chinese medicine pays attention to comprehensive regulation
and control, which is in line with complex biological systems. With thousands
of years of history, some classic pharmaceutical formulas and prescriptions have
been formed. Through in-depth mining of Chinese medicine data for treating
Alzheimer’s disease, we extract the drug attributes of traditional Chinesemedicine
prescriptions for treating Alzheimer’s disease, and using machine learning meth-
ods and deep learning methods to model and analyze the properties of medicines,
at the same time mining effective drug attributes. The model can also predict the
effectiveness of new Chinese medicine prescriptions for treating Alzheimer’s dis-
ease. In this paper, different machine learning algorithms are used to model the
drug properties in traditional Chinese medicine prescriptions. The highest accu-
racy of themodel can reachmore than 62%. The experimental results show that the
method proposed has certain research value and prospect in the study of traditional
Chinese medicine.

Keywords: Alzheimer’s disease · Traditional chinese medicine ·Machine
learning

1 Introduction

Alzheimer’s disease(AD) is a neurodegenerative disease characterized by cognitive and
memory dysfunction. According to World Health Organization (WHO) statistics, there
are currently nearly 50 million dementia patients worldwide, and the global cost of
treatment is about $100 billion per year. The number of this patient population may
reach 150 million by 2050, and the cost of treatment will reach 200 billion US dollars
per year by 2030. Therefore, AD has become the third major disease that seriously
threatens the health of the elderly after cardiovascular diseases and malignant tumors,
and its research has been a hot spot in the international medical community.

© Springer Nature Singapore Pte Ltd. 2020
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Traditional Chinese medicine (TCM) has a long history in treating AD and has
accumulated a lot of treatment experience. Although there is no record of “Alzheimer’s
disease” in ancient medical books, there are records of “forgetfulness”, “idiot”, “demen-
tia” and other symptoms. TCM believes that dementia is caused by marrow depletion
and brain elimination, and can be divided into a variety of syndrome types such as
insufficient marrow sea, phlegm dampness, and internal stasis. Its classic prescriptions
include “Kaixinsan”, “Smart Soup”, “Yizhi Soup”, “Dihuang Yinzi” and so on.

With the rise andwidespread application of big data technology andmachine learning
technology, machine learning and even deep learning can provide strong support for
TCM research. The amount of information in TCM and its prescriptions is large, so
the idea based on big data, using machine learning and deep learning-related models to
discriminate the underlying characteristic information of the data and find a reasonable
and efficient combination of agents is a feasible analysis method, but it also has far-
reaching research significance and broad development prospects.

2 Related Work

In recent years, many researchers have conducted in-depth research and clinical trials
on the treatment of Alzheimer’s disease with TCM. Researchers have summarized the
treatment of Alzheimer’s disease with TCM through literature and a large number of
experiments. Li et al. [1] summarized the work on the use of TCM in the treatment of
Alzheimer’s disease in recent years, including the influence and mechanism of various
TCM on animal models and cell models. Sun et al. [2] summarized the pharmacological
effects of TCM in the treatment of senile dementia and other diseases in recent years. By
some researchers’ study of TCM contains compounds to find the natural active ingredi-
ents for the treatment of AD, for example some flavonoids, Gao et al. [3] summarized
the flavonoids isolated from TCM in recent years and its mechanism of action, research
shows that flavonoids drugs in the future may become a kind of effective drug of AD.
Ping et al. [4] introduced the history and experience of TCM in the treatment of AD,
and analyzed the advantages of TCM in the treatment of AD from the aspects of the
etiology of AD, TCM trerapy, and herbal extracts for the treatment of AD. Acetyl-
cholinesterase inhibitors (AChEI) are the first FDA-approved drugs for the treatment
of mild to moderate Alzheimer’s disease. Most of these drugs, such as huperzine, were
first isolated from TCM. Lin et al. [5] based on the Ellman method, the AChE inhibitory
activity of traditional Chinese herbal extracts for insomnia and brain function disorders
was detected. The experimental results show that these TCM have great potential for
the treatment of AD. HupA is one of an effective AChEI. Jiang et al. [6] reviewed the
clinical, pharmacological, chemical and biological structure of HupA.

With the development of the large data analysis and machine learning technology,
machine learning and artificial intelligence technology also play an important role in
disease treatment, Andong et al. [7] used smartphones combined with machine learning
method to quantify the Parkinson’s disease, Spathis et al. [8] with the help of machine
learning methods, asthma and chronic obstructive pulmonary disease in diagnosis and
clinical trials, The results show that the machine learning method has a high accuracy
rate, reaching 97.7% in the diagnosis of asthma. Vijayan et al. [9] summarized the
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diagnosis and prediction of diabetes using machine learning methods, and compared
the experimental results of different machine learning algorithms. There are also many
studies on machine learning in the treatment of Alzheimer’s disease. Christian et al.
[10] used the machine learning method to identify and diagnose the related biomarkers
in MRI, so as to find the early Alzheimer’s disease and carry out timely defense and
treatment. Joshi et al. [11] established a classification model of Alzheimer’s disease by
using neural networks, and found that certain specific factors have a greater impact on
Alzheimer’s disease. Machine learning method is also used in TCM in the treatment of
Alzheimer’s research, Pang et al. [12] collected 13 kinds of prescriptions of traditional
Chinese medicines in the treatment of AD and the AD 25 related targets, selection of
7 kinds of typical Chinese herbal medicine for machine learning classification model,
and study by machine learning model target projections for the active components of
TCM prescription, this method offers a new way for TCM research and development,
but the lack of amass of data analysis, and an overall analysis of TCMprescription. Chen
et al. [13] used deep learning and random forest method to study the Chinese medicine
candidates to find the best Chinesemedicine formula for the treatment of senile dementia,
but this method is only for glycogensynthase kinase 3 (GSK3).

3 Methodology

3.1 Properties of TCM

The nature, flavor and channel tropism of TCM are the core parts of the theoretical
system of TCM. Nature, flavor and channel tropism are attributes of a drug.

According to the 2015 edition of the Chinese Pharmacopoeia, there are five types of
nature of drugs: “calm”, “cold”, “hot”, “warm”, “cool”. These natures are the predeces-
sors in the long-termobservation and experience summary on the yin-yang reconciliation
and cold and temperature adjustment of the human body. For example, if the patient has
evidence of “hot” such as fever, dryness, etc., it is better to choose “cool” or “cold”
drugs during treatment, such as Coptis chinensis, Rhizoma Anemarrhenae, etc. These
can reduce or eliminate symptoms.On the contrary, if the patient shows “cold” symptoms
such as cold hands and feet, chills, pale complexion and other symptoms of deficiency
and cold, it is better to choose “warm” or “hot” drugs such as dried ginger and aconite.
That is basic principles of TCM recorded in the Huangdi’s Internal Classic, “Warms the
cold and cools the hot”.

There are six types of flavor of drugs: “pungent”, “sweet”, “sour”, “astringent”, “bit-
ter”, “salty”. There are two ways to determine the “flavor” of drugs, one is to directly
taste the actual taste of drugs, and the other is to observe the different effects of drugs
on the human body based on long-term experience, and summarize the theory of drug’s
“flavor”. For example, “pungent” drugs make patients sweat and promote blood cir-
culation, such as ginger, Radix Aucklandiae, Flos Carthami. And “sweet” drugs have
the effect of treating deficiency and relieving pain, such as Ginseng, Radix rehmanniae
preparata, Radix Glycyrrhizae.

There are six types of flavor of drugs: “pungent”, “sweet”, “sour”, “astringent”, “bit-
ter”, “salty”. There are two ways to determine the “flavor” of drugs, one is to directly
taste the actual taste of drugs, and the other is to observe the different effects of drugs
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on the human body based on long-term experience, and summarize the theory of drug’s
“flavor”. For example, “pungent” drugs make patients sweat and promote blood cir-
culation, such as ginger, Radix Aucklandiae, Flos Carthami. And “sweet” drugs have
the effect of treating deficiency and relieving pain, such as Ginseng, Radix rehmanniae
preparata, Radix Glycyrrhizae.

There are eleven types of channel tropism of drugs: “heart channel”, “kidney chan-
nel”, “lung channel”, “liver channel”, “spleen channel”, “stomach channel”, “gallbladder
channel”, “large intestine channel”, “bladder channel”, “tri-jiao channel”. In TCM, the
role of drugs is closely linked to the internal organs in order to illustrate the selectivity of
drugs for certain parts of the body. For example, some drugs with eyesight effects belong
to “liver channel”. Drugs that can treat sores in the tongue belong to “spleen channel”.
There are also drugs that can belong to multiple channels, such as Radix Angelicae
Sinensis can belong to “heart channel”, “liver channel”, and “spleen channel”.

3.2 Data Processing

Collection and Validity Labeling of TCM Prescriptions. This article extracts 224
prescriptions from China HowNet, Weipu, Wanfang and other eligible libraries from
1988 to the present.

According to the data of each prescription in the literature, the proportion of the
number of patients with effective treatment to the total number of patients, is regarded
as the effective rate of prescription. The prescriptions with an effective rate greater than
or equal to 85% are labeled as the category with better effect, and the sample labels are
marked as ‘1’, the prescriptions with an effective rate less than 85% are labeled as the
category with average effect, and the sample labels are marked as ‘0’.

Standardized Data of Drugs. According to Sect. 3.1, drugs have five nature types, six
flavor types, and eleven channel tropism types. If a certain drug has one of the above
attributes, set the attribute to “1”, otherwise set to “0”. For example, Radix rehman-
niae preparata is “warm”, “sweet” and it belongs to “kidney channel” and “liver chan-
nel”, so we set “00010” as nature attributes in the order of “calm, cold, hot, warm,
cool”, set “010000” as flavor attributes in the order of “pungent, sweet, sour, astrin-
gent, bitter, salty” and set “01010000000” as tropism channel attributes in the order
of “heart channel, kidney channel, lung channel, liver channel, spleen channel, stom-
ach channel, gallbladder channel, large intestine channel, bladder channel, trijiao chan-
nel”. Then the standardized data corresponding to Radix rehmanniae preparata is the
code “0001010000001010000000” with 22 bits. For other drugs, the corresponding
standardized data can be obtained in the same way.

Standardized Data of Prescriptions. According to previous section, each drug in a
prescription are replaced with a 22 bits code. Since the collected prescriptions contain
a maximum of 18 drugs, we supplement the prescriptions of less than 18 drugs to
18 that set all the supplemented medicine codes to “0000000000000000000000”. The
final standardized data length of each prescription is 18 * 22. These can be used for
deep learning through simple reshape processing. We ended up with a data set of 224
prescriptions.
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3.3 Training Method

Multilayer Perceptron. Multilayer perceptron is a kind of artificial neural network
with forward structure. It can get a set of corresponding output vectors from a set of
input vectors. The layers of the multilayer perceptron are fully-connected layers, that
any neuron in the previous layer is connected to all neurons in the next layer. The
multilayer perceptron has a three-layer structure: an input layer, hidden layers, and
an output layer, which are constructed in this order. Figure 1 is a simple multilayer
perceptron model. The ordinary perceptron can only solve the linear separable problem,
and the multilayer perceptron can solve the non-linear separable problem, which greatly
improves the network performance.

Fig. 1. Simple multilayer perceptron model.

In the paper, the input of multilayer perceptron is a two-dimensional feature matrix
of sample, and the output is a one-dimensional vector of sample labels. An example is
shown in Fig. 2.

Fig. 2. IO of multilayer perceptron.

Convolutional Neural Network. Convolutional neural network is a kind of feedfor-
ward neural network. A basic convolutional neural network consists of three distinct
layers: a convolutional layer, a pooling layer, and a fully-connected layer. The convo-
lutional layer is the core layer of the convolutional neural network, which is used to
remember the characteristics of the network. The pooling layer is periodically inserted
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between consecutive convolutional layers. Its role is to reduce the spatial size of the data
volumeandmake the resources required for calculationbecome less. The fully-connected
layer is placed after the convolutional layer and the pooling layer. What the fully con-
nected layer completes is to highly refine the features to complete the final classification
or regression. Figure 3 shows an example of a convolutional neural network.

Fig. 3 Simple convolutional neural network.

In the paper, the input of convolutional neural network is a two-dimensional feature
matrix of sample, and the output is a one-dimensional vector of sample labels. An
example is shown in Fig. 2.

Support Vector Machines. Support vector machines (SVM) is a binary classification
model. Its basic model is a linear classifier with the largest interval defined in the feature
space. The largest interval makes it different from the perceptron; SVM also includes
kernel techniques. This makes it a substantially non-linear classifier. SVM’s learning
strategy is to maximize the interval, which can be formalized as a problem for solving
convex quadratic programming, which is also equivalent to the minimization of the
regularized hinge loss function. The learning algorithm of SVM is an optimization
algorithm for solving convex quadratic programming.

In the paper, the input of support vectormachines is a two-dimensional featurematrix
of sample, and the output is a one-dimensional vector of sample labels. An example is
shown in Fig. 4.

Fig. 4. IO of support vector machines.

4 Experimental Results and Analysis

4.1 Experimental Results

Multilayer Perceptron. The multi-layer perceptron model used in the experiment is
shown in Fig. 1.
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The model’s input data is 18 in height and 22 in width. There are two hidden layers,
each with 32 nodes and a dropout rate of 0.8. The hidden layer uses relu as the activation
function and the output layer uses softmax as the activation function. The cross-entropy
function is used as the loss function, and the Adam algorithm is used as the optimization
algorithm. The learning rate is set to 0.001. The data set is divided using the“hold-out”
method. The number of training sets is 174, the number of test sets is 50, and the number
of training rounds is 80. There are 560 steps in total. The specific parameters are shown
in Table 1.

Table 1. Multilayer perceptron parameters.

Parameter type Value/Method

Dropout rate of hidden layers 0.8

Activation function of hidden layers Relu function

Activation function of output layer Softmax function

Loss function Crossentropy function

Optimizer algorithm Adam algorithm

Learning rate 0.001

The dropout rate of the hidden layer refers to the probability that the nodes of the
hidden layer are retained. Adjust this parameter to prevent overfitting.

The activation function of the hidden layer (/output layer) refers to the function that
controls the output of the hidden layer (/ output layer) node.

The loss function is a function used to measure the quality of the model’s prediction.
It represents the degree of gap between the prediction result and the actual data.

The optimizer algorithm is an algorithm that reduces the loss function to find the
optimal solution of themodel. The learning rate is the step size of the optimizer algorithm
and determines whether the loss function can converge to the optimal solution under the
optimizer algorithm.

The experimental results are shown in Fig. 5 and Fig. 6.

Fig. 5. The variation trend of accuracy on training set and test set.
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Fig. 6. The variation trend of loss in training set and test set.

According to Fig. 5 and Fig. 6, after 550 rounds of training, the loss function of the
multilayer perceptron on the training set converges to 0.1–0.3, and the accuracy (pre-
diction accuracy) converges to about 95%, which shows that the muti-layer perceptron
can be fitted on the training set and has a good classification results. It can be seen that
the loss function on the test set cannot converge, shows an upward trend. And its acc
also fluctuates around 0.57. This suggests that the network has overfitted. Generally, the
causes of overfitting include too complex model, too few samples, unreasonable hypoth-
esis model. After re-dividing the data set and simplifying the network, the experiment
was repeated. However, the experimental results still show overfitting. Therefore, it is
determined that the data set is too small resulting in overfitting.

Convolutional Neural Network. The Convolutional neural network used in the exper-
iment is shown in Fig. 7.

Fig. 7. The Convolutional neural network.

The model’s input data is 18 in height, 22 in width and 1 in depth. The network
contains four sets of convolutional layers and pooling layers, and a fully connected
layer. The four convolutional layers contain 32, 64, 64, 32 filters, the filter size is 1 * 1,
the pooling layer filter size is 1 * 1, the number of fully connected layer nodes is 32, and
the dropout rate is 0.8. The convolutional layer uses relu as the activation function and
the output layer uses softmax as the activation function. The cross-entropy function is
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used as the loss function, and the Adam algorithm is used as the optimization algorithm.
The learning rate is set to 0.001. The data set is divided using the “hold-out” method.
The number of training sets is 164, the number of test sets is 60, and the number of
training rounds is 80. There are 720 steps in total. The specific parameters are shown in
Table 2.

Table 2. Convolutional neural network parameters.

Parameter type Value/Method

Dropout rate of hidden layers 0.8

Activation function of hidden layers Relu function

Activation function of output layer Softmax function

Loss function Crossentropy function

Optimization algorithm Adam algorithm

Learning rate 0.001

The experimental results are shown in Fig. 8 and Fig. 9.

Fig. 8. The variation trend of accuracy on training set and test set.

According to Fig. 8 and Fig. 9, after 700 rounds of training, the loss function of
the convolutional neural network on the training set converges to 0.35, and the accuracy
(prediction accuracy) converges to about 90%,which shows that the convolutional neural
network can befitted on the training set and has a good classification results. It can be seen
that the loss function on the test set shows an upward trend, and its acc also fluctuates.
This shows that the network has overfitted, too. And it is determined that the overfitting
should occur because the data set is too small.



212 J. Lu et al.

Fig. 9. The variation trend of loss in training set and test set.

Support Vector Machines. The algorithm used in this section is NuSVC. The input
data width of the model is 22. The upper limit (Nu) of the error rate in the training set
training is set to 0.5, Nu is an upper bound on the fraction of training errors, which
ranges from (0,1). The kernel function is set to a Gaussian kernel function ‘rbf’. And the
gamma value is set to ‘auto’, gamma is a coefficient of the kernel function, which reflects
the influence of each training sample, the default value is ‘auto’, which is 1/number of
features.

We made the training set: test set = 3:1, and we used the k-fold cross-validation
method to train the NuSVC model on the training set, where k = 8. The training results
are shown in Fig. 10. Using the trained model to predict on the test set, the accuracy was
62.5%.

Fig. 10. Cross-validation results of NuSVC.

NuSVC’s prediction results on the test set have slightly improved. And according
to Fig. 10, it can be seen that NuSVC’s performance in the cross-validation method is
relatively stable, mostly not less than 60%. This experiment shows that there is feasibility
of applying support vector machines to the data set and problem.
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4.2 Results Analysis

In the problem of predicting the effectiveness of TCM prescriptions, the multi-layer
perceptronon the training set increaseswith the number of training steps, the loss function
value decreases and converges to about 0.2, and the accuracy increases and converges
to about 0.95. This reflects that the multilayer perceptron algorithm is feasible to fit the
effectiveness predictions of TCM prescriptions. However, on the test set of the trained
multi-layer perceptron, both the loss function value and the accuracy rate fluctuated
greatly, which indicates that the training results appear to overfitted.

The experimental results of the convolutional neural network are similar to the mul-
tilayer perceptron. The reasons for overfitting include too many parameters, too compli-
cated model, the number of samples that is too small, and the assumedmodel which can-
not reasonably exist. After trying the methods of re-dividing the data set and simplifying
the network, over-fitting will continue to occur in the end.

Thenumber of input layer nodes,which is the sample feature dimensions, of these two
types of neural networks is 396 (22 * 18). During the experiment, the trained parameters
will be several times that of 396, especially the convolutional neural network. In contrast,
the data set has a total of 224 samples, and the training set under the leave-out method
has only 168 samples. Therefore, it can be considered that too few samples lead to
overfitting.

The 22 features’ value of the 18 herbs in the prescription were added up to reduce the
396-dimensional features to 22 dimensions. SVM algorithms are used to learn and train
the simplified sample data set and observe its effect. The accuracy of SVM on the test
set is more than 60%, which proves that the effectiveness of TCM prescriptions could
be predicted by machine learning algorithms.

5 Conclusion

In this paper, the effectiveness of TCM against AD was analyzed by using machine
learning and deep learning methods. The main work of this paper included the estab-
lishment of a data set of TCM against AD and the analysis of the attributes of TCM by
using machine learning methods. In this paper, 22 properties of each drug were extracted
for modeling. Due to the small number of data samples, the neural network model per-
formed poorly on the test set, but SVM performed well on the test set. In future work,
we will focus on using machine learning methods for modeling, and we will also use
data enhancement methods to expand data sets.
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Abstract. The fake cell test shall be an important method to research the network
information or privacy safety in many scenarios. This article will discuss the
possibility of a proposal that how to conduct a fake cell test based on the 5G NR
radio control layer message. By using the redirection (cell reselection priority)
method, the UE (user equipment) shall be redirected to a specified cell which is
described by the ARFCN [1] (absolute radio frequency channel number) and Cell
ID. The radio resources control (RRC) layer, which is responsible for the cell
camp, selection and reselection operations [2]. Also, the RRC message can be
easily decoded by some open-source software, which means that the intruder can
obtain the details of the target cell and construct a fake one. The intruder shall
be able to catch the user’s data and extract the privacy information. Especially
with the development of automobile networks, mobile communication has been
widely used on V2X, and the hacking of vehicles is considered more destructive
than using mobile phones. The paper introduces a test method of the fake cell and
successfully builds the fake cell to test, which also illustrates the limitation of this
kind of fake cell test.

Keywords: Fake cell · 5G new radio · Cell redirection · Radio Resource Control

1 Introduction

From GSM to NR, cellular networks have taken a big step forward. There is no doubt
that LTE or NR networks are sufficient to meet human’s private requirements for data
transmission. However, the problem is with 2G, or GSM, which is the oldest mobile
system in the currently operating network system.

Due to the design time of GSM, Ericsson and Nokia [3] did not fully consider the
development of network security. Since then, although we have the substitution of GSM
like EDGE,WCDMA, it still plays an important role during this period. To give a specific
example, due to the failure of TD-SCDMA technology, the China CMCC network 3G
mode is nearly dysfunctional, so GSM serves as a network backup solution, and it is
necessary to provide CS (circuit-switched) connection whenever the UE does. As the
oldest system, GSM is considered an ideal intrusion tool for cellular systems.
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In this paper, we proposed a newmethodology of conducting the fake cell attack that
focus on connection between the GSM and 4G/5G. After decoding the specificmessages
of RRC, it is possible to know the redirecting cell information and construct the fake
cell and wait for the UE to attach.

2 Inter-RAT Mobility and Methods of UE

RAT stands for radio access technologies, and inter-RAT mobility means cooperation
among the different network systems [4]. For example, sometimes, the UE may need
to be transferred from one system to another with or without connection suspension.
The connection between the NR network and GSM is not so clear, but it is possible
for a UE to switch from the NR network to the GSM network. One of them is called
handover. For any UE in the status of RRC (radio resource control) connected, the RAN
(radio access network) [3] controls its mobility, which means the UE must follow the
instructions from the network. In order to better control those UEs, the network will
periodically require the UEs to perform cell measurements and help them to move from
a bad network to a good one, this process is called handover. Generally, RAN considers
that GSMcell as low priority to be handover to but sometimesGSMhas a better coverage
and RSRP (Received Signal Reference Power, the RSRQ parameter is not applied to the
GSM network), which helps GSM cell raise its the cell priority. e.g. The UE is shifting
from good LTE coverage to poor LTE coverage with good GSM coverage. Then, the
network will help the UE to transfer from the LTE cell to the GSM cell [2].

Another method is called redirection or cell reselection priority interference. As
shown from the overview of the system, LTE and NR networks do not provide CS
connectivity. In LTE, it uses the CS fallback and VoLTE (Voice over LTE) as a remedy
for the lack of CS during incoming and outcoming voice [5]. For NR, VoNR is still
under construction. In more cases, it drops the UE to LTE, and then decides to use CS
fallback or VoLTE according to the network situation. From the perspective of RRC,
whenever the network needs aCS fallback solution, it shall send anRRCCONNECTION
RELEASE message with redirectedCarrierInfo included. Alternatively, it shall use the
cellReselectionPriorities to control theUE cell selection procedure during the idlemode,
it has the same function with redirection as well as providing a specific priority order
for a set of available cells [4]. A typical redirectedCarrierInfo message entity structure
is as follows:
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RedirectedCarrierInfo ::= CHOICE { 

nr CarrierInfoNR, 

eutra RedirectedCarrierInfo-EUTRA, 

... 

} 

RedirectedCarrierInfo-EUTRA ::= SEQUENCE { 

eutraFrequency ARFCN-ValueEUTRA, 

cnType ENUMERATED {epc,fiveGC} OPTIONAL -- Need N 

} 

CarrierInfoNR ::= SEQUENCE { 

carrierFreq ARFCN-ValueNR, 

ssbSubcarrierSpacing SubcarrierSpacing, 

smtc SSB-MTC OPTIONAL, -- Need S 

... 

} 

Fig. 1. NR RRC RedirectedCarrierInfo Structure is generally included in the RRC CONNEC-
TION RELEASE message optionally to specify the target frequency of cell [4]

The cellReslectionPriorities is given as if the network wants to override the cell
priorities which were broadcast by SIBs (system information blocks). This is used to
control the cell selection/reselection procedures for UE in idle mode. The definitions
can be found in the specification TS 38.304 NR: User Equipment (UE) procedures in
idle mode. A typical cellReselectionPriorities message entity is displayed as Fig. 2:

CellReselectionPriorities ::= SEQUENCE { 

freqPriorityListEUTRA FreqPriorityListEUTRA OPTIONAL, -- Need M 

freqPriorityListNR FreqPriorityListNR OPTIONAL, -- Need M 

t320 ENUMERATED {min5, min10, min20, min30, min60, min120, min180, 

spare1} OPTIONAL, -- Need R 

... 

}

Fig. 2. NR RRC CellReselectionPriorities structure can be used to adjust the cell priorities so
that to control the cell selection/reselection procedure for UE in the idle mode [4]

3 Feasibility Analysis of Redirection Method to a GSM Cell
from 5G NR Network

As mentioned above, under the current configuration of the network, there are two
methods for moving a UE from NR to GSM. However, the handover method will not be
taken into consideration in this article. The reasons are below [6]:
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Fig. 3. 5G provides somany construction plans for the better development, and the voice Solution
options are various [3]

a. The handover procedure is completely conducted under UE RRC connected status
whose mobility is controlled by MME. The hacking behavior to the core network is
not as easy as implementing a fake cell.

b. To ensure the data communication continuity, the data and channel synchronization
is necessary. The intruder cannot perform these by himself.

c. The trigger conditions of handover are stricter, by including the measurements
results, loading balance, and system overall configurations.

What we shall focus on is the redirection method, the redirection method is usually
used in the CS fallback solution. Figure 3 provides detailed information about the 5G
construction architecture, the first one is NSA (non-standalone). NSA aims to expand
the coverage of 5G by using existed core network systems. For example, when a UE
needs call service in the NR network, it shall be dropped to the LTE system. Then, the
LTE system shall evaluate the current network situation and channel quality to determine
whether a VoLTE conversion can be conducted. If the channel quality is poor, or, the IMS
system loading is high, the LTE system shall initiate the CS fallback with redirection
technology.

From this perspective, it is possible to move a UE from NR to GSM/UMTS with-
out any user’s manual configuration. On the other hand, we can find the specification
descriptions of RRC release sending prerequisites (Table 1):

Table 1. Prerequisite of RRC Release Message [2]

Message P A-I A-C

RRCRelease + – –

Where, P stands for messages that can be sent (unprotected) prior to AS security
activation. A – I means messages that can be sent without integrity protection after AS
security activation. A – C refers that messages that can be sent unciphered after AS
security activation. Although, the redirectedCarrierInfo is a field that can be included in
the messages, another annotation indicates: Justification for P: If the RRC connection
only for signaling not requiring DRBs or ciphered messages, or the signaling connection
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has to be released prematurely, this message is sent as unprotected.RRCReleasemessage
sent before AS security activation cannot include deprioritisationReq, suspendConfig,
redirectedCarrierInfo, cellReselectionPriorities information fields [4].

This sentence indicates that redirectedCarrierInfo should be strictly protected. Gen-
erally, information is encrypted with AS security (the cryptographic algorithm used
is usually optional, such as RSA or AES, but they are safe and reliable). However, if
the intruder owns a cellphone with test mode, the information may be visable to him.
Modem designers (Qualcomm, Hisilicon, etc.) often use log catcher software to ana-
lyze and debug the modem system issues. In this kind of software, information can be
decoded correspondingly with other open-source software like 3GPP decoder [7].

Fig. 4. CS Call Request in E-UTRAN, Call in GERAN/UTRAN without PS HO [5]

The distributed redirectedCarrierInfo messages are generally changeable on the
scope of large area and a long time, but they are also stable on the scope of a small
area (typically, a microcell coverage) and instant. The fake cell coverage does equal to a
femtocell coverage (50–200 m) because of the strong requirement of concealment. The
large area unauthorized usage of LFB (licensed frequency band) is easy to be detected.

The intruder shall use a cellphone to dial a cs fallback call with CMCC service firstly,
to do this, he needs to switch off the VoLTE function in his phone setting to ensure the
call will be outgoing under GSM or UMTS network. After this, he shall be able to catch
the system log and find the redirectedCarrierInfo field within it. Figure 4 gives you the
full procedure details of CS fallback.
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In this procedure, the intruder can obtain the specific redirected cell info from step
3b and then implement a GSM fake cell with the same cell ID and ARFCN, as Fig. 1
displayed, the redirectedCarrrierInfo only specifies the carrier frequencies. With no
other authentication information, or, the GSM system authentication method is not
secure enough. The next part of this article introduces the implementation method of
an openBTS fake cell system. Also, if a fake cell had been set up in the same area that
intruder got the information, the UE has no ability to distinguish the real one and the
fake one. On the other hand, by the descriptions of RR management protocol (radio
resource management in GSM), once MTS (mobile terminal station) connected to the
cell, it could not release the RR connection by itself unless the situation of the radio link
failure.

A condition shall be supposed: an intruder has successfully obtained the redirected
information of a microcell and he has built a fake cell with the same cell information and
there are many users here who are undergoing CS calls including MO (mobile oriented)
and MT (mobile terminated). The result shall be: some of the users may connect to the
fake cell during the MT procedure, the MT one is similar to the MO procedure [5].

However, the UE may camp to the fake one and initiate the CS call by waiting for
the CC_ALERT message. Definitely, the fake cell system does not have a connection
to the core network and cannot deliver the CC_ALERT message to the UE. With timer
expiry, the UE considers the CS call failure and the GSM cell should confirm it and then
let UE move to newer RAT by using redirection or handover. Alternatively, it releases
the RR connection and leave UE to reselect to LTE or NR.

The issue is, the fake cell wants UE to attach on it and it never releases the RR
connection. The hackedUEmust keep the connection until leaving the fake cell coverage.
In some extreme situations, this may get worse. For example, the network considers
ARFCN 1800 is good for UE to conduct the CS call because it has a low payload, but all
UE which received with this information may redirect to the fake 1800 one, this could
lead to the lower loading of real one. Finally, the network shall redirect more UEs to the
ARFCN 1800 and jump into a bad loop until humanity intervention (Fig. 5).

4 The Implementation of Fake Cell with OpenBTS

OpenBTS (OpenBaseTransceiver Station) is a software-basedGSMaccess point, allow-
ing standard GSM-compatible mobile phones to be used as SIP endpoints in Voice over
IP (VoIP) networks. OpenBTS is an open-source software developed and maintained
by Range Networks. The public release of OpenBTS is notable for being the first free-
software implementation of the lower three layers of the industry-standardGSMprotocol
stack. It is written in C++ and released as free software under the terms of version 3 of
the GNU Affero General Public License [1].

To implement the openBTS, the intruder requires a base operating system (Ubuntu
Server 12.04 LTS). Here we use the openBTS UMTS architecture as an example but
actually the system used the openBTSGSM architecture. From the perspective of safety,
we use openBTS UMTS as an example to illustrate the principle of constructing the fake
cell because this kind of method cannot be used in the redirection attack methodology as
it does not support the ciphering (encryption) and USIM-based authentication. This will



A Methodology of Fake Cell Test Based on the RRC Redirection 221

Fig. 5. CS Page in E-UTRAN, Call in GERAN/UTRAN without PS HO [5]

cause that the failure camping of the UE after its release connection from LTE. On the
other hand, the GSM allows the USIM-based authentication method to be configured
as the option “none”, which means that the MS could camp on the fake cell without
using an authentication method, this will allow the UE camp on the fake GSM cell after
redirection immediately [4].

OpenBTS-UMTS is a Linux-based application that uses a software radio to present
a UMTS network to any standard 3G UMTS handset or modem. It builds upon the
OpenBTS framework, where the MS or UE is treated as an IP endpoint at the edge of the
network. It supports the original UMTS Release 99 (or Release 3) while it also provides
the function or packet-switched services only (Tables 2 and 3).

The system used on this fake cell shall be more powerful as the OpenBTS-UMTS
is a more computationally intensive application compared with Open-BTS (GSM). Its
channel bandwidth is nearly 13x larger than the GSM channel. From the technology the-
riology, WCDMA (Wide-band Code Division Multiple Access) uses 5 Mbps bandwidth
with a 3.84 Mcps chip rate while the GSM uses 200 kHz with 100 Kbps. However, it
is not precise to directly compare these two technologies from the aspect of connection
speed because they are completely different from two air interfaces. In somehow, it shall
be confirmed, the UMTS system is more computationally intensive than the openBTS
GSM one.
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Table 2. Ettus Devices that Capable with OPENBTS [1]

Transport Recommended RF Frequency Accuracy

B200 USB 3.0 Integrated TCXO 2.0 ppm GPSDO < 1 ppb

B210

X300 1 or 10 Gb Ethernet SBX, WBX, CBX TCXO 2.5 ppm

X310

N200 1 Gb Ethernet

N210

USRP2 VCXO 20 ppm NA

Table 3. OPENBTS Supported Frequency Bands with Different Devices [8]

UMTS Band Support

Frequency Range UMTS Bands Output Power

B200/B210 70 MHz–6 GHz 1–14, 19–21, 22, 25, 26, 32 up to 100 mW

WBX 50 MHz–2.2 GHz 1–14, 19–21, 25, 26, 32

SBX 400 MHz–4.4 GHz 1–14, 19–21, 22, 25, 26, 32

CBX 1.2 GHz–6 GHz 1–4, 7, 9–11, 21, 22, 25

We shall now jump back to the SIMs/authentication problem, UMTS mandates
mutual authentication between the UE and the NodeB. This is a major change from
2G/2.5G authentication, where only the BTS authenticates the MS. So, what does this
mean? The subscriber registry will need to know the SIM’s K_i value to [1]:

1) perform authentication and
2) enable integrity protection.

Without proper authentication and integrity protection, the UE will not attach (or
register) with OpenBTS-UMTS. For most users, this means you must provide the SIMs
for the UEs on the network. The only way to use SIMs from another provider is to obtain
the K_i through a roaming interface to the provider’s HLR/HSS [6].

This also means that some of the features that circumvented authentication in
OpenBTS, like open registration, are not possible with OpenBTS-UMTS. USIMs (e.g.
3G SIMs) are not currently supported by the OpenBTS-UMTS implementation. They
require different authentication algorithms than GSM SIMs; these algorithms are not
supported in the public release of OpenBTS-UMTS.
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5 Results and Conclusions

We did implement the openBTS GSM system based on the Ettus USRP B210 hardware.
Under the situation of manual configuration, successfully made that up to 5 smartphones
had been attached to the openBTS GSM system. We did try to sniffer the SMS (short
message services) in the system as all the data in this situation are transmitted with plain-
text. Due to the software license issue, wewere not able to log and decode the smartphone
RRC_RELEASE message because the log analysis software is usually designed by the
modem system designer (fabless IC ship designer) and only authorize to the Tier 1 cus-
tomer to use. There are some versions of the unauthorized logger tool software on the
internet but we cannot find the test smartphone one, the Samsung Galaxy SII with a
Texas Instrument processor.

This article proposed one of methodology to attack the smartphone with fake cell
implementation. It also exposes the weakness of the current 4G and 5G systems. To the
LTE and NR themselves, are highly protected and secure enough but the disadvantages
exist in the cooperation among different network systems. Especially, the redirection
from any systems to GSM.

With the development of mobile communication and the voice over LTE/NR solu-
tions, the opportunities of redirectingUE toGSM is getting smaller and smaller. Tomake
a conclusion, the current V2X system still faces some potential cybersecurity risks, and
it shall be solved well in the not-too-distance future.
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Abstract. Nowadays, mobile devices are widely used. Mobile smartphones are
not only a carrier for users to record, store, or transfer sensitive data in social
network, but also a covert forensic tool for some security departments. In some
extreme cases like war correspondent being about to be captured, the operation
records of shooting and communication on the mobile phone will bring them dis-
advantages. Immediately performing a factory recovery is the smartest option.
However, this operation will clear all user data, including those important case
scene evidence. This paper proposes a flexible and reliable factory recovery mech-
anism to protect sensitive data under factory recovery. By analyzing the factory
recovery process and mastering the Linux kernel execution process, to ensure
that when users perform factory recovery operations, applications and data can
be cleared normally, and the private data that users want to keep is protected. We
evaluated the safety and usability of the method.

Keywords: Android device · File system · Data protection · Factory recovery

1 Introduction

Smartphones have become pervasive due to the availability of office applications, Inter-
net, games, vehicle guidance using location-based services apart from conventional
services such as voice calls, SMSes, and multimedia services. Android devices have
gained huge market share due to the open architecture of Android and the popularity of
its application programming interface (APIs) in the developer community [1]. A recently
statistic published by Statista Research Department shows the market share of mobile
operating systems in China from January 2013 to December 2018. In August 2019,
Android held a share of 79.32% of the mobile operating system market in China [2].

The high degree of openness and convenience also brings unprecedented security
threats to personal privacy data stored in mobile phones [3]. According to the 620,000
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user-uploaded vulnerability detection reports collected by the 360 Perspective Mirror
APP, as of August 2019, 99.97% ofAndroidmobile phones have security vulnerabilities,
which means that most mobile phones are facing the risk of data leakage [4]. With
the continuous expansion of mobile phone functions, users’ personal privacy data has
become ubiquitous [5, 6]. How to continuously improve the security of data stored in
mobile phone memory is the long-term efforts of Android parent company Google, and
the data protection technology under the Android platform is also the research hotspots
in the security field [7, 8]. Even if we use smart phones with highest security level, and
carefully protect our private data to ensure that they are not maliciously stolen, there
is still a huge security threat [9, 10]. All your data and usage behaviors are stored on
phone’s flashmemory, which can be easily retrieved by forensic tools [11, 12]. So, before
you replace or sell your phone, remember to do a factory recovery [13].

Smartphone’s built-in factory recovery can basically meet the needs of ordinary
users, but considering such users and scenarios: human rights workers secretly shoot a
lot of precious live videos in conflict areas and store them in the hidden partition of their
devices. Once they are faced with a captured emergency, theymust immediately perform
a factory recovery operation to prevent the special behavior and communication content
on the mobile phone from threatening their personal safety [14] (Fig. 1).

Fig. 1. Keeping privacy data blocks in user-data partitions during factory recovery process.

However, after performing a factory recovery, not only the software that collect
evidence, but also the evidence collected will be discarded. The main focus of this thesis
is to explore how to completely protect the data stored in the hidden partition after
performing a factory recovery operation.

The main contributions of this paper include:

1. A comprehensive analysis of the work done by Android operating system and Linux
kernel after client performs a factory recovery operation.

2. To develop a file system analysis tool in recovery mode, which greatly improved the
accuracy and convenience of partitioned data analysis.
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3. Based on the analysis of first step, to modify the kernel source code, and develop a
security factory recovery mechanism, and provide effective data security tools for
users in specific scenarios.

2 Background

In the Android phone’s settings options, you can find a command to reset the system
[15].When the user clicks the “reset” button, the phonewill restart into factorymode and
perform the actual erase operation in normalmode.After erasing the data partition, restart
it to enter the normal operating system. In order to graspwhat is going on inside the phone
during this process, you need to understand some basic Android phone technologies,
including: Android system partition, Linux file system, Android recovery, Linux kernel.

2.1 Android System Partition

TheAndroid systemdivides theROMinto different partitions, and eachpartition function
is independent of each other [16, 17].

/boot partition is responsible for mobile phone startup, and it includes the kernel
(kernel) and virtual memory disk (ramdisk). Kernel is themost basic part of the operating
system and is the core of an operating system./system partition contains the complete
Android operating system, including the Android GUI and all system applications on the
device./recovery partition is an important partition for system developers, because when
your custom operating system fails to start, this partition can also provide you with a
simple interactive interface to performmobile partition erase, restart, and systemupgrade
and so on./data partition is extremely important to users (almost mean everything to
users) because it stores your daily contacts, messages you send and receive, photos
and videos you take, system settings that match your own habits, and Download all
applications installed./misc partition is a very small partition, about 4MB.Recovery uses
this partition to save some information about the upgrade and responds to the situation
where the device is powered off and restarted during the upgrade./cache partition is a
system cache area that temporarily stores application data (to save data here, a specific
app permission is required), and OTA upgrade packages can also be stored here.

2.2 Linux File System

The Linux file system is a software organization responsible for managing and storing
file information in the Linux operating system [18]. Ext4 is currently the most popular
file system type in the Android file system, built on partitions such as/data,/system [19].
At the hardware layer, the smallest storage unit on thememory is a sector, which takes up
512 bytes. Ext4 forms a block with multiple sectors as the smallest logical storage unit.
Generally, the default size is 4 K. To facilitate management, multiple blocks form a block
group. Blocks are divided into two types: data blocks that store data and metadata blocks
that describe file system information. An inode contains the metadata of a file, such as
timestamps, user and group permissions, as well as pointers to data blocks. A superblock
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contains metadata of file system and a group descriptor stores metadata of a particular
block group. In addition, each block group has a data block bitmap, which records the
allocation of data blocks in this group.

2.3 Android Recovery

Recovery mode refers to a mode that can modify the data or system inside the Android
machine (similar toWindowsPEorDOS) [20].Asmentioned earlier, theAndroid system
usually has a/recovery partition, which is also composed of the Android kernel and the
ramdisk. In fact, when the system starts, it will parse the BCB control block command
from the bootloader to determine which partition image to load.

2.4 Linux Kernel

Factory recovery is just a user program. What really interacts with the hardware and
reads and writes the contents of the block is the Linux kernel function ioctl. Linux’s
running space is divided into kernel space and user space [21]. They run at different
levels and are logically isolated from each other. Normally, user programs cannot access
kernel data or call kernel functions [22]. To restore factory settings, a program must call
a kernel function by using a system call. The user programming interface (API) is a
function definition that explains how to obtain a given service.

3 Design

3.1 Analysis of the Process of Factory Recovery

The code of the Android application layer is written in the Java language [23].
When the user clicks the “reset” button at the application layer, a series of codes will

be executed to complete the final erase operation as shown in Fig. 2.

User layer

1. The user clicks the “reset” button;
2. Sending a broadcast called ACTION_FACTORY_RESET (android.intent.action

.FACTORY_RESET) in the click event of the button.

Framework Layer

1. The broadcast receiver MasterClearReceiver receives the broadcast parameters and
calls the rebootWipeUserData method in RecoverySystem.java;

2. The method rebootWipeUserData passes the “-wipe_data” command to the boot-
Command method;

3. The bootCommand method calls the system service RecoverySystemService.java
and passes the command parameters to the rebootRecoveryWithCommand method;

4. The rebootRecoveryWithCommand method calls the setupOrClearBcb method to
write a command to erase data to the BCB. Then, restart the system through the
reboot method of PowerManager;
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resetUser layout

ACTION_FACTORY_RESET

MasterClearReceiver

RecoverySystem#rebootWipeUserData()

bootCommand( --wipe_data )

RecoverySystemService
#RebootRecoveryWithCommand()

Framework layout

setUpOrClearBcb()

Recovery system

PowerManager#reboot()

Recovery.c#get_args( --wipe_data )

erase_volume( /data )

format_volume( /data )

make_ext4fs_directory()

ioctl()

Kernel layout
SYSCALL_DEFINE3(ioctl)
do_vfs_ioctl()

vfs_ioctl()
block_ioctl()

blkdev_ioctl()
blk_ioctl_discard()

blkdev_issue_discard()

Fig. 2. Factory recovery process.

Recovery Layer

1. The system reads the “boot-recovery” command of the BCB block to boot the system
into recovery mode;

2. The main function in bootable/recovery/recovery.c calls the get_args() method to
obtain the command parameter “-wipe_data”;

3. To execute erase_volume (“/ data”), while the function actually calls the for-
mat_volume (“/ data”) function;

4. Format_volume calls the make_ext4fs_directory function, which actually runs the
make_ext4fs tool, which is used to make an ext4 file system image on the Android
platform;

5. To analyze the make_ext4fs tool source code. The write_ext4_image() function
writes the file system image to the partition file. The function executes the ioclt
function.

Kernel Layer

1. SYSCALL_DEFINE3 takes the ioctl() function as a parameter, and then calls the
do_vfs_ioctl() method;

2. The do_vfs_ioctl() method calls the vfs_ioctl() method;
3. The vfs_ioctl() method calls the block_ioctl() method;
4. The block_ioctl() method calls blkdev_ioctl() method;
5. The blkdev_ioctl() method calls blk_ioctl_discard() method;
6. The blk_ioctl_discard() method calls the blkdev_issue_discard() method.
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3.2 Privacy Data Protection Scheme

The user wants to be able to protect one or more audio and video files specified by
himself when performing the factory recovery operation. Each file has a unique inode
number. According to the inode number, the actual block number where the file content
is stored can be located. During the execution of the program, we tried to modify and
add code in different functions to achieve data protection, but the simplest and most
effective method is to implement it in the blkdev_issue_discard() function, because it
uses the block as the minimum unit of operation, and iteratively wipes every block of
the /data partition. In order to achieve our purpose, it is only necessary to determine
whether the block is a block that needs to be protected before erasing. Otherwise, the
block is skipped.

Table 1. The algorithm of security factory recovery.

Algorithm security discard
1: blkdev_issue_discard(sector, nr_sects)
2: while(nr_sects)
3: if(sector in privacy_sectors)
4: sector ++.
5: else
6: discard(sector).
7:         nr_sects --. 

In the blkdev_issue_discard (* bdev, sector, nr_sects, gfp_mask, flags) function, the
parameter sector represents the start sector, and the parameter nr_sects represents the
number of sectors to discard. The core algorithm of the function is to use nr_sects as
the body of the while loop, and erase the parameter sector where it is located Sector,
then increment the value of sector. The modified erasure algorithm can be expressed as
Table 1, where privacy_sector is the sector where the privacy data is located.

4 Implementation

4.1 Data Analysis Tool

In order to evaluate the effectiveness of the data protection function before and after
the factory recovery is performed, the/data partition metadata and data block content
need to be fully analyzed [24]. Under the Android platform, there are a large number of
softwares that implement similar functions, but their common disadvantage is that in the
normal mode, after the/data partition is mounted, the data of some blocks is modified.
Another way to analyze the/data partition is to dump the entire/data partition from the
phone memory. This approach does guarantee the integrity of the data analysis, but an
obvious disadvantage is that the time cost is too high. Only for the evaluation of the
function of factory recovery, it is necessary to analyze the change of some blocks of
the/data partition at least 3 times, which is unrealistic.
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After fully considering the two factors of data integrity and time feasibility, this
paper compiles and implements a file system analysis tool that runs in recovery mode.
In recovery mode, after unmounting the partition, you can still access the contents of
the/data partition and ensure the correctness of the content. This tool receives commands
and parameters from the command line, and mainly implements the following main
functions: taking the file inode number as a parameter and outputting the block number
occupied by the file; using the block number as a parameter to view the contents of
the data block; using the block group number as a parameter, checking the data block
allocation and inode node application status in the block group; taking the block number
as a parameter, filling the block with hexadecimal numbers.

4.2 Hidden Space and Privacy Data [25, 26]

Private data is stored in a hidden space to ensure sufficient security [27–29].Wang’s paper
used an effective method to obtain a large amount of hidden space on the/data partition.
This method obtains large-capacity, discretely distributed hidden space by creating a
host file to modify the block bitmap. The hidden space is composed of multiple sections,
and the distribution can be represented by a two-dimensional array. The first parameter
is the starting block number and the second parameter is the offset. The array is defined
in the kernel space as a parameter for determining whether the block to be erased is in
the hidden space. Hidden partitions can only write private data with custom programs,
and ordinary users cannot read and write these data.

5 Evaluation

In this section the effectiveness and performance of security factory recoverywill be eval-
uated. A Samsung S8 development mobile phone (Android 7.0, Kernel 4.4.13, Internal
storage:64G) is used as the test environment.

5.1 Functional Evaluation

The specific test steps are as follows, and the results are shown in Fig. 3.

dreamlte:/data/local/tmp # ./blc -b 594124
[0000] ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee |
[0016] ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee |
[0032] ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee |
[0048] ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee ee |

Fig. 3. Data read from the hidden spaces.

1. Create a normal file normal_data.txt with a size of 1G and all contents of 0xcc in the
root directory of the/data partition.
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2. Execute command blc -w 238 to fill the blocks in the hidden spaces with num-ber
238 (0xee).

3. Perform a security factory recovery.
4. Check whether the file normal_data.txt in the/data directory exists; To execute the

command blc –b n to check whether the data in the hidden space is still 0xee.

The result shows that after security factory recovery, hidden space data is retained
while other data is cleared.

5.2 Performance Evaluation

We use the hidden space size as a parameter to test the execution speed of the security
factory recovery. Among them, the test time is counted from when the factory recovery
button is pressed to the phone returning to normal state (Table 2).

Table 2. The speed of the security factory recovery.

Size of hidden space(G) Speed(s)

Traditional factory recovery / 161.58

Security factory recovery 4 162.04

Security factory recovery 8 160.59

Security factory recovery 16 157.96

Security factory recovery 32 163.02

The results show that the code added in the kernel has a small effect on the speed of
factory setting. This result is in line with what we expected, because we only made very
few changes in the kernel.

6 Conclusion and Future Work

we analyze the execution flowof the internal code of anAndroid devicewhen performing
a factory recovery and then propose an innovative method of factory recovery based on
the demand to protect private data. This method requires little modification of the linux
kernel to make sure privacy security when normal factory recovery. After that, a JNI
program running on recovery mode is developed to analyze file system. At last, the
experiment results show that private data would not be cleared when factory recovery,
nor would it lose data after the mobile phone was restarted.

Of course, our proposed method still has several limitations that make it impossible
to apply to the actual scene:

1. It takes a long time to perform a factory recovery. The requirements for ordinary
scenarios can be met, but in order to clear specific data in an emergency, the shorter
the time, the better.
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2. The hidden space is still easy to be detected by file system check software, although
it has been concealed.

In the future, we will try to solve the above limitations and then apply the method to
the actual scene. At the same time, we will consider encrypting data in hidden space to
increase security.

Acknowledgments. This work was supported by the National Natural Science Foundation of
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1 Introduction

Mobile embedded devices works anywhere. However, these devices are not always
in a high-quality network environment. There may be various reasons that make
the network environment poor. Generally, file data is transmitted via the TCP
protocol. Due to inherently limited network resources, various reasons can easily
lead to low TCP transmission efficiency. This prompted some recent research
efforts in studying Network resource allocation, network equipment parameter
adjustment, etc. Nevertheless, there are still some critical issues which are closely
related to practical implementations and have not been well addressed:

i) The poor network caused by inherent factors, making the network environ-
ment cannot be optimized. For example, the device is in a location with
poor wireless signal coverage. Under these circumstances, developers can
not change the network transmission conditions by existing methods and
device can only work on poor networks.

ii) More retransmissions increase time consumption in the whole. More fre-
quent file retransmission, poor network condition leads, makes the trans-
mission time longer. Even worse, programs more likely misinterpret some
other errors as transmission failure.

iii) The network where the portable embedded device located changes in real
time [1]. So, strategy needs to be dynamically adjusted.

Anyway, we cannot guarantee that the network environment will always be
high-quality under any circumstances through optimization. This article pro-
poses an optimization scheme for TCP transmission in poor environment, test
it combine with FTP and evaluate the improvement.

The contributions of this article are as follows:

(1) We tested the transmission between the same client and multiple service
providers on multiple system platforms. The results show that some of the
platforms have problems when sending files in poor network condition. And
then we analyzed and evaluated the frequency and conditions of these errors.

(2) For the two types of problems that arise, we adjusted the parameters and
strategies during file transfer to build a new intelligent solution with adap-
tive capabilities to deal with such problems.

(3) In addition. we tests and evaluates its improvement effects. Results show
that the new intelligent scheme mostly avoids the problems and reduces the
file transfer time by 16% as a whole.

The rest of the paper is organized as following. Section 2 describe related
works. Section 3 briefly introduce the general transmission logic and its prob-
lems when it is transmitted in a poor network. Section 4 analyze the problems,
then proposed some adjustment to improve transmission performance. Section 5
describes the environment and data during the entire experiment. Section 6 gives
conclusions. And Sect. 7 makes discussion and looks forward.
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2 Related Work

Many existing algorithms to optimize network conditions have been widely used
in many fields, including congestion control, routing, traffic engineering, and
load balancing. Although these ideas look promising on paper or in simulations,
they may perform poorly in practice [2]. Some of scheme attach new strategies
to optmize the tranformation [3]. Take an instance, Q. Zhao propose a solution
based on multi-path TCP and software-defined networking, which, when applied
to mobile wireless heterogeneous networks, reduces the network handover delay
and improves the total throughput for transmissions among various entities [4].
Some of researchers adjust the strategies of protocal to make TCP more efficient
[5,6]. For example, Andreadis proposed algorithm is to integrate the jitter-based
error estimation introduced with a cross-layer approach. The algorithm contin-
uously monitors the wireless channel error status, by counting the number of
inferred congestion and non-congestion loss events. According to this monitor-
ing activity, the congestion control scheme takes an appropriate decision about
TCP window size reduction and retransmissions [7]. But once developer can
not modify the environment or based system, they are not suitable enough,
obviously.

3 Transmission and Detection

3.1 Fundmantal Logic

Build the upload logic according to the general FTP mode, as shown in the
Algorithm 1.
The key details are as follows:

(1) At receivingRespondCode step, the 3th, set the waiting time for receiving
the response code from the server to 10 s, considering the high latency.

(2) When the process receives some special signals (such as SIGPIPE), exit and
cause transmission of this turn failure, maybe the current network environ-
ment is in poor quality. Wait for 20 s.

Algorithm 1. TraditionalUpload
1: fd=connect(sock,ip,port)
2: read send data.
3: receiveRespondCode(con)
4: size ← getServerFileSize(filename)
5: if localFileSize!=size then
6: reupload
7: end



An Intelligent File Transfer Optimization for Poor Network Conditions 237

3.2 Experimental Discovery

Under poor network condition, testing the file sending, we can find that there
is not so much odd in the transmission under windows and Linux x86 systems
except short in speed. But under Android kernel platforms, something occurred
several times during the 20pm–2am, approximately. The phenomena follows:

(1) The file received by the server is smaller than the uploaded file size.
(2) After the server returns a response code for a successful file upload and waits

for 3 s, use the SIZE command to verify that the file does not actually exist
on the server.

4 Analysis and Optimization

4.1 Considerations

Take the environment and condition into account, reasons are as follows:

(1) When the buffer size of the network devices is out of proper range while
network latency is high, the efficiency of data transmission will be reduced
[8,9]. Correspondingly, the same as the file sender like client [10]. Combine
with poor network and large size send buffer, data sends delay appears
[11,12]. According to all kinds of congestion control theory, poor network
contributes to small TCP congestion window [13]. As saw from the former
program, function send() returns after copying the data into the socket buffer
which the data port corresponding to. After waiting for 3 s, the progress
sends SIZE quote to verify through command port. But, the socket bind
with the data port, at same time, has not sent data of large amount to the
server yet. So, the server cannot find the file. As for the Android kernel, the
size of the socket sending buffer is larger than other platforms.
Actually, the delay may change constantly while in an unstable network
state. In order to make waiting time intelligently self-adapted, the process
could achieve it by checking socket tx queue [14,15]. That is to say, wait till
the tx queue emptied instead of wait for constant seconds.

(2) Poor network conditions make the transmission adopt TCP’s congestion
control strategy. Smaller TCP’s congestion window split a normal message
packet into more segments as showed Fig. 1. Unstable latency disrupts the
package’s order. When receving, server needs to divide and sort them which
means unpack package. Not only the client sending more frequently, the
server also needs to stick more times to turn the segment into logical message
packets. Although the transmission based on reliable TCP, part of the data
more likely be covered or lost by mistake at application layer because of
higher frequency visio package, unpack package [16,17]. Actually it is not
rare in actual application scenarios for these problems.
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Fig. 1. Data lost when frequently copying to cogestion window or from advertised
window.

As showed in the Fig. 1, the FTP Message is divided into many packets by
a small sliding window, and then sent by TCP/IP multiple times. At last,
packets are received to the advertised window and spilced into a complete
message. During the packet receiving and sticking, the third segment has
not been correctlycopied to the buffer by the application at the application
layer, or may be covered. But at this time, the TCP of the transport layer has
been transmitted over. The receiver will not ask to retransmit the packet,
consequently, lead to the third segment lost. Thereby reduce the probability
of the phenomena described above [18].

(3) When the network delay is high, the time for the server with respond to the
response code becomes longer. On the on hand, for high-latency networks,
co-relation should sustain

θ + Δ < ϕ (1)

when the transmission is successful. Where θ refers to the time for the server
to return the response code under normal circumstances, and Δ is the delay
for the response code in poor network. On the other hand, note that the
total time to transmit the file is t. The time function send costs is η. The
retransmission cost is tr. And the mean of t sustains

E(t) = η + Δ + θ + tr (2)

And the tr is
tr =

θ + τ + Δ + η

μ
(3)

Where μ notes the probability of failure. The receiving waiting time set
by the client is ϕ. And the waiting time after determining that the file
transmission fails is τ . For a network with a bad state, Δ is constantly
changing, and the results obtained in actual tests are generally E (Δ). If the
probability is high that the transmission is successful, then waiting time ϕ
need to sustain

E(Δ) � ϕ − θ (4)

It is more effective to extend the waiting time when receiving the server
response code than retransmit it [19].
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(4) Function recv or read are used in network programming to receive the mes-
sages and response codes returned by the server. Such system-call func-
tions can be interrupted by unnecessary exceptions or system signal, such
as EINTR. When the network condition is of poor quality, blocking time
becomes longer. So, the probability of a program being interrupted by such
an exception is larger. Once the receiving function returns an error for these
reasons, retransmissions will increase the time cost [20]. Try to restart the
system call multiple times to receive the response code is a good idea.

4.2 Methodology

According to ideas mentioned above, the transmission logic changed like Algo-
rithm 2. Where the details of the change are as follows.

(1) Change the send buffer size in the send data step from 64K to 16K.
(2) Add the step waitTillSocketTxQueueEmpty() to wait until the socket send-

ing queue is empty.
(3) In the function receiveCode, IO multiplexing (like function select) is used to

judge the read and write status of the socket. The time to wait for receiving
the response code is adjusted from the original 10 s to 20 s.

(4) Increase the times of receiving the response code. If the response code is
not successfully received after 3 turns, regard it as failed. On the contrary,
break loop and continue.

Algorithm 2. ChangedUploadFunction
1: SetSocketBuffer(16*1024)
2: fd=connect(sock,ip,port)
3: read and send data.
4. WaitTillSocketTxQueueEmpty()
5: for i from 0 to 2 do
6: select(fd)
7: success ← receiveRespondCode(con)
8: if success=true then break;
9: end
10:if success=false then reconnect
11: end
12: size ← getServerFileSize(filename)
13: if localFileSize!=size then
14: reupload
15: end

5 Experiment Results and Discussion

The new solution is used to repair transmission problems, but from the per-
spective of reducing failure rate and decreasing the times of retransmissions,
there may be some improvement. So it should be evaluated from both problem
correction and performance improvement.
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5.1 Environment

Tests is run at three platform:Android Kernel, Windows 10 and Ubuntu 16.04.
The build tool of Android Kernel is NDK 3.8.1. The build tool of Windows 10
is visual studio 2015 4.8.03761. The build tool of Ubuntu 16.04 is gcc 5.4.0.

The Android kernel is a plurality of mobile phone kernel platforms based on
linux 4.14.85 and linux 4.9.59.

Android kernel Tx buffer are as Table 1. Far more larger it is than x64 Ubuntu
as we mentioned in Sect. 4.1.

Table 1. Tx buffer size of multiple devices

Model Min (KB) Default (KB) Max (KB)

OnePlus 7T 262144 524288 1048576

XiaoMi 8 262144 524288 4194304

SAMSUNG S10 524288 1048576 4194304

HUAWEI Mate10 pro 524288 1048576 4194304

x64 Ubuntu 4096 16384 4194304

5.2 Practice Found

Under poor network condition, we have found that there is not so much odd in
the transmission under windows and Linux computer systems except short in
speed. But under Android kernel platforms, Something occurred several times
during the 20pm–2am, approximately. The details of the phenomena follows:

(1) The file received by the server is smaller than the uploaded file size.
Taking the sending of 191227022854.rar for example, the sending log shows
that this file is 588900 bytes in size and a total of 58890 bytes have been sent.
The server returned the transmission successfully with response code 226.
But after the first uploading, the server received 556 KB. And the second
time retransmitted 543 KB. Then the third time retransmissions, 576 KB
was received, which refers to the complete file data. That is to say, some
data lost in the first two transmissions.

(2) File transfer complete. But the server can not find the file.
After sending the file completely, the server returns response code 226 with
Transfer complete. This code and message mean that file transfer over and
successfully. And then the client sends quote SIZE to verify the size of file
in server. It returns the response code 550 with message that file not found,
which means the server can not find the file received just now.
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5.3 Frequency Test

In order to count the frequency of these two phenomena, the test uploads 240
files each time. Their size ranges from 400 KB to 700 KB. During the test, the
latency is about 900 ms. The test results are in Fig. 2 frequnecytime, shows that
in a poor network, the two phenomena mentioned most likely occur between
20: 00–04: 00. In fact, when the network environment is unstable, such problems
will make a greater impact on file transfers.

5.4 Effect Test

Since the latency is not so stable during the transmission, take it every 10 s.
And take the average into account. The file size is between 400 KB and 700 KB.
Upload at 22: 00–02: 00, 120 files each time. The result is as Fig. 3.

It can be seen from the data in the Fig. 3 that the intelligent scheme almostly
avoids problems mentioned at Sect. 3.2. Actually, when testing in new scheme,
errors only occured twice under the worst network condition of the whole test.
And it is data loss error. In addition, we can avoid it by reduce the sending rate
more.

500 600 700 800 900 1000 1100 1200 1300 1400

250

300

350

400

450

500

550

Ti
m

e(
s)

Latency(ms)

 old
 new

Fig. 4. Time consumption of uploading
- latency under old and new scheme.

600 800 1000 1200 1400
0

20000

40000

60000

80000

100000

120000

140000

160000

180000

S
en

d 
tim

e(
us

)

Latency(ms)

 old
 new

Fig. 5. Time consumption of single file
data sending - latency under old and
new scheme



242 M. Yan et al.

5.5 Optmization Test

This chapter tests the improvement of the intelligent scheme. 60 files are sent
each turn. File size is between 400 KB and 700 KB. When sending the data,
send is called every time combine with 3 ms wait. Before sending SIZE quote,
wait 3 s. If the transmission fails, wait 5 s till the next retransmission. Network
connection broken makes process quit. And every time it happens, wait 20 s for
the file retransmission. Considering that latency varies any time, regard latency
x in [x/100 * 100, x/100 * 100 + 100) as x/100 * 100. And then take the average
of all the time consumption, whose latency in this interval. Under the constant
consumption, the whole consumption is as follows in Fig. 4.

As shown by the data in the Fig. 4, the new scheme has reduced the whole
upload time for about 16%. And then, record the time consumption of single file
data sending, which refers to step6–step12 in Algorithm II. Then we tested the
time consumption of the single file data sending, as Fig. 5 shows Fig. 5 records the
time consumption of data copied from program buffer to socket buffer, which is
the time consumption of function send. Actually, the send rate of the new scheme
is much slower. But Fig. 4 shows it costs less time. As shown in the formula (2),
when E(t) gets less and η becomes larger, Δ and τ is regarded as constant valve,
μ get larger in Fig. 5, we can judge that θ get less. In addition, the quantity of
retransmission get less. Then tr becomes less, which meet our prediction.

6 Conclusion

This paper tests the TCP transmission from multiple platforms to service
providers by FTP in poor network. The results show that even in the same
logic, although there is no problem with the transmission on windows and Linux
platform, but two special errors occur on the Android kernel platform when
uploading by the native program. We conducted a series of transmission tests to
find out the relationship of the frequency and time. And then we proposed an
intelligent optimization scheme. Experiments result shows that the new scheme
not only mostly avoids the above errors, but also reduces the transmission time
for about 16%. And it improves the FTP transmission in poor network condition
as a whole.
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native hook has few methods. Besides, the commonly used Android hook
frameworks cannot meet the requirement of hooking the native methods
in shared libraries on non-root devices. Even some approaches are able to
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1 Introduction

Android is the most popular smartphone operating system over the world [1].
However, due to the open-source character and its popularity, there are a num-
ber of different threats to the Android OS users’ privacy, such as malware [2],
spyware, the negligence of benign application, or the lack of fail-safe defaults in
Android SDK [3]. Moreover, Android apps’ static analysis becomes more and
more difficult nowadays because both benign and malicious developers use vari-
ous protection techniques, such as code obfuscation [4] to prevent the apps from
reversing. Hook technique can be used by developers to deploy new security
extensions on their device or to analyze apps dynamically [5] which is able to
avoid modification of the original code.

We should notice that if we modify the target method’s instructions in shared
libraries directly, and repackage the app, we need to re-sign the app, which
breaks Android’s signature-based same origin policy and furthermore causes legal
concerns [6]. Currently, there are some common native hooking methods: PLT
Hook and Inline Hook, which have their own advantages and disadvantages.
PLT Hook directly modifies the GOT table in the ELF file to jump to user-
defined hook function code when calling external functions of the shared library
[7]. However, internal custom functions, so as not in the PLT table, cannot be
hooked. The basic principle of Inline Hook is to insert jump instructions in a
code segment to direct the program execution process to the functional code
required by the user [8]. However, there may be different compatibility and
stability issues for processors of different architectures, processor instruction
sets, compiler optimization options, and operating system versions. And it may
be difficult to analyze and locate the problems.

Due to the limitations of the current native hooking methods, this paper will
introduce a new hooking method. This method can hook both external methods
and inner user-defined functions, so it has a wide range. The idea of this method
is tampering the reference address in the relocation section which saves the
offsets of the methods defined in the .text section. The sections which have
the methods’ reference contain .got which stores the entry address of external
invocation, .data.rel.ro which has the vtable of C++ class, and other relocation
section. This hooking method is achieved by absolute address calculation and
rewriting this address to the new function’s address to redirect control flows to
the patch code. This hooking method does not require register calculation and
assembly code modification, so it has low technical difficulty. Since this method
can hook C++ inner functions, using it can make up for the lack of PLT method.

2 Background

2.1 ELF File Structure

Shared libraries in Android are relocatable Executable and Linkable Format
(ELF) files that map to the address space of the process when loaded. The
main parts of ELF format are the ELF file header, section header table (SHT),
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and program header table (PHT). At the beginning of the ELF file, there is a
fixed-length file header which includes the starting position and length of SHT
and PHT in the current ELF file. ELF organizes and manages information in
sections. ELF uses SHT to record basic information for all sections. It mainly
includes the type of section, the offset in the file, the size, the relative address
of virtual memory after loading into memory, the alignment of bytes in memory
and so on.

For an ELF file that is dynamically linked to other shared object files, to call
the shared object functions, it is an instruction to jump to some stub function
in the procedure linkage table (PLT). In order to retrieve the real address of the
target function, the stub function then performs a memory load on the entry
in the global offset table (GOT). That is, the GOT table contains an array of
all dynamically linked external functions’ pointers that are referenced by their
code. In the period of dynamic linking, the GOT table is filled with the right
function pointers depends on the maps between GOT entry and the function in
shared object files, in the control of the metadata stored in the ELF file. The
PLT hook exploits this level of indirection introduced by dynamic linking. It goes
through every loaded ELF file and overwrites GOT entries with the pointer to
user-defined methods, which is equivalent to performing dynamic linking another
time, but substituting the method’s pointer.

2.2 Dynamic Dispatch in C++

In C++ dynamic dispatch rules, when a virtual method is called, the real imple-
mentation depends on the runtime type of the calling object, which allows the
subclass to override the parent class’s method implementation. Virtual Method
Tables (vtable) are commonly used in dynamic dispatch, which contains the
pointers of the virtual methods in a class. The compiler assigns an identifier
to each virtual method. The items in the vtable represent the corresponding
method of the class.

To implement call for a virtual method, the following steps are performed:
first, the vtable pointer located at the starting position of the object is loaded.
Then, search the item in the vtable depending on the index of the called method.
Last, the method implementation found in the vtable is invoked.

3 Design and Implementation

The goal of this framework is to enable developers to hook the native methods of
Android apps without modifying both Android system and app. Therefore, the
design is oriented towards modifying the target native methods’ runtime address
after the SO file is loaded into memory space and the relocation period. This
framework contains two components. The first component is the core hooking
engine and the patch code written in C which will be compiled to SO libraries.
The other one is the Java side that is used for loading the former SO libraries
and performing the hijack operation. The core engine aims to modify the content
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in reference address which points to the target method to the address of patch
code. Moreover, it stores the original methods’ entry address in ELF. The patch
methods should have the same parameters form with the target ones.

Suppose that you want to intercept calls to a native method in a shared
library. For example, it contains vulnerable code, or it can actually deal with
sensitive data. You have to define your own C method and override the target
method by using the native hook method described in this paper. All calls to
the target method will be intercepted and then go to your C method. Then,
the patch code receives the target method’s arguments as its own parameters.
Internally, this framework can invoke the original implementation of the target
method by the method’s address stored before the hooking phase and get the
return value of it. This hooking framework supports loading and running patch
code from the shared library. Because the hook core engine and the patch code
both written in C, the hook program’s execution is more efficient.

This hooking framework is based on the virtual environment and uses Virtu-
alXposed tool [9]. Normally if we want to hook other processes, the root privilege
is needed to modify the app’s virtual memory or inject the hooking library in
the running app or the Zygote [10] master process [11]. The VXP is used to load
and enable the SO libraries which work as the core hooking engine and contain
the patch code into the current process. Since both the target process and the
hook code are running in the same virtual environment, the hooking library can
modify the target process’s address space without the root privilege.

Now, we explain this hook method design in figures. Figure 1 shows the
app’s memory layout without hooking. The libvoipCodec.so file defines the target
native methods. The method has data cross reference in the relocation section.
SendDataToChannel method is a virtual method, so its reference is in the vtable.
Instead, Fig. 2 represents the app’s memory layout while hooking is enabled.
First, the hooking library is loaded inside the virtual environment which also
has the target app. After this, the hooking method uses its internal functions to
calculate the absolute address of the reference items which point to the target
methods. And then, it can hijack the methods to implement hooking operations.

Fig. 1. Application’s memory layout without hooking a method.
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Fig. 2. Application’s memory layout with hooking a method.

The target method’s absolute address after the program is loaded into mem-
ory can be calculated by adding the base address of the ELF files and the target
method’s reference offset address. The IDA pro tool can be used to check the
relative addresses when analyzing the ELF file. The base addresses can only be
obtained at runtime. We know that the mmap area is used to map dynamically
linked libraries used by the executable file. Therefore, “/proc/<pid>/maps” file
is accessed to get the mapping information of the specified process’s memory
space, which includes the filename and the base address of the shared libraries.

To guarantee reliable hooking, this method first verifies the offset address of
the target method which is defined in the ELF’s .text section with the address
stored in the relocation section which has been modified to absolute address after
the relocation period. After the binary and operation are executed between those
addresses and 0xffe, the result should be the same and then the target absolute
address can be modified.

To register the hook points, the native method “start” is invoked, in which we
should provide the target method’s information which contains the SO’s filename
that the method belongs to, the original method’s offset address, the reference
offset address in ELF, and the patch method. And then, in order to extract
the shared libraries’ information of the target process which is running in the
VXP’s virtual environment from memory, the native method “refresh” is called
to read the maps information. Depending on the registration information, the
hook operation is then performed.

4 Evaluation

4.1 Functional Evaluation

For the functional evaluation of our native hooking method, we do the exper-
iments on different apps to enhance their security. First, voice call encryption
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function is achieved on two popular chatting apps: WeChat and Line, using this
method. After analyzing the SO files related to VOIP using the IDA tool, we get
the appropriate methods as hook points. Another experiment is done based on
the Canon Camera Connect application. This application transmits the pictures
from Camera to the phone. We achieve the picture encryption when writing
the received data to the phone storage space by hooking the file manipulation
methods. Table 1 shows the target methods of the three apps.

Table 1. Target methods of three apps.

Application Hook method Reference
section

Whether can be
hooked

WeChat SendDataToChannel .data.rel.ro �
XVE ReceiveRTPPacket .data.rel.ro �

Line Srtp cipher encrypt .got �
Srtp cipher decrypt .got �

Canon Camera Connect fopen .got �
fwrite .got �

Table 1 shows that these target methods in three apps all can be hooked suc-
cessfully using the method proposed in this paper to achieve the data protection
purpose. Many underlying methods of Android applications are defined or used
in shared libraries, which may be used by hackers to disclosure users’ private
data. Therefore, this native hooking method is able to enforce security policies
and has wide usage.

4.2 Compatibility

To gain greater assurance in this method’s compatibility, we did the same exper-
iments on different Android devices, as shown in Table 2.

Table 2. Experimental results of Samsung and Huawei in different Android versions.

Phone Samsung G960 HUAWEI Mate10pro Samsung G973F

Operating System Android OS 8.0 Android OS 8.0 Android OS 9.0

CPU Exynos 9810 Kirin 970 2417MHz Exynos 9820

CPU Architecture Armeabiv-v7a Armeabiv-v7a Armeabiv-v7a

Whether Root No No No

Compatible with VXP Yes Yes Yes

Read Virtual Memory
Mapping Information

Readable Readable Readable

Read Virtual Memory Space Readable Readable Readable

Rewrite Virtual Memory
Space

Writable Writable Writable

Native Hook Result Success Success Success
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The previous section conducted experiments on the Samsung G973F and
the Android version is 9.0. The same experiments are achieved on the HUAWEI
Mate10 Pro of Android 8.0 and the Samsung G960 of Android 8.0. The HUAWEI
Mate10 Pro is equipped with different processors from Samsung. And the two
Samsung phones have different Android versions. However, when the same exper-
iment is done on other phones, the experimental result is the same.

The core of this native hooking method is to calculate the target method’s
reference address at runtime and rewrite it, so as long as the virtual memory
which contains the target ELF can be read and written, this hooking method
can be used. The VXP supports the Android version from 5.0 to 10.0. Therefore,
we can use this app to run our hooking method without root permission on these
different Android versions, and this hooking method is compatible.

5 Related Work

A family of native hooking methods is achieved by modifying the instruction in
the entry of the function to the jump code. Frida [12], a dynamic instrumentation
toolkit, can hook both Java and native methods. A server program is needed to
install on phone to communicate with the script on the PC. Therefore, it is not
suitable for practical production. Cydia [8] also supports hooking on both Java
and Native. Frida and Cydia are not supported on non-root Android devices.

Aurasium [7] builds a reference monitor into application binaries and rewrites
function pointers in a module’s global offset table. Clearly, such approaches are
not suitable for hooking the inner methods in shared libraries. Also note that
when the instrumented application is repackaged, the package signature is bro-
ken. Mulliner et al. proposed PatchDroid [13] which is a system to distribute
and apply third-party patches for security vulnerabilities for both Dalvikbyte-
code and native code in Android. It patches for native code by preforming inline
hooking and hooking the global offset table and then injecting the shared library.
Users can only install it on already rooted devices.

Several approaches aim to achieve hooking on ART Runtime. You et al. pro-
posed TaintMan [14], an ART-compatible DTA framework that can be deployed
on unmodified and non-root Android devices by instrumenting taint enforcement
code into the target application and the system class libraries to track data flow
and control flow. TaintART [15] proposed a multilevel information-flow tracking
system. ART java method hook is more at the virtual machine level in Android
and used to intercept Java methods.

App sandboxing is an important means of sandbox unmodified apps in non-
rooted devices on stock Android. Michael et al. proposed Boxify [6], an approach
based on application virtualization and process-based privilege separation to
encapsulate unmodified apps in an isolated execution environment within the
context of another. Bianchi et al., proposed NJAS [16], similar to Boxify, an
approach to sandbox arbitrary Android applications by means of system call
interposition.
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6 Conclusion and Future Work

In this paper, we present a practical framework for hooking native methods
in shared libraries in Android. This framework supports the method hooking
without any modifications to both Android system and app’s code by reference
modification and control flows redirection and is thus easy to deploy. The final
form of this method is shared object files that contain the core engine and
the patch methods. We combine this method with VXP and install the target
app inside the VXP’s virtual environment, and the hooking operation can be
performed without root privilege on any real devices. This framework can be
used to analyze Android malware and implement security policies. Evaluation
result indicates that there is a considerable amount of sensitive methods can be
hooked and therefore this framework has wide usage. It also demonstrates that it
can perform hook operation without a significant runtime performance overhead
on real devices and it is compatible with different versions of Android devices
and applications. Obviously, this native hooking method has its limitations and
corner cases. The main limitation is due to only native methods which have
reference can be hooked. We leave other native methods hooking for future work.
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Abstract. At present, most of the new Android devices on the market use the
system-as-root architecture. Therefore, the security of personal privacy data under
this architecture has become a very concerned issue for the majority of people. As
for the problem, this paper proposes to build a safe ecosystem by customizing TF
card. When users deal with privacy data, our scheme creates a safe mode based on
TF card, and store privacy data in the safe mode. In this way, users can protect their
privacy data in the safemodes, even if themobile is stolen by other people. In order
to illustrate the security of the safe mode, this paper does some experiments to
evaluate the performance overhead between the normal mode and the safe mode.
The experiments show that the performance overhead of this scheme is reasonable
and can effectively reduce the risk of sensitive information leakage.

Keywords: Data protection · Android ·Micro SD card · System-as-root
architectures

1 Introduction

As the most popular smartphone platform in the world [1], Android is vulnerable to
hackers due to its vulnerability and complexity [2].Connecting insecureWiFi hotspot [3],
scanning malicious QR code [4], clicking malicious network links [5], and other issues
have brought serious challenges to privacy data protection [6]. Nowadays, most Android
devices use the system-as-root structure, people pay more attention to the security of
this new architecture than before.

In order to dealwith these threats under the architecture,we analyzed the boot process
of Android and the structural characteristics of the TF card. It is found that the TF card
can be divided, and then the data partition and cache partition can be reset to the TF card
by the way of partition reset, so as to realize the safe mode.
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The contribution of this paper is as follows:

• This paper realizes the data protection scheme based on TF card which has the func-
tions of stable and fast switching in two modes, performance optimization in safe
mode, data isolation in two environments.

• This paper discusses and realizes the bypass method of Android 9.0 verification
mechanism.

The rest of this article is organized as follows: Sect. 2 introduces the related works.
Section 3 introduces the design scheme of the safe mode. Sections 4 and 5 shows
the implementation details and evaluates the performance of the scheme. Section 6
introduces the limitations and future work. Section 7 is the final conclusion.

2 Related Works

In this section, we will introduce the current schemes for data protection [7].
Android introduces FDE to automatically encrypt the data in the disk and decrypt

the data when reading it, so as to protect the private data [8]. Meng Fanjiao separates
some storage space of Android device as encrypted data partition, and applies dm-crypt
encryption technology to automatically mount encrypted data partition when Android
system starts [9]. In encrypted data partition, users can store their privacy data and
encrypted data partition for data storage.

Trustshadow allows unmodified applications to run in the security area to isolate
applications from untrusted REE kernels [10]. The TEE kernel does not process system
calls from protected applications. Instead, it redirects all system calls to the REE kernel
for processing.

Xue Yuan proposes a method of multi boot Android operating system based on OTG
devices to meet the needs of users in different scenarios [11]. This method uses system
domain isolation to ensure the security of privacy data on different Android operating
systems [12].

However, there are some defects in these researches [13]. Most of the security solu-
tions are implemented in the framework layer or application layer [14],while our solution
is protected by TF card, and data isolation can be realized on hardware.

3 Design

In this section, we analyze the difficulties in the process of implementation, introduce
the design ideas, and give the feasibility analysis.

3.1 System-as-Root Partition Layout

Since May 2018, all devices equipped with the new operating system version have
system-as-root partition layout. Consider with this new architecture, this paper plans to
create a secure space in TF card. When users need to process their privacy data, they
can enter the safe mode to operate; when users exit, the mobile will return to the normal
mode. Therefore, it is necessary to learn and analyze the environment switching under
different modes and TF card space partition.
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3.2 Mount Process of Partition After Booting

Usually, after the Android device is powered on, the bootloader is executed to boot the
hardware initialization, configure the corresponding running environment, and prepare
for the start of the operating system. After that, the Android system loads the ramdisk
and kernel, enters the entrance of the kernel, and finishes the initialization of the remain-
ing hardware, includes calling set_task_stack_end_magic (&init task) in start_kernel
function to set the first process named zygote process of the system. This process runs
the init program in ramdisk. The init program starts the process or service according to
the rules of init.rc file, and completes the work of creating mount point, mounting file
system, starting attribute service, etc.

In the mobile phone with new architecture, by checking the init.rc file in the root
directory, we can find the related service of mounting file system and starting the core
system.

We can see that init.rc will start the late-init trigger to trigger fs. Correspond-
ing to the init. {$device}. rc file, we found the trigger fs which called the mount_all
command:mount_all/vendor/etc./fstab. Then we find {“mount_all”, {1,kMax, {false,
do_mount_all}}} code in/system/core/init/builtins.c. The command mount_all corre-
sponds to the do_mount_all function which calls the mount_fstab function, and the
mount_fstab function finally calls the fs_mgr_read_fstab function to parse the partition
file and completes the mounting of the file system. This means the mount_all command
mounts the corresponding file system in the fstab file.

3.3 Customization of TF Card

After experiments, we find that the partitions related to data protection are data parti-
tion and cache partition. Data partition mainly includes user’s information, application
program and data. Cache partition saves the most frequently accessed data. In order to
mount these partitions to the customized TF card, we need to manually partition the TF
card and initialize the file system configuration.

For this reason, this paper considers customizing three partitions on the TF card:
external expansion card partition, privacy data partition and privacy cache partition.
They are respectively used to store data in the original TF card, user privacy data and
cache data generated in private mode. The external expansion card partition is used as
the external expansion card to store the data of the original TF card in order not to affect
the normal use of the TF card (Fig. 1).

This paper decides to use the partition tool under Linux to realize the partition
operation of disk. The size of the external expansion card partition and privacy data
partition can be customized according to the actual needs of users, while the privacy
cache partition should meet the minimum capacity of the mobile. According to the
partition formats seen on the normal mode, we know that the file formats of data partition
and cache partition are ext4, while the file format of external expansion card is exfat.
Therefore, the mkfs command is needed to initialize the newly divided partitions.

After the partition is completed, we can check the information through the first 512
bytes of MBR partition table of TF card with WinHex tool.
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Android Flash Memory

BOOT RECOVERY

SYSTEM BOOTLOADER

DATA CACHE

MISC ...

Original data in TF
card Privacy Data Privacy Cache

TF card

Fig. 1. Design of customized TF Card.

4 Implementation

Based on the Android data protection method we proposed, this section will implement
the data protection scheme. This scheme can realize the physical isolation between the
modes and avoid the privacy data being stolen by attackers.

4.1 Bypassing Checksum

AVB is the start-up verification of Android devices to ensure the integrity of devices,
which is usually started from the firmware. In AVB 2.0, the Android system adds a
keystore (vbmeta.img) to protect the integrity of boot, system, vendor, dtbo and recovery
partitions. The procedure is that bootloader verifies the signature in vbmeta by using the
public key compiled in advance.

Because our scheme will modify kernel in the boot partition and fstab files in vendor
partition, it is necessary to modify vbmeta.img to bypass the process of integrity verifi-
cation of the partition. Vbmeta.img needs to be used in the bootloader stage when ROM
code is verified, so we needs to unlock OEM key first.

The vbmeta partition is divided into three parts: the first part of the header is 512 K.
Through the header, we can know the signature of the algorithm, the size of hash, the
size of signature, the location of the Authentication data block and other information.
The second part is the Authentication data block, which size is given by header. It mainly
contains hashdata and signature data for verification.Thehashdata is the hash calculation
of the header and Auxiliary data block, while the signature data is the signature after the
hash data is padding. The third part is the Auxiliary data block, it contains a chain-type
partition. The chained partition descriptor is used to authorize it to contain the name of
the partition where the authorization is located, AVB_ Descriptor_tag, and the public
key named AvbRSAPublicKey trusted by the signature on this particular partition.

In order to bypass AVB checksum, there are twoways: one is to use avbtools to rever-
ify the AVB checksum, so as to generate a new vbmeta to replace the original vbmeta.
The other is to modify the image to invalidate the integrity verification. We adopts the
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second one, which is realized by modifying some bytes of the header. Therefore, we set
the other parts of the header to 0 except the magic header and release string. Since the
relevant messages of Authentication data block and Auxiliary data block are set to 0, we
only need to keep the first 512 bytes of header information, so that we can bypass the
integrity verification function.

4.2 Switching the Modes

According to Sect. 3.2, we need to change the mount point on the fstab file to the path
of the corresponding partition of the customized TF card, and then rewrite the modified
fstab file to the path of/vendor/etc. The data and cache partition will be replaced with
the safe space of the TF card after the mobile restarts (Fig. 2).

Related
operations

Switch 
processes

Normal mode Safe mode

Modify fstab file and brush the 
modified boot.img

Customized kernel1

Modify normal fstab file and 
restore boot partition

Customized kernel2

reboot reboot

Fig. 2. Switching process between two modes.

Considering the high permission required for the mutual switch between the modes
and the open-source characteristics of the kernel, this scheme decides to implement the
switch operation by customizing the kernel.

In order to achieve the security target, we monitor the renaming file system in the
kernel. If the renamed name is the specified password we set, the operation will be
triggered, which can prevent the user from misoperation and prevent the attacker from
entering the safe mode. The specific process is that when the user renames a file, the
vfs_rename function will judge the renaming operation of the file. If the file name is the
password to enter the safe mode, the above operations will be performed.

In/fs/readwrite.c, the main body of the read/write operation is implemented through
the vfs_read and vfs_write function. It is worth noting that the data in user space should
be copied to the kernel space by using the copy_from_user function, and then operate the
data. Themodified data should also be copied to the user space by using the copy_to_user
function.

5 Evaluation

In order to have a intuitive understanding of the functionality and security of this scheme,
we will test in this section and evaluate the experimental results. The parameters needed
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for the experiment are Samsung Galaxy S10 (Android version is 9.0.0) and Lexar Micro
SD Card (which speed is 633x and space is 256G).

5.1 Evaluation of Data Isolation Performance

In order to check the isolation result, we use the ADB tool to debug, and then use the
mount command to check the mount path.

Through experiments, we find that two block devices named/dev/block/mmcblk0p2
and/dev/block/mmcblk0p3 under Android are attached to the data and cache partition,
and these two block devices are corresponding to the privacy data partition and privacy
cache partition we divided on TF card. This shows that our scheme has been successfully
verified on the device.

In order to intuitively observe the effect of data isolation, we do the following exper-
iments, respectively put recordings, pictures, apps, etc. in different modes. In addition,
we need to modify the desktop background under safe mode to distinguish different
modes.

Table 1. The experimental results of our proposed method.

Stored in normal mode Stored in safe mode

Normal mode Safe mode Normal mode Safe mode

Recordings Y N N Y

Pictures Y N N Y

Videos Y N N Y

Apps Y N N Y

Messages Y N N Y

Contracts Y N N Y

As shown in Table 1, Y represents existence and N represents not existence. The
experiment results are consistent with expectations, which verifies the security of our
scheme.

5.2 Performance Evaluation

In order to evaluate the performance of our scheme, we select the official testing software
named LuDaShi for testing.
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As shown in Table 2, the CPU, GPU, memory, flash memory and other parameters
are almost the same between the twomodes, but there is a lack of storage performance in
the safe mode. This is due to the performance problem of the micro SD card we selected:
the read/write speed of 1x is about 0.15mb/s, so 633x is about 94 MB/s. According to
the evaluation results, we found that the read speed of the mobile is about 10 times that
of the TF card, while the write speed is about 2 times that of the TF card. Therefore, in
the safe mode, we should not read or write too large files. In order to check the influence
of our scheme on the read/write speed, dd command is used to test the read/write speed
of the system.

Table 2. Comparison of various properties with LuDaShi software.

Parameter Normal mode Safe mode

CPU performance 117280 98870

GPU performance 124442 123796

RAM performance 41020 40820

Flash memory performance 31334 3233

Reading speed 847 MB/S 46 MB/S

Writing speed 178 MB/S 72 MB/S

Database 4802 1140

As shown in Table 3, there is no significant difference in read/write speed between
the two modes when processing files smaller than 1G.

Table 3. Comparison of read/write speed between normal mode and safe mode.

Read speed Write speed

Normal mode Safe mode Normal mode Safe mode

64 M 0.07 s 1.28 s 0.38 s 1.53 s

128 M 0.17 s 2.06 s 0.69 s 2.7 s

256 M 0.28 s 4.45 s 1.44 s 4.67 s

512 M 0.71 s 12.33 s 2.81 s 8.80 s

1G 1.93 s 22.06 s 8.01 s 15.10 s

5.3 Overhead Evaluation

Considering the overhead of the system in the safe mode, we choose the parameter of
boot time to research:
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As shown in Fig. 3, we can see that there is a certain difference in boot time between
the two modes, but the difference is not significant, which should be tolerable by users.
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Fig. 3. Comparison of start-up time in two modes.

6 Limitation and Future Work

From the experiment in the previous section, we can see that our scheme can achieve
the target that physical isolation of data between modes, so as to achieve the purpose of
data protection. But there are some defects and deficiencies in our design.

First of all, we use the customized kernel solution for modes switching, our scheme
has poor flexibility of the switching, and the upgrade of small version may lead to the
failure of the switching. Secondly, our scheme has not been tested comprehensively in
the actual attack cases, so we cannot get the robustness of our scheme.

In the next step, we decide to complete the mode switching without modifying the
kernel to solve the problem of the design. At the same time, we will test all kinds of
attack methods in the future, detect the scheme for all kinds of attack methods, and
improve the scheme according to the experiments.

7 Conclusions

This paper introduces a safe area based on TF card on mobile devices. Using TF card to
realize two isolated data spaces and deploy the safe area on TF card. The scheme can
freely and safely switchbetween safe space andnormal space, so as to achieve the purpose
of data protection. Experimental results show that this method effectively reduces the
risk of sensitive information leakage, and the cost of performance is reasonable.

Acknowledgment. This work is supported by National Natural Science Foundation of China
under Grant No. 61876019.
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Abstract. The performance optimization of cloud platform for big data process-
ing is a research hotspot, among which resource scheduling is the most important.
Through the analysis of the internal resource scheduling mechanism of Cloud-
Stack, the two-level scheduling of resources plays an important role in task opti-
mal span, load balance and other aspects. In this paper, aiming at optimizing IaaS
service performance and taking CloudStack platform as the research object, a
dual fitness resource scheduling strategy based on improved particle swarm opti-
mization is proposed. First of all, PSO algorithm with high precision and fast
convergence speed is used to optimize the two-level resource scheduling, which
can shorten the scheduling time when the scheduling requirements are met. Sec-
ondly, aiming at the problem of “prematurity” of particle swarm optimization
(PSO), this paper USES simulated annealing algorithm to optimize the traditional
PSO. Finally, aiming at the two pole resource scheduling, this paper proposes the
virtual machine deployment algorithm based on improved particle swarm and the
dual fitness task scheduling algorithm based on Improved Particle Swarm respec-
tively, and carries out simulation in CloudSim simulation tool. The simulation
results show that the algorithm proposed in this paper can effectively improve the
optimal span and optimize the load balance.

Keywords: Cloud computing · Resource scheduling · Improved particle swarm ·
IaaS · CLOUDSTACK

1 Introduction

As a widely used architecture, the data access efficiency of cloud platform is the key
factor to ensure the operation efficiency of the platform. However, the increasingly
complex logical business and application scenarios make great changes in data access
characteristics. Traditional NAS and other storage architectures and access policies have
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been unable to meet the needs of data access, resulting in uneven load and high latency.
Therefore, relevant researchers have optimized access in data prefetching [1, 2], group-
ing [3] and other technical aspects. As one of the main architectures of cloud platform,
spark includes scheduling service, indexing service, caching service, statistics service,
sorting service, etc. the effectiveness of resource scheduling becomes the key factor of
its performance optimization effect. Resource scheduling algorithm is the mainstream
method in computer network technology, which has been widely used in the field of
IOT and data center optimization [4]. For example, Qian Li [5] proposed an optimiza-
tion model for SLA based resource scheduling, and provided a solution using random
integer programming technology. LV Lianggan [6] proposed a trust model and a trust
driven resource load balancing scheduling algorithm for the resource load degree and
scheduling time span of the scheduling itself, and implemented the algorithm in MAT-
LAB simulation, and then designed a prototype system to test the algorithm in practice,
which provides a data reference for the experiment and improvement of the algorithm.

For the cloud platform, appropriate load balancing and task scheduling strategies
enable each node to be in the best processing capacity, and the computing capacity
can also be customized according to the processing requirements to achieve “on demand
requirements”. For example, Xin Lu et al. [7] improve the capability of cloud computing
on-demand service by studying the dynamic scheduling of cloud resources and propose
a load adaptive scheduling model based on ant colony algorithm. By monitoring the
performance of virtual machine, real-time scheduling resources can meet the changing
load demand. Bee colony algorithm is also an effective intelligent algorithm. Yao Jing
et al. [8] introduced the bee colony algorithm into the study of load balancing, and
proposed the bee colony algorithm based on load distribution and the improved adaptive
bee colony algorithm, which solved the problem of server throughput well, and pointed
out that the former’s system stability and the latter’s system scalability are advantages.

For two-level resource scheduling, Cheng et al. [9] established a two-level resource
scheduling model for cloud computing and proposed a minimum energy consumption
resource scheduling algorithm based on genetic algorithm. The algorithm simulated the
total completion time and total energy consumption of tasks, pointed out the feasibility
of the algorithm, and showed the ability of genetic algorithm in resource scheduling.
Li et al. [10] proposed a dual fitness genetic algorithm based on the genetic algorithm,
which takes the shortest execution time of the total task and the shortest execution time of
the task tie as the standard to schedule. For the two-level resource scheduling algorithm,
this paper proposes the virtual machine deployment algorithm based on particle swarm
and the dual fitness task scheduling algorithm based on particle swarm, and then through
the CloudSim simulation tool to verify the results, test the effectiveness of the algorithm.

This paper studies the internal structure of CloudStack open-source cloud platform,
analyzes the resource scheduling and task scheduling algorithms used by the platform,
hoping to improve or introduce the latest algorithm theory and technology to replace
the original method, so as to improve the operation efficiency of the open-source cloud
platform, so as to provide strong support for the promotion and use of CloudStack.
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2 Related Work

In recent years, the task scheduling and resource allocation of cloud platform has been a
key research issue for researchers. In terms of resource allocation, Li et al. [11] proposed
two online dynamic resource allocation algorithms to deal with preemptive tasks in
IAAs cloud system. The algorithm dynamically allocates tasks according to the update
of actual task operation information. Besides ant colony and colony algorithm, more
and more researchers used the particle swarm optimization (PSO) algorithm, Arlindo
etc. [12] in order to keep the group of diversity, and prevent the premature convergence
is proposed with predator-prey particle swarm optimizer optimization algorithm, the
algorithm was analyzed and the other a variety of standard particle swarm algorithm,
the result of the algorithm is implemented in CloudSim simulation tools, and the results
show that the improved task completion time reduced to a certain extent, for in this
paper, the particle swarm algorithm for resource scheduling research laid the foundation.
Then, the model of resource scheduling is put forward, which abstracts the problem into
mathematical model, and promotes the development of resource scheduling algorithm.
For example, ShanHongbo et al. [14] combined the genetic algorithmwith the simulated
annealing algorithm, introduced the simulated annealing operation after the genetic
mutation stage, and improved the premature convergence of the genetic algorithm; Li
et al. [15] proposed a task scheduling based on the optimized ant colony algorithm,
so as to minimize the optimal span and average span of task time. But there is little
analysis of open source cloud platforms other than algorithms. Peng [16] analyzed the
resource structure and virtual machine deployment mechanism of CloudStack, and used
the CloudSim simulation tool to simulate a virtual machine deployment scheme based
on users’ personalized needs. Based on the CloudStack cloud management platform,
she developed a billing system. This paper provides a powerful help for the study of
CloudStack internal scheduling algorithm and resource management strategy.

3 Design

3.1 Virtual Machine Deployment Algorithm Based on Improved Particle Swarm
Optimization

Virtual Machine Deployment Design Based on Improved Particle Swarm Opti-
mization. There are generally two levels of resource scheduling in cloud computing:
one is to schedule tasks to virtual machines in the virtual resource layer; the other is to
deploy virtual machines to hosts in the physical resource layer, as shown in Fig. 1(a).
In the figure, “Vm1 => Hostn” means to deploy the first virtual machine to the nth
physical machine. It can be seen from the analysis that the computing capacity, mem-
ory capacity and storage capacity of the cloud platform server are far beyond the use
requirements of ordinary users, so virtual machines are used to meet the daily needs
of users. However, most of the popular open-source cloud platform virtual machine
deployment methods are to simplify the deployment process without considering the
problem of load balancing, which leads to the waste of cloud platform resources. Con-
sidering the differences of physical machine configuration and virtual machine resource
requirements, this paper proposes an improved particle swarm optimization algorithm
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(a) Virtual Machine Deployment Design  (b) Dual-Fitness Task Scheduling Design

Fig. 1. The overall design.

to calculate the virtual machine deployment strategy, and uses the particle swarm opti-
mization algorithm optimized by simulated annealing algorithm to calculate the better
virtual machine deployment strategy. Particle swarm optimization algorithm has the
advantages of fast convergence speed and wide search range. When all virtual machine
deployment requests come, the deployment strategy is calculated quickly. At the same
time, simulated annealing algorithm is introduced to avoid the result falling into the local
optimal solution, which makes the physical machine achieve the effect of resource load
balancing.

Fitness Function. The improved particle swarm optimization method needs different
fitness functions for different problems. Each particle needs to recalculate its fitness after
each position movement. First, the local optimal solution recorded by the particle itself
is changed through the fitness, and then the global optimal solution is changed. The
fitness function is not unique. It needs specific analysis for specific problems, and the
fitness function is very important for the effectiveness of particle swarm optimization.

Based on the analysis of the factors that affect the deployment of virtual machine,
this paper puts forward the fitness function to judge the load imbalance according to the
factors such as computing power, memory and bandwidth of virtual machine. Formula
(1) to formula (4) is as follows:
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√
√
√

1

n

n
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(
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√
√
√

1

n

n
∑
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(
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Where ci is the utilization ratio of computing power of the ith physical machine,
cavg means the average utilization ratio of computing power of all physical machines;
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mi represents the memory utilization ratio of the ith physical machine, mavg means the
average utilization ratio of memory of all physical machines; bwi represents the band-
width utilization ratio of the ith physical machine, bwavg means the average utilization
ratio of bandwidth of all physical machines.

F(x) = 1

n

n
∑

i=1

αiFi(x) (4)

Where αi represents the influencing factor of the ith fitness. The load unevenness
of CPU, memory and bandwidth is calculated through the formula (4), and then the
weighted average value of the three kinds of unevenness is calculated. This value is
not only used as the overall load unevenness and fitness function value, but also as the
judgment standard of the particle.

The load balance degree of resources is to allocate virtual machines to physical
machines and check whether the resources consumed by each physical machine are
balanced. If the resource utilization rate of one physical machine is too high and that
of the other physical machine is too low, the operation efficiency of the former host
will be reduced, and the latter host will be idle. Because there are differences in the
performance of physical machines, this paper takes the resource occupancy rate as the
calculation standard to compare the resource load balance of physical machines, and the
commonmethod to compare the differences is statistical standard deviation. The standard
deviation indicates that the occupancy rate of each resource is relatively close, indicating
that the allocation mode is balanced. On the contrary, it is unbalanced. Therefore, it can
be considered that the fitness function, F1(x), F2(x), F3(x) can be used as a standard to
evaluate the load balance of CPU, memory and bandwidth, and the result obtained can
be used as the load imbalance of these three factors.

Algorithm Flow and Complexity. Using particle swarm optimization algorithm to
deploy the virtual machine, each particle in the particle swarm represents a deployment
scheme, updating the optimal deployment scheme through the movement of a large
number of particles. The difference between the improved particle swarm optimization
and the traditional particle swarm optimization is that there is a certain probability to
choose the particles with poor adaptability in the choice of new particles.

Steps of Algorithm:
The whole population is initialized according to the set of virtual machine and host,

and the initial value and velocity value of each particle are randomly assigned. The local
optimal solution is defined as the initial position, and the global optimal solution can be
obtained by comparing the optimal solutions of all particles.

Calculate the speed and position of the updated particles and calculate the particle
fitness according to the fitness function, that is, the load imbalance corresponding to the
particles.

The local optimal solution of particles is recalculated and simulated annealing algo-
rithm is introduced to screen the non-optimal local optimal solution and update the global
optimal solution.
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After a certain number of updates or when the change of the optimal solution is
less than a certain threshold value, the execution is terminated, otherwise, the execution
continues in step 2.

Output the optimal solution of the population, which is the final virtual machine
deployment mode.

Analyze the time complexity of the algorithm, initialize m n-dimensional particles,
the time complexity is O (MN); update the speed and position of particles, the time
complexity is O (MN); calculate the complexity of particle fitness function generally
is O (n); update the optimal solution of particles and population, the time complexity
is O (m); judge the termination condition, the time complexity is 1. Suppose that the
algorithm goes through K iterations and the time complexity is O (KMN), that is to say,
the time complexity of the algorithm is O (KMN).

3.2 Dual-Fitness Task Scheduling Algorithm Based on Improved Particle Swarm
Optimization

This section will study the task scheduling algorithm in the two-level resource schedul-
ing, as shown in Fig. 1 b), where “T5 => vm3” indicates that the fifth task runs on the
third virtual machine. After all tasks are assigned to the virtual machine according to a
certain task scheduling strategy, the virtual machines work in parallel. The total running
time of all tasks depends on the longest running time of all virtual machines. A good
task scheduling strategy can make this time the shortest.

The improved particle swarmoptimization algorithm is also suitable for task schedul-
ing. The definition of particle in particle swarm optimization algorithm can correspond
well with the solution of task scheduling. In order to optimize the traditional algorithm,
which only guarantees the shortest task completion time but does not consider load bal-
ancing, this paper proposes that the overall load balancing effect among virtual machines
should be considered in the algorithm, so that when the task scheduling strategy is used
to allocate virtual machines, not only the overall task completion time is short, but also
the load among virtual machines can be balanced, thus ensuring the cloud The stability
of the platform improves the operation efficiency of the task.

Task Scheduling Algorithm Based on Improved Particle Swarm Optimization.
Basedon the above, a task scheduling algorithm is proposed.Thepurpose of task schedul-
ing is to calculate the optimal allocation mode from task to virtual machine according
to the instruction length and space occupied by each task and the performance of virtual
machine. Through the analysis of the internal task scheduling strategy of CloudStack,
we know that it only uses the sequential allocation algorithm, which is fair to the virtual
machine, and each virtual machine can receive the task allocation equally. However, due
to the different configuration of virtual machines, the seemingly equal way will lead to
the unbalanced load between virtual machines. If a large number of tasks are assigned
to virtual machines with small computing power, the running time of the overall task
will increase, and the load of the whole cloud platform will also be unbalanced. In this
case, this paper proposes a task scheduling algorithm based on improved particle swarm
optimization, which can calculate the optimal allocation of tasks to virtual machines,
bind virtual machines to each task before task scheduling, predict the total running time
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and load balance degree of tasks according to task information and virtual machine
performance, and find out the optimal scheduling strategy.

Fitness Function. The difference between this algorithm and the algorithm used in
virtual machine deployment strategy lies in the definition of fitness function. The task
scheduling algorithm uses two fitness: one is the total execution time of the task, the
other is the load balance of the virtual machine.

Initialize task scheduling particle swarm, each particle represents a task scheduling
method, update particle position and speed according to particle swarm algorithm, and
use double fitness function to judge when calculating particle fitness function:

F1(x) = l
max
r=1

k
∑

j=1

Time(r, j) (5)

According to the formula (5), where l represents the number of virtual machines,
K represents all k tasks on virtual machine R, and time (R, J) represents the running
time of the jth task running on virtual machine R. Because tasks are executed serially on
virtual machines and parallel among virtual machines, the total execution time of tasks
is to find the maximum running time of a virtual machine.

F2(x) =
√
√
√
√

1

l

l
∑

i=1

(mi − mavg)2 (6)

According to the formula (6), where l is the number of virtual machines, mi is the
totalmemory usage of all tasks in the ith virtualmachine, andmavg is the averagememory
usage of all virtualmachines. There is nomemory usage here, because the task is assigned
to the virtual machine, and the task is executed serially, only one task is executing at a
time, so the memory usage is meaningless, and it is likely that the total memory of all
tasks on the same virtual machine is greater than the memory of the virtual machine.
Therefore, the total amount of memory allocated to all tasks on each virtual machine is
taken as the standard when calculating the load balancing.

The final fitness function of particles is defined as the formula (7):

F(x) = 1
/

(α
/

F1(x) + β
/

F2(x)) (7)

Among them, the parameters α and β respectively represent the influence factors of
fitness, and different values can be set to make one of them more decisive. The quality
of particles is determined by these two fitness, which not only ensures the shortest task
completion time, but also ensures the load balance of virtual machine.

Algorithm Flow and Complexity. In the task scheduling algorithm, the position of
particles represents the way of task scheduling. The fitness function is calculated by
task execution time and load imbalance, so as to find the best way of task scheduling,
which makes the execution time of the total task shortest and the load imbalance of task
allocation on the virtual machine minimum.
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Algorithm steps:

1) The particles are initialized with task set and virtual machine list, and the initial
velocity and position of particles are generated randomly. The local optimal solution
of particles is the initial position.

2) Through the formula, update the speed and position of particles, calculate the particle
fitness according to the fitness function.

3) The local optimal solution of particles is recalculated and simulated annealing algo-
rithm is introduced to screen the non optimal local optimal solution to update the
global optimal solution.

4) Determine whether the end condition is reached at this time, otherwise skip back to
step 2 to continue.

5) End algorithm. Output the optimal solution of the population, that is, the optimal
way of task scheduling.

The steps of the algorithm are similar to the virtual machine deployment, so the time
complexity is similar. Assuming that the number of tasks is m, the number of virtual
machines is n, and the algorithm iterates t times in total, the time complexity of the
algorithm is: O (TMN).

4 Simulation of Resource Scheduling Algorithm

On In order to verify the effectiveness of the above algorithm, this paper uses CloudSim
simulation tool to simulate, on the basis of other algorithms, write improved algorithm
to simulate resource scheduling, and compare the specific data to analyze and verify the
algorithm in this paper. Simulation experiment is divided into two parts: first, simulation
virtual machine deployment algorithm. In CloudSim, a virtual data center containing
a certain number of physical machines and a certain number of virtual machines with
different configurations are created. The deployment strategy calculated by the improved
particle swarm optimization algorithm proposed in this paper is used to allocate the
virtual machines, and the parameters of the physical machines after deployment are
detected. The load balancing degree of all physical machines is calculated to verify
the algorithm effect. Second, the experimental simulation task scheduling algorithm,
simulation randomly generated a certain number and instruction length to the size of
the task, using improved particle swarm algorithm proposed in this paper to calculate
the task scheduling strategy task to run to the corresponding virtual machine, get the
simulation results, through the completion of all tasks time length and the degree of load
balance of all the virtual machine to verify the effect of the algorithm.

4.1 Simulation and Implementation

In order to verify the quality of the algorithm, this paper decided to use CloudSim
simulation tools to verify the algorithm. At the same time, the algorithm in this paper
was compared with the current commonly used algorithm to analyze the effectiveness
of the algorithm.
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Algorithm Parameters.

1. Virtual Machine Deployment Algorithm

First, set the parameters of the virtual machine and host, as shown in Table 1 and
Table 2.

Table 1. List of virtual machines

Number of CPUs/unit Computing Power/MIPS RAM/GB Network Bandwidth/Mbps

1 200 1 100

1 200 1 100

1 200 1 200

1 200 2 100

1 200 2 200

1 300 1 200

1 300 2 100

1 300 2 200

1 400 2 100

Table 2. List of physical machines

Number of CPUs/unit Computing Power/MIPS RAM/GB Network Bandwidth/Mbps

8 1000 4 1000

8 1000 8 1000

4 2000 16 1000

4 2000 8 1000

The virtual machine and physical machine are initialized according to the Settings
in the table, and the proxy provided by the CloudSim framework is submitted to the data
center, where the VmAllocation Policy PSO class is created to complete the deployment
from the virtual machine to the physical machine. Determine the length of particles in
this experiment is 9, and the number in each position of the particles represents the
host to which the virtual machine is allocated. Decode the particles in one step to find
the mapping from the virtual machine to the host, so as to calculate the allocation of
resources and load balance on the host.

By formula, whether F(x) of all relevant factors a weighted average of the load
imbalance degree, in front of the can by changing factors in the practical research of
impact factor for the increase or decrease of a certain factor, the importance of this
experiment is not specific to emphasize a factors, all factors are equally important, impact
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factor 1. The results calculated by the formula are taken as the fitness of particles, and
the load imbalance of the deployment mode can be obtained by judging the fitness of
particle x, so as to determine whether the deployment mode is the optimal deployment
mode. The algorithm ends when the specified number of iterations is exceeded.

In this experiment, the number of iterations is set to 1000. When the number of
iterations exceeds the threshold, the global optimal solution is taken out, and the solution
is used as the optimal deployment mode from virtual machine to physical machine.

2. task scheduling algorithm.

The initialization of the number of virtual machines USES a certain number in the
experiment, so that the number of tasks changes without affecting the performance of the
virtual machine, which is very useful for the comparison of results obtained by multiple
tasks. The creation of cloud tasks is shown in Table 3. The task instruction length (MI)
is shown in the table, which represents the number of millions of machine language
instructions. Based on the execution speed of the virtual machine, the running time of
each task can be calculated. The task size represents howmuchmemory a task consumes
and is used to calculate load balancing.

Table 3. Task List

Task command length/MI Task size/MB Task output size/MB

10000 300 100

20000 200 100

15000 200 100

… … …

20000 300 100

First, according to the task size and the computing power of the virtual machine, the
ETCmatrix of task execution time is obtained. ETC [I, J] represents the time required for
the ith task to run on the jth virtual machine. The time of task operation can be obtained
by the task instruction length/computing power.

When calculating the final fitness function value, it is necessary to determine the
influence factors of the two fitness values. In this experiment, the total running time of
the task is more important than the load balancing of the memory. Therefore, according
to the formula, set α to 4 and β to 1 in the actual simulation, which not only ensures the
influence of the load balancing, but also improves the importance of the total running
time of the task.

The end condition of the algorithm is designed to reach a certain number of iterations.
The maximum number of iterations is set to 1000, and the number of iterations exceeds
the threshold. At this time, the global optimal solution is taken out, and the solution is
taken as the optimal mode of task scheduling.
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4.2 Result Analysis

Analysis of Virtual Machine Deployment Algorithm results.

1. Load Balancing Effect.

In order to verify the effectiveness of the algorithm, the first matching algorithm of
CLOUDSIM, the single fitness particle swarm optimization algorithm of each factor and
the improved particle swarm optimization algorithm (SAPSO) proposed in this paper are
simulated in the experiment, and the equalization degree of each factor obtained by the
four algorithms are compared and analyzed which includes FM, CPU-SF, Memory-SF,
SAPSO.

Through the comparison of the four algorithms, firstly, the imbalance degree F of
each result is obtained through the simulation experiment, and y = 1 − F is defined as
the load balance degree of the result. The higher the load balance degree is, the better
the result can make the system achieve the load balance. The resulting load balance is
shown in Fig. 2.

a) CPU load balancing              b) memory load balancing

c bandwidth load balancing     d) overall load balancing

Fig. 2. Comparison of load balancing

From the image analysis, it can be seen that the overall load balancing degree of vir-
tual machine deployment algorithm is significantly improved after using particle swarm
optimization algorithm; the impact of physical machine load balancing is determined by
many factors, and a single factor change can only affect the corresponding load balancing
degree. The algorithm proposed in this paper uses CPU, memory and bandwidth as the
criteria to calculate the load balancing degree, and the comprehensive effect is the best,
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and the unilateral load balancing degree is also very good, which proves the effectiveness
of the virtual machine deployment algorithm SAPSO proposed in this paper.

2. Change of Simulated Annealing Strategy and Number of Virtual Machines

In order to solve the “precocity” problem of particle swarm optimization, this paper
introduces simulated annealing algorithm to improve the original particle swarm opti-
mization. F is the calculated fitness, and y = 1 − F is defined as the load balance of the
system, as shown in Fig. 3(a). The number of virtual machines and physical machines
in the above experiment is determined, but this experiment only changes the number
of virtual machines and physical machines, and observes the change of the overall load
balance of the system. In the experiment, the traditional particle swarm optimization
algorithm is compared with the improved particle swarm optimization algorithm pro-
posed in this paper. The load balancing degree is defined as y = 1 − F, and f represents
the fitness. The results are shown in Fig. 3(b).

(a) The Number of Iterations  b The Number of Virtual Machines  

Fig. 3. Change of simulated annealing strategy and number of virtual machines.

It is known from Fig. 3(a) that traditional particle swarm optimization algorithm
will find the first global optimal solution and may not find the best global optimal solu-
tion. SAPSO, with the strategy of simulated annealing, adjusts its position all the time,
searches from different directions, and finally finds the optimal solution which is closer
to the global optimal solution than the traditional particle swarm optimization algo-
rithm. As shown in Fig. 3(b), as the number of physical machines and virtual machines
increases, the difficulty of distribution increases, and the load balance degree of the
system decreases gradually. By contrast, when there are many virtual machines, the
improved particle swarm optimization algorithm is better than the traditional one. From
the above experiments, it is concluded that the SAPSO proposed in this paper can opti-
mize the deployment strategy of virtual machine, and the effect of load balancing is more
obvious, which proves the feasibility of this algorithm in virtual machine deployment.
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Result Analysis of Task Scheduling Algorithm.

3. The Number of Tasks and Memory Load Balancing

In the experiment, there were a total of 400 tasks with a gradient of 50, randomly
generating the instruction length between 10000–30000mi and the task length between
200–400mb. Task schedulingwas carried out through the three algorithms of FCFS algo-
rithm, greedy algorithm (GA), and particle swarm optimization algorithm (DFPSO) pro-
posed in this paper, and the running time and load imbalance of memory were recorded
and compared and analyzed after the completion of scheduling for each algorithm. The
comparison results of the three algorithms are shown in Fig. 4(a). As can be seen from
the figure, with the increase of the number of tasks, both the greedy algorithm and the
algorithm proposed in this paper have much less execution time than the FCFS algo-
rithm, and sometimes the task scheduling method obtained by the greedy algorithm is
better.

FCFS does not consider load balancing, greedy algorithm simply realizes load bal-
ancing; the algorithm proposed in this paper considers both task execution time and
load balancing. The fitness function value changes in the range of 1000-10000, so y
= 1 − f/10000 is defined as the load balance degree. The load balance degree of the
greedy algorithm and the algorithm proposed in this paper is shown in Fig. 4(b). It
can be seen that although the algorithm proposed in this paper is slightly worse than
greedy algorithm in task execution time, it is obviously better than greedy algorithm in
memory load balancing. It can also be seen from the figure that with the increase of the
number of tasks, the load balancing degree decreases gradually, because in this paper,
the standard deviation of the memory usage occupied by tasks is taken as the standard
deviation. When the number of tasks is large, the slight deviation of memory will cause
the standard deviation to increase a lot, resulting in the decrease of the calculated load
balancing degree. Therefore, when the number of tasks is large, it does not mean that
the load balance of the system must be less time difference than the number of tasks.
The curve in the figure only has the effect of comparing with the load balance of greedy
algorithm, which shows that the algorithm in this paper has more advantages than greedy
algorithm in this respect when the number of tasks is the same.

(a) Task Execution Time          (b) Memory Load Balancing

Fig. 4. The result of tasks and memory load balancing.
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Through the simulation experiment, we can see that the proposed dual fitness
task scheduling algorithm based on particle swarm optimization is much better than
CloudSim’s default FCFS algorithm. Compared with greedy algorithm, the task execu-
tion time is sometimes less than greedy algorithm, but the load balance is better than
greedy algorithm. The algorithm in this paper sacrifices the execution time of the task
a little, and has a great optimization in load balancing, which is necessary. Therefore,
in the task scheduling algorithm, the dual fitness task scheduling algorithm based on
particle swarm optimization is effective and has a certain value.

5 Conclusion

Researchers optimize the cloud platform based on spark big data processing, which gen-
erally includes scheduling service, indexing service, caching service, statistics service,
sorting service, etc., of which resource scheduling is the most important. By analyzing
the internal resource scheduling mechanism of CloudStack, this paper puts forward the
improvement of resource scheduling, and provides solutions for the load balance and
the optimal span of tasks in the cloud platform. The main results of this paper are as
follows: the two-level resource scheduling mechanism in the cloud platform is analyzed,
and the particle swarm optimization algorithm is introduced to optimize the two-level
scheduling algorithm. The simulated annealing algorithm is used to optimize the particle
swarm optimization algorithm, and different fitness functions are formulated according
to the actual problems. For the virtual machine deployment mechanism, an improved
virtual machine deployment algorithm based on particle swarm optimization algorithm
is proposed, using the load imbalance as the fitness function; for the task scheduling
mechanism, a dual fitness task scheduling algorithm based on particle swarm optimiza-
tion algorithm is proposed, using the optimal task span and load imbalance as the fitness
function. Through the simulation of CloudSIM simulation tool, the results show that the
algorithm proposed in this paper can effectively improve the optimal span and optimize
the load balance.
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Abstract. The SVM classifier has been a significant and prevailing tech-
nique in machine learning applications. Training a high-quality SVM
classifier usually requires a huge amount of data, which makes collabora-
tive training by multiple parties become an inevitable trend. However, it
causes privacy risks when sharing sensitive data with others. There are
some existing methods to solve this problem. These methods mainly con-
tain computation-intensive cryptographic techniques which are inefficient
and not suitable for practical use. Therefore, it is important to realize effi-
cient SVM classifier training while protecting privacy. In this paper, we
propose a novel privacy-preserving SVM classifier training scheme based
on blockchain. We establish a blockchain-based SVM classifier training
mechanism which realizes collaboratively training while protecting pri-
vacy. We adopt the additive secret sharing technique to design several
computation protocols, which are much more efficient than the schemes
which contain complex cryptographic primitives. We conduct a thorough
analysis of the security properties of our scheme. Experiments over a real
dataset show that our scheme achieves high accuracy and practical effi-
ciency.

Keywords: Privacy-preserving training · Nonlinear SVM classifier ·
Secret sharing · Blockchain

1 Introduction

Machine learning has been extensively involved in almost every aspect of human
life and greatly changed our living styles. Classification, as an important machine
learning technique to produce predictive models, plays an important role in var-
ious fields such as medical diagnosis [1], image recognition [2], recommendation
system [3], and so on. Support Vector Machine (SVM) [4] is one of the most
powerful machine learning methods which has been widely used for classifica-
tion or prediction. For instance, the healthcare institutions collect the clinical
records of patients and train SVM classifiers to establish a decision support
system which can make accurate medical diagnosis. The image classification is
another significant application of SVM which can help the e-commerce compa-
nies conduct effective commodity recommendation. In order to obtain an SVM
c© Springer Nature Singapore Pte Ltd. 2020
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model with high accuracy, the training process usually requires a huge amount
of data. However, it is difficult for a single party (e.g., a healthcare institution or
a company) to collect plentiful and diversified data for training. In addition, the
large volume of data and complex computation during the training process often
exceed the storage and computation capacity of the resource-limited single par-
ties. Therefore, there has been a surge in demand for collaborative training by a
group of parties. On the one hand, the merged dataset from multiple sources has
obvious advantages on data volume and variety to train a high-quality classifier.
On the other hand, it greatly reduces the storage and computation overheads
on the resource-constrained entities. However, it causes nonnegligible privacy
risks when sharing the data with other untrusted parties [5,6]. For instance,
the healthcare institution which wants to train an SVM classifier for medical
diagnosis by utilizing the clinical records of the patients cannot directly share
the records with others. Because the medical histories contain lots of sensitive
information of the individuals [7]. The privacy of data could be invaded once
they share them with other participants. Besides, the classification model is also
private and valuable, the participants who make contributions to collaborative
training are also unpleasant to reveal any information about the model. There-
fore, it is a crucial problem to perform collaborative training while protecting
privacy.

To address this issue, many cryptographic techniques have been adopted
to achieve privacy-preserving classifier training, such as homomorphic encryp-
tion [8,9], differential privacy [10,11], and so on. However, the homomorphic
encryption technique is usually involved with computationally expensive cryp-
tographic primitives, which result in heavy computation cost. The differential
privacy technique cannot achieve high accuracy because it protects data pri-
vacy by adding immeasurable noises to the parameters of the model. Besides, in
the above privacy-preserving training schemes, the data owners completely lose
control of their data when outsourcing the data to the untrusted parties. The
data ownership has not been well guaranteed, which is also a potential threat
of data confidentiality. Recently, Shen et al. [12] proposed a privacy-preserving
SVM training scheme over blockchain-based encrypted IoT data. However, they
adopted the computing-intensive Paillier homomorphic encryption technique,
which causes huge computation overheads.

In this paper, we propose a new privacy-preserving nonlinear SVM classifier
training scheme based on blockchain. Specifically, we establish a blockchain-
based data sharing and computation outsourcing mechanism which allows par-
ticipants to collaboratively train the model while protecting privacy. We adopt
the additive secret sharing technique based on two-party computation to design
the computation protocols, which can achieve secure SVM training with minimal
computation overheads.

The main contribution of this paper can be summarized as follows:

1) To train a high-quality nonlinear SVM classifier while protecting privacy,
we propose a privacy-preserving training scheme based on blockchain.
We utilize the blockchain technique to design a decentralized scheme for
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collaborative training while ensuring the invariance and ownership of train-
ing data.

2) We adopt the additive secret sharing techniques and design a series of arith-
metic primitives to realize efficient collaborative training while protecting
privacy of both the data and the model.

3) The through analysis of security strength and the experiments over real-
world datasets show that our scheme is secure and achieves high training
efficiency and practical accuracy.

The rest of this paper is organized as follows: Sect. 2 introduces the system
model and threat model of our scheme. In Sect. 3, we present the details of our
privacy-preserving training scheme. Security analysis and performance evalua-
tion are presented in Sect. 4 and Sect. 5, respectively. We conclude the paper in
Sect. 6.

2 Problem Statement

2.1 System Model

In this paper, we focus on designing a scheme for privacy-preserving and efficient
nonlinear SVM classifier training. There are three entities in our framework: the
blockchain, the data providers, and the servers, as shown in Fig. 1. The role of
each entities is described as follows:

– Blockchain: The blockchain in our scheme serves as a distributed and
immutable ledger. Each block of the blockchain stores a group of transac-
tions of the training requests, the delivery of training data, and so on.

– Data providers: The data providers take charge of encrypting the original
datasets before sending them to the servers and generating random values in
the secure computation process.

– Servers: The servers are two computing parties which are selected from the
parties in the decentralized network. They are incented to conduct the train-
ing tasks, like the miners in BitCoin.

In the blockchain-based decentralized system, the servers should first register
on the blockchain and join the network. When the data providers want to con-
duct collaborative training, they should first generate a transaction that contains
the requests and pays. After receiving the transaction, the blockchain selects two
servers as computing parties and sends the addresses and the public encryption
keys of the servers to the data providers. Then, each provider encrypts the train-
ing data with the respective public keys and sends the encrypted data to the
servers. On receiving the encrypted data from all the participants, the servers
perform the secure computation protocols and conduct the SVM classifier train-
ing. After finishing the training process, the servers send the results back to the
data providers.
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2.2 Threat Model

In this paper, we assume that the servers are non-colluding and there are
secure channels among the nodes in the decentralized network. We consider the
servers to be honest but curious. It means that the servers would execute the
designed task honestly, but they are curious to infer sensitive information from
the encrypted data and the interactive messages. The privacy threats mainly
come from two aspects: 1) the encrypted original datasets. The original
datasets may contain lots of sensitive information about the data providers. The
adversaries can still infer valuable information about the local data through
the training process; 2) the training results. The results of training, i.e., the
SVM model, can be used for some commercial benefit. Thus, the results could
be embezzled by the computing parties or adversaries.

Fig. 1. System model of proposed scheme.

3 Privacy-Preserving SVM Classifier Training

In this section, we mainly describe the privacy-preserving SVM classifier training
scheme. We first present the secure computation protocols which are based on
additive secret sharing. Then we present the design of our proposed scheme.
Given a value a, it will be randomly split into two shares, which are outsourced
to two servers S1 and S2 respectively. Here, we denote 〈a〉1 and 〈a〉2 as the two
shares stored on S1 and S2, respectively.
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3.1 Secure Addition/Subtraction Protocol

Given two values a and b, the addition/subtraction protocol is to jointly compute
a±b. It is oblivious that the computation can be executed by S1 and S2 indepen-
dently since (〈a〉1 ± 〈b〉1) + (〈a〉2 ± 〈b〉2) = (〈a〉1 + 〈a〉2) ± (〈b〉1 + 〈b〉2) = a ± b.
Note that there is no interaction between the two servers during the computa-
tion.

3.2 Secure Multiplication Protocol

The multiplication protocol is to calculate the product of two given values a and
b. We adopt the Beaver’s pre-computed multiplication triplets [13] technique to
realize multiplication protocol. The steps of our secure multiplication protocol
SecMul(·) are given as follows:

To obtain c = a × b, the algorithm utilize a pre-generated triplet (u, v, w),
where u and v are randomly generated and w = u × v. The shares of u, v, w
is ui, vi, wi (i = 1, 2), which are stored in Si respectively. The servers Si then
calculate 〈e〉i = 〈a〉i − 〈u〉i and 〈f〉i = 〈b〉i − 〈v〉i locally. After that, they send
〈e〉i and 〈f〉i to each other and reconstruct e and f . Finally, Si compute and
output the shared results as 〈c〉i = f · 〈a〉i + e · 〈b〉i + 〈w〉i + (i − 1) · e · f .

Thus, the product c can be reconstructed simply by adding the respective
results of S1 and S2 as c = 〈c〉1 + 〈c〉2.

3.3 Secure Comparison Protocol

Given a value a and b, the secure comparison protocol SecComp(·) is used to
judge whether a < b. Specifically, the function outputs 1 if and only if a < b;
and outputs 0 otherwise. We adopt the bit-decomposition method in [14] and
follow the comparison protocol proposed by Huang et al. [15] which is based on
additively secret sharing.

We first transform the real-number shares into integers. Specifically, we mul-
tiply the numbers by 10p and truncate the remain decimal parts. Then we utilize
the two’s complement representation, where the most significant bit (MSB) of
a number indicates whether it is a positive or negative. For a l-bit signed num-
ber c, denote its binary complement form can be denoted as c(l−1)c(l−2)... c(0).
Correspondingly, c can be reconstructed as:

c = −cl−1 · 2l−1 +
l−2∑

j=0

c(j) · 2j . (1)

Suppose that the l-bit shares of c are c1 and c2, the protocol performs bitwise
operations over c1 and c2 to compute the sign of c. Thus, the protocol can
compare a and b by computing the sign of a − b.

3.4 The Proposed Scheme

In this subsection, we present the framework of our privacy-preserving nonlinear
SVM classifier training scheme. The details are as follows:
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Algorithm 1. Secure Gaussian kernel function
Input: S1: the shared vectors 〈−→x a〉1, 〈−→x b〉1, σ;

S2: the shared vectors 〈−→x a〉2, 〈−→x b〉2, σ.
Output: S1: the shared Gaussian kernel result 〈r〉1;

S2: the shared Gaussian kernel result 〈r〉2.
1: Si initialize 〈s〉i = 0.
2: for k from 1 to len(〈−→x a〉i) do
3: Si locally compute 〈z〉i ← 〈xa[k]〉i − 〈xb[k]〉i.
4: Si compute 〈g〉i ← SecMul(〈z〉i , 〈z〉i).
5: Si locally compute 〈s〉i ← 〈s〉i + 〈g〉i.
6: end for
7: Si locally compute 〈f〉i ← − 1

2σ2 · 〈s〉i.

8: Si locally compute e〈f〉i and randomly split e〈f〉i into
〈
e〈f〉i

〉
1

and
〈
e〈f〉i

〉
2

.

9: Si send
〈
e〈f〉i

〉
i−1

to Si−1.

10: Si compute 〈r〉i ← SecMul(
〈
e〈f〉1

〉
i
,
〈
e〈f〉2

〉
i
).

System Initialization. Supposed that there are n data providers DPj(1 ≤
j ≤ n) who own some training data respectively and want to collaboratively
train an SVM classifier with a kernel function. The data providers first reach a
consensus on the training protocols, parameters, and payments. Then, they send
the transactions of request to the blockchain and thereafter receive the addresses
and public keys of the computing servers.

After that, the data providers first encrypt the training data by randomly
splitting each element into two shares. Then they encrypt the shares with the
corresponding public key pki of the two computing servers and obtain the
encrypted training datasets 〈Dj〉i. Finally, the data providers send the encrypted
datasets to the two servers respectively and then publish the transactions on the
blockchain.

Training. After receiving all the encrypted datasets from the data providers,
the servers decrypt the shares by utilizing their corresponding private key ski
and perform the training protocol. In our SVM model, we choose the Gaussian
kernel function to achieve nonlinear separation. The function can be interactively
calculated by the two servers. The steps of calculating Gaussian kernel is shown
in Algorithm 1.

To train the SVM classifier, we adopt the gradient descent (GD) as the opti-
mization method, which is utilized in [12]. Compared with another optimization
algorithm that is also frequently-used in plaintext tasks, i.e., the sequential min-
imal optimization (SMO), GD contains less complex computation. Thus it is
regarded to be more suitable for the training in the encrypted domain. By intro-
ducing a hinge loss, the optimization problem of the SVM is converted to:
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Algorithm 2. Secure nonlinear SVM classifier training
Input: Si: the split dataset 〈D〉i = {(〈−→x 1〉i , 〈y1〉i), (〈−→x 2〉i , 〈y2〉i), ..., (〈−→x m〉i , 〈ym〉i)},
learning rate λ, max iterations T , precision ε.
Output: Si: 〈α∗〉i, 〈b∗〉i.

1: Si initialize
〈
α1

〉
i
,
〈
b1

〉
i
, 〈loss〉i .

2: for p from 1 to m do
3: for q from 1 to m do
4: Si compute 〈K[p][q]〉i ← SecKer(〈−→x p〉i , 〈−→x q〉i).
5: end for
6: end for
7: while loss > ε or t < T do
8: Si initialize Δα, Δb.

9: Si compute 〈loss〉i ← SecMul(SecMul(
〈
αt

〉
i
, 〈K〉i),

〈
αt

〉T

i
).

10: for p from 1 to m do
11: for q from 1 to m do
12: Si compute 〈gp〉i ← SecMul(

〈
αt[q]

〉
i
, 〈K[p][q]〉i).

13: Si locally compute 〈sp〉i ← 〈sp〉i + 〈gp〉i.
14: end for
15: Si locally compute 〈fp〉i ← 〈sp〉i + 〈bp〉i.
16: Si compute 〈fp〉i ← SecMul(〈yp〉i , 〈fp〉i).
17: Si compute SecComp(〈fp〉i , 1).
18: if 〈fp〉i < 1 then
19: Si compute 〈Δα〉i ← 〈Δα〉i − C · SecMul(〈yp〉i · K[p]).
20: Si compute 〈Δb〉i ← 〈Δb〉i − C · 〈yp〉i.
21: end if
22: end for
23: Si update

〈
αt

〉
i
← 〈

αt
〉

i
− λ · 〈Δα〉i.

24: Si update
〈
bt

〉
i
← 〈

bt
〉

i
− λ · 〈Δb〉i.

25: Si compute SecComp(〈loss〉i , ε).
26: t = t + 1.
27: end while
28: Si return 〈α∗〉i , 〈b∗〉i.

min
1
2

‖ω‖2 + C

m∑

i=1

max(0, 1 − yi(
m∑

j=1

αjK(−→x i,
−→x j) + b)). (2)

The protocol firsts executes SecComp(·) to compare yi(
∑m

i=1 αiK(−→x i,
−→x ) + b)

and 1. If yi(
∑m

i=1 αiK(−→x i,
−→x )+b) < 1, the servers update α and b by calculating

the derivatives of the margin and the hinge loss. The steps of privacy-preserving
training are shown in Algorithm 2. The dataset for training and the SVM model
is well protected during the training process. The servers and other adversaries
cannot infer any information except the respective shares obtained in each step.
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4 Security Analysis

In this section, we present the security strength of our proposed scheme under
the honest but curious model. We analyze the security of our scheme based on
the universal composability (UC) framework [16], which is regarded to guarantee
strong security properties. Due to the secret sharing based protocols, the addition
and subtraction operations which are computed locally on the servers can be
easily simulated. We prove the security of other computing protocols in our
scheme.

Theorem 1. The protocol SecMul(·) is secure under the honest but curious
model.

Proof. The view of S1 is view1 = (a1, b1, u1, v1, w1, e2, f2). It is obvious that a1, b1
are randomly split from a and b and u1, v1, w1 are uniformly random values. e2
and f2 are also random values because they are generated as e2 = a2 − u2,
f2 = b2 − v2. The output of S1 is view1 = f · a1 + e · b1 + w1, which is also
uniformly random. Note that both the input and output of S1 are random values,
so they can be perfectly simulated by S. The view of adversary A and its real
view are computationally indistinguishable. Similarly, the input and output of
S2 can also be perfectly simulated.

Theorem 2. The protocol SecComp(·) is secure under the honest but curious
model.

Proof. For the comparison protocol SecComp(·), the view1 and view2 of S1 and
S2 are view1 = (a1, u1, v2), view2 = (a2, u2, v1, v

(l−1)
2 v

(l−2)
2 ...v

(0)
2 ). The values

are random and simulatable. The bitwise addition can be deployed by secure
addition and secure multiplication, which has been proved to be simulatable.
Therefore, it can be proved that the comparison protocol can be simulated by a
simulator S.

The privacy-preserving training protocol is composed of the above computing
protocols, which are proved to be secure. Thus, our privacy-preserving nonlinear
SVM classifier training scheme is secure under the honest but curious model.

5 Performance Evaluation

In this section, we evaluate the performance of our scheme by conducting
experiments over a real-word dataset. We use a real-world dataset of the UCI
machine learning repository, i.e, Breast Cancer Wisconsin Datebase (BCWD)
[17]. BCWD contains 699 instances and each instance contains nine attributes.
The instances in the dataset are labeled as benign or malignant. We implement
the experiments on a PC with a 32-core Intel i7 CPU @ 1.80 GHz and 16 GB
RAM. The algorithms are programmed with Python 2.7. Specifically, we inves-
tigate the performance through the accuracy and the efficiency.
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(a) (b)

Fig. 2. Comparison of the computation time with different datasets.

Table 1. Comparison of the accuracy.

Our scheme SVM Shen’s scheme

Precision 93.3% 93.3% 90.35%

Recall 1 1 96.19%

Table 2. Comparison of the efficiency.

Shen’s scheme Our scheme

Server side 953 s 146 s

Data provider side 2233 s 1.7 s

5.1 Accuracy

The precision rate and the recall rate are two key parameters to evaluate the
accuracy of a classifier. We calculate the two parameters and compare our scheme
with the SVM classifier implemented over plaintext. We also compare our scheme
with the privacy-preserving training scheme proposed by Shen et al. The results
are shown in Table 1. We can see that our scheme can achieve the same accuracy
with the SVM classifier over plaintext and higher accuracy than Shen et al.’s
scheme. It demonstrates that the cryptographic methods in our scheme do not
influence the classification functionality. Our scheme can maintain high accuracy
while protecting privacy.

5.2 Efficiency

In this subsection, we evaluate the efficiency of our scheme. Specifically, we
investigate the time consumption both on the data providers and the servers
by utilizing cross-validation. We compare the efficiency of our scheme with that
of Shen et al.’s scheme. It is shown in Table 2 that our scheme achieves much
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better efficiency performance. It is because that our scheme does not involve
any computationally-expensive cryptography techniques. We can see that the
time consumption on the data provider side in our scheme is just 1.4 s, while in
Shen et al.’s scheme it takes the data provider more than 2000 s. The time of
computation on the server side is also much less than Shen et al.’s scheme.

We also evaluate the time consumption with different percentage of instances
for training and testing, as shown in Fig. 2. Specifically, we randomly take several
percentages of instances for training and the others for testing. We can see that
the time consumption is positively correlated to the percentage of instances
for training because that more instances for training means a larger number of
computation both on the data provider side and the server side. Overall, the
efficiency of our scheme is acceptable for practical use. The experiment results
show that our scheme is much more efficient than Shen et al.’s scheme and
achieves better overall performance for practical utilization.

6 Conclusion

In this paper, we proposed a new privacy-preserving nonlinear SVM classifier
training scheme for multiple data providers. We utilize the blockchain technique
to design a decentralized framework for data sharing and training while ensur-
ing the invariance of datasets. We adopt the additive secret sharing based on
secure two-party computation and design a suite of secure computing protocols
to conduct the training process with no information leakage. Our training scheme
is proved to be secure through comprehensive analysis. Experiments over real
datasets demonstrate that our scheme can achieve high accuracy and efficiency
for practical applications.
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Abstract. Graph-based classification methods are widely used in social
network. Wang et al. [1] proposed an attack for the collective classi-
fication method by manipulating the structure of the graph. In this
paper, we propose a novel defense scheme for this attack by repairing
the graph structure via deleting the edge for the key nodes. Our exper-
iments demonstrate that our scheme is very effective in resisting such
attacks and enables the classification algorithm to achieve pre-attack
accuracy and precision.

Keywords: Graphbased classification algorithm · Graph structure ·
Social network · Effective

1 Introduction

Graph-based classification algorithms are widely used in various problems, for
instance detection of malware [2], malicious users in social software [3–5], and
false comments [6,7], attribute inference [8,9] et al.. By training on the positive
and negative nodes set, Graph classification algorithm classified the untagged
nodes into positive or negative nodes. The tags of positive and negative differ
considerably in different questions. Some works [10–13] demonstrate that Graph-
based classification algorithms are highly effective in detecting the malicious
users who may attack the negative nodes.

Currently, it exists two types of graph-based classification algorithms, includ-
ing graph neural network [14–16] and collective classification [5,6,14]. Graph
neural networks [15–18] trains on the graph structure and obtains feature vec-
tors for each node, and classifies the nodes by the the feature vectors. Collective
classification defines a priori reputation score and weight for each node in the
training set, computes a priori reputation score by using the weight graph, and
classifies each node according the priori reputation score. Some novel and widely
using collective classification algorithms exist at present, including Randow walk
(RW) algorithms [5,19], circular confidence propagation algorithms (LBP) algo-
rithms [1,2], linear circular confidence propagation algorithm (LinLBP) [1], joint
weight learning and propagation (JWP) algorithm [7].
c© Springer Nature Singapore Pte Ltd. 2020
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The RW algorithm calculates the posteriori reputation scores by random
wandering, scores for the node iteratively, assigns the scores to the node’s neigh-
bors by the weight. After iterations, we can categorize the nodes by scoring.
The JWP algorithm obtains the weights and propagates the scores simultane-
ously. The posteriori reputation score can be calculated by iterating to balance.
Finally, the nodes are classified by a posteriori reputation scoring. In LBP algo-
rithm, it distributes the same weight to each side, models the graph as a pair
of Markov random airports, employs the standard LBP algorithm to score each
node. However, it exists a limitation that the Convergence and incompressibility
for the circular graph can not be satisfied simultaneously. A modified LinLBP
algorithm solves the limitation.

With the widely using of the graph classification algorithms, there are always
some attacking algorithms since the attacker can evade detection easily. Some
existing attacking algorithms include clustering attacking algorithm [20], neu-
ral networks attacking algorithms [21–23], and collective classification attacking
algorithm [1]. Clustering attacking and collective classification attacking algo-
rithms always modify the structure of the graph. Changing the structure of the
graph means inserting a false edge between two nodes or removing an existing
edge. This method will prompt the classification algorithms misclassifying the
target node. Some researches [24–27] based on non-diagrammatic data in adver-
sarial machine learning were proposed. Utilizing the graph-based adversarial
machine learning, Wang et al. [1] proposed an attacking algorithm by modifying
the structure of the diagram. This attacking algorithm invalidates the classifica-
tion algorithm by inserting some edges or deleting the certain specific edges in
the graph. Most of the defense algorithms against the generic attacks are based
on non-graphic data. Those algorithms will fail to defense Wang’s attacking
algorithms.

In this paper, we propose a defense algorithm against the attacking based on
the graph. Our algorithm modifies the graph structure by deleting the key nodes
randomly to “repair” the diagram. We delete the edges among the key nodes to
resist the attack, this method also has less impact on the original classification
algorithm. The main contributions of our work are listed as follows:

• In this paper, we analyze the attack which works on the Graph-based classi-
fication via manipulating the graph structure.

• We implement a replication of the attack algorithm and propose a defence
model against the attack via deleting the key nodes randomly.

• We design some experiments based on multiple real-life social network data
sets, the results demonstrate that our model is very effective in resisting the
attack and has small impact on the original classification algorithm simulta-
neously.

The rest of the paper is organized as follows. Some background and problem
setup are presented in Sect. 2. Section 3 analyze the attack. We put forward the
our defense scheme in the Sect. 4. The summarize and the future work were
introduced in Sect. 5.
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2 Background and Problem Setup

2.1 Notations

Throughout our works, we utilize G = (V,E)1 to denote an undirected graph, L
denotes the training dataset, including the positive set LP and negative set LN .
Other parameters include:

• V and E denotes the nodes set and the edges set, u ∈ V means the node u
belonging to V . (u, v) ∈ E denotes an edge between u and v.

• qu denotes the prior reputation score for a node u. If u ∈ Lp, it denotes
qu = θ, and u ∈ LN denotes qu = −θ, otherwise, qu = 0.

• θ denotes a set (0, 1], ω is the weight parameter for the nodes which belongs
to a set (0, 0.5].

• A and W denotes an adjacency matrix of the graph and a |V | × |V | matrix.
• p and q denotes the column vector of prior reputation scores and posterior

reputation scores of all nodes.

2.2 Reviews of the Linearized Loopy Belief Propagation

We retrospect the Linearized Loopy Belief Propagation (LBP). In LBP, the
posterior reputation scores are computed by Eq. 1.

p = q + A � WP (1)

where the WP denotes the weight matrix for the node p, � denotes the multi-
plication of two matrixes. A � WP denotes the weight matrix of the graph. We
calculate the iteration of the posterior reputation scores by Eq. 2.

pt = q + A � W t−1
P (2)

where t denotes the tth iteration. Iff the posterior reputation scores pu < 0 and
it is converge, the node u is a negative node.

The LBP system consists of three components, including the parameters,
training set, and the graph. The parameters contain the weight parameter W
and θ. We combine the components into an array as {parameters, training set,
Graph}, where the adversary may know the parameters or not, which are denoted
as Yes or No. The training set can be trained or not for the adversary, we
denote it as Yes or No. The adversary knows the graph complete or partial. The
different arrays demonstrate the differ ability of the adversary. For example,
{Y es, Y es, Complete} denotes that the adversary knows the parameters and
has ability to train on the set, they know the structure of the graph in the
social network. This situation maximizes the efficiency of the attack, and it is
the most threatening situation. The array {No, Y es, Complete} means that the
attacker obtains no information about the parameters, the attacker should choose
a random value within the parameter range to replace these two parameters. The
array {Y es,No,Complete} shows the attacker does not equipped with ability of
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training set, the attacker should take a part of the original graph as a training
set. The attack knows his target nodes will be regarded as the positive nodes,
then, the attacker always utilizes these nodes as positive nodes, and attacks
some other nodes that may be negative. {Y es, Y es, Partial} means the attacker
knows at least one of his target nodes and the relationship between the edges and
these nodes. We assume that the attacker knows a part of negative nodes, then
the attacker collects more negative nodes by the crawler in this social network.
{No,No, Partial} means the attacker executes the attack after using the above
three alternatives in turn.

Assumption that the positive and negative nodes denote the malicious and
general users. The adversary has some target nodes which will be classified as
positive nodes generally. The adversary will attack the LinLBP classification
algorithm and misclassify these target nodes as negative nodes. We assume FNR
denotes the rate of the misclassified nodes, it is calculated by Eq. 3.

FNR =
Nf

Nt
× 100% (3)

Where Nf and Nt denotes the number of the misclassification nodes and the
target nodes. FNR is an evaluation criterion for the efficiency of the attacking.

The attack algorithm proposed by Wang et al. [1] changes the structure of
the graph by deleting or inserting an edge. The cost of deleting or insertion
an edge in differ nodes are different. The cost of inserting an edge between the
positive nodes and negative nodes is much higher than the cost of inserting the
edges among the positive nodes. The easiest and most effective way to attack the
LinLBP is to sever the relationship among the negative nodes and build many
relationships with the general nodes. In the real social network, we will limit
the number of relationships for a single node, and limit a maximum of K sides
inserted or deleted for the nodes by the attacker.

Wang et al. [1] utilizes a binary variable to represent the situation of the edge,
when the situation of the edge changes, Buv will be recorded as 1, otherwise
Buv = 0. Then, they turned the attack algorithm into an optimization problem.
The objective function of this optimization problem contains three restrictions,
1) calculate the cost; 2) FNR = 1; 3) the maximum number of inserted or
deleted edges per nodes is K. The goals for the attacker are to optimize the
problem listing as follows:

minF (B) =
∑

u∈τ,v∈V −τ

BuvCuv +
∑

u,v∈τ,u<v

BuvCuv + λ
∑

u∈τ

pu,

s.t. FNR = 1
Buv ∈ [0, 1] , u ∈ τ, v ∈ V

∑

v

Buv ≤ K,u ∈ V

(4)

Where Cuv denotes the cost of deleting or inserting an edge between node u and
v. τ represents the target set and λ is the Lagrange factor. In order to simplify
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calculation, we shrink a binary variable Buv to a continuous variable Buv ∈ [0, 1].
Then, we calculate the posterior reputation scores by Eq. 5.

p = q + |A − B| � WP (5)

Where |A − B| is the adjacency matrix after the attack. Utilizing the gradient
descent method is an effective method to solve the optimization problem. We
reduce the computational difficulty by replacing the final convergent posteriori
reputation score with the posteriori reputation score in the iterative process.

3 Analysis of the Wang’s Attack

Now, we start to re-produce the attack algorithm. We divide the points into
positive nodes and negative nodes randomly and uniformly. The LinLBP algo-
rithm will help us to complete this work. However, the attacker will choose the
positive nodes as the target nodes in two ways, random selecting or connected
component selecting, denoted as Rand and CC. The difference between them is
the efficiency of the attacking. Rand attacking is randomness and CC attacking
is certain. In CC attacking, if a node is misclassified as a negative node, all of
the connective component are misclassified as negative nodes easily, this method
will increase the value of the FNR.

After selecting the target nodes, the attacker defines the cost for all edges, no
matter the edge exists in the graph or not. There are three methods for defining
the cost. The first method is to define the same cost for all edges, it is simple but
not meet the definition of the cost in real social networks. The second one defines
the edges with different cost meeting the requirements of the social network, but
we quit it for the complexity. The third one divides the edges into some regions,
and defines the same regions with the same cost.

Thereafter, the attacker calculates the attack matrix, modifies the original
graph by using the two-valued attack matrix to obtain a new graph. Running
the LinLBP algorithm on the new graph, we classify the nodes by using the
posteriori reputation score. We pay more attention to the target nodes, whether
these nodes were misclassified and calculate the value of the FNR.

We employ two social network graphs as the test sets, including the data
set collection for Facebook (4039 nodes, 88234 edges) and Enron (33696 nodes,
180811 edges). We obtain the relevant graphs from the Stanford Large Network.
Due to the complex of the Enron dataset, we choose them as the testing dataset,
and use the Facebook dataset for secondary validation.

After pricing the cost of the edges in Enron dataset by using the third
method, we select 100 target nodes as the attack nodes using the method of
Rang and CC, respectively. Assume θ = 0.5, ω = 0.01, λ = 1000, and K = 20.
We select 100 positive nodes and 100 negative nodes as our training set and
operate some experiments. FNR is equal to 0.99 and 1 in the Rand attacking
and CC attacking on the condition of other parameters are constant. Moreover,
the value of FNR increase with the increase of the K value. Next, we analyze
the different arrays of the attackers.
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{No, Yes, Complete}: The attackers choose θ ∈ (0, 1) randomly. Our exper-
iments demonstrate that FNR remains constant, it means θ does not affect the
efficiency of the attacking. The attackers choose ω ∈ (0, 0.5] randomly, the result
of experiments show that the value of FNR gets closer to 0 with the condition
of the ω gets closer to 0.5. The attackers always increase the value of FNR by
keeping test and obtaining a suitable ω. Then, constructing the defense scheme
in this respect is impossibility.

{Yes, No, Complete}: Many experiments show that the value of FNR will
increase with the increasing of the training test, and the attackers always gain a
suitable training test making his attack more efficient. Then, we can not resist
the attack in this regard.

{Yes,Yes,Partial}: When the attackers does not know the full graph, we con-
trol the attackers obtain the scale of the graph, expands the graph by using
the breadth of the preferred iterative method. The results of tests show that
the value of FNR will become larger with the increase of the proportion of the
obtained graph. When the proportion reaches about 25%, the value of FNR
reaches the same effect as the full graph.

Comparing the changes before and after attacking, we find two specific phe-
nomena for the attacker’s target nodes. First, the edges, which are among the
target nodes or among the target nodes and some high posteriori reputation
score positive nodes, will be deleted after attacking. Second, there does not exist
edges among the target nodes and the negative nodes. If the edges exist at the
beginning, this nodes would be classified as negative nodes by the LinLBP algo-
rithm with a high probability. After attacking, the target nodes prefer to estab-
lish relationships among these nodes or nodes with lower a posteriori reputation
scores.

4 A Novel Defending Scheme for Graph-Based
Classification Against Graph Structure Manipulating
Attack

4.1 Defence Scheme Design

In the LinLBP classification criterion, a node is classified as a negative node if
its posteriori reputation score is less than 0, otherwise it is classified as a positive
node. Then, the attackers tend to disconnect from nodes with higher posteriori
reputation scores and establish relationships with lower posteriori reputation
scores nodes. Combining the above analysis, we propose a novel defense scenario.

As shown in Fig. 1, the edges P1, P2 were established between the target
node and two posteriori reputation score +0.5 nodes after executing the LinLBP
classification algorithm. Two nodes are classified as positive nodes immediately,
the target nodes connected with these nodes are classified as positive nodes.
Target nodes choose to create N1, N4 edges while cutting off P1, P2 edges,
thereby lowering its own posteriori reputation scores, as shown in Fig. 2.

Taking the cost of edges into consideration, target nodes will be tracked by
calculating the cost of edges. The attackers delete the edges among the positive
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Fig. 1. Target nodes before the attack Fig. 2. Target nodes after the attack

nodes, add the edges among the low posteriori reputation score negative nodes,
or build the edges with the nodes which are always treated as negative nodes.
Therefore, users in the LinLBP algorithm obtain the original diagram, training
sets and parameters, etc. It can “recover” the construction of the graph by
deleting edges among the key nodes or adding edges to the key nodes randomly.
This method changes the posteriori reputation scores for the target nodes, then,
the target nodes will not be misclassified as negative nodes. The value of FNR
will reduce and our scheme defenses the attack.

The Enron data set includes ten thousand nodes, and each node may connect
with hundred nodes. It means there are hundreds edges connecting with this
nodes, adding one or several edges for this node randomly may have no effect
for repairing the graph, but it has significant effect on the using of LinLBP
classification algorithm. That situation determines that deleting edges randomly
will be more effective in repairing the graph. We delete several or dozens of the
edges for the nodes, the deleting edges may contain the new created edges. Even
though, the nodes may be “silos” (no other nodes are connected to them) and
the nodes can not be classified properly. It is possible to reduce the value of
the FNR value and ensure the LinLBP classification algorithm by deleting an
appropriate number and proper edges.

There are two methods to delete the edge randomly. One is training, we select
the negative nodes as the key nodes, and delete the edge among them randomly.
The other is TopN, we sort the nodes according to the posteriori reputation
scores after running the LinLBP algorithm, and delete these edges among N
nodes with the smaller posteriori reputation scores randomly.
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4.2 Performance Testing for Training

We assume the number of the positive and negative nodes are 32492 and 34091,
so the rate of them is 0.482 and 0.518 before the deleting edges. We choose
the negative nodes as the key nodes by using the method of CC, and deleting
the edges among them randomly. We utilize the new graphs to run the LinLBP
classification algorithm and reclassify for the same training set and parameters.
We set up 10 experimental groups, and the results are listed in Table 1, and we
paint the results in Fig. 3.

Table 1. Training CC for the deleting edges randomly

Group Deleting edges(n) After the deleting

FNR Positive Negative

1 5 1 0.486 0.514

100 32731 34662

2 10 1 0.49 0.51

100 33010 34380

3 15 0.99 0.494 0.506

99 33272 34114

4 20 0.92 0.499 0.501

92 33606 33751

5 25 0.65 0.502 0.498

65 33820 33489

6 30 0.46 0.506 0.494

46 34097 33211

7 35 0.21 0.509 0.491

21 34242 33008

8 40 0.04 0.51 0.49

4 34273 32965

9 45 0.06 0.512 0.488

6 34427 32808

10 50 0.05 0.514 0.486

5 34545 32670

We compare our results with those before the experiments. The results
demonstrate that the value of FNR will decrease with the increase of the deleting
edges. This results show the efficiency of the attacking have decreased. Table 1
also shows that the proportion of positive nodes is going up and the propor-
tion of the negative nodes is going down. The reason of this situation is that
the connection edges of the negative nodes are deleted and the posteriori rep-
utation score of those nodes increases, some nodes are classified as the positive



A Novel Defending Scheme for Graph-Based Classification 297

nodes. We discuss how to reduce the impact in classification phase hereinafter.
The results indicate that the number of nodes is going down, the reason of this
situation is that the “silo” nodes generated after the deleting edges can not be
able to perform the LinLBP classification algorithm. We will utilize the anterior
classification result to tag those nodes. Figure 3 shows that the value of the FNR
will decrease linearly and reach steady case eventually with the increasing num-
ber of the deleting edges. The experiments show that our scheme has significant
impact on the efficiency of the attacking, and has less impact on the LinLBP
classification algorithm.

0 5 10 15 20 25 30 35 40 45 50
Number of the Deleting Edge

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
ot

e 
of

 th
e 

no
de

s

Training CC on the Deleting Edge randomly

FNR
Positive Rate
Negative Rate

Fig. 3. Training CC for the deleting edges randomly

4.3 Performance Testing for Top N

Assume the number of the positive and negative nodes is 32482 and 34894,
so the rate of them is 0.482 and 0.518. We sort the nodes according to the
posteriori reputation scores after running the LinLBP algorithm, select N nodes
with smaller posteriori reputation scores, delete the edges among these nodes
randomly. We utilize the new graphs to run the LinLBP classification algorithm
and reclassify for the same training set and parameters. Assume N = 300. We
delete the edges among these 300 nodes including the target nodes, negative
nodes and some small posteriori reputation scores nodes. All of these nodes are
connected with the negative nodes with a close relationship in the training set.
The results are listed in Table 2, and we utilize the results to plot the Fig. 4.

Comparing with the method of training, when the rate of positive nodes and
the negative nodes are the same, under the condition of the same value for FNR,
TopN deletes fewer edges to reach the same goals. The results of the experiments
show that the value of FNR will decrease with the increase of the deleting edges.
It also demonstrates the efficiency of the attacking have decreased. Table 2 also
shows that the proportion of positive nodes is going up and the proportion of
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Table 2. Top N CC for the deleting edges randomly

Group Deleting edges(n) After the deleting

FNR Positive Negative

1 5 1 0.491 0.509

100 33063 34313

2 10 1 0.496 0.504

100 33420 33937

3 15 0.99 0.499 0.501

99 33604 33678

4 20 0.92 0.504 0.496

92 33881 33324

5 25 0.65 0.506 0.494

65 34009 33138

6 30 0.46 0.51 0.49

46 34217 33878

7 35 0.21 0.51 0.49

21 34226 32857
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Fig. 4. Top N CC for the deleting edges randomly

the negative nodes is going down. This method will have impact on the LinLBP
classification algorithm. Then, we modify the judge criteria for negative nodes
to reduce the impact on the LinLBP classification algorithm.

4.4 Performance Testing for Modified Judgment Criteria

We assume the number of the positive and negative nodes is 34079 and 33211,
so the rate of them is 0.506 and 0.494, and the value of FNR is 0.46. We utilize
the positive and negative nodes in Table 1 and Table 2 to plot Fig. 5.
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Figure 5 demonstrates that the negative nodes will be classified as the pos-
itive nodes with the increase of the deleting edges. The reason of this situation
is that the connection edges of the negative nodes are deleted and the posteriori
reputation score of those nodes increases, some nodes are classified as the posi-
tive nodes. Therefore, we raise and lower the judgment criteria, operate several
experiments to analyze the effect. The results are shown in Fig. 5.

We delete the edges randomly by using the method of training, select the
negative nodes by the CC. Assume the number of the positive and negative
nodes are 34079 and 33211, so the rate of them are 0.506 and 0.494, the value
of FNR is 0.46, N = 30. We set up 6 experimental groups with the judgment
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Fig. 5. Top N CC for the deleting edges randomly

Table 3. Training CC for the deleting edges randomly after the modification of stan-
dard

Group pu After modifying the standard

FNR Positive Negative

1 0.0001 0.62 0.432 0.568

62 29051 38199

2 0.00001 0.57 0.478 0.522

57 32139 35111

3 0.000001 0.55 0.495 0.505

55 33260 33990

4 −0.000001 0.21 0.52 0.48

21 34961 32289

5 −0.00001 0.21 0.537 0.463

21 36140 31110

6 −0.0001 0.18 0.585 0.415

18 39342 27908
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criteria pu are 0.0001, 0.00001, 0.000001, −0.000001, −0.00001, −0.0001. The
results of the experiments are listed in Table 3.

Table 3 shows that the value of FNR increases with the increasing of the judg-
ment criteria, the proportion of misclassification for negative nodes will reduce.
Then we tolerate the increasing of the FNR, raise the judgment criteria appro-
priately, the impact on the LinLBP classification algorithm will reduce. In order
to obtain the lower value of FNR, we should tolerate the impact on the LinLBP
classification algorithm and reduce the judgment criteria.

5 Conclusion and Future Work

We analyze the attacking which works on the Graph-based Classification via
manipulating the graph structure, implement a replication of the attack algo-
rithm and propose a novel defending scheme for Graph-based classification
against Graph structure manipulating attacking. We design the experiments
on multiple real-life social network data sets, the results demonstrate that our
model can resist the attack greatly and has small impact on the original clas-
sification algorithm simultaneously. In the future work, we extend the defense
to other collective classification algorithm and graph neural network classifica-
tion algorithm. Meanwhile, we will improve the defense scheme for the purpose
of choosing the deleting nodes high-efficiency and reducing the impact on the
LinLBP classification algorithm.
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Abstract. Nowadays, our daily life is surrounded by various social net-
works, and they play an important role for people to communicate with
others. The social networks contain large amount of valuable informa-
tion, that can be used for research and business purposes. As a result,
social network analysis and data mining receive lots of research atten-
tions in recent years. Graph structure is commonly used in social net-
work analysis, since it is easy to convert the data in social networks into
graph-structured data, and various graph algorithms can help to solve
different computing problems. In this paper, we investigate performing
graph operations in a privacy-preserving manner, which are widely used
in social network analysis. We propose two protocols that allow two par-
ties to jointly compute the intersection and union of their graphs. Our
protocols utilize homomorphic encryption to prevent information leakage
during the process, and we provide security proofs of the protocols in the
semi-honest setting.

Keywords: Social network analysis · Privacy · Homomorphic
encryption · Graph operation

1 Introduction

As the fast development of social networks, people are spending more and more
time in social network platforms to communicate with old friends, make new
friends and share various contents with others. As a result, social networks tend
to contain very large amounts of valuable data. Therefore, social network analysis
and data mining have become hot research areas in recent years.

Over the past decades, many data analysis, data mining, knowledge discover-
ing and modeling methods for social network were proposed. Graph data struc-
ture and graph processing are commonly used in social network analysis. Social
networks can be naturally converted into graph structures, and various graph
algorithms can help to solve many practical problems. Lately, researchers have
proposed several schemes that use graph data structure and graph algorithms
to perform social network analysis [7,13,22].
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Y. Xiang et al. (Eds.): SocialSec 2020, CCIS 1298, pp. 303–317, 2020.
https://doi.org/10.1007/978-981-15-9031-3_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9031-3_27&domain=pdf
https://doi.org/10.1007/978-981-15-9031-3_27


304 P. Li et al.

In this paper, we consider the problem of computing graph operations
between two parties, which has great potentials in social network analysis. For
example, the people and entities in social networks can be represented as the
vertices in a graph, and the connections within the social network can be repre-
sented as the edges. After that, many data analysis problems can be converted
into performing graph operations.

Our Results. We study the problem of performing graph operations while
protecting the privacies of the graphs. Suppose two parties, Alice and Bob, each
has a private graph, denoted as GA and GB , respectively. Alice wishes to learn
the intersection and union of these two graphs. In other words, Alice wish to
learn GI = GA

⋂
GB and GU = GA

⋃
GB . In addition, both Alice and Bob do

not wish to reveal any information about their graphs to the other party, beyond
the final result. The contributions of this paper can be summarized as below:

– We present two graph operation protocols between two parties, a server and
a client. The first protocol allows the server and the client to jointly compute
the intersection of their input graphs, and the second protocol computes the
union of the input graphs. At the end of the protocols, only the server learns
the results. In the protocols, the vertices of the graphs are represented as
sorted sets, and the edges are represented as adjacency matrices. Our con-
structions first use Paillier cryptosystem and oblivious polynomials evaluation
to compute the intersection and the union of the vertices. After that, we use
the homomorphic property of the Paillier cryptosystem to compute the edge
intersection and union.

– We provide the security models of the protocols, and we proof that the pro-
tocols are secure against semi-honest adversarial servers.

2 Related Work

Secure Multi-party computation (MPC) has been extensively studied over the
past years. Generally speaking, MPC allows multiple participants to jointly per-
form certain computations without losing the privacy of their input data, even
when some players cheat during the process. MPC was first formally introduced
by Yao in 1982 [21] and extended by Goldreich, Micali, and Wigderson [9]. Their
works convert certain computation problems into combinatorial circuit, then the
parties perform computations over the gates in the circuit. After that, a large
number of MPC protocols have been proposed to solve various problems, such
as private information retrieval [6], privacy-preserving set operations [12], and
privacy-preserving data mining [1].

Private set operation is a special case of secure multi-party computation
that can be applied to a wide range of practical problems. In 2005, Kissner and
Song proposed several privacy-preserving set operation protocols [12], includ-
ing union, intersection, and element reduction operations. Their protocols first
use polynomial representation to convert the sets of the parties into polynomi-
als, then encrypt the polynomials using additively homomorphic cryptosystem.
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After that, the parties homomorphically perform computations over the cipher-
texts. The proposed protocols are secure against semi-honest adversarial play-
ers. Moreover, Several other set operation protocols have been proposed, such as
testing the disjointness between two sets [8,11], computing the set intersection
cardinality [20], and computing the subset relation [3].

Using graph structures to store and process web data has been extensively
studied over the past decades. Representing static pages as vertices and the links
between the pages as edges naturally convert web data into directed graphs.
Furthermore, various types of graph operations can be used to solve different
web problems, including web searching [15], web crawling [5], and data mining
[4]. Beyond web data, many other areas start to store data as graph structures in
order to convert different computing problems into graph problems, such as social
network [10,14,18], biological network [17,19], and communication network [2].

3 Preliminary

3.1 Additive Homomorphic Encryption

In our private graph operation protocols, we ultilize the Paillier cryptosystem
[16], which allows performing additions and multiplications on the ciphertext
space. The Paillier cryptosystem contains three algorithms, described as follows:

(pk, sk) ← KeyGen(1k) is the key generation algorithm. The input is a secu-
rity parameter k. The outputs are a public key pk and a secret key sk.
m⊕ ← Enc(pk,m; r) is the encryption algorithm. The input is the public key
pk, a plaintext m and a random number r. The output is the ciphertext m⊕.
For simplicity, we use the notion m⊕ = Enc(m).
m ← Dec(sk,m⊕) is the decryption algorithm. The input is the secret key
sk and a ciphertext m⊕. The output is the plaintext m ∈ ZN . For simplicity,
we use the notion m = Dec(m⊕).

Correctness. For any (pk, sk) ← KeyGen(1k) and any m ∈ ZN ,
Dec(Enc(m)) = m always holds.

IND-CPA Security. The ciphertexts of two plaintexts, m⊕
0 and m⊕

1 , are indis-
tinguishable for probabilistic polynomial-time adversaries that only have access
to the public parameters.

Homomorphic Property. For any m0,m1 ∈ ZN , there exists an operation
⊕ in the ciphertext space, such that Dec(Enc(m0) ⊕ Enc(m1)) = m0 + m1.
Furthermore, there exists an operation ⊗ in the ciphertext space, such that
Dec(Enc(m0) ⊗ m1) = m0 · m1.

3.2 Graph Representation

In our protocol, we represent a graph as G = (V,E), where V is the set of vertices
and E is the set of edges. We represent V as a sorted set with ascending order,
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V = {v1, v2, ..., vm}, where m is the number of vertices, vi ∈ Z and vi < vi+1 for
1 ≤ i ≤ m − 1. We represent E as an adjacency matrix,

E =

⎛

⎜
⎝

e1,1 . . . e1,m
...

. . .
...

em,1 · · · em,m

⎞

⎟
⎠ ,

where ei,j is the adjacency relation between vi and vj , and ei,j ∈ {0, 1}. If vi
and vj are adjacent, i.e. there is at least one edge that connects them, ei,j = 1,
otherwise ei,j = 0. Note that, E is a square matrix with m rows and m columns.
For an undirected graph, E is a symmetric matrix, since the edges are two-way.

4 Private Graph Intersection Protocol

4.1 Problem Definition

We formally describe the private graph intersection protocol (PGI). The protocol
involves two participants, a server and a client, denoted as S and C, respectively.
Each of the participants holds a private graph, which is intended to be kept
secret from the other participant. We denote the graphs of the server and client
as GS = (VS , ES) and GC = (VC , EC), respectively, where V and E are the sets
of vertices and edges of the graphs. The intersection of the two graphs is defined
as GI = (VI , EI) = GS

⋂
GC , where VI = VS

⋂
VC and EI = ES

⋂
EC . The

private graph intersection protocol allows the server and the client to jointly
compute GI . At the end of the protocol, only the server learns the result.

We assume that the protocol is performed in the semi-honest setting. In other
words, both the server and the client perform the protocol faithfully, but they
may try to learn any information about the graph of the other party. While
achieving no information leakage is the ideal goal, our protocol leaks certain
information during the process. We modeled such leakages as leakage functions
L1 and L2. L1 contains the number of vertices of the client’s graph, and L2

contains the vertex intersection VI and the number of vertices of the server’s
graph. Furthermore, we assume both the server and the client are semi-honest.
In other words, the server and the client always follow the protocol faithfully,
but they may try to learn any information about the graph of the other party.

Definition 1 (Private Graph Intersection Protocol). Two probabilistic
polynomial-time interactive Turing machines, S and C, define a private graph
intersection Protocol if the following properties hold:

Correctness. If both participants are honest, for any GS = (VS , ES) and
any GC = (VC , EC), the private graph intersection protocol computes GI =
GS

⋂
GC . At the end of the protocol, only S learns GI .

Security. A semi-honest server learns nothing about the client’s graph, beyond
that can be deduced from GI and the leakage function L1, and a semi-honest
client learns nothing about the server’s graph, beyond the leakage function L2.
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4.2 Construction

In this section, we propose the construction of our private graph intersection
protocol. We first use the FNP protocol [8] for computing the vertex intersection,
then we use the Paillier cryptosystem to compute the edge intersection.

The server’s graph is denoted as GS = (VS , ES), where VS = {s1, ..., sm} and

ES =

⎛

⎜
⎝

s1,1 . . . s1,m
...

. . .
...

sm,1 · · · sm,m

⎞

⎟
⎠ .

The client’s graph is denoted as GC = (VC , EC), where VC = {c1, ..., cn} and

EC =

⎛

⎜
⎝

c1,1 . . . c1,n
...

. . .
...

cn,1 · · · cn,n

⎞

⎟
⎠ .

The private graph intersection protocol is described below:
Input: S and C hold the graphs GS = (VS , ES) and GC = (VC , EC), respectively.
Output: S learns GI = (VI , EI).
Protocol:
Step 1: S runs the key generation algorithm of the Paillier cryptosystem,
(pk, sk) ← KeyGen(1k). Then S publishes pk.
Step 2: (a) S constructs a polynomial P (x) = (x − s1)(x − s2)...(x − sm) =
m∑

u=0
αuxu, such that all the roots of P (x) are exactly the elements in VS . In other

words, P (x) = 0 if and only if x ∈ VS .
(b) S encrypts each αi, for 0 ≤ i ≤ m, under the Paillier cryptosystem, and

sends the set of ciphertexts α⊕ to C.
Step 3: (a) By using the homomorphic properties of the Paillier cryptosystem,
C evaluates the polynomial P using each element in VC as input. In other words,
C computes Enc(P (ci)), for 1 ≤ i ≤ n.

(b) For each polynomial evaluation, C chooses a random value r and com-
putes m⊕

i = Enc(rP (ci) + ci). Then C sends M⊕ = {m⊕
i } to S.

Step 4: S decrypts all the ciphertexts received, and compares the decrypted
values with his vertice set VS . If a decrypted value d = Dec(m⊕

i ) has a corre-
sponding element in VS , it is an element of VI . In other words, if d ∈ VS , d ∈ VI .
After decrypting all the received ciphertexts, the server obtains VI .
Step 5: (a) S uses VI to construct an adjacency matrix A of size t × t, where t
is the number of vertex in VI :

A =

⎛

⎜
⎝

a1,1 . . . a1,t

...
. . .

...
at,1 · · · at,t

⎞

⎟
⎠ .
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A has the property that, for each vertex pair ux ∈ VI and uy ∈ VI , if an edge
exists in GS between vertices ux and uy, ax,y = 1; otherwise ax,y = 0.

(b) S encrypts each element in A under the Paillier cryptosystem, and obtains
an encrypted matrix A⊕ = Enc(A).

(c) S sends A⊕ and VI to C.
Step 6: (a) By using VI , C constructs an adjacency matrix B using the same
method in the last step:

B =

⎛

⎜
⎝

b1,1 . . . b1,t
...

. . .
...

bt,1 · · · bt,t

⎞

⎟
⎠ .

(b) C computes

E⊕
I = A⊕ ⊗ B =

⎛
⎜⎝
a⊕
1,1 . . . a⊕

1,t

...
. . .

...
a⊕
t,1 · · · a⊕

t,t

⎞
⎟⎠ ⊗

⎛
⎜⎝
b1,1 . . . b1,t
...

. . .
...

bt,1 · · · bt,t

⎞
⎟⎠ =

⎛
⎜⎝
a⊕
1,1 ⊗ b1,1 . . . a⊕

1,t ⊗ b1,t
...

. . .
...

a⊕
t,1 ⊗ bt,1 · · · a⊕

t,t ⊗ bt,t

⎞
⎟⎠ .

(c) C sends E⊕
I to S.

Step 7: S decrypts each element in E⊕
I , and obtains EI = Dec(E⊕

I ). At last, S
obtains GI = (VI , EI).

4.3 Security Analysis

Lemma 1 (Correctness). If both participants are honest, for any GS =
(VS , ES) and any GC = (VC , EC), the private graph intersection protocol com-
putes GI = (VI , EI) = GS

⋂
GC .

Proof. The correctness of the protocol is ensured by the correctness of the FNP
protocol and the homomorphic property of the Paillier encryption scheme.

During Step 2 to Step 4 of the protocol, the client and the server jointly
perform a FNP protocol using their vertex collections as inputs. At the end of
Step 4, the server learns the vertex intersection VI , and the client receives VI

from the server in Step 5.
In Step 5 and Step 6, the server and the client construct two adjacency

matrices by using VI , denoted as A and B, respectively, which contain the adja-
cency relations between the vertices in VI for graphs GS and GC . If an edge exists
between two vertices in VI , it leads to a value of 1 in the corresponding position
of the adjacency matrix, otherwise it leads to a value of 0 instead. Therefore,
the dot product of A and B will produce an adjacency matrix that represents
the edge intersection. If an edge exists in both A and B, the dot product will
result a value of 1. If an edge only exists in one of the input graphs, or the edge
does not exist at all, the dot product will result a value of 0.

In Step 6, the client receives the encryption of A under the Paillier cryptosys-
tem from the server. If the Paillier cryptosystem has the homomorphic property,
i.e. it supports multiplication between a ciphertext and a constant, the client
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can homomorphically compute the dot product of the A and B, and the result
is the encryption of the edge intersection. Finally, in Step 7, the server obtains
the edge intersection after decryption.

As a result, if the FNP protocol is correct and the Paillier cryptosystem has
the homomorphic property, the private graph intersection protocol computes
GI = (VI , EI) = GS

⋂
GC .

Lemma 2 (Server Zero-knowledge). A semi-honest server learns nothing
about the client’s graph, beyond that can be deduced from GI and the leakage
function L1.

Proof. The proof of Server Zero-knowledge is trivial. During the protocol, there
are two parts where the server receives information about the client’s graph. The
first part is during the FNP protocol in Step 3, and the second part is at the
end of Step 6.

For the first part, in Step 3, the server receives a set of ciphertexts from
the client. The server can learn the number of vertices in the client’s graph by
counting the number of ciphertexts, which is the pre-defined leakage function
L1. By decrypting the ciphertexts, the server obtains a set of values. If a value
exists in VS , it is a common vertex between the two input graphs, which is a
part of the final result of the protocol. Otherwise, if the value does not exist in
VS , it will be a random value, which has no relation to the client’s graph.

For the second part, the server receives E⊕
I from the client, which is the

ciphertext of the edge intersection. Upon decryption, the server only learns the
edge intersection.

As a result, a semi-honest server learns nothing about the client’s graph,
beyond that can be deduced from GI and the leakage function L1.

Lemma 3 (Client Zero-knowledge). a semi-honest client learns nothing
about the server’s graph, beyond the leakage function L2.

Proof. There are two parts where the client receives information about the
server’s graph. The first part is during the FNP protocol in Step 2, and the
second part is at the end of Step 5.

For the first part, the client receives a set of encrypted coefficients α⊕ of the
polynomial P from the server. The client can learn the number of vertices of the
server’s graph by counting the number of encrypted coefficients, which is a part
of the pre-defined leakage function L2.

For the second part, the client receives an encrypted matrix A⊕ and the
vertex intersection VI . Since VI is also a part of the pre-defined leakage function
L2, we need to show that A⊕ does not reveal any information about the server’s
graph. A⊕ contains the encryptions of adjacency relations between the vertices in
VI for the server’s graph. Therefore, if the client cannot distinguish between the
cases where the server has different input graphs, given the knowledge of A⊕ and
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VI , the zero-knowledge for the client holds. Consider the following experiment:

EXPA(1k) :
(G0, G1) ← A
b

$←− {0, 1}
(pk, sk) ← Step 1(1k)

α⊕ ← Step 2(Gb, pk)

M⊕ ← Step 3(α⊕, GC)

VI ← Step 4(M⊕, sk)

A⊕ ← Step 5(Gb, VI , pk)

b̂ ← A(α⊕, VI , A
⊕)

if b̂ = b, output 1
otherwise, output 0

In the above experiment, A is a probabilistic polynomial-time adversarial
client with a private graph GC = (EC , VC). The adversary first chooses two
graphs, denoted as G0 = (V0, E0) and G1 = (V1, E1), respectively. The two
graphs have the property that V0

⋂
VC = V1

⋂
VC and |V0| = |V1|. A then sends

the graphs to the server. The server randomly picks a bit b = {0, 1}, and choose
Gb as his private graph. After that, the server and A jointly perform the private
graph intersection protocol from Step 1 to 5.

At the end of Step 5, A needs to output a bit b̂, using the information
he received during the protocol. If b̂ = b, the experiment outputs 1, otherwise
outputs 0. The advantage of the above experiment for A is defined as AdvA =∣
∣Pr[EXPA(1k) = 1] − 1

2

∣
∣.

During the protocol, the information that A receives contains α⊕, VI , and
A⊕. α⊕ contains a set of ciphertexts under the Paillier cryptosystem, VI is the
vertex intersection, and A⊕ is an encrypted adjacency matrix.

Due to the condition V0

⋂
VC = V1

⋂
VC , the vertex intersection VI gives

no useful information since VI will be the same for both G0 and G1. Since the
Paillier cryptosystem is IND-CPA secure and A cannot decrypt the ciphertexts
without the private key, α⊕ and A⊕ cannot help A to distinguish which graph
the server has chosen. As a result, if the Paillier cryptosystem is IND-CPA
secure, the advantage of the above experiment for A is negligible, i.e. AdvA =∣
∣Pr[EXPA(1k) = 1] − 1

2

∣
∣ = ε, where ε is negligible.

At last, we construct a simulator SimS to simulate the view of the client in
the ideal model. SimS is given the knowledge of the vertex intersection VI and
the vertex number m of the server’s graph. In the experiment, SimS sends a set
of m+1 random values to the client in Step 2, and sends VI and a matrix with
t × t random values to the client in Step 5. Since the client cannot distinguish
between the ciphertexts under the Paillier encryption scheme and random values,
the view of the client in the ideal model is computationally indistinguishable from
the view in the real model, i.e. V iewreal

C [S(GS), C] ≈ V iewideal
C [SimS(VI ,m), C].
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As a result, if the Paillier cryptosystem is IND-CPA secure, a semi-honest
client learns nothing about the server’s graph, beyond the leakage function L2.

5 Private Graph Union Protocol

5.1 Problem Definition

The setting of our private graph union protocol (PGU) is similar to the private
graph intersection protocol. The only difference is that the server and the client
wish to compute the union of their private graphs. The union of two graphs
is defined as GU = GS

⋃
GC = (VU , EU ), where VU = VS

⋃
VC and EU =

ES

⋃
EC . At the end of the protocol, only the server learns the result.

We modeled the leakages of PGU as leakage functions L3 and L4. L3 con-
tains the number of vertices of GC and the number of common vertices, and L4

contains the vertex union VU and the number of vertices of the GS . Furthermore,
we also assume that the protocol is performed in the semi-honest setting.

Definition 2 (Private Graph Union Protocol). Two probabilistic polyno-
mial-time interactive Turing machines, S and C, define a private graph union
protocol if the following properties hold:
Correctness. If both parties are honest, for any GS = (VS , ES) and any GC =
(VC , EC), the private graph union protocol computes GU = GS

⋃
GC . At the end

of the protocol, only S learns the result.
Security. A semi-honest server learns nothing about the client’s graph, beyond
that can be deduced from GU and the leakage function L3, and a semi-honest
client learns nothing about the server’s graph, beyond the leakage function L4.

5.2 Construction

Similar as the private graph intersection protocol, the graphs of the server and
the client are represented as GS and GC , respectively. The private graph union
protocol is described below:
Input: S and C hold the graphs GS = (VS , ES) and GC = (VC , EC), respectively.
Output: S learns GU = (VU , EU ).
Protocol:
Step 1: S runs the (pk, sk) ← KeyGen(1k) algorithm, and obtains the public
key and the secret key of the Paillier cryptosystem. Then S publishes pk.
Step 2: (a) S constructs a polynomial P (x) = (x − s1)(x − s2)...(x − sm) =
m∑

u=0
αuxu. All the roots of P (x) are exactly the elements in VS . In other words,

P (x) = 0 if and only if x ∈ VS .
(b) S encrypts each αi, for 0 ≤ i ≤ m, under the Paillier cryptosystem, and

sends the set of ciphertexts α⊕ = {α⊕
i }0≤i≤m to C.
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Step 3: (a) By using the homomorphic properties of the Paillier encryption
scheme, C evaluates the polynomial P using each element in VC as input. In
other words, C computes Enc(P (ci)), for 1 ≤ i ≤ n.

(b) For each polynomial evaluation, C choose a random value r and computes
m⊕

i = Enc(P (ci)) ⊗ r. Then C sends the set of all resulting ciphertexts M⊕ =
{m⊕

i }1≤i≤n to S.
Step 4: S decrypts each ciphertext received as mi = Dec(m⊕

i ), and checks the
decrypted value. If mi = 0, S computes n⊕

i = Enc(0); otherwise, S computes
n⊕
i = Enc(1). Then S sends N⊕ = {n⊕

i }1≤i≤n to C.
Step 5: After receiving N⊕, C computes d⊕

i = ci ⊗ n⊕
i , for 1 ≤ i ≤ n. Then C

sends D⊕ = {d⊕
i }1≤i≤n to S.

Step 6: (a) S decryptes each value in D⊕, and checks if the decrypted value
di = Dec(d⊕

i ) is zero.
(b) By combining the server’s vertex set VS and the set of non-zero decrypted

values {di}di �=0, S obtains VU . VU is then sorted in ascending order, and is
represented as VU = {u1, u2, ..., ut}.
Step 7: (a) S uses VU to construct an adjacency matrix A of size t × t:

A =

⎛

⎜
⎝

a1,1 . . . a1,t

...
. . .

...
at,1 · · · at,t

⎞

⎟
⎠ .

A has the property that, for each vertex pair ux ∈ VU and uy ∈ VU , if an edge
exists in GS between vertices ux and uy, ax,y = 1; otherwise ax,y = 0.

(b) S encrypts each element in A under the Paillier cryptosystem, and sends
the encrypted matrix A⊕ and VU to C.
Step 8: (a) C uses VU to construct an adjacency matrix B in the same manner
as S in the last step:

B =

⎛

⎜
⎝

b1,1 . . . b1,t
...

. . .
...

bt,1 · · · bt,t

⎞

⎟
⎠ .

(b) C encrypts each element in B using the Paillier cryptosystem, and obtains
B⊕.

(c) C generates a matrix R with t × t random values:

R =

⎛

⎜
⎝

r1,1 . . . r1,t
...

. . .
...

rt,1 · · · rt,t

⎞

⎟
⎠ .
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(d) C computes:

E⊕
U = (A⊕ ⊕ B⊕) ⊗ R =

⎛

⎜
⎝

(a⊕
1,1 ⊕ b⊕

1,1) ⊗ r1,1 . . . (a⊕
1,t ⊕ b⊕

1,t) ⊗ r1,t
...

. . .
...

(a⊕
t,1 ⊕ b⊕

t,1) ⊗ rt,1 · · · (a⊕
t,t ⊕ b⊕

t,t) ⊗ rt,t

⎞

⎟
⎠

=

⎛

⎜
⎝

e⊕
1,1 . . . e⊕

1,t
...

. . .
...

e⊕
t,1 · · · e⊕

t,t

⎞

⎟
⎠ .

(e) C sends E⊕
U to S.

Step 9: S decrypts the matrix E⊕
U . For each decrypted element ei,j , if ei,j �= 0,

set ei,j = 1. At last, S obtains EU .

5.3 Security Analysis

Lemma 4 (Correctness). If both participants are honest, for any GS =
(VS , ES) and any GC = (VC , EC), the private graph union protocol computes
GU = (VU , EU ) = GS

⋃
GC .

Proof. The correctness of the protocol is ensured by the homomorphic property
of the Paillier encryption scheme. Step 2–6 of the protocol compute the vertex
union, and Step 7–9 compute the edge union.

In order to compute the vertex union, the server needs to obtain the vertices
in GC that is not in GS . In Step 2, the server constructs a polynomial, such
that the roots are exactly the vertices in GS . After that, the client homomorphi-
cally evaluates the polynomial using all the vertices in GC , and each polynomial
evaluation is homomorphically multiplied by a random value. Therefore, the
common vertices between GS and GC will result encryptions of zero, and other
vertices will result encryptions of random values. In Step 4, the server decrypts
all the polynomial evaluations. If the decryption is zero, the server generates an
encryption of 0; otherwise, the server generates an encryption of 1. In the next
step, the client homomorphically multiplies the recevied encryptions with the
vertices in VC . For an encryption of 0, the client will result an encryption of 0;
for an encryption of 1, the client will result an encryption of the vertex. As a
result, in Step 6, the server learns the set of vertices that only exists in GC . By
combing the above set and VS , the server obtains the vertex union VU .

In order to compute the edge union, the server needs to obtains an adjacency
matrix, such that if an edge is not exist in neither of GS and GC , it will have
a corresponding value of 0 in the matrix; otherwise it will have a corresponding
value of 1. In Step 7 and 8, each of the server and the client constructs an
adjacency matrix using the vertex union and his own graph, and encrypts each
element. The client then homomorphically adds the encrypted values at the same
locations in the two matrices. There are three circumstances for the addition
results. If an edge is not exist in neither of the graphs, the addition will result
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an encryption of 0; if an edge only exists in one of the graphs, the addition will
result an encryption of 1; if an edge exists in both of the graphs, the addition
will result an encryption of 2. Then the client homomorphically multiplies each
result by a random value. Therefore, for the edges that are not exist in neither of
the graphs, the result will still be an encryption of 0; for the edges that only exist
in one of the graphs and the edges that exist in both of the graphs, the result
will be encryptions of random values. Finally, in Step 9, the server decrypts the
encrypted matrix, and replace all non-zero values to 1, which is EU .

As a result, if the Paillier cryptosystem has the homomorphic property, the
server learns the graph union GU = (VU , EU ) at the end of the protocol.

Lemma 5 (Server Zero-knowledge). A semi-honest server learns nothing
about the client’s graph, beyond that can be deduced from GU and the leakage
function L3.

Proof. There are three parts where the server receives information from the
client, Step 3, 5 and 8.

In Step 3, the server receives a set of ciphertexts, M⊕, from the client. Each
vertex in VC has a corresponding ciphertext in M⊕. If a vertex in VC also exists
in VS , i.e. it is a common vertex in both graphs, it will result an encryption of 0;
otherwise, it will result an encryption of a random value. By counting the number
of ciphertexts in M⊕, the server can learn the number of vertices in GC , and by
decrypting and counting the number of 0s, the server can learn the number of
common vertices. The above information is defined as leakage function L3.

In Step 5, the server receives a set of ciphertexts D⊕ from the client. Each
vertex in VC has a corresponding ciphertext in D⊕. If a vertex exists in both VS

and VC , it will result an encryption of 0; otherwise, it will result an encryption
of the vertex itself. Therefore, upon decryption, the server learns the vertices in
VC that does not exist in VS , which is a part of the vertex union.

In Step 8, the server receives an encrypted matrix E⊕
U from the client. Each

element of E⊕
U represents the adjacency relation between two vertices in GU . If

an edge exists in at least one of the input graphs, the corresponding adjacency
value will be a random number; if an edge does not exists in neither of the input
graphs, it will result an adjacency value of 0. By decrypting the matrix and
replacing the random values to 1, the server obtains the edge union.

As a result, a semi-honest server learns nothing about the client’s graph,
beyond that can be deduced from GU and the pre-defined leakage function L3.

Lemma 6 (Client Zero-knowledge). A semi-honest client learns nothing
about the server’s graph, beyond that can be deduced from VU and the leakage
function L4.

Proof. There are three parts where the client receives information from the
server, Step 2, 4 and 7. In Step 2, the client receives a set α⊕ that con-
tains m + 1 ciphertexts, which are encryptions of the coefficients of the server’s
polynomial. The client can learn the vertex number of the server’s graph by
counting the cipertexts in α⊕, which is the leakage function L4. In Step 4, the
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client receives another set of ciphertexts N⊕, which contains n encryptions of 1s
and 0s. In Step 7, the client receives an encrypted matrix of size t × t, which
contains encryptions of 1s and 0s. In order to prove that the above informaiton
does not reveal anything about the server’s graph beyond that can be deduced
from VU and the leakage function L4, consider the following experiment:

EXPA(1k) :
(G0, G1) ← A
b

$←− {0, 1}
(pk, sk) ← Step 1(1k)

α⊕ ← Step 2(Gb, pk)

M⊕ ← Step 3(α⊕, GC)

N⊕ ← Step 4(M⊕, pk, sk)

D⊕ ← Step 5(N⊕, GC)

VU ← Step 6(D⊕, sk,Gb)

A⊕ ← Step 7(Gb, VU , pk)

b̂ ← A(α⊕, N⊕, A⊕, VU )

if b̂ = b, output 1
otherwise, output 0

In the above experiment, A is a probabilistic polynomial-time adversarial
client with a private graph GC = (EC , VC). The adversary first chooses two
graphs, denoted as G0 = (V0, E0) and G1 = (V1, E1), respectively. G0 and G1

have the property that V0

⋃
VC = V1

⋃
VC and |V0| = |V1|. A then sends the

graphs to the server. The server randomly picks a bit b = {0, 1}, and choose Gb as
his private graph. After that, the server and A jointly perform the private graph
union protocol from Step 1 to 7. At the end of Step 7, A needs to output a bit
b̂, using the information he recevied during the protocol. If b̂ = b, the experiment
outputs 1, otherwise outputs 0. The advantage of the above experiment for A is
defined as AdvA =

∣
∣Pr[EXPA(1k) = 1] − 1

2

∣
∣.

During the protocol, the information that A receives contains α⊕, N⊕, A⊕,
and VU . α⊕ and N⊕ are both sets of ciphertexts. Since G0 and G1 satisfied the
condition |V0| = |V1|, the numbers of ciphertexts in α⊕ will be the same for both
G0 and G1. A⊕ is a matrix filled with t×t ciphertexts. Since A cannot decrypt the
ciphertexts without the private key, α⊕, N⊕ and A⊕ cannot help A to distinguish
which graph the server has chosen. Furthermore, since G0 and G1 satisfied the
condition V0

⋃
VC = V1

⋃
VC , VU will be the same for both G0 and G1. As

a result, if the Paillier cryptosystem is IND-CPA secure, the advantage of the
above experiment for A is negligible, i.e. AdvA =

∣
∣Pr[EXPA(1k) = 1] − 1

2

∣
∣ = ε,

where ε is negligible.
At last, we construct a simulator SimS to simulate the view of the client in

the ideal model. SimS is given the knowledge of VU and the vertex number m of
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GS . In the ideal model, SimS generates a set of m+1 random values in Step 2,
a set of n random values in Step 4 and a matrix of size t × t filled with random
values in Step 7. Since the Paillier cryptosystem is IND-CPA secure, the client
cannot distinguish the ciphertexts and random values. Therefore, the view of
the client in the ideal model is computationally indistinguishable from the view
in the real model, i.e. V iewreal

C [S(GS), C] ≈ V iewideal
C [SimS(VU ,m), C].

As a result, if the Paillier cryptosystem is IND-CPA secure, the client learns
nothing about the server’s graph, beyond that can be deduced from VU and the
leakage function L4.

6 Conclusion

In this work, we proposed two privacy-preserving graph operation protocols,
which can be used for social network analysis. The first protocol allows a server
and a client to jointly compute the intersection between their private graphs,
while the second protocol computes the union of the graphs. The protocols first
use polynomial representations and oblivious polynomial evaluation to compute
the intersection and union of the vertices. The intersection and union of the
edges are then computed by using the Paillier cryptosystem. We proved that the
proposed protocols are secure in the semi-honest setting.
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Abstract. In the past decades, the ever-increasing popularity of the Internet has
led to an explosive growth of information, which has consequently led to the emer-
gence of recommendation systems. A series of encryption measures were adopted
in the current recommendation systems in the cloud to protect users’ privacy secu-
rity. However, there aremany other privacy attacks in this recommendation system
of the cloud-based device. Therefore, this paper studies the encryption interfer-
ence of setting differential privacy protection mechanism for user data in user’s
private devices based on untrusted servers. A dynamic privacy budget allocation
method is proposed based on localized differential privacy protection technology
and specific scenes recommended by movies.

Keywords: Differential privacy · Privacy budget · Movie recommendation ·
Collaborative

1 Introduction

With the development of information technology, users have a variety of ways to obtain
information. What users spend the most time on the thing that no longer where to get
information, but to find the content they are interested in among the numerous infor-
mation. In this environment, recommendation system emerges as The Times require.
Personalized movie recommendation service has been widely used nowadays. Person-
alized recommendation system usually needs a lot of user data to provide high quality
recommendation services. And the data leakage means the user’s privacy leakage. Most
existing recommendation systems [1–6], such as Netflixmovie recommendation system,
are based on scenes that are trusted by servers. In the most common collaborative filter-
ing algorithms, trusted servers need to collect all user data and analyze user behavior to
perform such personalized recommendations. In the recommended method above, only
privacy protection scenarios are considered when publishing to three parties, and no
more scenarios of being attacked are taken into account. For example, when user data is
transferred from the device to the cloud, an attacker can eavesdrop on the transmission
channel and launch a “man-in-the-middle attack,” so the data should be encrypted during
transmission. In addition, attackers can directly hack into the cloud, servers and steal user
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data. This requires some encryption algorithms to protect the data stored on the cloud. In
addition, people inside the server may also leak user data. Under this recommendation
mode, users’ privacy data cannot be effectively protected.

Therefore, this paper studies the encryption interference of setting differential pri-
vacy protection mechanism for user data on user’s private device [7] based on untrusted
server. In this paper, on the basis of existing research, the difference of privacy protec-
tion technology and classicmovie recommendation algorithm, emphatically explores the
application of localization difference privacy protection technology to solve the privacy
issue in movie recommendation algorithm, the main contributions include: (1) based
on localization difference privacy protection technology and film recommend specific
scenarios, puts forward a method to dynamically allocate budget for privacy. The equal
probability of the user’s viewing frequency of the movie type is assigned to each node of
the privacy prefix tree, and then the noise satisfying Laplace distribution is added accord-
ing to the allocated privacy budget. (2) the user-based collaborative filtering algorithm is
improved according to the actual movie scenes. In the process of user similarity calcula-
tion, amatrix similarity calculationmethod is used instead of the traditional vector-based
similarity calculation method to find the similar group of target users. Let’s define this
process as DP-MRE (Differential Privacy-Movie Recommendation System).

2 Theoretical Basis

2.1 Differential Privacy Definition

Dwork defined differential privacy [8–10] as a method similar to data encryption in
2006. Differential privacy assumes that the attacker owns all the information except the
target information.

Let the data set D1 and D2 have the same property structure, and the symmetry
difference between them is denoted as D1�D2, and |D1�D2| denotes the number of
records in D1�D2. If |D1�D2| = 1, then D1 and D2 are said to be adjacent data sets.

Define 1 ε-Differential Privacy. Assume ε > 0 is a real number and M is a random
algorithm that takes the data set as input. M(x) is a query result obtained for the random
algorithm M. R is a subset of M of x. For all adjacent data sets D1 and D2 as well as
all subsets R of M(x) of non-single element, the algorithm M satisfies the ε-differential
privacy if the following equation is satisfied:

Pr[M(D1) ∈ R] ≤ eε × Pr[M(D2) ∈ R]

Nature 1 (Sequence). With algorithm M1, M2, · · · , Mn , its privacy protection budget
respectively ε1, ε2, · · · , εn , so for the same data set D, composed of these algorithms

combination algorithm of M(M1(D), M2(D), · · · , Mn(D)) provide
n∑

i=1
εi -differential

privacy protection, provide privacy protection level for the sum of total budget.

Laplace Noise Mechanism. When the initial query results are obtained, the Laplace
mechanism implements ε-differential privacy protection by adding noise following the
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Laplace distribution to the original results. The mean value is 0, the Laplace distribution
of the scale parameter is Lap(σ ), and its probability density function is:

p(x) = 1

2σ
exp

(

−|x |
σ

)

2.2 Differential Privacy Definition

The movie recommendation system based on differential privacy protection proposed
in this paper combines with the characteristic structure of prefix Tree [11] to construct
(DP-Tree) based on the historical record information of users’ watching movies. The
privacy prefix Tree is an improved prefix Tree. The data structure of the privacy prefix
Tree is shown in Fig. 1:

Prior Value Num EndNum Depth Child[i]

Fig. 1. Data structure of privacy prefix tree

In Fig. 1, Prior is the previous pointer pointing to the parent node; Value is the stored
Value; Num is the number of times the value appears; Depth is the Depth of the value;
Child[i] is an array of Pointers to Child nodes, and EndNum stores the current node in
each path as the number of end nodes. The records of all movie types watched by users
are abstracted into a privacy prefix Tree (DP-Tree) whose Root node is Root. Each node
in the tree represents a movie type.

3 Design of the Differential Privacy Protection Method

3.1 The Steps of the Differential Privacy Protection Method

In the differential privacy protection method, the main steps are roughly divided into two
steps: the first step is to select the appropriate privacy budget parameters and allocate
the appropriate privacy budget for the protected data. The second is to add some noise
interference to the protected data.

The amount of noise added is closely related to the allocation of the privacy budget ε.
The value of the privacy budget ε is inversely proportional to the added noise. The privacy
budget not only determines the level of differential privacyprotection, but also determines
the noise addition, which is the core parameter of differential privacy protection method.
This article focuses on how to allocate your privacy budget. For the purpose of this article
is based on the difference of privacy movie recommendation system, depending on the
type of users to watch film of history data privacy prefix tree structure, privacy prefix tree
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high frequency sequence of film type and, in large probability on this type of movie for
a user’s interest degree is higher, the probability of being attacked the greater, in order to
prevent privacy budget be exhausted and need budget to allocate more commonly used
data privacy.

3.2 Privacy Budget Allocation Scheme Based on Prefix Tree

The film recommendation system based on differential privacy introduced in this paper
is based on the data under the tree structure for protection and encryption. As shown
in Fig. 2, is the information of users based on the prefix tree structure chart, of which
the user to watch the movie, in accordance with the film type extract features, and in
accordance with the prefix tree constructed the privacy prefix tree structure, the specific
method is that the user watched a movie, extract the genre of the film, storage in the form
of sequence to the tree of the substructure, each film type series combination is a path
in a tree, and record the frequencies of each node and the frequencies of each node as a
pseudo leaf node. In order to reasonably allocate the privacy budget to the privacy prefix
tree, this paper allocates the privacy budget to each node in the privacy prefix tree in
an equal proportion allocation method. In the privacy prefix tree, the abstract root node
R is not a real movie type, so it will not consume the privacy budget. All other subtree
nodes need to be assigned a privacy budget.

Fig. 2. Prefix tree privacy budget allocation scheme

Instead of storing the movie type directly in the prefix tree, the corresponding letter
representation of the movie type is stored, as shown in Table 1.
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Table 1. Mapping table of movie type letters

Film type Love Suspense Action Comedy Plot Ragedy

Letters
mapping

a b c d e f

The data of each node in the privacy prefix Tree (DP-Tree) structure shown in Fig. 2
is shown in Table 2.

Table 2. DP-Tree data structure

Prior Value Num EndNum Depth Child[i]

– R – – 0 [a, d2,
f]

R a 10 0 1 [b, d1]

a b 5 3 2 [c]

b c 2 2 3 –

a d1 5 5 2 –

R d2 6 0 1 [e1]

d2 e1 6 6 2 –

f e2 4 4 2 –

R f 4 0 1 [e2]

As shown in Fig. 2, assuming that the total privacy budget of the whole tree is,
viewing frequencies of movie types a, d2 and f are 10, 6 and 4 respectively from the first
layer structure of the tree. Then, the total privacy budget allocation proportion of the tree
with node a as the root node is (10/20)ε, the privacy budget is allocated in the same way
to εb = (0.5 * 0.5 * 0.6)/2ε. When a movie type is distributed in different sequences,
the privacy budget of the movie type is equal to the sum of its allocated privacy budget,
for example, the privacy budget of movie type εd = εd1 + εd2 = 0.125ε + 0.15ε =
0.275ε. According to the nature 1 of the differential privacy protection method, it can
be concluded that:

ε = εa + εb + · · · + ε f

It can be seen that compared with other privacy budget allocation methods [12–16], this
way of allocating privacy budget based on prefix tree based on the value of each node,
not on the level structure alone. This allocation method can reasonably dynamically
allocate the privacy budget in the case of big differences in tree structure, and it does not
need to adjust the value of privacy budget allocation artificially.
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3.3 Prefix Tree Privacy Budget Allocation Algorithm

The privacy budget allocation algorithm based on the prefix tree is as follows. Where,
TMovie stores the result of privacy budget allocation of movie-type nodes; DP-Tree
movie type node <v, εv> and its privacy are calculated as εv in the queue set TQueue;
Pv is the viewing statistical frequency of the current node v; GetTop (LinkQueue Q,
string r, float e) represents the queue function of queue header element.
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In the above algorithm, the TMovie and TQueue sets are initialized to empty after
the input of the privacy budget ε, the prefixed prefix tree structure and the root node R of
the prefix. Will the current node and the current node privacy are added to the TQueue
budget (R for the root node), and then determine whether the current node and its parent
weights are the same, if is the same accounts for half of the current budget privacy, if
not the same with his brother calculate the current node weight ratio, such as half of
the parent node privacy budget proportion distribution of the remaining half of privacy.
Then loop the children of the current node.

4 Detailed Design of Film Recommendation System Based
on Differential Privacy Protection

4.1 The Overall Framework of Film Recommendation System Based
on Differential Privacy Protection

Figure 3 is the overall frame diagram of the movie recommendation system based on
differential privacy protection. The system is composed of five components, in the first
place in the user’s local private equipment end users’ private data collection, based on
the user’s personal data to construct privacy prefix tree and dynamically in accordance
with this privacy budget allocations, and add meet the Laplace distribution noise, after
using interference user data and public data together after a recommendation algorithm
calculation item want to recommend to users. The meaning of each component in the
figure is as follows:

Public data

User data Privacy quantification

Recommendation

Data  perturbation

Fig. 3. Frame diagram of movie recommendation system based on differential privacy protection

Public data: to obtain Public information related to users’ private data from internal
or external resources. This article Users the MovieLens 1M data set, which contains 100
million ratings from 6,000 users on nearly 4,000 movies. This data set will be used as
experimental data set and test data set for experimental verification in this paper.

User data: theUser data is theUser history data collected on theUser’s private device.
This paper obtains the historical information record of the User’s watching movies, such
as the frequency of watching a certain type of movie and the User’s rating information
on the movie. This information is not subject to interference.
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Privacy quantification: the recommendation system algorithm based on differential
Privacy proposed in this paper builds the Privacy prefix tree according to the user’s
behavior record, and dynamically allocates the Privacy budget according to the frequency
probability of each node in the Privacy prefix tree.

Data perturbation: according to the privacy prefix tree each node in the distribution of
the privacy of our budget to each node adding meet the noise of the Laplace distribution,
disturbance of the original Data, the Data is available to add a moderate amount of noise
to protect the user’s personal Data privacy. In addition, the disturbed data needs to meet
two objectives: privacy protection security and recommended accuracy.

Recommendation: an untrusted third-party server obtains user information data after
adding noise to build a user-movie type interest matrix, performs matrix similarity cal-
culation based on multiple dimensions to find out similar user groups, and user-based
collaborative filtering algorithm to recommend the desired information to users.

4.2 Privacy Security Analysis

The following is the security analysis of differential privacy protection based on the
DP-MRE algorithm proposed in this paper. Let D1, D2 be the adjacent data set (that is,
d(D1, D2) = 1), f(Di ) be the category set of user private data, C is the size of the public
movie set, j is the user private movie data, and z(j) is the size of the Laplace noise added
to the movie type j. For any r = (r1, · · · , rc) ∈ Range(DP − MRE), on the basis of
the definition of differential privacy can know, if the algorithm DP - MRE content:

Pr[DP − MRE(D1) = r ]

Pr[DP − MRE(D2) = r ]
≤ eε

The algorithm DP-MRE satisfies the constant ε-differential privacy protection.
According to the differential privacy protection proposed in this paper, the differ-

ential privacy protection is carried out on the user’s local private device, so the privacy
protection analysis only focuses on the steps of privacy budget allocation and noise
addition, while there is no privacy leakage problem in the user similarity calculation
and recommended steps. Therefore, privacy security analysis can be performed in the
privacy budget allocation and noise addition steps. The analysis is as follows:

Pr[DP − MRE(D1) = r ]

Pr[DP − MRE(D2) = r ]
=

∏

j∈C

Pr
[
DP − MRE(D1)(j) = r( j)

]

Pr
[
DP − MRE(D2)(j) = r(j)

]

≥ exp

⎛

⎝−
∑

j∈C

1

z( j)

∣
∣ f j (D1) − f j (D2)

∣
∣

⎞

⎠

≥ exp(− max
d(D1,D2)=1

∑

j∈C

1

z( j)

∣
∣ f j (D1) − f j (D2)

∣
∣ ≥ e−ε

So the DP-MRE satisfies:

Pr[DP − MRE(D1) = r ]

Pr[DP − MRE(D2) = r ]
≤ eε
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In the first step above, the independent injected noise on each category set is obtained
from the combinational property of difference privacy and remains unchanged. In the
second step, the injected Laplace noise and triangle inequality can be derived, and the
above proof is completed.

5 Experimental Results and Analysis

In order to reflect the impact of differential privacy on the recommendation quality of
the recommendation system (DP-MRE) in this paper, the precision rate and recall rate
are used to evaluate the recommendation system model in this paper.

5.1 Influence of Accuracy

In order to objectively analyze the feasibility and effect of DP-MRE algorithm based on
differential privacy protection proposed in the film recommendation system, this method
is compared with S-DPDP algorithm based on differential privacy protection proposed
by Shen et al. We set the difference privacy parameter as an independent variable, took
different values for the privacy budget parameter in the experiment, and controlled a
single variable to compare multiple recommendation algorithms. In addition, in order to
more intuitively reflect the impact of privacy protection on the overall recommendation
algorithm, this paper added the data recommendation algorithmBaselinewithout privacy
protection to the experiment and compared it with it. Now, S-DPDP and DP-MRE data
with privacy protection are comparedwith the data algorithmwithout privacy protection.
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Fig. 4. Impact of difference privacy on the accuracy of the recommendation system

Figure 4 shows the impact of differential privacy protection on the accuracy of the
recommendation system. By the experimental results show that the Fig. 4 in not in
privacy protection recommendation system, the accuracy of the collaborative filtering
recommendation system based on user recommendation about 0.53 or so, and privacy
protection based on the difference of DP-MRE and S-DPDP will cause a certain degree
of recommendation quality loss, when the differential privacy parameter epsilon close
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to 1, DP-MRE and S-DPDP algorithm recommended accuracy of about 0.51. With the
increase of the parameter of the privacy algorithm, the accuracy ofDP-MREandS-DPDP
algorithms gradually increases to the recommended level of the original data. Compared
with S-DPDP, DP-MRE has a smaller loss of precision, because DP-MRE is a privacy
budget allocated based on DP-Tree structure, which maintains the type combination
sequence and frequency characteristics of the movies watched by users and distributes
the Laplace noise reasonably, thus reducing the loss of recommended quality caused by
noise addition. However, S-DPDP user an iterative algorithm to add noise, which blurs
the similarity between users. Therefore, in the aspect of recommendation quality loss,
DP-MRE is better than S-DPDP algorithm, but DP-MRE has a high time complexity in
the privacy budget allocation process, which affects the overall system efficiency.

5.2 Influence of Recall Rate

Figure 5 for the influenceof differenceof privacy to recall rate, by the experimental results
show that the Fig. 5 in not in privacy protection recommendation system, collaborative
filtering recommendation system based on users recommend the recall rate of around
0.51 or so,DP-MREbased on differential privacy andS-DPDPwill cause a certain degree
of recommendation quality loss, but with the increase of difference algorithm parameter
epsilon privacy, the recall rate gradual in the recommended level with the original data.
In the recommendation results, the higher the precision rate and recall rate, the higher
the quality of the recommendation system. According to the experimental results, the
recall rate of DP-MRE is very similar to that of S-DPDP, whichmeans that when the data
set base is very large, the recall rate of the two recommendation algorithms is basically
similar, but the recall rate of DP-MRE is still slightly higher than that of S-DPDP
algorithm.
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Fig. 5. Impact of difference privacy on recall rate

6 Conclusion

This paper mainly introduces how to apply the differential privacy protection technology
to the movie recommendation system to solve the user privacy protection problem in the
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recommendation process and ensure the recommendation performance will not suffer
too much loss. In conclusion, this paper first dynamically adds noise to the sensitive
information of users locally to ensure the privacy and security of users, then sends
the user data with noise to the server for similarity calculation, and recommends the
movie to users according to the user-based collaborative filtering algorithm. In this
way, users’ privacy data will not be violated during the whole recommendation process.
The performance and effect of the recommendation system are verified by experiments.
Although we have done some research work in the field of differential privacy and
recommendation system, there are still many fields to be further studied in the application
of differential privacy, and many security problems in the recommendation system have
not been solved. Therefore, the relevant research still has a long way to go.
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Abstract. In this paper, we study the robustness of the Cyber-Physical
System (CPS), which consists of interdependent physical resources and
computational resources. Numerous infrastructure systems can evolve
into the Cyber-Physical System. These networks depend on their inter-
dependent networks, which provide information or energy to function. In
a CPS architecture, a small failure could trigger serious cascading fail-
ures within the entire interdependent networks. Different systems’ struc-
tures would influence the performance of swapping inter links strategies
on improving the reliability of networks. We observe that reducing the
influence of cascading failures is independent from the attack strategies
and can be optimized by adjusting a Cyber-Physical System topology.

Keywords: Cyber-Physical System · Interdependent networks ·
Cascading failures · Swap inter-links strategy · Robustness · Giant
component

1 Introduction

Cyber-Physical Systems(CPS) is designed to integrate computing components,
networks, and physical devices into well-defined environments for a specific pur-
pose [1,10,11,28]. With the rapid development and deep studying of Cyber-
Physical Systems, we think that CPS typically consists of physical elements, a
communication network, and a computation and control unit [22,29]. The com-
munication network can exchange data with other systems. The control unit is
necessary to interact with the real-world and process the data obtained [15,17].
In this way, increasing infrastructure systems evolve into CPS. For example, the
smart grid system [19,21,28,30] is regarded as the typical representative of CPS.

As the characteristic of the cascading failure, a failure may trigger the entire
interdependent networks collapsing [2]. A small failure in infrastructure systems
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may cause property damage or even loss of human life. Therefore, it is important
to improve the reliability of infrastructure systems. It is especially important to
reduce the probability of large-scale failure of a CPS happening. Understanding
how to improve the ability of the CPS to resist cascading failure is a major
challenge, which is vital for understanding the resilience of natural systems [24].

1.1 Improving Direction

To enhance the reliability of CPS, many scholars have explored from the hard-
ware direction [7,8,12,23,27]. Pennekamp et al. [21] propose that keeping the
safety of the new dataflows which stream in CPS could make the CPS work sta-
bly. Zhang et al. [31] investigate embodiment multi-state channel symbol energy
and the influence of the CPS’s security threshold.

Some research about CPS reliability is based on software [12,25]. They ensure
the system in a safe state through software. With the rise of machine learning,
many scholars apply machine learning to enhance the reliability of CPS [7,8].

In addition to changing hardware and software to improve network reliability,
some scholars have also promoted CPS reliability research from the direction of
evaluating CPS security [3].

Another direction to study the reliability of CPS is to abstract the CPS
system into interdependent networks. Interdependent networks’ nodes will be
treated as different devices with similar functions. In interdependent networks,
we pay more attention to the topological relationship of nodes. One interdepen-
dent networks is always considered an unwighted and undirected graph.

1.2 Organization

The outline of this work is as follows: In Sect. 2, we propose our functional model
for CPS. Section 3 performs the processes of different swapping strategies in
detail. Section 4 is the results of the simulation and analysis points. Conclusions
and summarized in Sect. 5.

2 The Model

In Sect. 2, we review different correspondence relationships of the interdependent
networks and the processes of the cascading failure. To slightly describe the
cascading failure in interdependent networks, we build a simple model to perform
cascading processes in detail.

2.1 Interdependent Networks Model

‘One-to-one correspondence’ model is suggested by Buldyrev to represent the
cascading failure between networks [2]. The couple two networks that name A
and B in the correspondence model. Based on the ‘one-to-one correspondence’
relationship between networks, each node in network A has an inter-link with
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one node from network B, and vice versa. For this reason, the number of nodes in
two networks that establish the ‘one-to-one correspondence’ model is the same.

Without the ‘one-to-one correspondence’ model, Shao et al. [6,13,26] build a
‘multiple-to-multiple correspondence’ model to imitate the real-world networks.
This correspondence relationship implies that a node in network A operates
depending on more than one node in network B, and vice versa. ‘Multiple-to-
multiple correspondence’ can better display some characteristics of the realistic
networks.

‘One-to-multiple correspondence’ model [5,6,9,14] is different to ‘one-to-one
correspondence’ and ‘multiple-to-multiple correspondence’ model. It combines
some features of the above two models. Firstly, it increases the singularity of the
‘one-to-one correspondence’ model inter-links connection. Then, it improves the
overcomplexity of ‘multiple-to multiple correspondence’ model. ‘One-to-multiple
correspondence’ model can well simulate the connection of equipment in the
power grid. One power station can provide power for multiple devices but one
control device only controls one power station. According to this correspondence
relationship, ‘one-to-multiple correspondence’ model is widely used in power grid
model simulation.

2.2 Cascading Failure Model

Buldyrev et al. study the robustness of the ‘one-to-one correspondence’ model
and they put forward two conditions that must be met at the same time when
one node in interdependent networks can work normally [2]:

I. The node must belong to the giant component of its own network;
II. The node must have at least one inter-link from other networks.

They derived the theoretical formula of final nodes number after cascade failure
and verified its correctness through experimental simulation:{

x = gA(y)p
y = gB(x)p

(1)

where gA(y)(gB(x)) means the fraction of nodes that belong to the giant com-
ponent of network A(B). p is the remaining fraction of nodes in initial attack.
They give the derivation formula of the critical value pc:

1 = p2
dgA

dx
[pgB(x)]

dgB

dx
(x)

∣∣∣∣
x=xc,x=pc

(2)

The Eq. 1 in ER networks will transform to:{
x = p[1 − fA]
y = p[1 − fB ]

(3)
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where {
fA = exp[ay(fA − 1)]
fA = exp[bx(fB − 1)]

(4)

In SF networks, the Eq. 1 is changing into:

x = p〈kA〉[pκ̃A〈kB〉(κ̃Bx)1/(3−λB)]1/(3−λA) (5)

κ̃A(κ̃B) is the number of normal working nodes in network A(B) after the first
stage in cascading failure. 〈kA〉(〈kB〉) is the average degree value of network
A(B). λA(λB) is the parameter of SF network A(B).

These conditions have been extensively studied and used in network theory.
In this study, we make use of the above conclusions to measure the number of
normal working nodes. The cascading failures are triggered by insufficient failed
nodes in either network A and B. The proportion of the initial failed nodes is
usually denoted by 1 − p. The nodes which are not following the above two
conditions will be removed with their links.

3 The Method

In this section, we introduce 6 swapping inter-links strategies which we apply to
model in detail.

3.1 Strategy 1: Low Degree (LD)

Degree centrality is one of the most important and simplest metrics to reflect
the importance of one node locality in the network [2,16]. LD swapping strategy
is calculating all nodes’ degree and ranking nodes in an increasing order after
building an interdependent networks model. An inter-link is swapped between
two nodes which have the lowest degree centrality values in their own network.
We must ensure that the total number of inter-links and the number of each
nodes’ inter-links in the entire model remain unchanged. For example, node B2

has two inter-links with network A and the total number of inter-links are 10 in
Fig. ??(a). We must maintain two inter-links with node B2 and the number of
inter-links in the entire system is ten after swapping processing. The swapping
operation is repeated until demanding number of nodes’ inter-links are swapped.

3.2 Strategy 2: High Degree (HD)

High degree (HD) swapping strategy describes as following: calculating all nodes
by degree values and ranking nodes in decreasing order. An inter-link is swapped
between two nodes which have the highest degree centrality values in own net-
work. We ensure that the total number of inter-links and the number of each
nodes’ inter-links in the entire model remain unchanged. The swapping operation
is repeated a demanded number of times.
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3.3 Strategy 3: Low Betweenness (LB)

Betweenness centrality is a metric to evaluate nodes’ importance by paths [16,
18]. The betweenness centrality values of nodes can be calculated by the following
equation:

B(v) =
∑
i�=j

σij(v)
σij

(6)

where σij is the number of the shortest paths going from node i to node j and
σij(v) is the number of shortest paths going from node i to node j through node
v [16,20].

LB swapping strategy is as following: calculating all nodes betweenness cen-
trality values and ranking nodes in an increasing order. An inter-link is swapped
between two nodes which have the lowest betweenness centrality values. We have
to ensure that the total number of inter-links and the number of each nodes’
inter-links in the entire model remain unchanged. The swapping operation is
repeated until the specified number of nodes’ inter-links is swapped.

3.4 Strategy 4: High Betweenness (HB)

HB swapping strategy is as following: calculating all nodes betweenness centrality
values and ranking nodes in a descending order. An inter-link is swapped between
two nodes which have the highest betweenness centrality values. We have to
ensure that the total number of inter-links and the number of each nodes’ inter-
links in the entire model remain unchanged. The swapping operation is repeated
until a demanded number of nodes’ inter-links are swapped.

3.5 Strategy 5: Low Eigenvector Centrality (LEC)

The eigenvector centrality is a metric of nodes’ importance and it is an extension
of degree centrality [20]. The eigenvector centrality fully considers both of the
importance of nodes’ neighbors and the number of the neighbors. If one node’s
neighbor is important, the node will be considered important, too.

To calculate all nodes’ eigenvector centrality values, we need to construct an
all nodes’ adjacency matrix A and Aij is an element of this matrix. xi means
the eigenvector centrality value of node i and the initial value of xi is setting to
1. Then we use the initial xi to calculate a new value of x′

i, which we define to
be the sum of the eigenvector centrality values of node i’s neighbors: [20]:

x′
i = κ−1

1

∑
j

Aijxj (7)

where κ1 is the largest eigenvector value of A.
LEC swapping strategy is as following: calculating all nodes eigenvector cen-

trality values and ranking nodes in an increasing order. An inter-link is swapped
between two nodes which have the lowest eigenvector centrality values. We have
to ensure that the total number of inter-links and the number of each nodes’
inter-links in the entire model remain unchanged. The swapping operation is
repeated until the demanded number of nodes’ inter-links are swapped.
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Fig. 1. The fraction of function nodes in systems when fN = 30% in ER-ER and ER-
SF system which is shown in Fig(a) and (b), respectively. Six swapping strategies are
compared with original independent networks (NONE) in different system structures.
In two subfigures, NONE yields the worst performance in increasing the values of G
and pc. HB is the best effect in enhancing G and HEC shows the best performance
in improving pc values. The values of pc in these two figures under HEC strategy are
0.66 and 0.69. The curves under swapping interlinks with high centrality values are
more smooth than NONE. The swapping inter-links with high centrality values can
get better G values than other strategies.

3.6 Strategy 6: High Eigenvector Centrality (HEC)

HEC swapping strategy is as following: calculating all nodes eigenvector cen-
trality values and ranking nodes in a descending order. An inter-link is swapped
between two nodes which hold the highest eigenvector centrality values. We
make sure that the total number of inter-links in the entire model and the num-
ber of each of nodes’ inter-links remains unchanged. The swapping operation is
repeated until the specified number of nodes’ inter-links are swapped.

4 Simulation Results and Analysis

In Sect. 4, we simulate the systems and the cascading failure to obtain the best
strategy to enhance interdependent networks reliability. In [4], scholars have
studied system reliability in ‘one-to-one correspondence’ and ‘one-to-multiple
correspondence’ under HB strategy. Their models are built by BA networks.
More swapping strategies are simulated in ‘one-to-one correspondence’ system.
To study how six swapping strategies affect the robustness of ‘one-to-multiple
correspondence’ systems, we conduct the following simulations.

To get more universal conclusions, we build four kinds of system models.
These models are constructed by Erdös-Rényi network (ER network) and scale-
free network (SF network). The average degree is 〈k〉 = 4 on all networks which
we build. The parameter λ = 3 in the SF network. ‘One-to-multiple correspon-
dence’ is the dependence relationship of two networks in our simulation models.
We set NA and NB are 15000 and 5000 and the connection ratio of inter-links
is 3:1.
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Fig. 2. The fraction of function nodes in systems when fN = 50% in ER-ER and ER-
SF systems which are shown in Fig(a) and (b), respectively. Six swapping strategies are
compared with original independent networks (NONE) in different system structures.
In two subfigures, NONE yields the worst performance in increasing the values of G
and pc. HB is the best effect in enhancing G and HEC shows the best performance in
improving pc values. The values of pc in these four figures under HEC strategy are 0.68
and 0.69. The curves with swapping interlinks with high centrality values are more
smooth than NONE. The swapping inter-links under high centrality values can get
better G values than other strategies.

4.1 System Robustness Metrics

Due to constraints such as economic conditions and operational complexity, we
define the fraction of swapping inter-links between nodes fN as:

fN =
N ′

S

NA
(8)

where N ′
S means the number of inter-links which are swapped by strategies.

Fig. 3. The fraction of function nodes in systems when fN = 70%. Fig(a) and (b)
are the systems that are combined with ER-ER and ER-SF, respectively. Six swapping
strategies are compared with original independent networks (NONE) in different system
structures. In two figures, NONE yields the worst performance. HEC shows the best
performance in improving pc and HB is the best effect in enhancing G. The values of pc
in these two figures under HEC strategy are 0.68 and 0.7. The curves under swapping
interlinks with high centrality values are more smooth than others.
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We implement a random removal of the network A node with the ratio (1 − p)
as the failed node under random attacks. To reduce the error of the experimental
results, we simulate 20 times for each 1 − p under one certain swapping strategy
and fN . We take the average of these results as the final simulation results. We
take G which means the proportion of nodes in the giant component to assess
the reliability of the entire system and G can be calculated by:

G =
N ′

A + N ′
B

NA + NB
(9)

where N ′
A(N ′

B) is the number of normal nodes at steady state. To measure
maximum tolerant ability against random failure, we observe the values of pc.

4.2 Impact of Network Size

We conduct performance comparisons among the six swapping strategies dis-
cussed in Sect. 3. The values of fN in Fig. 1, Fig. 2 and Fig. 3 are 30%, 50% and
70%. In all figures, we plot the relationship between G, pc and 1 − p under no
swapping operation (NONE) as a contrast experiment for other strategies. From
Fig. 1, Fig. 2 and Fig. 3, we can observe the following situations and conclusions:

I. All swapping strategies perform better than NONE in improving G. The
values of G are clearly bigger in swapping strategies than NONE when 1 − p
increases. For example, the values of G in NONE are lower than the other
strategies when (1 − p) > 0.58 in Fig. 1(a). When (1 − p) > 0.5, the values
of G in NONE is lower than other strategies in Fig. 2(b). This situation is
reflected in both two subfigures in Fig. 1, Fig. 2, Fig. 3.

II. In Fig. 1, Fig. 2 and Fig. 3, all curves can be divided into 3 categories.
The first is NONE which shows the worst performance in improving system
reliability. The second is swapping inter-links by low centrality values which
are LD, LB and LEC strategy. Although they show better performer than
NONE in enhancing G, they are not the best choices to achieve more robust-
ness systems. The last category is swapping inter-links with high centrality
values. High centrality swapping strategies increases the values of G. We
should adopt high centrality values swapping strategy in improving system
reliability. This finding is the same conclusion as [4].

III. From all subfigures we plot in Fig. 1, Fig. 2 and Fig. 3, we conclude that
HB swapping strategy can be the first choice in improving G. This finding
is different from [4]. We reveal that the networks constructive plays a vital
role in system reliability.

4.3 Compare Network’s pc

From the above figures, all swapping strategies perform better than NONE in
enhancing the value of network’s pc. The values of pc are increasing with fN

increases. For instance, the values of pc in Fig. 1(a), Fig. 2(a) and Fig. 3(a) is
getting closer and closer to 0.7.
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In all strategies, we can find that swapping inter-links by high centrality
swapping strategies could get better pc. HEC is the first choice in improving pc.
This conclusion is more significant in SF-SF systems.

5 Conclusion and Future Work

To improve the reliability of interdependent networks, we build two kinds of
heterogeneous interdependent network models with the coupled ratio at 3:1 to
achieve this goal. Then, we swap inter-links in different models under different
swapping rates. Finally, we measure the reliability of systems by calculating the
fraction of the giant component G and maximum resistance to random attacks
of pc after cascading failure. We find that swapping inter-links by high centrality
values can get better system robustness. The simulation results show that high
betweenness centrality swapping inter-links strategy performs the best effect in
enhancing G, and high eigenvector centrality is the best choice in improving pc.

However, our proposed model still has some limitations, which we will work
on in the future. We should build more complex interdependent systems to sim-
ulate realistic networks better. An example is using an unfixed coupled ratio,
distributing inter-links in one certain regularity, and using other single network
models. We are trying to reach different strategies to maximize the number of
nodes in the giant component.
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Abstract. Artificial potential field (APF), a concept from physic field, has been
successfully adopted for path planning of unmanned aerial vehicle (UAV). The
cooperation between the expulsion against obstacle and the gravity from target,
ensures a global planning optimization considering obstacle avoidance. Unfor-
tunately, under different UAV-to-UAV distance conditions, the APF also has a
weakness unable to support swarm path planning for multiple UAVs due to the
highly dynamic shift between the repulsion and the gravity. To utilize APF to
realize robust swarm planning, we redesign the APF and embed it into the swarm
avoidance mechanism from bird intelligence involving group collision avoidance
(GCA) and individual collision avoidance (ICA), forming two kinds of a APF-
based swarm planning respectively: GCA-APF and ICA-APF. We then propose
an adapt switch mechanism for dynamically choosing GCA-APF or ICA-APF in
contexts of different obstacle environment. Experiments show the effectiveness of
our approach, 15.25% higher planning efficiency than that of original GCA and
avoiding certain polynomial cost increase from original ICA.

Keywords: Path planning · Artificial potential field · Collision avoidance ·
Unmanned aerial vehicle · Swarm intelligence

1 Introduction

Path planning is highly important for unmanned aerial vehicle (UAV), involving drones
and self-driving cars. Among different path planning methods in the field of drone,
the artificial potential field (APF)-based method draws more interests and has shown
obvious advantages to become one state of the art: fast calculation and nearly real-time
response in a complex environment. PreviousAPF improvementwork in 2018 [1] further
contributes to solve the local optimal problem through increasing a tangent vector of
drone in the direction of potential field, ensuring a global path planning on single drone
in good performance.
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With the development of drone applications, a drone cluster formed by a lot drones,
can be utilized to accomplish tasks better than single drone. Thus, swarm intelligence is
introduced in this field: bird swarm [2, 3], ant colony [4] and bee colony [5, 6]. However,
above swarm intelligences focus on collaboration of drones, while for path planning the
mainstream APF-method is still not studied. One main reason is that the current APF
is difficult to support swarm path planning for multiple drone swarm due to the highly
dynamic shift between the repulsion and the gravity. As Fig. 1 shows, the target point
attracts the drone, the obstacle repulses the drone, and there is also a repulsive relationship
between the drones. In this occasion, only one drone can successfully reach the target
point, and two others cannot accurately reach the target point due to the relatively high
potential field around them.

Fig. 1. APF influence on swarm path planning

In this work, we aim to redesign a new APF suitable for swarm path planning. A
natural idea is based on the warm avoidance mechanism from bird intelligence proposed
by Reynolds [7], which shows complex and orderly cluster behaviors in group flight, and
have the characteristics of decentralized proximity interaction, internal stability of self-
organized clusters, and adaptability to dynamic changes in the environment. Within bird
swarm, there is no central node control and each individual (flying bird) is autonomous
and can perceive the neighboring individuals within a certain range in the vicinity. Three
basic collaboration rules are: 1) Separation-the members of the cluster should keep a
certain safe distance from their neighbors to avoid congestion; 2) Alignment-the speed
direction of the cluster members should be consistent with the average flight direction
of neighboring units; 3) Gathering-the members of the cluster should fly towards the
center of the neighboring unit.

Based on the three principles of Reynolds, we aim to improve APF by group colli-
sion avoidance (GCA) and individual collision avoidance (ICA) [8, 9]. The GCA and
the ICA are fundamentally different: the first allows a UAV swarm to avoid collision
as a cluster, while the second allows individual swarm members to achieve collision
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avoidance by individual actions. We form two kinds of an APF-based swarm planning
respectively: GCA-APF and ICA-APF. Compared with traditional GCA and ICA algo-
rithms, GCA-APF and ICA-APF incorporate the idea of artificial potential field, which
leads to our algorithms can dynamically plan the optimal moving path in a complex
environment, instead of choosing a direction for obstacle avoidance without basis, thus
its flight efficiency has been greatly improved.

Also, an adapt switch mechanism should be developed for dynamically choosing
GCA-APF or ICA-APF in contexts of different obstacle environment. GCA is suitable
for the situationwhere the obstacle is large, and the swarm prefers tomaintain a complete
formation while avoiding obstacles, and ICA is more suitable for the situation where the
obstacle is relatively small, thus the cost of obstacle avoidance is lower than GCA. We
summarize our contributions as follows:

• We are the first to modify APF suitable for swarm planning and we redesign the APF
and embed it into the swarm avoidance mechanism from bird intelligence involving
GCA and ICA, forming two kinds of an APF-based swarm planning respectively:
GCA-APF and ICA-APF.

• We propose an adapt switch mechanism for dynamically choosing GCA-APF or ICA-
APF in contexts of different obstacle environment, which makes it more flexible for
implementation in real drone platforms.

2 Preliminary

In this section, we introduce the preliminary work about the UAV swarm and cluster
path planning algorithm.

2.1 The Artificial Potential Fields (APF)

Artificial potential field (APF) is commonly used in the field of robot path planning. The
most prominent advantage of APF algorithm is briefness. APF model consists of two
kind of potential field, the gravitational and repulsion field which based on the obstacles
and the goal respectively corporately attract robot complete path planning. The trajectory
generated by APF is smooth in mathematic which that mean the tangent and the velocity
is always continuous. Those two characteristics improved robot stability during the
motion process. Attraction field, UAat(qnow) is construct as the following equation,

UAat(qnow) = 1

2
kρ2(qnow, qgoal

)
(1)

where k is the coefficient of attraction field, qnow is current position, qgoal is goal,
ρ
(
qnow, qgoal

)
is the distance between qnow and qgoal . We sign the attraction force

produced by attraction field at qnow as FAat(qnow),

FAat(qnow) = −∇UAat(qnow) = kρ
(
qnow, qgoal

)
(2)

Repulsion field is generated by all obstacles corporately, it is donated as URef (qnow),

URef (qnow) =
∑n

i=1
Ui
Ref (qnow) (3)
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where Ui
Ref (qnow) is repulsion field produced by the i-th obstacle at qnow,

Ui
Ref (qnow) =

⎧
⎨

⎩

1
2θ

(
1

ρ
(
qnow,qiobs

) − 1
ρ0

)2

, ρ
(
qnow, qiobs

)
< ρ0

0, ρ
(
qnow, qiobs

) ≥ ρ0

(4)

Where θ is the coefficient of repulsion field, ρ0 is the radius of repulsion field,
ρ
(
qnow, qiobs

)
is the distance between qnow and the i-th obstacle, we sign the repulsion

force produced by repulsion field at qnow as FRef (qnow),

FRef (qnow) = −∇URef (qnow) (5)

The total force FTotal a robot received at qnow is calculated as follow.

FTotal(qnow) = FAat(qnow) + FRef (qnow) (6)

2.2 GCA and ICA

In the GCA case, all drones are kept in a group while avoiding collisions. The weight of
the cohesion rule wc is increased so that the UAV will not deviate from the team when
performing the avoidance action. The following formula can be used to implement GCA
to calculate the weight of the avoidance rule for the i-th UAV.

WAVi =
⎧
⎨

⎩

1 if
(
Pi − Cp,i

)
< ρcol

0 if
(
Pi − Cp,i

)
> ρcol

0 alldaylog
(7)

The desired avoidance heading angle of the i-th UAV is given as:

ψAVi = f1
(π

2

)
+ ψi (8)

Where the direction of turn (f1) required for collision avoidance in the horizontal
plane is given by Fig. 2(a).

To achieve ICA, the algorithm used is similar to the GCA, but with different rule
weights. Further, in this case two detection sensor ranges are defined. These are the
expansion sensor range and the collision avoidance sensor range (Fig. 2(b)). ICA can
be implemented using the following algorithm for each UAV. The minimum allowed
distance between two UAVs (dmin) in a group is set as,

dmin =
{
d1 if

(
Pi − Cp,i

) ≤ ρexp

d2 if
(
Pi − Cp,i

)
> ρexp

(9)

With d1 > d2. The avoidance rule weight, heading angle and direction of turn,
avoidance pitch angle and direction is determined by (6), (7).

When alien UAVs are detected inside the expansion sensor range, dmin is increased
from d2 to d1 so that the whole group expands enabling the alien UAV to pass through
this group. Whereas, when the alien UAV comes within the collision avoidance range,
a collision avoidance action is taken. In this case, in contrast to group-wise collision
avoidance, wc is decreased so that the expansion can take place easily.
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Fig. 2. (a) Logic diagram to find the direction of turn in horizontal plane. (b) Two partition of
sensor range for the ICA.

3 Adapt Swarm Planning

In this section, we discussed the design idea of GCA-APF and ICA-APF algorithm. And
design a fusion algorithm to obtain the advantages of each model while making up for
its deficiencies.

3.1 GCA-APF Implementation

It can be seen from the second chapter that the GCA algorithm treats the entire cluster
as a large rigid body, and the entire cluster remains compact in turning, hovering, and
obstacle avoidance. In order to achieve this goal, there is a relatively large cohesion wc

within the cluster. During the operation of the entire cluster, there is a cluster centroid
that can represent the operating state of the entire cluster, that is, all the aircraft in the
cluster are roughly distributed around the cluster centroid. Therefore, we can let the
center of mass of the cluster advance along the path planned by the artificial potential
field, and let the entire cluster still wrap around the center of mass of the cluster. The
distance between any UAV in the cluster and the centroid can be expressed as

U 2
c = H 2

c + L2c (10)

Where Uc is the Euclidean distance between the UAV and cluster centroid, Hc rep-
resents the horizontal distance between the two, and Lc represents the distance between
the two in the vertical direction. As we can see in Fig. 3(a), the vertical distance refers
to the distance on the plane perpendicular to the current flight path, and the horizontal
distance refers to the distance parallel to the current flight path. We set the angle of the
connection between the centroid and the Uc of the current drone in the cluster as αi.
During the forward flight of the drone cluster, as shown in Fig. 3(b), if the cluster detects
an obstacle D in the direction βi and the distance between them is Di, thus the vertical
distances Uci and Dci of the drone and obstacle can be calculated.

Uci = Ui

sinαi
(11)

Dci = Di

sinβi
(12)
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Thus, if theDci > Uci, At this time, the UAV in the current direction will not collide
with obstacles, so it can fly normally without any changes. But if the Dci ≤ Uci, It
indicates thatwhen the currentUAVclustermoves to an obstacle, theUci will collidewith
the obstacle, making it necessary to implement the corresponding obstacle avoidance
strategy.

Fig. 3. (a) Schematic diagram of the relationship between drones in the cluster. (b) Relationship
between drone and obstacle.

In the GCA-APF model, we design such an obstacle avoidance strategy. We need
to increase the current drone Hc, in other word is that the position of the drone moves
toward the back of the cluster, and reduce Lc, which makes the position of the drone
close to the centroid. At the same time, according to the situation, calculate the location
of the current Uci and broadcast it out to ensure that the distance between all drones is
within a safe threshold to avoid collisions. Therefore, in the actual process, we manually
intervene in the position of the drone Uci that is predicted to collide, and at the same
time, let the cluster adaptively adjust the position between each drone according to the
GCA algorithm.

Due to the flight path of the UAV is planned by the artificial potential field algorithm,
and the entire cluster is calculated as one UAV in the planning process. Therefore, it can
be ensured that the currently planned path can at least let one single drone pass through.
In extreme cases, if the current path can only pass one drone at a time, the formation of
the entire drone cluster will be aggregated into a drone queue with the centroid in the
middle of the cluster to ensure the entire drone pass through obstacles smoothly. The
flow of the entire algorithm is shown in the Fig. 4(a).

During the flight, if the cluster encounter narrow terrain, first the entire cluster will
slow down and adjust the shape according to the above pattern to sequentially pass
through the narrow space. In short, the cluster will be transformed into a suitable forma-
tion to avoid collision, but when encountering a small obstacle, the cluster will deflect as
a rigid body to avoid the obstacle. Therefore, it can be seen that the GCA-APF algorithm
has a relatively large obstacle avoidance cost, because its calculation and formation
transformation require corresponding time to perform, so the entire cluster will slow
down or even hover. Therefore, the GCA-APF algorithm works better when it encoun-
ters large fixed obstacles. If the obstacles are so small that they are smaller than the
distance between the drones, then the drones need to be slightly pulled apart. Obstacle
avoidance can be completed at intervals. However, the GCA-APF algorithm will still
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Fig. 4. The respective processes of the two algorithms. (a) GCA-APF (b) ICA-APF

cause the entire UAV to turn in a larger direction to avoid obstacles, so it is not a perfect
obstacle avoidance solution in this case. On the other hand, if the obstacle moves faster,
the use of GCA-PAF for obstacle avoidance will also cause the entire cluster to fail to
avoid obstacles quickly, making obstacle avoidance ineffective.

3.2 ICA-APF Implementation

On the other hand, we also designed the ICA-APF model in order to cope with more
situations. Similar to the GCA-APF model, the ICA-APF model also allows the cluster
centroid to advance along the path planned by the artificial potential field. When an
obstacle is encountered, the ICA-APF model allows the drone cluster to be dispersed to
avoid collision with the obstacle.When it is detected that the obstacle has been bypassed,
the entire drone cluster will gather together and continue to move forward in a cluster.

When the UAV cluster encounters an obstacle, Similar to the GCA-APF, if
Ui/sinαi < Di/sinβi, it will open the ICA obstacle avoidance mode, treat the other
UAVs in the cluster as obstacles, and establish a new artificial potential field map.
Because other drones are regarded as obstacles, the current drone will be separated from
the cluster. By detecting the size of the current obstacle and dynamically adjusting the
repulsion coefficient of the drones as obstacles, the drone and the drone can be changed.
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The degree of dispersion of cluster centroids. When it detects that there is no obstacle in
front, the system’s ICA obstacle avoidance mode is turned off. At this time, the current
UAV will not regard other UAVs as obstacles, so it gathers to the centroid due to the
gravity of the artificial potential field. The flow of the entire algorithm is shown in the
Fig. 4(b).

3.3 Architecture

It can be seen that the GCA-APFmodel has better obstacle avoidance effect when facing
larger obstacles as well as in narrow terrain, because it can make the entire UAV cluster
aggregate into a straight line, so that the cluster can better pass narrow obstacles. In this
case, if the ICA-APF model is used for obstacle avoidance, the unmanned aerial vehicle
needs to travel a longer distance to bypass large obstacles. If the obstacles are too large,
it may cause some UAVs cannot reach the target point.

On the other hand, if it is a relatively small obstacle, using ICA-APF will get a better
obstacle avoidance effect. Since GCA-APF always regards the UAV cluster as a whole,
when a small obstacle is encountered, the UAV cluster will move in a direction away
from the obstacle as a whole. In this case, if you use the ICA-APF method, you only
need to move the drone in the direction of the obstacle away from the cluster. The other
drones in the entire cluster can fly normally without affecting their status. Therefore,
the ICA-APF model has lower obstacle avoidance cost and faster response speed. In
addition, if the obstacle is moving, when the UAV sensor detects the obstacle, the ICA-
APF model can be used to avoid obstacles faster, because other drones in the model do
not need to slow down Adjust the formation, so its obstacle avoidance speed is much
higher than GCA-APF.

We assume that there is currently an obstacle D, the diameter of which is D0, and
the minimum distance between the UAV and the obstacle is L0. Assuming that there
are n drones in the current cluster, use the GCA-APF and the ICA-APF to calculate the
obstacle avoidance cost separately.

• GCA-APF algorithm:

CostGCA−APF =
∑n

i=1
π · (D0 + i · L0) (13)

• ICA-APF algorithm:

CostGCA−APF =
∑n

i=1
π · (D0 + L0) (14)

It can be clearly seen that the cost of the GCA-APF is significantly higher than ICA-APF,
and the greater the number of drones in the cluster, the faster the cost increases. The
cost of ICA-APF obstacle avoidance is linearly related to the number of drones. The
difference between these two algorithms is:

Difference =
∑n

i=1
πL0 · (i − 1) (15)
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3.4 Switch Mechanism

In ourmodel, the UAV cluster should have three states, namelyNormal-APF state, GCA-
APF state and ICA-APF state. Among them, the Normal-APF state indicates that the
current cluster environment is relatively stable, and there are no obstacles that need to be
avoided around. At this time, the center of mass of the UAV cluster moves along the path
planned by the artificial potential field. The UAVs in the cluster are evenly and orderly
distributed around the center of mass; and the GCA-APF state indicates that the current
cluster is in the GCA obstacle avoidance state. Faced with relatively large obstacles,
the GCA algorithm was chosen to avoid obstacles. The ICA-APF state indicates that
the current cluster is in the ICA obstacle avoidance state. At this time, the UAVs in the
cluster are dispersed to avoid obstacles and re-assemble at the appropriate time.

How to define the size of obstacles to carry out the corresponding obstacle avoid-
ance strategy is the core problem of our model. Here we use the threshold method for
calculation. Assuming that in the current UAV cluster, the minimum distance between
each UAV is DminU , there are the following situations:

1. When the maximum diameter of the obstacle is less thanDminU , the UAV cluster can
basically avoid the obstaclewithout increasing the distance between them.Therefore,
the method of selecting ICA-APF works best at this time.

2. When the maximum diameter of the obstacle is greater than DminU . Suppose that
the distance that the UAV cluster can detect obstacles is Ddet , and the UAV cluster
begins to avoid obstacles when it detects the obstacles. At this time, the distance of
obstacle avoidance is Dobs, and the speed of cluster is vclu, thus the time which can
be used for obstacle avoidance is given by:

tobs = Dobs/vclu (16)

And the drone’s lateral vertical speed refers to the maximum speed that the drone can
reach in the vertical direction, we record as vver , then the maximum obstacle avoidance
distance can be calculated, that is:

Dmaxobs = tobs · vver = vver · Dobs/vclu (17)

Therefore, if the maximum diameter of the obstacle detected by the UAV cluster
is less than Dmaxobs, we should use the ICA-APF model for obstacle avoidance. If the
maximum distance detected by the UAV is greater than Dmaxobs, we should use the
GCA-APF model for obstacle avoidance. Thus, the Dmaxobs is mainly determined by
the UAV’s own attributes and the positional relationship with obstacles, and can be
calculated according to needs in practice.

4 Experiment

In this section, we verify the application of artificial potential field in the cluster through
experiments, and verify the model we designed.
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we chose the 2016 version of Matlab as the experimental platform, setting the linear
velocity of the drone to 5 m/s and the angular velocity to 200 °/s. Observe the movement
state of the UAV cluster in different modes and its potential field map through a map
with random obstacles.

4.1 Improved APF Algorithm in Clusters

We let the drone cluster use the improved artificial potential field algorithm based on
particle swarm to calculate its planned path. In the experiment, the random obstacle we
generated is shown in the Fig. 5(a), and the global potential field diagram is calculated
according to the boundary of the obstacle. The reason why the calculation is based on
the boundary of the obstacle instead of using all obstacles is because it can speed up the
calculation without affecting the accuracy of the artificial potential field.

Firstly, a single drone is used for artificial potential field path planning. The artificial
potential field diagram and path are shown separately in the Fig. 5(b) and (c). It can be
seen that the UAV can choose the optimal path and reach the target point accurately.
Therefore, the path planning for a single UAV is effective.

In Fig. 5(b), the x-axis and y-axis respectively represent the coordinates of points
in space, while the z-axis represents the intensity of the potential field. It can be seen
that the potential field at the boundary of the obstacle is the highest, which can give the
drone a repelling force, and the potential field of the target point is the lowest, which can
give the drone an attractive force. The drone moves towards the target point under the
combined force. The specific path is shown in Fig. 5(c) and the two red circles represent
the start and end points. On the other hand, it can be seen that the intensity of the potential
field in the middle of the obstacle is very low. This is an optimization to speed up the
calculation. Ignoring the influence of the repulsion on the drone inside the obstacle can
speed up the path planning.

Fig. 5. Application of single drone in improved artificial potential field. (a) Schematic diagram
of obstacles (b) Artificial potential field diagram (c) Route planning route diagram

Then we use two drones for path planning. In this process, both drones regard other
drones as obstacles, so they will provide a repelling force to the current drones. The path
planned by the entire system is shown in the Fig. 6(a). It can be seen that when there are
two drones, due to the change of the potential field, the path taken by one of the drones
is too far beyond the range of the map, so that the drone cluster cannot reach the target
well.
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Fig. 6. Application of two drones in improved artificial potential field. (a), (b) The potential field
diagram of two drones. (c) Route planning route diagram.

Fig. 7. Application of three drones in improved artificial potential field. (a) Artificial potential
field diagram (b) Route planning route diagram (Color figure online)

We third use three drones for the experiment, and the distribution of obstacles
remained the same as previous. When three drones are included in the drone cluster,
the potential field at each location detected by the third drone is too high, which prevents
the drones from finding the optimal path. The potential field diagram detected by the
third drone is shown in the Fig. 7(a), which can be seen that there is no suitable path to
choose. The planned path of the third UAV is shown in the blue line in the Fig. 7(b).

It can be seen from the above experiments that the application effect of the artificial
potential field in the cluster environment is not ideal. It needs to be further improved to
get better results.

4.2 GCA-APF

In this section, we use the GCA-APF model to perform obstacle avoidance operations
for UAV clusters. The obstacle map in Fig. 5(a) is still used in the experiment. In the
GCA-APF, the drones in the group will not treat other drones as obstacles, so whether
it is two drones or three drones, the experimental potential field map is consistent, as
the picture shows. Among them, the path of two UAVs flying together is shown in the
figure. The path of the coordinated flight of the three drones is shown in the Fig. 8.

It can be seen that when the UAV uses the GCA-APF model to fly, the cluster
generally maintains a complete formation. When the path is relatively narrow, the speed
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of the entire cluster will slow down, and the UAV near the obstacle will move closer to
the center of mass to avoid the obstacle.

Fig. 8. Experimental results of GCA-APF algorithm. (a) UAV potential field diagram (b) Path
planning of two UAVs clusters (c) Path planning for three UAVs clusters

Table 1. Comparison of GCA and GCA-APF.

Path planning algorithm Planning times Success rate Average time

GCA 50 78% 1.536 s

GCA-APF 50 100% 1.023 s

And in this environment,we use the traditionalGCA for path planning, and compared
with the GCA-APF in this paper, the results are shown in the Table 1. We can see that
the traditional GCA has about 22% planning failures. At the same time, due to its field
of view is much narrower than GCA-APF, leading to the longer plan path, which cannot
guarantee the optimal solution. The complete flight time of the drone is longer, too.

4.3 ICA-APF

In this section, we use the ICA-APF model to perform obstacle avoidance operations
for UAV clusters. Since the ICA-APF model is generally applicable to relatively small
obstacles, we use obstacles as shown in the Fig. 9(a). During the flight of a drone, the
ICA-APF mode is turned on, which causes the drones in the cluster to see other drones
as obstacles, so different drones use different potential field diagrams. When there are
two drones in the cluster, their potential field diagrams are Fig. 9(b), (c). It can be seen
that in these two figures, there is a line with a very high potential field, which is the
potential field generated when other drones are regarded as obstacles. The planned path
is shown in Fig. 9(d).

When there are three drones in the cluster, we use the ICA-APF algorithm for path
planning again. The distribution of obstacles is consistent with the previous experiment
which shown in Fig. 9(a), and its experimental results are shown in the Fig. 10.

It can be seen that the drone cluster can bypass obstacles and reach the end point,
but it can also be found that because the obstacles used in the experiment are relatively
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Fig. 9. Experimental results of ICA-APF algorithm. (The number of UAVs is two) (a) Schematic
diagram of obstacles used in the experiment (b), (c) The artificial potential field diagram of two
drones (d) Path planning for the UAVs clusters

Fig. 10. Experimental results of ICA-APF algorithm. (The number of UAVs is three) (a), (b), (c)
The artificial potential field diagram of three UAVs (d) Path planning for the UAVs clusters

Table 2. Comparison of ICA and ICA-APF.

Path planning algorithm Planning times Success rate Average time

ICA 50 98% 1.096 s

ICA-APF 50 98% 1.023 s

large, the distance that the drone bypasses is relatively long, and the cost of obstacle
avoidance is relatively large.

We also use the traditional ICA for path planning, and compared with the ICA-APF
in the same environment. The results are shown in the Table 2. It can be seen that the
experimental results of the ICA and APF algorithms are basically the same. This may
be due to the relatively simple environment currently in use and the inability to take
advantage of the ICA-APF algorithm.

4.4 Adapt Switch Mechanism Choosing GCA-APF or ICA-APF

In this section, we conduct experiments on the ASM-APF algorithm model proposed in
this paper. In order to make the experimental results more intuitive, we constructed a
map with both small obstacles and relatively large obstacles. The schematic diagram is
shown in the Fig. 11.

We use two and three UAVs to fly separately. In order to simplify the calculation,
the conversion threshold of the GCA-APF mode and ICA-APF mode we selected in the
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Fig. 11. Experimental results of adapt switch mechanism choosing GCA-APF or ICA-APF algo-
rithm. (a) Schematic diagram of obstacles used in the experiment (b) The artificial potential field
diagram of three UAVs (c), (d) Path planning for the UAVs clusters (The number of clusters is
two and three)

experiment is the size of a drone diameter. That is, when the diameter of the obstacle
exceeds the drone, the GCA-APF obstacle avoidance mode is turned on, otherwise the
ICA-APF obstacle avoidance mode is used. The experimental results are shown in the
figure. It can be seen that when a small obstacle is encountered, the drone will spread
out, bypassing the obstacle at a lower cost.When encountering obstacles that are so large
that only one path can pass through, the UAV can be aggregated into a UAV queue in
the form of GCA to pass through the obstacle, achieving a relatively good experimental
effect.

We also compare the current algorithm with the GCA-APF. The reason why not
compared with the ICA-APF is that there is only one path to the target point in the
current environment and only one drone is allowed to pass, so the ICA-APF algorithm
cannot reach the target point. The experimental results are as shown in Table 3. And it
can be calculated that the current efficiency has increased by about 15.25%.

Table 3. Comparison of current algorithm and GCA-APF.

Path planning algorithm Planning times Success rate Average time

Adapt algorithm 50 98% 1.656 s

GCA-APF 50 96% 1.954 s

5 Conclusion and Further Work

This paper discusses the shortcomings of the artificial potential field algorithm in the
cluster environment, and improves the artificial potential field algorithm by combining
the GCA and ICA bird swarm intelligence models so that it can be applied to the cluster.
Further, we designed an adapt switch mechanism for dynamically choosing GCA-APF
or ICA-APF in contexts of different obstacle environment. The algorithm allows the
cluster to adaptively select the ICAmodel and GCAmodel according to the surrounding
environment, and achieves relatively good results in the experiment.
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In the future work of optimizing our method, we plan to combine the artificial
potential field algorithm with other swarm intelligence algorithms (such as bee colony,
ant colony and other ideas) to explore its advantages and disadvantages.
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Abstract. The daily railway operation and maintenance suffers from a severe
problem of the loss of railway tools. Aiming at the problem, an automatic count-
ing method of railway tools based on deep learning is proposed. Our method is
based on toolkit images obtained before a toolkit is delivered to a worker and after
it is returned. By recognizing and comparing railway tools in toolkit images, our
approach can detect missing tools automatically. Our work extends the research
of object detection to the practical application of railway operation and mainte-
nance. In order to resolve the sparsity problem of image samples, an image dataset
augmentation algorithm is used for oversampling. Combined with the transfer
learning strategy, our approach is able to count railway tools based on images
automatically and accurately in complex outdoor environment. Experiments were
conducted based on real-world datasets. Results show that our method can detect
railway tools accurately with a mAP of 83%, which satisfies requirements of
practical applications. Above all, our work provides a strong technical basis for
intelligent railway operation and maintenance.

Keywords: Railway tools counting · Railway operation and maintenance · Deep
learning · Object detection · Data augmentation · Transfer learning

1 Introduction

The railway is an important part of the transportation system. The railway department
usually works at night to ensure the safe operation of the railway. During the process
of railway operation and maintenance, railway tools are always missing which leads to
huge economic losses to the railway department. At present, the solution is to obtain
the toolkit images before a toolkit is delivered to a worker and after it is given back.
Then, by comparing and analyzing the toolkit images manually to find the missing tools.
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However, this approach may suffer from subjective mistakes and is less time efficient,
which cannot satisfy requirements of intelligent railway operation and maintenance.

In order to reduce the cost of railway operation and maintenance, we propose an
automatic counting method for railway tools. Our approach is based on deep learn-
ing techniques for image object detection. Image object detection is a critical task of
computer vision. In recent years, various kinds of object detection approaches based
on ConvNets have been proposed, such as R-CNN [1], Fast-RNN [2], Faster-RNN [3],
YOLO [4], SSD [5], etc. These approaches have a high accuracy and made a great
success in many applications, such as face recognition [6, 7], human pose estimation
[8–10], and automatic sorting of agricultural products [11, 12], etc. However, image
object detection for railway tools has the following difficulties: 1) railway operation
and maintenance is generally carried out at night, toolkit images captured under arti-
ficial light have problems of low and uneven illumination which may influence object
detection accuracy; 2) toolkit images are achieved in an open environment, the various
different kinds of complex background of toolkit images further increase the difficulty of
railway tool detection; 3) railway tools have as many as more than a thousand different
varieties. It is difficult to collect enough training samples for all kinds of railway tools.
The sparsity of image samples may cause overfitting.

In order to resolve the above problems in the automatic counting of railway tools.We
introduce a dataset augmentation [16] algorithm to pre-process image samples, which
can effectively increase the diversity of training samples. Aiming at the problem of
insufficient training samples, we employ the transfer learning strategy [13]. First, a
deep neural network for object detection is pre-trained based on a commonly used
image dataset. Then, a self-constructed toolkit image dataset is applied for retraining.
Experimental results show that our approach can effectively detect railway tools from
images with a mAP of 83%, which can satisfy requirements of practical applications.

Our main contributions are summarized as follows:

– A railway tool image dataset is constructed, with a total of 1208 images, which
provides a data basis for the future research of railway tool detection.

– An automatic counting method of railway tools is proposed. By combining dataset
augmentation algorithm with transfer learning strategy, our approach can mitigate
the sparsity problem of training data and count railway tools from real-world images
accurately.

– Extensive experiments were conducted based on real word datasets and promising
results were achieved.

2 Our Technique

2.1 General Framework

As shown in Fig. 1, our automatic counting method of railway tools comprises modules
of dataset augmentation, transfer learning and railway tool counting. In order to mitigate
the problem of small dataset, we adopt the transfer learning strategy for railway tool
detection. Firstly, the ImageNet dataset is used to pre-train the object detection model.
Then, the pre-trained model parameters are further tuned by a retraining process with a
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self-constructed railway tool image dataset. Since the railway tool image dataset is small,
a dataset augmentation technique is employed. Based on spatial geometry transformation
and pixel color transformation, the dataset augmentation method can increase the size of
railway tool image dataset by five times. Leveraging the above object detection model,
we can recognize missing railway tools effectively by comparing railway tool detection
results from toolkit images captured before a toolkit is delivered to a worker and after it
is given back.

CNNImageNet Deep learning object 
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Fig. 1. The overall framework of railway tool automatic counting.

2.2 Dataset Augmentation

Since railway tools have a large number of varieties, the collected railway tool image
dataset may be unbalanced, that is, image samples for a railway tool may be rare. On
the other hand, collecting a large amount of railway tool images in outdoor environment
will cost significant human effort. In order to mitigate the overfitting problem caused by
insufficient training data, we apply a dataset augmentation algorithm to collect railway
tool images.

The dataset augmentation algorithm derives new image samples by performing spa-
tial geometry transformation and pixel color transformation to existing images. The out-
line of the algorithm is shown in Algorithm 1. Let’s assume that R is the self-constructed
railway tool image dataset. For each image I ∈ R, we perform brightness regulation,
translation transformation, rotation transformation, scale transformation and shear trans-
formation to I respectively. The dataset I ′ and the transformed images forman augmented
dataset R′.

• Brightness regulation: we transform image I to I ′ regarding the brightness component
in the HSV color space according to equation val

(
I ′

) = val(I) × γ , where val(I) is
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the brightness component value of image I , and γ ∈ [0.8, 1.2] is a random brightness
regulation factor.

• Translation transformation: we perform the translation transformation to image I I
based on the translation matrix A.

A =
⎛

⎝
1 0 0
0 1 0
dx dy 1

⎞

⎠

dx = width(I) × gx
dy = height(I) × gy (1)

where width(I) and height(I) denote the width and height of image I respectively.
gx ∈ [−0.2, 0.2], and gy ∈ [−0.2, 0.2] are random translation factors in horizontal and
vertical directions, respectively, dx and dy denote the horizontal and vertical translation
distance respectively.

• Rotation transformation: we perform the rotation transformation to image I based on
the rotation matrix R.

R =
⎛

⎝
cos θ − sin θ 0
sin θ cos θ 0
0 0 1

⎞

⎠ (2)

where θ ∈ [−10, 10] is a random angle of rotation.

• Scaling transformation: we conduct scaling transformation to image I based on the
scaling matrix S.

S =
⎛

⎝
sx 0 0
0 sy 0
0 0 1

⎞

⎠ (3)

where sx ∈ [0.8, 1.2] and sy ∈ [0.8, 1.2] are random scaling factors in horizontal and
vertical directions, respectively.

• Shear transformation: we perform horizontal shear transformation to image I based
on the matrix H .

H =
⎛

⎝
1 k 0
0 1 0
0 0 1

⎞

⎠ (4)
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where k ∈ [−0.2, 0.2] is the random shear factor in horizontal direction.
The augmentation algorithm applies five different transformations to an image.

Therefore, our technique can increase the number of railway tool images by five times.
Additionally, our approach can increase the diversity of image samples in terms of geo-
metric and color characteristics, which is beneficial for improving the object detection
accuracy of railway tools.

Algorithm 1  Dataset Augmentation Algorithm
input : R : railway tool image dataset 
output: R augmented dataset 
symbols: T  The set of geometric transformation matrices,  including translation 
matrix, rotation matrix, scaling matrix and shear matrix. 
Method: 
1) for I in R do
2) add I to R
3) I I
4) , 0.8,1.2val I val I
5) add I to R
6) for M in T do
7)  I I
8) I I M
9) add I to R
10) output: the augmented dataset R

2.3 Railway Tool Detection Model

We detect railway tools from images based on the SSD [5] (single shot multiBox detec-
tor) model. As shown in Fig. 2, the SSD model uses the former 13 layers of MobileNet
[14] as the backbone network. It detects objects based on features of multiple layers
including conv11, conv13, conv14_2, conv15_2, conv16_2, and conv17_2. Since SSD
model comprehensively utilizes feature maps of multiple convolutional layers, it has
excellent detection performance for both large and small objects. The shallow convo-
lutional layers (such as conv11 and conv13) have a small receptive field, which are
suitable for detecting small objects. The deep convolutional layers (such as Conv14_2,
Conv15_2, Conv16_2 and Conv17_2) have a large receptive field, which are appropriate
for detecting large objects. In order to detect objects, the SSDmodel generates bounding
boxes of different scales at each pixel. Based on the generated initial bounding boxes,
classification and regression models are used to predict real bounding boxes of objects.

Apart from that, SSD model adopts the batch normalization [15] technique, which
is described formally in Eqs. (5)–(8).

μ = 1

m

m∑

i=1

xi (5)
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Fig. 2. The structure of the SSD model for railway tool detection.

σ 2 = 1

m

m∑

i=1

(xi − μ)2 (6)

xi
∧ = xi − μ√

σ 2
(7)

yi = γ xi
∧ + β (8)

where xi, i = 1… m is the input image samples, m is the number of samples, μ is
the sample mean, σ 2 is the sample variance, x̂i is the normalized output, and yi is the
output after the batch normalization operation, γ and β are the scaling and translation
parameters, respectively. The batch normalization technique is able to speed up the
training process, reduce overfitting and improve the generalization ability.

The excellent performance and powerful object detection capability of the SSD
model provide a strong assurance for the accurate counting of railway tools of different
scales in outdoor complex environment.

To avoid overfitting caused by the sparsity of training data, we employ the transfer
learning strategy. First, we pre-train MobileNet based on the ImageNet dataset. Then,
we transfer parameters of the former 13 layers of the pre-trained MoibleNet to SSD
model as initial weight values. After that, we retrain SSD model with the augmented
railway tool image dataset. The retraining process will further adjust parameters of the
SSD model and make it more appropriate for the detection of railway tools.

What should be noted is that, the size of the input layer of the SSDmodel is 300× 300
pixels. Thus, we should resize input images to the required dimension. When an image
has the same width and height, we perform the task based on a scaling transformation.
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Otherwise, we fill the image with zero pixels to convert it into an image with the same
width and height, and then scale it the required dimension.

3 Experimental Evaluation

3.1 Dataset

We collected a total of 1208 real world toolkit images fromWuhan Railway Bureau and
denote it by dataset 1. Then, we get the augmented dataset 2 by applying the dataset
augmentation method on dataset 1, which contains 7248 toolkit images. Table 1 gives
some representative images augmented by the dataset augmentation algorithm. The first
column presents the original images and the second to six columns are images output
by rotation transformation, translation transformation, brightness regulation, scaling
transformation and shear transformation, respectively. As can be seen from Table 1, the
augmented images have been slightly adjusted in spatial geometry as well as pixel color,
while maintaining the basic structure and color distribution of the original images, which
can effectively increase the diversity of the image dataset.

Table 1. Part of the image samples in augmented dataset 2

original 
images

rotation 
transformation

translation 
transformation

brightness 
regulation

scaling 
transformation

shear 
transformation
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3.2 Experiment Evaluation

Experiment Configuration. The experiments were performed on a high-performance
graphics server. It’s configurations are as follows:

• CPU: Intel® Core™ i7-8700 CPU @ 3.20 GHz;
• RAM: 16 GB DDR3;
• GPU: GeForce GTX-1080Ti
• Software Environment: Ubuntu 18.04LTS, Caffe1, OpenCV3.4.4, Python3.5

Evaluation indicator. In this paper, we use the mAP (mean average precision) as the
evaluation index for our tool detection model. The mAP is the mean of APs (average
precision), which can be computed by the area enclosed by the P-R curve and coordinate
axes. The formal description of AP is presented as follows.

AP =
∫ 1

0
p(r)dr (9)

where p(r) is the Precision-Recall curve. Precision and recall can be computed based on
the Eqs. (10) and (11) respectively

precission = TP

TP + FP
(10)

recall = TP

TP + FN
(11)

where the TP, FN and FP denote the number of true positives, false negatives and false
positives, respectively.

Evaluation Method. In order to verify the railway tool detection performance and the
effect of the dataset augmentation algorithm, we train the railway tool detection model
with dataset 1 and datasets 2, respectively.

Railway tools have more than a thousand different varieties, for ease of display, we
have shown the 10 types ofmost frequently used railway tools in our experiment. They are
shovel, motor, wire, electric drill, workbag, woven bag, ironwire, bucket, signal light and
lighting lamp. Firstly, we used the LabelImage [17] to label the 10 types of tools in both
dataset 1 and dataset 2. Then, we divided dataset 1 and dataset 2 into the training dataset,
verification dataset and testing dataset according to the ratio of 6: 2: 2, respectively. Next,
we adopted the Stochastic Gradient Descent (SGD) of Newtonian Momentum [18] to
train and optimize the railway tool detection model. The batch size is one of the most
important parameters, whose value directly affects the model’s training effect. A large
value may cause the memory overflow and result in training failure, while a small value
will increase the training time and is not easy to converge. Considering our experiment
configurations, we employed a batch size of 16. The learning rate and momentum were
assigned a value of 0.005 and 0.9 respectively. Additionally, we change the learning rate
every 5000 iterations to converge the training loss. After 80000 iterations, our model
reaches a stable state.
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3.3 Experiment Result

Railway Tool Detection Result. For notational convenience, we use model 1 and
model 2 to denote the railway tool detection models trained with dataset 1 and dataset 2,
respectively. Figure 3 (a) and (b) present the training results of 10 types of tools achieved
by model 1 and model 2, respectively. The horizontal axis represents the number of iter-
ations, and the vertical axis denotes the training loss and validation accuracy. The blue
curve reflects the training loss, and the yellow one is the validation accuracy.

(a) (b)

Fig. 3. (a) and (b) shows the training loss and validation accuracy of model 1 and model 2
respectively. (Color figure online)

It can be seen from Fig. 3 (a) and (b) that the training loss begins to converge after
40000 iterations and finally reaches a stable value between 2 and 2.5. The validation
accuracy ofmodel 1 comes to stabilize at 55%after 10,000 iterations,while the validation
accuracy of the model 2 gradually converges to 83% at 30,000 iterations. The curves
of training loss and validation accuracy indicate that the training model can effectively
converge in a short time. Furthermore, model 2 has a higher validation accuracy than
model 1, which justifies the effectiveness of our dataset augmentation algorithm.

Table 2 shows the AP of Model 1 and Model 2 regarding 10 types of railway tools.
As we can see, the workbag has the highest AP in Model 1 with 79.17%, while

the wire has the lowest AP with 29.31%. However, in Model 2, the iron wire has the
highest AP with 100.00%, and the signal light has the lowest AP in 63.52%. Through
comparative analysis, we can find that the model 2 outperforms the model 1. The most
significant increase in AP is the wire, which increased from 29.31% to 79.67%. By
comparing the mAPs of the two models, it can be found that the dataset augmentation
method can effectively improve the accuracy of railway tool detection. The mAP of
Model 2 reached 83%, which demonstrated that our method can satisfy requirements
for the practical application requirements of automatic counting of railway tools.
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Table 2. AP comparison of model1 and model2

AP Model

Model 1 Model 2

shovel 53.99 73.18

motor 67.42 92.73

wire 29.31 79.67

electric drill 31.80 81.02

workbag 79.17 90.08

woven bag 65.14 95.64

iron wire 71.56 100.00

bucket 49.63 79.33

signal light 32.36 63.52

lighting 50.04 76.56

mAP 53.00 83.00

In order to carry out a more detailed analysis of the detection capability of model2,
detection results (red font) of several types of tools with the highest and lowest AP are
shown in Fig. 4, including object bounding boxes, classification labels and scores. It can
be seen from Fig. 4 that railway tools with a large size (such as woven bags, iron wires,
and motors) are more likely to be detected with a high AP, while the shovel, signal light
and lighting lamp with a small size achieve low APs and are difficult to be detected. The
above problem may be caused by the inherent limitation of SSD object detection model.
In the future, we will improve the detection ability of SSD model for small objects.

P-R Curve. For further comparison analysis of Model 1 and Model 2, we present the
P-R curves of 6 types of tools in Fig. 5. As we can see, the blue and yellow curves are
the P-R curves of Model 1 and Model 2 respectively. It can be known from the P-R
curve that for each type of tool, the area enclosed by the yellow curve and coordinate
axes is larger than that enclosed by the blue curve and coordinate axes. It shows that
the performance of Model 2 is better than the Model 1, and can obtain higher detection
accuracy.
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woven bags 0.93

shovel 0.75
workbag 0.31

woven bags 1.00

shovel 1.00

motors 1.00

lighting lamp 1.00

workbag 0.99

motors 0.97

woven bags 0.94

lighting lamp 0.40
shovel 0.31

iron wires 1.00

shovel 0.41

signal light 0.26

lighting lamp 0.78

workbag 0.99

Fig. 4. The detection results of the railway tool detection model 2 (Color figure online)
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Shovel Motors

Wire Electric drill

Workbag Woven bags

Fig. 5. The P-R curves of 6 types of tools (Color figure online)
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4 Conclusion and Future Work

The automatic counting of railway tools is an important part of intelligent railway oper-
ation and maintenance. In this paper, we have provided an effective automatic counting
method for railway tools by applying a MobileNet-SSD network model. We adopt the
dataset augmentation algorithm and transfer learning strategy to oversample the toolkit
images to resolve the sparsity problem of image samples. The experiments on railway
tool dataset (augmented and unaugmented) prove that our method has a good effect on
detecting railway tools in complex outdoor environment. We use the method to com-
pare the railway tool detection results in the toolkit image captured before the toolkit is
delivered to the worker and after it is given back, which can effectively recognize the
missing railway tools.

In the future, it is necessary to improve the detection accuracy of small objects under
uneven illumination or occlusion, and to further study the multi-scale object detection
algorithms deeply to improve and optimize our model.
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Abstract. In this paper, we study a new coupled network model that
multiple equal-mixed models to study the security of the coupled system
in distributed heterogeneous environments. We propose a method for
analyzing cascading failures, in which we can derive the critical threshold
of the coupled system. Then we verify the correctness of the critical
threshold by simulation experiments. And the simulation experiments are
concluded that the coupled system exhibits a first-order phase transition
near the critical threshold. The analytical methods we propose in this
paper can analyze the wide range of applicability of coupling systems at
various scales.

Keywords: Cyber-Physical Systems · Cascading failures ·
Interdependent network

1 Introduction

The development of science and technology has made our lives more and more
convenient. The development of network technology has produced a variety of
artificial networks. These artificial networks are used in our daily lives widely [14].
The continuous integration of technologies such as information perception, ubiq-
uitous computing and management and control has realized the interconnection
and deep integration of physical space and information space, and finally formed
Cyber-Physical System (CPS). The security study for the coupled CPS system is
mainly to study the coupled grid in the initial stage [1,9]. Such as the smart grid,
communication networks, transportation networks and so on. And these artifi-
cial networks are not independent, but are connected to each other and interact
with each other. For example, the communication network and the power net-
work interact with each other in the smart grid [4]. The failure of the nodes in
the power network will invalidate the nodes in the communication network. The
failure of the nodes in the communication network will also invalidate the nodes
in the power network due to overload. Studying the behavior of these coupled
systems after attack can effectively prevent the coupling system from causing

c© Springer Nature Singapore Pte Ltd. 2020
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large damage, which has important practical significance. In recent years, all of
the blackouts in the northeastern United States in 2003, the blackouts in Europe
in 2006 and the blackouts in India in 2003 indicate that even a very small num-
ber of nodes fail in the initial stage, which will have a great impact on the
entire power grid, affecting millions of people’s lives and causing huge economic
losses [16,19]. With the widespread use of computer technology in life, a variety
of networks are interconnected to form a coupled system. When nodes in a cou-
pled CPS are attacked or invalidated due to internal reasons will cause cascading
failure due to the coupling between the networks in the coupled system [12,13].
Some infrastructures are interconnected together to bring great convenience to
people’s [10], but the coupling system composed of networks is vulnerable to ran-
dom attacks or failures due to their own reasons. It will cause cascading failure
between networks, which will cause great damage to the coupling system [20].
It has great practical significance to study and analyze the cascade failure of
coupled CPS systems in order to improve the security of coupled CPS systems.

In order to improve the reliability of CPS, it is necessary to explore the cas-
cading failures in actual interdependent CPS systems. Recently many researchers
have paid more attentions in this research field. Currents research in smart gird
systems [5,11,18] mainly focuses on failures about load balancing and load distri-
bution. Most of these techniques rely on methods commonly used in distributed
systems. Architecture for distributed generation way, which can help prevent cas-
cading failures, is described in Ref. [15]. However, fault analysis and the impact of
communication network on power grid were not mentioned. Optimization mech-
anisms have been used to balance demand and supply in Ref. [2]. Fault location
method in cyber-physical has been investigated in Ref. [7,17]. Obviously, exist-
ing work on modelling smart gird systems is mainly about extracting properties
from physical systems and assumed associated cyber system and matching with
some physical network families. For example, Huang et al. [8] proposed a mech-
anism that generates random topology power grids featuring the same topology
and electrical characteristics generated from the real world. Zhu and Gao et
al. [3,6,21] focused on the challenges of modeling cyber-physical systems that
arise from the intrinsic heterogeneity and sensitivity to timing. Specific technolo-
gies applied in some cyber-physical systems include hybrid system models and
heterogeneous models of computation, the use of domain-specific ontologies to
strengthen modularity, and the joint modeling of functionality and implementa-
tion architectures. Then we can find that most of the previous research works
mainly consider the process of cascading failure in the same type of interdepen-
dent network, and does not perform reliability analysis on networks of different
networks types. However, the actual interdependent CPS systems are often dif-
ferent networks types, so this paper will study the reliability of interdependent
CPS systems under different networks types.

The remainder of the paper is organized as follows: We describe the process of
modeling and the characteristics of the established model specifically in Sect. 2.
In Sect. 3, we perform a detailed mathematical analysis of each step of the cas-
cade failure and obtained an iterative equation. In Sect. 4, we use simulation
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experiments to verify the correctness of the theoretical analysis, and through
simulation experiments to analyze the factors affecting the security of the cou-
pled CPS system. We summarize the work of this paper and briefly describe the
work to be done in the future in Sect. 4.2.

2 System Model

In this section, we first establish a coupled network model with complex con-
nections between networks. Then we explain some basic concepts in network
science.

2.1 Model Construction

Through the research and analysis of the coupled system in life, we know that
the coupled network is generally composed of two or more networks, and the
connections between the networks are diverse. Some are one-to-one connections,
some are proportional connections, and more are mixed cases of various ratios.
The previous researches mainly study one-to-one and random connections, but
the two mixed connections methods are not consistent with the actual ones,
and cannot analyze the realistic network very well. So, in this paper, the model
of the coupled system consists of two networks which are both ER networks.
The connection between the two networks that make up the coupled system is a
mixture of multiple equal connections. The connections between networks in real
life coupling system are complicated. We first simplify the connection between
the networks. Then classify the connections between the networks, and regard
the connection between the networks as a hybrid connection connected by several
equal ratios. In order to clearly show the analysis process of cascading failure,
we assume that there are only two ways to connect between two networks in a
coupled system for 2:1 and 1:1.

2.2 Concept

In a system of coupled networks, when one of the networks that make up the
coupled network fails due to random attack, the other network will also fail
because of the coupling between the two networks, and this failure will iteratively
proceed. We call this failure as cascade failure. We don’t know when the cascade
failure will stop during the cascade failure, but we know that when one network
in the coupled network is attacked, only the functional nodes that satisfies the
following two conditions in the network as follows:

– The node must belong to the giant connected component;
– The node must be connected to a functional node in internal network.

When a network in coupled network is attacked, the failure of the nodes in
one network affects the function of the nodes in the other network. If none of the
two networks fails or the two networks completely collapse, the network reaches
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steady state. This iterative failure process is called cascading failures. Cascading
failures are a common failure process in coupled systems. If cascading failures
are not controlled, cascading failures can cause severe damage.

3 Analysis of Cascading Failures Process

In this section, we will perform detailed mathematical analysis of each step of the
cascade failure, and finally we will get an iterative equation. For the convenience
of analysis, we denote A and B as the two networks that make up the coupled
system. The number of nodes in network A and network B is represented by
NA and NB , respectively. The two networks that compose the coupled network
one is SF network, the other is ER network. The generating function of the
SF network is GA0(z) =

∑
k PA(k)zk. Analogously, the generating function of

the ER network is GB0(z) =
∑

k PB(k)zk. Then the generating function of the
underlying branching processes is

GA1(z) =
G′

A0(z)
G′

A0(1)
(1)

We denote the number of nodes remaining after the node has been removed as
N ′

A1, we know that N ′
A1 = pNA. The fraction of the nodes belonging to the giant

connected component to the number of nodes is

gA(p) = 1 − GA0[1 − p(1 − fA)] (2)

Where fA is function of p. fA and p satisfy the following equation:

fA = GA1[1 − p(1 − fA)] (3)

3.1 Random Failure in Network A

We assume that after being attacked, the proportion of deleted nodes is 1 − p.
So the number of remaining nodes in network A is

N ′
A1 = pNA = μ′

1NA (4)

We denote the giant component as NA1, then we can obtain:

μ′
1 = p (5)

3.2 Cascading Failures on Network B

Owing to network A and network B depends on each other, nodes in network
B will fail because of the failure of nodes in network A. We can calculate the
number of nodes in network B that connect to nodes in network A:

N ′
B2 =

( 23NA)
2

(μ2
1 + 2μ1(1 − μ1)) +

1
3
NAμ1 =

1
2
(3μ1 + μ2

1)NB (6)

Then we will again apply the apparatus of generating functions and calculate
the number of nodes in network B that belong to the giant connected component:

NB2 = gB(μ′
2)N

′
B2 = μ′

2gB(μ′
2)NB = μ2NB (7)
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3.3 Further A-Nodes Cascading Failure Due to B-Node Failures

Due to the iterative effect of cascading failure, the failure of nodes in network
B will invalidate the nodes in network A. After the cascading failure of the
first step and the second step, the connection relationship between the networks
becomes complicated, but according to the initial connection relationship, we
can calculate the proportion of various connection relationships. The fraction of
nodes belong to the equal ratio connection 2:1 in network B is (µ2

1)
2 , The fraction

of nodes belong to the equal ratio connection 1:1 in network B is 3µ1−µ2
1

2 . Here
there is no relationship within or between networks, so the number of nodes with
dependencies in network A is

N ′
A3 = ((3 − 2μ1)/(3 − μ1) + (2μ1)/(3 − μ1))μ2NB = (2μ2)/(3 − μ1)NA (8)

From NA1 to N ′
A3, we obtain

NA1 − N ′
A3 = (1 − gB(μ′12))NA1 (9)

Since deleted nodes do not belong toNB2, NA1, and N ′
A3 , the proportion of

nodes removed from NA1 is equal to the same proportion of nodes removed from
N ′

A3

NA1 − N ′
A3 = (1 − 2μ2

(3 − μ1)μ1
)NA1 = (1 − 2μ2

(3 − μ1)μ1
N ′

A1 (10)

3.4 Further Fragment in Network B

The nodes in network B will fail due to the failure of the nodes in network A
because of the interdependence of the coupled networks. Nodes in Network B
will continue to fail because of the failure of nodes in network A in the third
stage. Similar to the analysis of the second step, we can calculate the number of
nodes with dependencies in the remaining nodes:

N ′
B4 =

2
3NA

2
(μ2

3 + 2μ3(1 − μ3)) +
1
3
NAμ3 =

1
2
(3μ3 + μ2

3)NB (11)

From NB2 to N ′
B4, we can obtain

NB2 − N ′
B4 = [1 − 3μ3 + μ2

3

2μ2
]NB2 (12)

The number of total removed nodes to the original network B is

1 − μ′
2 + μ′

2[1 − 3μ3 + μ2
3

2μ2
] = 1 − 1

2
μ′
1(3 − μ3)gA(μ′

3) (13)

The number of the giant component is

NB4 = μ′
4gB(μ′

4)NB (14)
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(a) (b)

Fig. 1. Theoretical solution

According to the previous derivation process, we can obtain the following
recursion relations

⎧
⎨

⎩

μ′
2i =

1
2
p(3 − μ2i−1)gA(μ′

2i−1)

μ′
2i+1 = pgB(μ′

2i)
(15)

Now we assume that the fraction of nodes belong to the equal ratio connection
2:1 is q, so the fraction of nodes belong to the equal ratio connection 1:1 is 1− q.
We can get the iterative equation in the same way.

⎧
⎨

⎩

μ′
2i =

2
2 − q

p(1 − 1
2
qμ2i−1)gA(μ′

2i−1)

μ′
2i+1 = pgB(μ′

2i)
(16)

In the next section, we will solve Eq. 15. And then analyze Eq. 16 in detail.

4 Theoretical Solution and Simulation

In this section, we first solve Eq. 15 in this section. Then we verify the theoretical
solution obtained through simulation experiments. In the last we will analyze
the security of the coupled system.

4.1 Critical Threshold Solution

For the cascading failure of the coupled network, although we do not know which
step the cascading failure will stopped, the network will not split again when
the cascading failure stops. Thus we can get the following equations:

{
μ′
2i = μ′

2i−2 = μ′
2i+2

μ′
2i+1 = μ′

2i−1 = μ′
2i+3

(17)
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(a) (b)

Fig. 2. Numerical validation of theoretical results

In order to facilitate the analysis of iterative formulas for cascading failure,
the variable x, y is defined to satisfy the following equations:

{
y = μ′

2i = μ′
2i−2 = μ′

2i+2,
x = μ′

2i+1 = μ′
2i−1 = μ′

2i+3, (0 ≤ x, y ≤ 1) (18)

Thus, Eq. 18 can be represented by the following equation set
{

y = p((xgA(x))3 − 3xgA(x) + 3)gA(x)
x = pgB(y)

(19)

For Eq. 19, the method of mathematical analysis is difficult to solve. But we
can use the method of drawing to find the approximate solution. So we use the
following equations to represent Eq. 19.

⎧
⎨

⎩

z = x

z = pgB[(
1
2
p(3 − xgA(x))gA(x))gA(x)]

(20)

Then we can use the drawing method to solve the equations. As shown in
Fig. 1. In Fig. 1, we find the critical threshold of the coupled system when α = 4
and α = 6 respectively. From the two graphs in Fig. 2, we can see that the curve
and the straight line have no intersection in the interval (0, 1) when the value of
p is small. As p increases, the curve and straight line will be tangency, the value
of p when the two lines are tangency is the critical threshold. When p continues
to increase, the curve and the line will intersect. We can get that the critical
thresholds are pc = 0.53 when α = 4, and pc = 0.348 when α = 6.

4.2 Numerical Simulation

Next, we will verify the theoretical threshold we have obtained through sim-
ulation experiments. First we generate two ER networks and then couple the
two networks together according to the model established in the second section.
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Fig. 3. The changing of critical threshold

Then we use random deletion to represent random attacks. In the process of
simulating cascade failure, the number of remaining nodes in the network will
be saved to the file after each cascade failure. Then we will verify the theoretical
threshold by analyzing the data in the file. In order to ensure the accuracy of
the experimental results, we have repeated 50 times in each set of experiments.

In order to further verify the theoretical threshold, we take values around
the 0.005 interval near the threshold for more detailed verification. In Fig. 3,
the abscissa indicates the number of nodes that are not attacked in the initial
stage, and the ordinate indicates the probability of existence of the largest con-
nected component. The black arrow in Fig. 3 indicates the critical threshold.
From Fig. 3(a) we can see that the curve will get closer to the critical threshold
as the number of nodes increases, and the trend of the curve becomes steeper
near the critical threshold. We can speculate that when the number of nodes is
large enough, the curve will undergo a phase change near the critical threshold.
This phenomenon once again shows that the coupled system exhibits a first-order
phase transition at the critical threshold.

In Fig. 4, we use another way to indicate that the coupled system changes
around the critical threshold. The ordinate represents the proportion of the
remaining nodes in the two networks. The abscissa in Fig. 4 has the same meaning
as the abscissa in Fig. 3. From the two graphs in Fig. 4 we can see that as the
number of nodes increases, the curve approaches the critical threshold. This
phenomenon further proves that the theoretical threshold we have obtained is
correct. As the value of p increases, the curves in the graph will gradually overlap.
This shows that as the p increasing, the number of nodes no longer affects the
proportion of the remaining nodes when cascading failures stop.
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(a) (b)

Fig. 4. The fraction of survival in both networks Corresponding

5 Conclusion

This paper studies the security analysis of coupled CPS system under complex
connections. Our findings propose a method for analyzing complex connection
relationships. In this way, we can find the critical threshold of the coupled sys-
tem under complex connection relations, and we verify the correction of critical
threshold by simulation. This method can be applied to some practical coupling
systems. However, we have limitations in building models, and we will improve
the model in the next step to make it universal. There are still many problems
in the research of complex networks, and we need to explore them further.
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Abstract. Automatic classification of music is a necessary prerequisite for rapid
and accurate retrieval of music resources, and its potential application needs are
enormous; However, due to the ambiguity of music classification and the diversity
of music signals, the study of automatic music classification is still in its infancy;
This paper proposes the application of machine learning Adaboost algorithm in
the automatic classification of Tibetan folk music, extracts the characteristics of
music signals, and usesAdaboost algorithm and decision tree to performpredictive
data analysis on Tibetan folk music signals; The results show that the Adaboost
algorithm has higher accuracy and better robustness in the classification of Tibetan
folk music signals, the accuracy of the Adaboost algorithm is improved by 12.5%
compared to the decision tree.

Keywords: Machine learning · Adaboost algorithm · Decision tree · Tibetan
folk music · Automatic classification

1 Introduction

In recent years, the development of computer technology and information processing
technology has broadened theway for the classification ofmusic signals. The application
of machine learning technology in music signal classification and recognition is also
becoming more and more extensive. In terms of audio signal processing, there have
been many studies using various machine learning methods from various angles to
obtain rich research results, and analyze and study the characteristics of speech signals
[1], application of music signal classification and recognition algorithms [2–4], study on
classification of speech signals [5], face detection [6, 7], vehicle detection [8] and speech
recognition [9], Tibetan Text classification [10] etc., but no reports have been seen in
the automatic classification of Tibetan folk music. In this paper, three different types of
Tibetan folk music signals will be extracted by speech signal processing to form feature
parameter training sets, using machine learning Adaboost algorithm and decision tree
to automatically classify the three different kinds of Tibetan folk music signals, analyze
the accuracy of Adaboost algorithm in the classification of Tibetan folk music signals.
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Department (2019-GX-170), Multi-source Data Fusion and Applied Research Innovation Team.
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2 Feature Extraction of Tibetan Folk Music

2.1 Pitch Period Extraction

The article performs feature extraction on three types of Tibetan folk music signals,
playing and singing, folk songs and Aze, extracts two characteristic parameters of pitch
period and formant frequency, a total of 8 samples form the training set of characteristic
parameters of music signals.

Pitch period is one of the most important characteristic parameters of speech signal,
and it is an important characterization of speech excitation source. Pitch period informa-
tion is widely used in many fields of signal processing. There are many pitch detection
methods: autocorrelation function (ACF)method, average amplitude difference function
(AMDF) method, cepstrum method, linear prediction method, etc. The article uses the
ACF method to extract the pitch period.

Let the time sequence of the speech signal be x(n), after processing the windowed
frame, the i frame speech signal is xi(m), where the subscript i indicates the i frame, let
each frame length be N . The short-term autocorrelation function of xi(m) is defined as

Ri(k) =
N−m∑

m=1

xi(m)xi(m+ k) ((1))

in the formula, k is the amount of time delay.
The simulation diagram of the pitch extraction of three Tibetan folk music signals

is shown in Fig. 1, 2 and 3.

Fig. 1. “Playing and singing” pitch cycle

2.2 Formant Frequency Extraction

The formant parameter information is included in the envelope of the speech spectrum,
so the formant parameter extraction is to estimate the speech spectrum envelope and use
the maximum value in the spectrum envelope as the formant. Commonly used formant
estimation methods include cepstrum method and LPC method, etc. The article uses
LPC root finding method.
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Fig. 2. “Folk Song” pitch cycle

Fig. 3. “Aze” pitch cycle

The speech channel transfer function is

H (z) = G

1−
p∑

i=1
aiz−i

(2)

Three formant frequencies are extracted from the three Tibetan folk music signals.
The formant frequencies are shown in Fig. 4, 5 and 6.

The sample set of the characteristic parameters of formant frequency and pitch period
of three kinds of Tibetan folk music are shown in Table 1.

There are a total of 8 samples in the parameter sample set, and the three formant
frequencies f1, f2, f3 and a pitch period of 8 samples are extracted.
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Fig. 4. “Playing and singing” formant frequency

Fig. 5. “Folk song” formant frequency

Fig. 6. “Aze” formant frequency
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Table 1. Characteristic parameter sample set

Sample Formant f1 Formant f2 Formant f3 Pitch
period

1 1704.73 13430.55 16981.95 3.25

2 2031.36 4250.93 16090.06 3.17

3 1521.37 4232.06 15854.55 2.54

4 1044.97 3550.22 16154.64 2.13

5 1136.80 3840.69 15246.69 1.92

6 1582.46 4100.06 15884.06 2.06

7 1265.95 4164.02 5728.21 2.74

8 1102.43 3400.07 5417.27 2.06

3 Basic Principles of Adaboost Algorithm

Adaboost algorithm is to get a series of weak classifiers from the sample training set, and
then combine these weak classifiers into a strong classifier [11]. The specific algorithm
principle is shown in Fig. 7.

 The weak classifier obtained by each 
training is synthesized into a strong 

classifier

Initialize the weight distribution of 
training data

Training weak 
classification sets

Constitute a new sample 
set

Fig. 7. Basic principles of Adaboost algorithm

4 Basic Principles of Decision Tree Algorithm

Decision tree is a process of classifying data through a series of rules, the generation
process of a decision tree mainly includes feature selection, decision tree generation
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and pruning; The decision tree based on the Tibetan folk music signal feature parameter
training set is shown in Fig. 8.

Training
set

Extract feature set

Select the optimal 
feature generation 

node

Select the class 
with the largest 

proportion in the 
training set

Start

All samples in the 
same category?

Choose this 
category

Generate
leaf nodes

End

Is the feature set 
empty

Feature value 
unique?

End of feature 
value traversal?

Generate
training
subset

YY

Y

Y

N

N

N

Y

N

Fig. 8. Principle of training set decision algorithm

5 Predictability Data Analysis

By building an algorithm scene model, training and automatic classification of existing
samples, analyze the classifier to check the index confusion matrix and accuracy, preci-
sion, recall rate and comprehensive evaluation index F1-Score, normally, we expect that
the greater the accuracy and recall rate, the better, and the closer the accuracy to 1, the
better, when the precision and the recall rate conflict with each other, the classification of
the sample set can also be predicted and analyzed through the comprehensive evaluation
index F1-Score. The algorithm scene model is shown in Fig. 9.

Execute the algorithm, get the confusion matrix as shown in Fig. 10, and analyze the
classifier to check the index.

Precision, expressed by P, calculating accuracy

P = TP

TP + FP

Recall, represented by R, calculate the recall rate

R = TP

TP + FN
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Speech training set Adaboost
classification

result

decision tree

Fig. 9. Scene model

(a) Adaboost confusion matrix             (b) Decision tree confusion matrix

Fig. 10. Confusion matrix

F1−score = 2× P × R

P + R

True label in the confusion matrix represents the classification result of the real
situation, and Predicted label represents the classification result predicted by the model,
the classification of themodel prediction pairs is on the diagonal of the confusionmatrix,
and the accuracy is that the number of samples of the model prediction pair is larger than
the total number of samples. Through the obtained Adaboost confusion matrix analysis,
the calculation accuracy is 1, the precision is 1, the recall rate is 1, the comprehensive
evaluation index F1-Score is 1, and the accuracy of the decision tree confusion matrix
analysis is 0.875, the indexes of the training algorithm models of the two algorithms
are shown in Table 2, it can be seen that the classification accuracy of the Adaboost
algorithm is high.
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Table 2. Training set model indicators

Detection type Precision Recall F1-Score

Adaboost 1 1 1 1

Adaboost 2 1 1 1

Adaboost 3 1 1 1

Decision tree 1 1 1 1

Decision tree 2 0.6666 1 0.8

Decision tree 3 1 0.6666 0.8

6 Summary

Automatic classification has important application value in the field of speech signal
processing, and the classification of music signals is today’s research boom. This paper
extracts the characteristic parameters pitch and formant frequency of three Tibetan folk
music signals, forming 8 sample training sets, the machine learning Adaboost algo-
rithm and decision tree algorithm are used to classify the sample set, and the classifica-
tion results are observed through predictive data analysis, it can be concluded that the
Adaboost algorithm is effective for the classification of Tibetan folk music signals, and
has high accuracy and good robustness.

References

1. Liu, Y.: Research on content-based music feature extraction and classification technology.
Beijing University of Posts and Telecommunications (2016)

2. Zhaoxing, F.,Wei, S., Shuyong,G., Fuzhen,Y.:Application ofBPalgorithmofPCA-improved
RPROP method in music signal classification. Meas. Control Technol. 38(07), 84–88 (2019)

3. Yang,W.: Research on signal classification algorithm in speech/audio hybrid encoder. Wuhan
University (2018)

4. Wang, F.: Research on deep learning-based music genres and traditional Chinese musical
instrument recognition classification. Nanjing University of Science and Technology (2017)

5. Xing, Y., Liu, L., Cheng, S., et al.: Multi-classification of speech emotion based on Fisher
criterion and Adaboost. Comput. Digit. Eng. 11(46), 2197–2229 (2018)

6. Chen, W.: Analysis of a pedestrian detection mode based on AdaBoost. Shandong Industrial
Technology (2014)

7. Yan, B.: Research on face detection algorithm based on AdaBoost. Graph. Image 3, 75–77
(2019)

8. Li, X., Zhao, W., Dou, X., et al.: Vehicle detection algorithm based on improved Adaboost+
Haar. Meas. Control Technol. 38(2), 42–45 (2019)

9. Yang, S., Zhu, H., Feng, T., et al.: Speech recognition algorithm based on Kaldi. Comput.
Knowl. Technol. 15(2), 163–165 (2019)

10. Jia, H.: Research and implementation of tibetan text classification based on AdaBoost Model.
Tibet University (2019)

11. Tian,M.: Research on detectionmethods of Androidmalicious applications based onmachine
learning. Beijing Jiaotong University (2019)



On the Security of a Certificateless Public
Verification Scheme for Cloud-Based

Cyber-Physical-Social Systems

Jing Wang1, Hongjie Zhang2, Lishong Shao3, Li Li1, and Min Luo1(B)

1 School of Cyber Science and Engineering, Wuhan University, Wuhan 430072, China
mluo@whu.edu.cn

2 State Grid Ningxia Electric Power Co. Ltd, Yinchuan 750001, China
3 State Grid Electric Power Research Institute, Nanjing 210003, China

Abstract. With the popularity of the cyber-physical-social system,
increasing individuals would like to share their data from both cyberspace
and physical space with others. This results in more and more data
needed to be stored locally. Due to the high price of storing and main-
taining those data, the user would like to resort to the cloud storage.
Thus, the concept of cloud-based cyber-physical-social (CBCPS) systems
are putted forward. In CBCPS systems, the user loses his/her physical
control on the data after they are uploaded to the cloud. How to guaran-
tee the data integrity becomes a challenging issue. Recently, Zhang et al.
proposed a certificateless public verification (CLPV) scheme to ensure
the data integrity in CBCPS systems. Zhang et al. claimed that their
CLPV scheme is secure against various attacks and is provably secure
in the random oracle model. However, in this paper, we propose a uni-
versal attack against Zhang et al.’s CLPV scheme to demonstrate that
a malicious cloud server can modify even delete the user’s data without
being found by the auditor or the user. The security analysis shows that
Zhang et al.’s CLPV scheme is not secure enough for the cloud-based
cyber-physical-social systems.

Keywords: Cloud storage · Certificateless cryptography · Data
integrity · Malicious cloud server

1 Introduction

The cyber-physical-social (CPS) system is a new promising network system and
has attracted much attention from both industrial and academic [1]. By integrat-
ing the cyber space, the physical elements and the traditional social networks
seamlessly, the CPS system is able to provide many powerful tools (such as
the social computing and the social operation) to solve the challenges exist-
ing in cyber-physical-social interactions and human-centric technologies devel-
opment [2].
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With the popularity of mobile devices, increasing users in the CPS system
would like to store and share data about current status (such as the location,
the track and the behavior) collected by their mobile devices [3]. As the evolu-
tion of the modern information technology, huge amount of data is generated
exponentially in the CPS system. According to the estimation of International
Data Corporation (IDC) and EMC, the size of those data will grow from 2,837
exabytes (EB) in 2012 to 40,000 EB in 2020 [4].

Due to the fast growth of data, how to store them becomes an issue that
needs to be addressed urgently. In traditional approach, the user needs some
hardware devices to build systems and manage the operation, maintenance and
update of the system. According to Hasan et al.’s evolution, the cost of managing
the storage system is about 5–7 times that of buying hardware devices, i.e. the
cost of managing the storage system is seventy-four percent [5]. Due to the huge
cost, the traditional approach is uneconomical for the storage of the huge data
in the CPSS.

Compared with traditional approach for the storage, the cloud storage has
many advantages (such as on-demand self-service, location independent resource
polling and transference of risk) [5]. Therefore, the cloud storage can address
weaknesses in traditional approach and is suitable for the storage of the data
in the CPS system. Due to the integration of the cloud and the CPSS, the
cloud-based cyber-physical-social (CBCPS) system was putted forward. After
uploading the data to the cloud, the user loses his/her physical control on the
data. How to check the data integrity becomes an important challenging issue.

The digital signature or the message authentication code is used in the tra-
ditional approaches for ensuring the data integrity. However, those approaches
are not suitable for checking the data integrity in the CBCPS system because
the verifier has to download all data from the cloud. To address the problem,
Ateniese et al. [6] putted forward the concept of the provable data possession
(PDP) scheme based on the Public Key Infrastructure (PKI). Later, Ateniese
et al. [7] proposed a dynamic PDP scheme. However, Ateniese et al.’s scheme [7]
is not able to provide the insert operation. After their pioneering work, a lot of
PDP schemes [8] based on the PKI were presented to improve performance or
enhance security.

In the above PKI-based PDP schemes, a trusted third-party generates a
certificate for each user to establish relation between his/her identity and public
key [9]. With the fast growth of the users’ number, it is increasingly difficult to
effectively manage those certificates [10]. To address the problem, Zhao et al. [11]
proposed an identy-based PDP scheme, where the user’s identity is his/her public
key. After that, several other identy-based PDP schemes [12] were proposed for
different applications.

Although the above identity-based PDP schemes are able to address the
certificate management problem, they suffer from the key escrow problem,
i.e., the key generation center (KGC) generates and knows all users’ private
keys. The system will be broken totally when the adversary controls the KGC.
To overcome the weakness, Wang et al. [13] putted forward the concept of
the certificateless provable data possession (CLPDP) scheme. However, Wang
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et al.’s CLPDP scheme is unable to provide the data privacy. To enhance
security, He et al. [14] proposed an improved CLPDP scheme. Recently, Zhang
et al. [15] proposed a certificateless public verification (CLPV) scheme to ensure
the data integrity in CBCPS systems. They claimed that their CLPV scheme is
able to withstand various attacks. However, this paper will propose a universal
attack against their CLPV scheme, i.e., a malicious cloud server is able to modify
or delete the data without being found by the third-party auditor or the user.
The security analysis shows that Zhang et al.’s CLPV scheme is not secure for
practical applications.

The organization of the paper is listed as below. Section 2 gives a brief review
of Zhang et al.’s CLPV scheme. Section 3 presets our attack against Zhang et al.’s
CLPV scheme. Section 4 analyzes the reason that Zhang et al.’s CLPV suffers
from the attack. Section 5 presents some conclusions of the paper.

2 Review of Zhang et al.’s CLPV Scheme

We give a brief review of Zhang et al.’s CLPA scheme [15]. Zhang et al.’s CLPA
scheme consists of four algorithms, i.e., Setup, Store, ChalGen, ProGen and
CheckLog. The details of the above algorithms are presented below.

Setup. This algorithm is executed by the KGC and the user U to produce
the system parameters and the user’s private key. Three steps are involved in
this algorithm.

Step 1). In this step, KGC produces the system parameters by running the
below processes.

– Given a security parameter l, KGC chooses two groups G1, G2 and a bilinear
pairing e : G1 ×G1 → G2. KGC also selects a generator P with a prime order
q of the group G1.

– KGC randomly picks λ ∈ Z∗
q as the system private key and computes the

system public key Ppub = λ · P .
– KGC picks five secure hash functions h,H1,H2,H3 and H4, where h :

{0, 1}∗ → Z∗
q , Hi : {0, 1}∗ → G1 and i = 1, 2, 3, 4.

– KGC publishes the system parameters
{
G1, G2, e, P, q, Ppub, h,H1,H2,

H3,H4

}
and saves λ secretly.

Step 2). In this step, KGC produces U ’s partial private key by running the
below processes.

– KGC computes QU,0 = H1(IDU , 0) and QU,1 = H1(IDU , 1).
– KGC computes DU,0 = λ · QU,0 and DU,1 = λ · QU,1.
– KGC sends the partial private key DU = {DU,0,DU,1} to U secretly.

Step 3). In this step, U produces his/her secret value and public key by
running the below processes.

– U randomly picks xU ∈ Z∗
q as his/her secret value.

– U computes his/her public key XU = xU · P .
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After executing above steps, U ’s signing key and verification key are skU =
{xU ,DU,0,DU,1} and vkU = {XU} respectively.

Store. This algorithm is executed by the user U and the cloud server CS
to produce signatures of a file’s blocks and store the file in the cloud. Given a
file F , U first divides it into n blocks, i.e., F = {mi}ni=1. U randomly picks the
file name name and computes the file’s tag τ = name||SignskU

(name), where
Sign(·) denotes a secure certificateless signature scheme. U and CS run the
below three steps.

Step 1). U produces mi’s signature by running the below processes, where
i = 1, , 2, · · · , n.

– U randomly produces a one-time-use number ΔF for the file F .
– U randomly produces a number ri ∈ Z∗

q and computes Ri = ri · P , where
i = 1, 2, · · · , n.

– U calculates T = H2(ΔF ), V = H3(ΔF ) and W = H4(ΔF ).
– U calculates Si = mi · (DU,0 + xU · V ) + τi · (DU,1 + xU · W ) + ri · T , where

τi = h(i||name).
– U outputs δi = {Ri, Si} as mi’s signature.

Step 2). U sends F̂ = {F = {mi}ni=1, φ = {δi}ni=1, τ,ΔF } to CS.
Step 3). CS computes QU,0 = H1(IDU , 0) and QU,1 = H1(IDU , 1) and checks

if the equation e(
∑n

i=1 Si, P ) = e(
∑n

i=1(mi ·QU,0 + τi ·QU,1), Ppub) ·e(∑n
i=1(mi ·

V ) +
∑n

i=1(τi) · W ),XU ) · e(T,
∑n

i=1 Ri), where τi = h(i||name). If the equation
holds, CS stores the received data; otherwise, CS rejects the request.

ChalGen. This algorithm is executed by a third-party auditor (TPA) to
produce a challenging message through running the below five steps.

Step 1). TPA acquires a hash value Blt of the Bitcoin block [16].
Step 2). TPA takes Blt as the seed of the pseudorandom bit generator to

produces a random number θ.
Step 3). TPA randomly chooses a subset I ∈ {1, 2, · · · , n} based on the value

of θ.
Step 4). TPA randomly chooses a small number vi for each i ∈ I.
Step 5). TPA outputs {(i, vi}i∈I) as the challenging message and sends it

to CS.
ProGen. This algorithm is executed by the cloud server CS to produce a

proof of storing the data correctly through running the below two steps.
Step 1). CS computes S =

∑
i∈I vi ·Si, R =

∑
i∈I vi ·Ri and v =

∑
i∈I vi ·mi.

Step 2). CS outputs the proof {S,R, v,Δ} and sends it to TPA.
V erPro. This algorithm is executed by a third-party auditor TPA to check

the correctness of the received proof {S,R, v,ΔF } through running the below
three steps.

Step 1). TPA extracts the file’s tag τ and verifies its validity using U ’s public
key.

Step 2). TPA checks if the equation e(S, P ) = e(v · QU,0 +
∑

i∈I vi · τi ·
QU,1, Ppub) · e(v · H3(ΔF ) +

∑
i∈I vi · τi · H4(ΔF ),XU ) · e(H2(ΔF ), R) holds,

where τi = h(i||name). If it does not hold, TPA confirms the file is not stored
correctly and outputs “Reject”; otherwise, TPA outputs “Accept”.
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Step 3). TPA stores {Blt, S,R, v,ΔF } into the log file Λ.
CheckLog. This algorithm is executed by the user U and third-party auditor

TPA to checks the validity of the log file Λ through running the below four
steps.

Step 1). U randomly selects a subset B according to Bitcoin blocks.
Step 2).U produces a groupof challengingmessages IB =

{{i(1), v
(1)
i }i∈I1 , · · · ,

{{i(b), v(b)
i }i∈Ib

}
and sends them to TPA, where b denotes the size of the subset B.

Step 3). TPA computes S(B) =
∑

j∈B Sj , R(B) =
∑

j∈B Rj and v(B) =
∑

j∈B vj . TPA sends the proof {SB , RB , vB ,ΔF } to U .
Step 4). U checks if the equation e(SB , P ) = e(vB · QU,0 + v · QU,1, Ppub) ·

e(vB · H3(ΔF ) + v · H4(ΔF ),XU ) · e(H2(ΔF ), RB) holds. If it does not hold, U
confirms the file stored in the cloud is destroyed and outputs “Reject”; otherwise,
U outputs “Accept”.

3 Security Analysis

According to the security model for CLPV schemes, there are two types of adver-
saries against a CLPV scheme. The type I adversary A1 is able to replace any
user’s public key with the one chosen by himself/herself, but he/she cannot
access the system private key. The Type II adversary A2 cannot replace the
user’s public key, but he/she is able to access the system private key.

Zhang et al.’s claimed that their CLPV scheme is secure against the above
two types of adversaries. In this section, we will show that a malicious cloud
server, who has no ability to replace the user’s public key or to access the system
private key, is able to modify even delete the user’s data without being found by
the third-party auditor or the user.

According to description of Zhang et al.’s CLPV scheme, the cloud server CS
use the signature δi = {Ri, Si} of the ith block mi to produce the valid proof
of the data integrity. To show a malicious cloud server CS is able to produce a
valid proof after modifying or deleting the data, we just need to show it is able
to forge a signature δ∗ = {R∗, S∗} of any message m∗. Suppose CS wants to
change the kth block mk into m∗

k. It first forges the signature of m∗
k through the

below processes.

1). CS chooses two blocks mi,mj and their corresponding signatures δi =
{Ri, Si}, δj = {Rj , Sj}.

2). CS extracts two numbers αi and αj by solving the below system of linear
equations, where τi = h(i||name), τj = h(j||name) and τk = h(k||name).

{
mi · αi + mj · αj = m∗

k

τi · αi + τj · αj = τk
(1)
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According to the Cramer’s Rule [17], the solution of the system of linear
equations is ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αi =

∣
∣
∣
∣
m∗

k mj

τk τj

∣
∣
∣
∣

∣
∣
∣
∣
mi mj

τi τj

∣
∣
∣
∣

αj =

∣
∣
∣
∣
mii m∗

k

τi τk

∣
∣
∣
∣

∣
∣
∣
∣
mi mj

τi τj

∣
∣
∣
∣

(2)

when Δ =
∣
∣
∣
∣
mi mj

τi τj

∣
∣
∣
∣ �= 0. CS will choose other two blocks mi′ ,mj′ if Δ is

zero.
3). CS computes S∗

k = αi · Si + αj · Sj and R∗
k = αi · Ri + αj · Rj .

4). CS outputs δ∗
k = {R∗

k, S
∗
k}

Due to Si = mi · (DU,0 + xU · V ) + τi · (DU,1 + xU · W ) + ri · T , Sj =
mj · (DU,0 + xU · V ) + τj · (DU,1 + xU · W ) + rj · T , Ri = ri · P and Rj = rj · P ,
we can get

S∗
k = αi · Si + αj · Sj

= αi · [mi · (DU,0 + xU · V )
+ τi · (DU,1 + xU · W ) + ri · T ]
+αj · [mj · (DU,0 + xU · V )
+ τj · (DU,1 + xU · W ) + rj · T ]
= (αi · mi + αj · mj) · (DU,0 + xU · V )
+ (αi · τi + αj · τj) · (DU,1 + xU · W )
+ (αi · ri + αj · rj) · T
= m∗

k · (DU,0 + xU · V )
+ τk · (DU,1 + xU · W )
+ (αi · ri + αj · rj) · T

(3)

R∗ = αi · Ri + αj · Rj

= αi · ri · P + αj · rj · P
= (αi · ri + αj · rj) · P

(4)

and
e(S∗, P ) = e(m∗ · (DU,0 + xU · V )
+ τk · (DU,1 + xU · W ) + (αi · ri + αj · rj) · T, P )
= e(m∗

k · DU,0 + τk · DU,1, P )·
e(m∗

k · xU · V + τk · xU · W,P )·
e((αi · ri + αj · rj) · T, P )
= e(m∗

k · QU,0 + τk · QU,1, λ · P )·
e(m∗

k · V + τk · W,xU · P )·
e(T, (αi · ri + αj · rj) · P )
= e(m∗

k · QU,0 + τk · QU,1, Ppub)·
e(m∗

k · V + τk · W,XU ) · e(T,R∗)

(5)
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Accord to the above equation, we know that δ∗ = {R∗, S∗} is a valid signature
of the message m∗

k. CS replaces mk and δk = {Rk, Sk} with m∗
k and δ∗

k =
{R∗

k, S
∗
k} respectively. Due to the validity of δ∗

k, CS is able to produce a valid
proof when receiving any challenging message. Therefore, the malicious cloud
server CS is able to modify the user’s data without being found by the third-
party auditor or the user.

To save space, CS may want to delete the file without being found by the
third-party auditor or the user. It is able to achieve such a goal through the
below processes.

1). CS chooses a constant value m∗. For example, CS sets m∗ ← 0.
2). CS sets m∗

i = m∗ and produces a valid signature δ∗
i = {R∗

i , S
∗
i } of m∗

i ,
where i = 1, 2, · · · , n.

3). CS remembers m∗, replaces δi = {Ri, Si} with δ∗
i = {R∗

i , S
∗
i } and deletes

the file F = {mi}ni=1.

Because δ∗
i = {R∗

i , S
∗
i } is a valid signature of the message m∗

i = m∗, CS can
use m∗ and δ∗

i to produce a valid proof when receiving any challenging message.
Therefore, the malicious cloud server CS is able to delete the user’s data without
being found by the third-party auditor or the user.

4 Discussions

According to the process of generating mi’s signature δi = {Ri, Si}, we know
that Si is a linear combination of (DU,0 + xU · V ), (DU,1 + xU · W ) and T , i.e.,
no direct relation exists among their coefficients, where Si = mi · (DU,0 + xU ·
V ) + τi · (DU,1 + xU · W ) + ri · T , Ri = ri · P and τi = h(i||name). This is the
reason that Zhang et al.’s CLPV scheme suffers from the universal attack.

To overcome such a serious security weakness, a straightforward approach
is destroy the linear relation existing among (DU,0 + xU · V ), (DU,1 + xU · W )
and T when computing Si. A simple method to achieve such a goal is to replace
τi = h(i||name) with τ ′

i = h(i||name||Ri). Due to Ri’s change in each block,
the modification is able to overcome the security weakness. However, this results
in heavy communication costs when the third-party auditor checks the data
integrity because the cloud server has to sends {Ri}ni=1 to the third-party auditor.
We hope this security weakness could be overcome through other method in near
future.

5 Conclusions

Recently, Zhang et al. [15] proposed an efficient certificateless public verification
scheme for cloud-based cyber-physicalsocial systems to ensure the integrity data
stored in the cloud. Although they demonstrated that their scheme is secure
against various attacks, this paper points out that a malicious could server is
able to modify even delete the data without being found by the third-party
auditor or the user. Therefore, Zhang et al.’s scheme is not secure for practical
applications.
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Abstract. Out-door billboard advertising is a traditional method to
attract potential customers for making commercial profits, which rep-
resent the income from attracted customers’ consumption minus the
cost of billboards. Existing billboard selection strategies usually prefer to
select the billboards with a large flow of customers without considering
many factors, such as customers’ preferences and detour distance. In this
paper, a billboard selection optimization problem is formulated to find
the appropriate billboards so that advertisers could obtain best commer-
cial profits. First, we adopt the semi-markov model to predict customers’
mobility by using crowdsensing trajectory data. Then, with the consid-
eration of customers’ preferences and detour distance, two advertising
strategies are proposed to address the billboard selection problem for
two situations. In the end, we conduct extensive simulations based on
the widely-used real-world trajectory: epfl. The results of simulations
demonstrate that our advertising strategies could achieve the superior
commercial profits compared with the state-of-the-art strategies, which
could match the analysis of theory.

Keywords: Billboard advertising · Semi-markov model · Mobile
crowdsensing · Optimization

1 Introduction

Out-door billboard is one of the most important methods for advertising. It is
necessary to select appropriate billboards for advertisers to obtain the best com-
mercial profits. There are limitations of traditional billboard advertising strate-
gies, which are listed as follows: 1) Existing strategies usually prefer to choose
the billboards with a large flow of customers which are highly competitive and
c© Springer Nature Singapore Pte Ltd. 2020
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have high costs, while it may not achieve equivalent business returns. 2) Existing
strategies may ignore the distance between the billboards and the shops, which
could affect the possibility of customers being attracted. Hence it is difficult
to select billboards, which could achieve the best profit for advertisers, and we
attempt to propose a solution to address those limitations.

Selected Billboard

Poten al Customer

Shop

Unselected Billboard

Des na on

Original Route

Detour Route

A B

d1

d2

d3

d4
d5

Fig. 1. The illustration of the gridded map for billboard selection.

With the development of mobile devices and mobile network, it is possible to
recruit some mobile users to take a common sensing task through their smart-
phones, which is called Mobile CrowdSensing (MCS) [3]. In fact, it provides us a
new solution to collect customers profiles, i.e., traveling trajectories and prefer-
ences [12]. By using those data collected from MCS, we can choose appropriate
billboards to advertise so that we can overcome the mentioned limitations.

As shown in Fig. 1, there are billboards in different areas. Passing potential
customers may be attracted to the shop when they see the advertisements on the
billboards so that the advertisers could obtain the profit. Advertisers can only
choose a limited number of billboards due to the limited budget. Hence, our
problem can be summarized as selecting billboards from candidate billboards,
which could maximize the profits for advertisers with limited budget. In order
to address the billboard selection problem, we formulate it into the probabilistic
maximum coverage problem which is NP-hard. We propose two practical adver-
tising strategies with consideration of customers’ preferences and their detour
distance. The main contributions of this paper are summarized as follows:

– We formulate this billboard selection problem as the NP-hard problem to
select appropriate billboards for advertisers to obtain the best commercial
profit.

– We propose two advertising strategies taking not only the customers’ pref-
erences but also their mobility into consideration with limited budget. The
approximate ratios for these two advertising strategies are (1 − 1

e ).
– We conduct extensive simulations based on real-world trajectory: epfl. The

results show that compared with other strategies, our advertising strategies
could achieve better profits for advertisers.
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2 Related Work

There have been many works on advertising strategy. In [8], Liu et al. propose a
system, which uses taxi Trajectories to help select the locations of billboards. In
[2], Einziger et al. propose an algorithm that allows conflict-free, near-optimal
advertising selection with low computational complexity to select advertisements
to broadcast at each access point so as to maximize revenue. In [5], Huang et al.
propose a strategy to maximize the coverage of advertisements with considera-
tion of individuals’ interests and mobility patterns.

There have also been some works focusing on mobile crowdsensing. In [1],
Cheung et al. propose an algorithm for calculating the optimal user decision-
making under general conditions by using dynamic programming method, and
deduces a closed decision-making criterion for the special but practical situation
of non-discounted remuneration. In [4], Gong et al. focus on the path planning
and task assignment problem in mobile crowdsensing, so that total task qual-
ity can be maximized with constraints of user travel distance budgets. In [9],
Marjanović et al. propose an edge computing architecture, which is suitable for
large-scale MCS services by putting the main MCS functions in the reference
MEC architecture.

3 Problem Formulation

3.1 System Model

Considering there is an advertising system which is composed of a crew of
potential customers, denoted by the set U = {u1, u2, ..., un} and also a set of
candidate billboards: V = {v1, v2, ..., vm}. The areas in the map can be rep-
resented as L = {l1, l2, ..., lh}. The cost of candidate billboards is denoted by
C = {c1, c2, ..., cm}, respectively. Moreover, all the potential customers’ prefer-
ences are denoted by the set A = {a1, a2, ..., aj}. Hence, without loss of gen-
erality, we denote potential customer ui’s preferences as Aui

⊆ A, while the
advertisement T could match some preferences of customers, which are AT ⊆ A.

Each potential customer ui starts moving from his initial location, and heads
for his destination. When ui sees the advertisement on his way, he may decide
to go to the shop if the advertisement matches his preferences and the detour
distance di(t) is not too far. We assume that if a potential customer ui decides
to go to the shop, then the advertisers will obtain the profit which is denoted by
fi. The attracted customers are denoted as Uattracted.

3.2 Problem Description

With the limit of budget which is denoted by B, we attempt to choose a set of
billboards which can be denoted as S = {s1, s2, ..., sk} from V to do advertising.
If a billboard vi is selected to S, then it will deliver advertisement content to
those potential customers whose locations are in its area until the deadline.
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Hence our purpose is to find the best advertising strategy meeting the following
optimization problem:

Maximize F =
Uattracted∑

i=1

fi − B

s.t.

k∑

j=1

cj ≤ B,∀sj ∈ S, S ⊆ V

(1)

where F is the total profits for advertisers from billboard advertising. In this
paper, we assume that, when a customer is attracted to the shop after he sees
the advertisement, then the advertisers will obtain profit from the customer
and each customer who has been attracted could create the same profit for
advertisers, which is denoted by f .

3.3 NP-Hard Proof

Before solving the above optimization problem, we first attempt to prove that
the billboard selection problem is NP-hard, which is shown as follows:

Proof. First of all, we want to formulate this problem in Eq. 1 as the
probabilistic set coverage problem, which includes a collection of sets X =
{X1,X2, ...,Xm} with the corresponding costs c = {c1, c2, ..., cm}. Xi consists
of a lot of elements, which is denoted as O = {O1, O2, ..., On}. The associate
possibilities that the elements can be covered are denoted as p = {p1, p2, ..., pn}
and the associated weights are denoted as W = {w1, w2, ..., wn}. The target is
to select a subcolloection of X with constraint of a given budget B to maximize
the number of covered elements.

Then, we reconsider the billboard selection problem in this paper. We can
regard the potential customers as the elements set. The probabilities that the
potential customers decide to go to the shop when they see the advertisement
can be regarded as p. The profit that the advertiser gets from each customer
can be considered as W . Moreover, we can consider the billboard set we need to
choose as X, and their cost is c. It is obvious that the probabilistic set covering
problem is NP-hard, so that the billboard selection problem is also NP-hard.

4 System Overview

4.1 Mobility Prediction

First of all, we attempt to predict each potential customer’s locations so that
we can select the appropriate billboards to improve the effect of advertising.
It is not difficult to map each customer’s traces into a square area in a plane
region like Fig. 1, especially when area is small [7]. Each customer’s trace could
be converted into a sequence of grids and billboards’ locations can be converted
into fixed grids. In this paper, we use the semi-markov model [11] to predict the



Advertising Strategy for Maximizing Profit 399

customers’ mobility. One of the most important equation of semi-markov, Z(·)
is defined by Eq. (2).

Zu(li, lj , T ) =P (Sn+1
u = lj , t

n+1
u − tnu ≤ T |S0

u, ..., Sn
u ;

t0u, ..., tnu)

=P (Sn+1
u = lj , t

n+1
u − tnu ≤ T |Sn

u = li) (2)

where Zu(li, lj , t) is the probability that the customer u will move from his
current grid li to the grid lj at or before time T when he moves next time. Sk

u

represents the customer u’s k-th location during his moving and its corresponding
arrival time is denoted as tku. The grid that the customer will enter in the next
time unit is related to his current grid, which can be obtained from the customer’s
historical trace records. Then, we can define another key equtaion Q(·), denoted
by Eq. (3).

Qu(li, lj , T ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ΣL
k=1Σ

T
t=1(Zu(li, lk, t)−Zu(li, lk, t − 1))·

Qu(lk, lj , T − t), i �= j

1 − ΣL
k=1,k �=iZu(li, lk, T )+

ΣL
k=1,k �=iΣ

T
t=1(Zu(li, lk, t)−Zu(li, lk, t − 1))·

Qu(lk, li, T − t), i = j

(3)

It is easy to find that the potential customers cannot move from one grid to
another when T = 0, so we can get Qu(li, li, 0) = 1 and Qu(li, lj , 0) = 0 (i �= j).
Next, we can use the following equation to calculate the expectation of cus-
tomers’ passing any grid lj before deadline:

P lj (u) = 1 −
T∏

t=0

(1 − Qu(li, lj , t)) (4)

4.2 Customer Preferences Level

After considering customers’ mobility, in order to determine the utility of each
billboard, we need to measure a potential customer ui’s preference level for an
advertisement T , which is denoted as Pprefer(ui). The preference level Pprefer

can be calculated by the following equation:

Pprefer(ui) =
Aui

∩ AT

Aui

(5)

Obviously, if the advertisement’s attributes AT could match all the cus-
tomer’s preference Aui

, then Pprefer = 1 which means the potential customer
would be likely to go to the shop by the factors of preferences.
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4.3 Detour Distance

As we mentioned, one of the important factors is the detour distance which
is denoted as d(ui). As we can see from the Fig. 1, the original path for the
customer (A) is d1+d2+d3. When the customer (A) sees the advertisement, he
will decide whether to go to the shop. If he decides to go to the shop, the path
to the shop is d4, and the path from the shop to his original destination is d5.
The detour distance is calculated as follows:

d(ui) =

⎧
⎨

⎩

min
vj∈V,vj∈S

d4 + d5 − d3, if ∃vj , vj ∈ S

∞, otherwise
(6)

During the customer’s path, the customer may see a lot of billboards which
have been chosen to advertise, so he will decide if go to the shop after he sees
the current billboard. Then the detour distance should be calculated from the
current billboard to the customer’s destination. Then we need to measure how
the detour distance affects the possibility that the customers decide to go to the
shop. The equation is shown as follows:

Pdetour(ui) = 1 − d(ui)
Dmax

(7)

where Dmax is a predefined constant and Pdetour(ui) represents the detour dis-
tance level which affects the possibility that the customer will go to the shop. In
this paper, we set Dmax as the maximum diagonal length in the selected area.

4.4 Billboard Utility

In this part, we look into how to calculate billboard utility, which is denoted as
F (vj). The billboard utility is the expectation that how many customers that
the billboard vj could attract. First we need to calculate the probability that
the customer will be attracted to the shop after he sees the advertisement, the
equation is shown as follows:

P
vj

attract(ui) = αP lj (ui) × βPprefer(ui) × γPdetour(ui) (8)

where lj is the grid that the billboard vj located. α, β and γ are relative weights
where α + β + γ = 1. The probability that the customer will be attracted to
the shop could be affected by the different billboards that the customer sees.
Therefore, it is necessary to determine the influence that different billboards to
the same potential customer, which can be denoted as follows:

Pattract(ui) = 1 −
∏

(1 − P
vj

attract(ui)), ∀vj ∈ S (9)

where the Pattract(ui) is the total probability that the customer ui will be
attracted to the shop after he sees current billboard with consideration of differ-
ent billboards impact. Then the utility of a billboard for a specific advertisement
can be calculated as follows:
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Algorithm 1. Advertise Strategy For Constant Cost (ASFCC)
Input: : number of billboards k, a set of billboards V
Output: : the selected billboard set S

1: S ← ∅;
2: F ← 0;
3: for i = 1 to k do
4: vh ← arg max

vh∈V \S
FS∪vh

5: S = S ∪ vh; update F
6: V = V \vh
7: return the selected billboard set S.

F (vj) = [1−
n∏

i=1

(1 − P
vj

attract(ui))] × f, vj ∈ V, ui ∈ U (10)

Then we can get the total utility of the billboard set, which in shown in
Eq. 11:

F = f ×
∑

Pattract(ui) − B, ∀ui ∈ U (11)

5 Advertising Strategy

In this section, we propose two advertising strategies for the billboard selection
problem in two situations when the billboards have same cost and different cost.

5.1 Same Cost for Each Billboard

First, we consider the situation that each billboard has the same cost. In this sit-
uation, we can convert the budget restriction into the billboard quantity restric-
tion where we need to select a billboard set, which could maximize the profit
for advertisers with the constraint of billboard number k. The detailed greedy
algorithm is shown in Algorithm 1.

We have proposed a greedy advertising strategy to address the above NP-
hard problem. According to [13], we can confirm that F is a submodular function,
which can be summarized as that consider there are two arbitrary node sets
S1 and S2, S1 ⊂ S2, and ∀vk ∈ V \S, the submodular property holds, i.e.,
FS1∪vk

− FS1 ≥ FS2∪vk
− FS2 . The bound can also be derived from [13], which

is (1 − 1
e ).

5.2 Different Cost for Each Billboard

Now, we attempt to propose the advertising strategy for the situation that each
billboard has different cost. The detailed algorithm is shown in Algorithm 2. By
now, we have proposed another greedy advertising strategy to address the above
NP-hard problem when each billboard has different cost. According to [6], we
can get F (Sj) ≥ (1 − 1

e )F (Sopt), k ≥ 3 which represents that when k ≥ 3, the
approximate ratio for this algorithm is (1 − 1

e ).
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Algorithm 2. Advertise Strategy For Different Cost (ASFDC)
Input: : number of billboards k, a set of billboards V , cost set for each billboard C,

total budget B
Output: : the selected billboard set S

1: S1 ← arg max{F (Stemp) |Stemp| < k, Stemp ⊆ V, and c(Stemp) ≤ B};
2: S2 ← ∅;
3: for Stemp ⊆ V, |Stemp| < k, and c(Stemp) ≤ B do
4: while V \Stemp �= ∅ do

5: vh ← arg max
vh∈V \S2

F (vh)
c(vh)

6: if c(Stemp) + cvh ≤ B then
7: Stemp = Stemp ∪ vh

8: if F (Stemp) > F (S2) then
9: S2 ← E

10: if F (S1) > F (S2) then
11: return the selected billboard set S1.
12: else
13: return the selected billboard set S2.
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Fig. 2. Performances on epfl trace set, when the billboard costs are constant.
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6 Performance Evaluation

6.1 The Simulation Settings and Traces

In this paper a real-world dataset: epfl trace set [10], is adopted to test the
advertising strategy’s performances. In the epfl trace set, about 500 taxis’ GPS
coordinates are included which are collected over 30 days in the San Francisco
Bay Area. Each taxi in this dataset is equipped with a GPS receiver and sends
location-update to a central server which is fine-grained so that we can accurately
interpolate node positions between location-updates.

First of all, we process the dateset by filtering out some abnormal users
including those with discontinuous traces or remote locations. Next, we can
match these traces into a map area and convert it into gridded map which can
be processed by Baidu Map. We randomly select 35 billboards located in different
areas to be the candidate billboards. The α, β and γ in Eq. 8 are set to 1

3 . The
preference of each customer is randomly generated to reduce the difficulty. The
total preference type |A| = 20. The deadline in this simulation is set from 500
to 600. The cost for each billboard is set to 10 when the cost is constant and the
cost is set from 10 to 20 when the cost is different. The budget is set from 50
to 170 when the cost is constant and it is set from 100 to 200 when the cost is
different. The number of each customer’s preferences is set from 5 to 15 in our
simulation. We repeat our simulation 10,000 times, taking the average as the
final result.

6.2 Algorithms for Comparison

In order to determine the performance of our advertising strategies for two situa-
tions, we compare the ASFCC with ASFCC-Basic, Random and Capped Greedy
(CG) [14] when the cost of each billboard is same. ASFCC-Basic would select
the billboards which have the largest utilities, and Random would randomly
select the billboards to advertise. The Capped Greedy (CG) would select the
billboards, which could maximize the total utility without consideration of cus-
tomers’ preferences. When the cost of each billboard is different, we compare
ASFDC with ASFDC-Basic and Random, where ASFDC-Basic would choose
the billboards which have the largest utilities to advertise. In this paper, we
use the number of attracted customers to measure the performances of different
strategies.

6.3 Simulation Results on Constant Billboard Cost

When the cost for each billboard is same, we compare our advertising strategy
ASFCC with ASFCC-Basic, Random and Capped Greedy (CG) on epfl. The
results of simulation are shown in Fig. 2.

As we can see from Fig. 2(a), obviously, the result of ASFCC is the best
which means that the billboards selected by ASFCC could attract the most
potential customers and the advertisers could get the best profit. It is clear that
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in Fig. 2(b), the number of attracted customer by Random is least while other
strategies could attract more customers where ASFCC’s performance is the best.
Next, in Fig. 2(c), with the growth of the number of customer’s preferences, the
number of attracted customers is getting larger in which the performance of
Random is the worst while the performance of ASFCC is the best. As shown in
Fig. 2(d), the results could demonstrate the analysis for Fig. 2(b) and Fig. 2(c).
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Fig. 3. Performances on epfl trace set, when the billboard costs are different.

Finally, we conduct the simulations to determine the correctness of the
approximate for ASFCC. As we can see from Table 1, the results of ASFCC
when the deadline is from 500 to 550 are obviously larger than (1 − 1

e )Optimal
which are consistent with our theoretical analysis.

6.4 Simulation Results on Different Billboard Cost

In this part, we conduct the simulations to test performance of ASFDC compared
with other two strategies when the costs of billboards are different. The results
are shown in Fig. 3.

As shown in Fig. 3(a), it is not difficult for us to find that the billboards
selected by ASFDC could attract more potential customers which also means
the profit for advertisers could be better. As shown in Fig. 3(b), the results
of these three strategies improved significantly with the increase of the budget
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Table 1. Results on epfl, when the billboard costs are constant.

Algorithm Deadline

500 510 520 530 540 550

Optimal 37.06 37.27 37.71 37.85 37.87 37.91

(1 − 1
e
)Optimal 23.42 23.56 23.84 23.92 23.94 23.96

ASFCC 35.34 35.39 35.42 35.48 35.52 35.54

Table 2. Results on epfl, when the billboard costs are different.

Algorithm Deadline

500 510 520 530 540 550

Optimal 37.38 37.41 37.59 37.62 38.02 38.71

(1 − 1
e
)Optimal 23.63 23.65 23.76 23.78 24.03 24.47

ASFDC 35.37 35.40 35.44 35.45 35.47 35.54

where our strategy ASFDC can attract more potential customers to the shop so
that the advertisers could get more profit. As we can see from Fig. 3(c), ASFDC
could achieve better results than ASFDC-Basic which are much better than
Random as the number of customer’s preferences getting larger. We also test
the difference between ASFDC and Random when the probability distribution
of billboard cost is different, which is shown in Fig. 3(d). It is not difficult to find
that the difference between the results from different distribution is small, but
when the distribution is uniform, ASFDC works better.

Finally, we evaluate the correctness of the approximate for ASFDC by the
simulation results on epfl trace set where the deadline is set from 500 to 550.
The results are shown in Table 2. Compared with the results of (1 − 1

e )optimal,
we can easily see that the results of ASFDC are larger which matches the analysis
of our theory.

7 Conclusion

In this paper, two advertising strategies are proposed in order to maximize the
profit for advertisers in two situations. First, we grid the map area to make sure
that each billboard locates in a grid. Next we predict the customers’ mobility
patterns by semi-markov model. Then we calculate the utility of each billboard.
Finally, we propose two advertising strategies in this paper to decide which
billboards to select for two different situations. We perform the extensive sim-
ulations based on the widely-used real-world trajectory: epfl. The results show
that, our advertising strategies could bring best profit for advertisers compared
with other advertising strategies in two situations.
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Abstract. The social network community partition is conducive to obtaining hid-
den and valuable knowledge and rules, which is currently a hot research perspec-
tive. Traditional community mining often analyzes network structure information
from a static point of view, but ignores the analysis of individual actors’ initia-
tive, which limits the construction of community concept model and the effect of
community partition. This article argues a method for community partition based
on information granularity. First, we optimize the social relationship model by
using the link prediction method and establish the similarity model of user social
relationship. Second, aiming at the deficiency of K-means clustering algorithm
and the defect of high dimension and sparsity of data, the principle of informa-
tion granularity is introduced in user clustering analysis, and membership degree
and generalized equivalence relation of user equivalence relation are given respec-
tively. On this basis, we propose a social community partitionmethod based on the
information granularity. Finally, experiments show that, because of the effective
integration of the important information of users’ social relations and the intro-
duction of information granularity method, the proposed model obtains better I
index, and Dunn index evaluation results compared with K-means.

Keywords: Social system · User similarity · Community partition · Information
granularity

1 Introduction

With the rapid development of Web2.0 and social media, Facebook, Twitter, Weibo,
Renren, WeChat and other social networks have become an indispensable online plat-
form for people’s daily communication and exchange activities. Social networks are the
reflection of social activities in the real world [1]. Therefore, in social networks, the
interaction between people forms a complex user relationship. In essence, this relation-
ship is not only generated by two users who interact directly, such as FOAF [2], butterfly
effect [3] and other principles in the research of complex networks, which show that
although there is no apparent connection between the two uses, in fact, may have a myr-
iad of relationships. For example, in Weibo, users form user interaction relationships
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through “comments”, “forwarding” and other interactive behaviors, and the subjectivity
and real-time nature of these interaction relationships often better reflect the strength of
the real relationship between users, and also make social networks show diversity and
weighting. Analyzing the user relationship of social network can promote the theoretical
research of network evolution, and also has important significance for the application
research of personalized recommendation, community partition, community discovery,
etc.

The user relationship of social network originates from interpersonal network, which
is a self-organizing topological system, reflecting the inherent relationship between peo-
ple formed in the real world by the interest preference. User’s interest preference can be
obtained not only from the inherent attributes and the generated content of the individ-
ual, but also through the interaction between individuals. For example, the hot council
caused by network events temporarily brings users together. Its core is the emergence of
user interest in a specific time, which can form a dynamic community on the network.
Considering the general characteristics of user network relationship, building a good
social network model is the key, which has an important impact on the efficiency and
accuracy of community mining algorithm.

At present, through the analysis of the topological structure of the network graph, the
idea of community partition divides the network into tight and loose groups, forming a
user centered community structure. The development of community and the social net-
work of users interact and promote each other. Clustering is one of themain technologies
of data mining and usually used in community partition. It divides data objects into mul-
tiple clusters, which makes the objects in the same cluster have higher similarity and the
objects in different clusters have higher dissimilarity. Among the clustering algorithms,
K-means clustering is a widely used algorithm, which has the advantages of simplicity,
rapidity, scalability and high efficiency. One disadvantage ofK-means clustering is that it
needs to set the number of clusters in advance, but in the past, we didn’t know howmany
clusters should be divided for a given data set, which led to the lack of accuracy of the
algorithm. Another disadvantage of K-means clustering is that it is relatively sensitive
to the initial value. Once the initial value is not well chosen, the clustering result is easy
to fall into local minimum. In addition, with the continuous expansion of social network
data set size, the increase of data dimensions makes the data sparser, and the distance gap
between the data is gradually narrowing. Many algorithms can achieve better clustering
results on low-dimensional data, but the performance in processing high-dimensional
data is unsatisfactory, which will cause “dimension disaster”. At the same time, due to
noise features and redundant features with the increase of clustering, the effectiveness
of clustering algorithm is greatly reduced.

Aiming at the deficiency of K-means clustering algorithm and the high dimension
and sparsity of data, this paper applies the principle of information granularity to the
algorithm of user community partition, gives the membership degree and generalized
equivalence relation of user equivalence relation, and proposes a community partition
based on information granularity algorithm CPIG (community partition based on infor-
mation granularity). According to the user’s attention and interaction information, the
algorithm establishes the similarity degree of user’s social relationship, optimizes the
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model with the link prediction method, and realizes the community partition with the
cluster analysis method of information granularity.

2 Related Work

2.1 User Relationship Network Description

The user relationship of social network constitutes a kind of social network structure.
The link prediction method is a powerful assistant tool to analyze the social network
structure [4], which can be used to discover the potential relationship between people.
Link prediction refers to the prediction of the possibility of link between two nodes in a
network that have not yet generated a connection edge through known network structure
information [5]. Its analysis process is usually based on graph theory. For example, use
triples like G = (V ,E,W ) represent a user relationship network, as shown in Fig. 1.
Among them, V = {x, y, a, b, c, d , e} represents the user’s node set, E represents the
edge set between nodes, W represents the weight set on the edge between nodes with
relationship similarity between user nodes. For example, the weight between x and e is
similarity sxe, and the similarity between other user nodes is omitted in Fig. 1. There are
directly connected edges between x and e, and but there is no directly connected edge
between x and y. That is to say, the similarity calculation of the relationship between
users and users cannot obtain direct similarity. However, through observation, we can
see that there are many common nodes between x and y, so we can speculate that there
is a certain correlation between them. The problem of similarity prediction between
x and y can be transformed into the problem of network node link prediction, that is,
whether there is an implied edge between x and y and how much the weight of this edge
can be predicted, and then judge whether it will be included in the basic information
recommended to. That is to realize link prediction based on similarity.

a

x

c

y

d

b

eSxe

Fig. 1. Diagram of user relationship networks

2.2 Link Prediction Method of Weighted Network

Most of the research methods of link prediction are aimed at unauthorized networks,
and only a few extend to weighted networks. Lv [6] puts forward weighted prediction
method of WRA link based on RA, as shown in formula (1).

Sxy =
∑

z∈Γ (x)∩Γ (y)

wα
xz + wα

zy

s(z)
(1)
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Among them, wxz represents the weight between x and z, s(z) is the strength of z.
When α = 0, it means that the graph is an unauthorized graph, and When α = 1, it
means that the graph is a simple weighted graph. Therefore, if Eq. (1) is used as the
prediction method of weighted graph, it is necessary to find the appropriate value α

according to the actual measurement of different data sets. Bai [7] introduces the weight
value on the proposed RALP and gives the WRALP index, as shown in formula (2).

Sxy =
∑

z∈Γ (x)∩Γ (y)

wxz + wzy

s(z)
+ ε

∑
(i,j)∈lx→y

(wxi + wij)(wij + wjy)

s(i)s(j)
(2)

By analyzing the existing weighted network link prediction methods, we can see that
both WRA and WRALP adopt edge-weight summing way in predicting nodes and their
common neighbors. Here, as long as the edge weights of any prediction node and their
common neighbors are larger, the contribution of their common neighbors to the link
prediction results is also larger. Corresponding to the actual social network, it can be
understood that as long as any one of the two users interactswith their common neighbors
frequently, it is considered that the two users are more likely to know each other, which is
not always consistent with the real social network. At the same time, it is also a difficult
problem to determine the optimal value α for WRA due to the data set, which often
takes a lot of computing time. Zhao [8] puts forward rWRA, a weighted network link
prediction method based on the weight similarity of trusted path, and obtains the highest
accuracy of similarity prediction on most data sets, as shown in formula (3).

Sxy =
∑

z∈Γ (x)∩Γ (y)

wxz · wzy

s(z)
(3)

2.3 Information Granularity Principle

Granularity comes from the physical concept, which originally refers to the “average
measurement of particle size”. Scholars combine the concept of granularity with infor-
mation technology to express the “average measurement of information thickness”. In
a general sense, a domain or a “particle” can be represented by a set of propositions
like E = {g1, g2, . . . , gn}, and gi represents the granularity of information, which is
a measure of different levels of information and knowledge refinement [9]. Informa-
tion granularity is to divide a large amount of complex information into many simple
information blocks according to its characteristics and performance, which is similar
to the basic idea of clustering analysis. Therefore, scholars combine the two to carry
out granularity clustering calculation, mainly used for clustering analysis. In essence,
the process of clustering analysis is to define an equivalent relationship between sample
points, any sample point belonging to the same class is regarded as equivalent, which
determines a partition of the sample point set, corresponding to a class of clustering, and
considers that the sample points in the class have similar properties. If it is necessary to
describe the relationship between sample points more precisely, the membership scale
(threshold) setting is reduced, and the sample point set presents a “fine” outline, so as to
obtain “fine” class; otherwise, “coarse” class. we define the selection of similarity and
similarity threshold, as shown in definition 1.



A Method for Community Partition Based on Information Granularity 411

• Definition 1: Let R be an equivalence relation and X be the domain of the problem.
For ∀x, y ∈ X , if xR1y ⇒ xR2y is satisfied, it is called that R1 is finer than R2 a ratio.
It is recorded as R1 ≤ R2.

Definition 1 is proposed from the aspect of attribute granularity. Generally, the smaller
the attribute granularity is, the fewer the number of attributes it contains, and the coarser
the corresponding equivalence relationship is. According to this equivalence relation,
the coarser the attribute set is divided, so the coarser the attribute granularity is, on the
contrary, the finer the attribute granularity is. The principle of information granularity
is adopted in clustering results analysis. If the granularity value is larger, the number of
clusters will be smaller, and the clustering results will be coarser. otherwise, the smaller
the granularity value is, the more the number of clusters will be, and the more detailed
the clustering results will be. Therefore, using information granularity to cluster, we
can divide objects of different granularity according to the specific requirements of the
problem.

3 Link Prediction of User Social Relationship

3.1 Relevant Definitions

In order to describe the similarity algorithm among user nodes, the related formal defini-
tion and explanation are given firstly: set weighted social network graphG = (V ,E,W ),
node set V , edge set E, edge weight setW , if x, y ∈ V , wxy is the weight between x and
y. In particular, for unauthorized networks, the default of wxy is 1.

• Definition 2: Node Strength. SetG = (V ,E,W ), x, y ∈ V , Γ (x) ∈ V as the neighbor
node of x. Define the strength of the node x as formula (4):

s(x) =
∑

y∈Γ (x)
wxy (4)

• Definition 3: Edge Weight Strength. Let G = (V ,E,W ), x, y ∈ V , define the edge-
weight strength between x and y [10] as formula (5):

swxy = wxy

s(x) + s(y) − wxy
(5)

swxy Represents the proportion of the weights between x and y in the sum of the weights
of all their neighbors’ connected edges. Equation (5) refers to the definition of node
strength in Eq. (4). For example, s(x) is equal to the sum of the weights of all the
connected edges. In particular, for an unauthorized network, the node strength is the
degree of the node.
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3.2 A Weighted Graph Link Prediction Algorithm PWRALP

Referring to the weight calculationmethod of the trusted network fromZhao [11], taking
the edge weight product of the user and the common neighbor as the contribution value
of the common neighbor, and then extending to the edge weight strength product of the
third-order path of the local path similarity, we propose the PWRALP (product weighted
RALP) index based on the edge weight product, as shown in formula (6).

SimPWRALP(x, y) =
∑

z∈Γ (x)∩Γ (y)

wxz · wzy

s(z)
+ ε

∑
(i,j)∈lx→y

swxi · swij · swjy

(6)

The symbols in the formula (6) are described in the previous relevant definitions. In

particular, if w /∈ [0, 1], standardize w to w′, w′ = e− 1
w , ε as an adjustable parameter,

which value is usually 0.001.

3.3 User Similarity Model Based on PWRALP

Through the edge weight formed by the intensity of interaction, a weighted user rela-
tionship network is formed. The most important feature of social network is the social
relationship between users, such as expressing the friend relationship between users
in the form of “concern, fans, circle” on the network application platform. As the plat-
form provides a goodmedia intermediary function, the interaction among friends will be
enhanced by “like”, “comment”, “forward” and “share”,whichwill help to strengthen the
tightness between users. Some group norms formed by interaction make different peo-
ple have some common identity, which forms a meaningful network group [12]. There-
fore, the interaction between users is an effective information to study user relationship
mining.

The user interaction of social network can be divided into weak association inter-
action and strong association interaction [13]. Weak association operation refers to the
implicit interaction between users, such as often paying attention to the same page, or
using the same website application together; strong association operation refers to the
more direct interaction between users, such as forwarding, likes and so on. The forward-
ing behavior expresses the user’s recognition of the forwarded content, and the user’s
intention is expressed more clearly. Therefore, this paper measures the degree of cor-
relation between users based on the forwarding behavior between users, as shown in
formula (7).

σxy = υxy∑n
k=1 υxy + 1

(7)

Among them, σxy represents the similarity between user x and y, υxy represents the
number of comments about x on y. Generally, the similarity of pairs x on y is different
from that of pairs y on x. Therefore, the set interactive similarity x on y like Sim(x, y),
as shown in formula (8)

Sim(x, y) = σxy + σyx

2
(8)
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The main purpose of user similarity prediction algorithm is to predict the similarity
between two users who do not have similarity links on the surface when the data is
sparse, so as to generate similarity links between the two users and enrich the data set so
as to solve the problem caused by data sparsity. Social network has homogeneity. The
more the number of links between users in the network (the greater the node strength),
the more frequent the user’s interaction behavior (the greater the edge weight strength),
and the greater the probability of links among users [14], which is also the problem to
be solved by user similarity prediction.

4 Process of Community Partition Based on Information
Granularity (CPIG)

4.1 Generation of Initial Equivalence Relation Set

Calculate the initial equivalence relationship of users. D is the complete set of users,
recorded as D = {ui}, i = 1, 2 . . . n. The initial equivalence relationship of user ui is
Ri = {{[ui]}, {D − [ui]}}, where [ui] = {

uj
∣∣Sim(ui, uj) ≥ β1

}
, i, j = 1, 2 . . . , n, and

Sim(u1, uj) is the similarity model of users ui and uj, β1 is the similarity threshold.

4.2 Initial Community Partition

The initial equivalence set R∗ is further processed to generate a generalized equivalence
relation set R′ and realize community partition.

Let Ri and Rj be two initial equivalence relations, Ri′ = {{[ui]}, {D − [ui]}} be the
generalized equivalence relations of user ui, where [ui] = ∪{

uj
∣∣μ(Ri,Rj) ≥ β2

}
, i, j =

1, 2 . . . , n, μ(Ri,Rj) =
{ |[ui]∩[uj]|

|[ui]∪[uj]| intersection

0 No intersection
, β2 is the threshold of membership

degree of equivalence relations.

4.3 Merging

After the initial community partition is generated, similar users may be divided into
different classes. In order to avoid this wrong partition, it is necessary to further merge
the classes to get the optimized community partition. Each initial class is regarded as
a large granularity and each granularity is merged according to the partition method
of information granularity. First, calculate the similarity between each class and other
classes, and then merge the two classes with the largest similarity. Repeat the process
until the similarity is less than a certain threshold. Let Ci and Cj be two initial classes,
∀ux ∈ Ci, ∀ux ∈ Cj and the calculation of class similarity Sim(Ci,Cj) is as shown in
formula (9).

Sim(Ci,Cj) = ηij

∣∣[ui] ∩ [uj]
∣∣

∣∣[ui] ∪ [uj]
∣∣ (9)
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where ηij =
{
1, [ui] ∩ [uj] �= ∅

0, [ui] ∩ [uj] = ∅
. After calculating the similarity between classes, we

can merge the two classes with the largest similarity until the similarity is less than a
certain threshold.

There are two advantages of above method: on the one hand, the integration of the
user social relations and the comprehensive similarity of the label theme realizes the
comprehensive evaluation mechanism of the user’s individual and social attributes, so
that the users in the community not only have a high degree of interest similarity, but also
a high degree of user social relationship tightness. On the other hand, the information
granularity method is used to Row user clustering and clustering merging can set the
interval so that it can achieve self-optimization in a certain step size.

5 Experiment and Analysis

Our experiments with real data collected from SinaWeibo through web crawler technol-
ogy, with a total number of 150728 users. Make statistics on the relevant information of
the data set, including the text content and release time of microblog, the list of users’
concerns, and the interactive information of users’ forwarding. Analyze the user interac-
tion information and make a statistical chart of the user forwarding microblog, as shown
in Fig. 2 and Fig. 3.
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Fig. 3. Distribution of the number of
microblogs forwarded by each user

In Fig. 2, only a fewmicroblogs have a large number of forwarding users, while 97%
of microblogs have fewer than 20 forwarding users, indicating that the interactive data
is sparse. In Fig. 3, the distribution of users’ microblog forwarding number follows a
long tail distribution. The users whose average forwarding number is less than 20 times
account for 67% of the total users, and these users need to be filtered out. Continue to
clean the data set, and the statistical information of the experimental data obtained is
shown in Table 1.
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Table 1. Statistical results of experimental data

Number of users Number of microblogs Average number of original microblogs

7531 864177 114.7

5.1 Link Prediction Experiment

According to formula (8), the similarity of user interaction is calculated (in the exper-
iment, the forwarding interaction is the representative), the user interaction network
is constructed, and the link prediction based on the weighted graph of interaction
relationship is carried out according to formula (6).

Evaluating Indicator. We use indicators AUC and Precision to measure the prediction
accuracy of the algorithm. AUC is the probability that the score value of the edge in
the test set is higher than the score value of a non-existent edge randomly selected. The
specific method is as follows: make n independent comparison, randomly select one
edge from the test set each time and compare it with the non-existent edge randomly
selected. If the score value of the edge in the test set is greater than the score value of
the non-existent edge, add one point and the cumulative number is; if the score value
of two edges is greater than the score value of the non-existent edge, add one point and
the cumulative number is n′. If the scores are equal, 0.5 points will be added, and the
cumulative number is n′′. Thus, AUC is defined as AUC = (n′ + 0.5n′′)

/
n. So, if all the

scores are randomly generated, then AUC = 0.5. Therefore, through AUC > 0.5 we
can measure the accuracy of the algorithm. Indicator Precision refers to the proportion
of accurate prediction in the previous L prediction links, that is Precision = m

/
L, which

means if m of the top L links are in the test set, then m links are predicted accurately.
Therefore, the greater the Precision value is, the more accurate the prediction result is.

Experimental Steps and Result Analysis. When the interaction similarity is used as
the variable weight value, the link prediction is made for the social relationship network.
Three algorithms WRA, WRALP and PWRALP (proposed in this paper) are used to
do link prediction experiments to compare the accuracy of prediction. We divide the
original data set 100 times randomly and get the training set with 90% links and the test
set with 10% links.

InAUC index evaluationmethod, 500, 1000 and 3000 random sampling comparisons
are conducted respectively, and the prediction accuracy results are shown in Table 2.
The scores of all possible edges that do not exist in the training set are calculated,
and the network with 7531 nodes and 12752 edges is obtained by deleting the data
of isolated points. The number of node pairs is 7531 × 7530/2-12752 = 28341463.
The method of random sampling is adopted in the selection of user nodes, and each
extraction of three numbers is carried out independently. The edge of node relationship
is considered as one edge if two user nodes have “forwarding” relationship. In the
evaluation method Precision, only the prediction link with score value in front has the
recommended significance. The values L we set are 500, 1000 and 2000. Take the first
L links in the prediction result and compare it with the test set. See Table 3 for the
prediction accuracy result.
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Table 2. AUC results

n = 500 n = 1000 n = 3000

WRA 0.5694 0.7491 0.8685

WRALP 0.5748 0.7586 0.8751

PWRALP 0.5798 0.7675 0.8853

Table 3. Precision results

L =
500

L =
1000

L =
2000

WRA 0.3277 0.6018 0.8360

WRALP 0.4421 0.6294 0.8572

PWRALP 0.4478 0.6389 0.8726

It can be seen from Table 2 that the values of these three indicators AUC are very
close, and it is impossible to explain which algorithm is better. The reason is that in
different scale data sets, the probability of two nodes having a common neighbor is
different. Compared with small and medium-sized networks, the probability of large-
scale networks is lower,which leads to little difference in the valueAUC of linkprediction
method based on common neighbor. Therefore, it is not appropriate to test large-scale
data sets only by AUC. The three algorithms in Table 2 are randomly divided into
10 training sets and test sets respectively, and the calculated average value is taken as
the experimental results of each group, where ε = 0.001. The prediction accuracy of
PWRALP is higher than that of WRA and WRALP. Therefore, the weighted method
proposed in this paper achieves the best prediction results under different recommended
lengths.
5.2 CPIG Experiment

Evaluating Indicator. Index I refers to themaximumdistance between the current class
and the center of the class in all classes to measure the degree of separation between
classes, while using the sum of the distance between each point in the class and the center
of the class to measure the degree of tightness within the class [14]. The influence of
clustering number on the index 1

/
m can be eliminated by introducing coefficient. The

core idea of index I is to find a maximum value to make the clustering result optimal. Set
the number of clusters as m, and the definition of the index is as follows formula (10).

Im =
[
1

m

∑
x∈D d(x, c)∑m

i=1
∑

x∈ci d(x, ci)
max

1≤i<j≤m
d(ci, cj)

]p

(10)

Index DUNN is an internal evaluation mechanism. The evaluation results only
depend on the clustering data itself. The purpose of DUNN is to distinguish whether the
clustering is compact (i.e. whether the variance in the same cluster is small enough) and
properly separated (whether the mean value between different clusters is relatively far
away). For a given cluster, the higher DUNN is, the better the result is. Let the number
of clusters be m, and the definition of this index is as follows formula (11).

DIm = min1≤i<j≤m δ(ci, cj)

max1≤k≤m � k
(11)

Where δ(ci, cj) represents the distance measurement between clusters, and 
k rep-
resents the distance within clusters. See formula (12) and formula (13) for specific
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definitions.

δ(ci, cj) = min(dist(xi, xj)), xi ∈ ci ∩ xj ∈ cj (12)


k = max(dist(xi, xj)), xi ∈ cτ ∩ xj ∈ cτ (13)

Experimental Procedure and Result Analysis. According to formula (8), we do the
experiment to divide information granularity community. by considering that experi-
mental data set, the social relationship in this paper is represented by the forwarding
interaction relationship. Therefore, the parameter γ = 0, μ = 0.1. It is calculated that
α = 0.6, β = 0.4 from the formula (13), we can adjust the granularity of class partition
through adjusting the parameters β1 and β2.

Table 4. Indexes I and DUNN of two clustering algorithms

Indexes Algorithms β1 = 0.5

β2 = 0.2

β1 = 0.5

β2 = 0.3

β1 = 0.5

β2 = 0.4

β1 = 0.5

β2 = 0.5

β1 = 0.5

β2 = 0.6

β1 = 0.5

β2 = 0.7

β1 = 0.5

β2 = 0.8

I CP-K-means 0.014 0.016 0.024 0.028 0.03 0.032 0.032

CPIG 0.017 0.025 0.031 0.036 0.041 0.035 0.032

DUNN CP-K-means 0.141 0.157 0.176 0.182 0.195 0.216 0.229

CPIG 0.153 0.179 0.218 0.229 0.247 0.223 0.21

K-means is chosen to do a comparative test with CPIG proposed in this paper. Take
the values β1 and β2 of different combinations and different particle sizes. See Table 4
for the results of indexes I and DUNN.

It can be seen from Table 4 that the algorithm in this paper is generally better than
K-means algorithm for I index and Dunn index in the same perspective. Next, under
the parameter setting of β1 = 0.5 and β2 = 0.6, select K-means as the algorithm of
comparison test. Due to the large size of the original data set, data sets of different sizes
are selected for testing. The matrix is tested with the data of 200 ✕ 200, 200 ✕ 400,
200 ✕ 600, 200 ✕ 800, 200 ✕ 1000, 200 ✕ 1200, 200 ✕ 1400. The results are shown
in Fig. 4 and Fig. 5. It can be seen that, with the increase of data, the algorithm in this
paper is better than K-means algorithm by analyzing the comparison between I index
and Dunn index.



418 T. Hang et al.

Fig. 4. I index under β1 = 0.5 , β2 = 0.6

Fig. 5. DUNN index under β1 = 0.5 , β2 = 0.6

6 Conclusion

In this paper, the node index and path index are combined, and the trusted path weight
calculation method is introduced. The PWRALP weighted similarity index based on the
edge weight product is proposed. The comparison experiment shows that this method
can achieve higher prediction accuracy. In the follow-up study, we will analyze the
directionality of social networks, and combine with the results of this study to make a
comprehensive analysis of the prediction of user relationship links of social networks.
According to the principle of information granularity, because of the high dimension of
feature vector and the high sparsity of data, an efficient storage and calculation method
of user feature vector is designed, which reduces the spatial complexity of data storage,
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is superior to the traditional K-means clustering algorithm, and effectively solves the
problems brought by the high dimension and sparsity of data.

As future work, we plan to extend our clustering algorithm to the semantic level for
corresponding to meaningful topic domains. We also hope to propose a method for web
services recommendation for further evaluate our work.
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Abstract. Magnetic Induction Tomography (MIT) is a non-invasive and contact-
less electromagnetic imaging method, which is especially suitable for medical
monitoring. The low sensitivity of the central region of the measured target has
always restricted the application of MIT in practice. In this paper, based on the
analysis of the biological structure of human brain, the sensitivity of the brain
structure to the forward problem is studied. The experimental parameters are cer-
tain, the measurement model is established, and the perturbation conductivity
value is calculated and compared in the case of multiple perturbations to the target
object under different conditions. The result shows that, under the ideal condition
of parameter setting, adding perturbations to the target region can improve the
sensitivity within the region can provide a new way of thinking for the research
of improving the sensitivity in MIT.

Keywords: Magnetic induction tomography · Sensitivity · Forward problem ·
Perturbation

1 Introduction

Magnetic induction tomography is a technique which use excitation coils to produce the
eddy current field in the tissue and use detection coils to detect it and imaging the internal
conductivity of tissue. The magnetic field generated byMIT easily penetrates the human
tissue such as skull. Compared to the existingmedical image technique such as CT,MRI,
PET and ultrasound, it is non-radiation, inexpensive, without implanting drugs in the
human body, portable, and long-time monitoring easily. Therefore, the research on the
lab experimental model is the key for MIT to apply in medical human measurement.

In 2004, Scharfetter simulate eddy current problems with two dimension model of
an edema in a human head model with MIT [1]. The edema is simulated as a spherical
perturbation on the spherical and high conductivity 0.162 S/m and frequency is 100 kHz.
Prove that it is possible to detect edema withMIT, although he didn’t describe whether it
tends to H or I. But we can infer from the conductivity it point to H. In 2007, Schafetter
used MIT to image 2D edema in the brain [2]. In 2009, H. Griffiths team used MIT to
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forwardmodeling and imaging 3Dhaemorrhagic cerebral stroke. They use 12 tissues, the
operating frequency is 10 MHz, the conductivity of stroke is nearly blood [3, 4]. Later,
they also used the same model to computer with frequency-difference MIT [5]. 2010,
Peyton team began to use simulation to access the feasibility of detecting a hemorrhagic
type stoke with 3D model. They chose the frequency of 10 MHz and the stroke they
chose the same as bloods [6–8]. In 2012, Jorge Caeiros used 4 layers of 3D human head
tissue to establish a phantom to simulate haemorrhage [9]. He use 1 MHz frequency and
the conductivity which is the same as blood, 0.8 S/m. In 2017, Zhili Xiao established 2D
human brain model with 6 layers tissue to simulate the haemorrhagic stroke and imaging
[10, 11]. The frequency was chosen for 1 MHz and 10 MHz, the stroke conductivity is
individually 0.822 S/m and 1.097 S/m.

This paper analyzes the electromagnetic characteristics of biological tissue and struc-
ture features of the human brain, a certain experimental parameters, in according to
different situation to put forward the target object disturbance was added to improve the
sensitivity of the method, under the condition of disturbance conductivity value change
more than a large amount of experiments, ideally obtained parameter setting, adding
disturbance in the target area can improve the sensitivity of regional internal, offers a
new way to improve the sensitivity.

2 Materials and Methods

2.1 Tissue Structure of Human Brain

Human brain tissue is a biological conductor with a certain impedance. As can be seen
from Table 1, different biological tissues have different impedance. Most of the lesions
in craniocerebral tissue occur in the brain, and some also involve cerebrospinal fluid in
contact with the cerebral cortex. The electrical impedance changes significantly during
the lesions. For example, for a concussion or atrophy of a brain muscle, abnormal tissue
resistance is twice as high as normal brain tissue. For cerebral hemorrhage, the blood
resistance is 1.5 � ·m, and the heterotropic tissue is about a quarter of the normal tissue
in the brain. For brain tumors, the tumor site impedance is 80 � · m, and the aberrant
tissue was 13 times larger than the normal tissue in the brain [19–21].

Human brain accounts for 2% of body weight, but requires 20% of human blood
supply. Together with the spinal cord, the brain not only regulates unconscious activities,
but also coordinates most conscious movements. The brain is the part that generates
consciousness and enables people to think and learn [12, 13]. The structure of the brain
is intricate and complex. In order to conduct relevant studies on the basis of the model
in MIT, and to take the scalp tissue into consideration, the section structure of the brain
is simplified as shown in Fig. 1.

The brain has a variety of protective layers, the first and most important being the
skull. There are three layers of protective membranes between the skull and the brain’s
gray matter: the dura mater attached to the skull, the subdural arachnoid and the pia
mater attached to the surface of the brain. Cerebrospinal fluid (CSF), located between
the arachnoid membrane and the pia meninges, also has a protective effect. Brain tissue
floats in CSF. There are two types of brain tissue: graymatter and white matter. The outer
graymatter is the cerebral cortex, with an average thickness of 3–5mm. There are islands
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Table 1. Electrical impedance for brain and other tissue.

Tissues Conductivity (� · m)

The bone 166

Fat 21–28

The gray matter 2.8

The white matter 6.8

Blood 1.5

The plasma 0.66

Cerebrospinal 0.65

Brain tissue

The skull

Duramater

 Arachnoid

Piamater

Meninx

Fig. 1. Cross-section structure of the human brain.

formed by gray matter deep inside the brain. The deep surface of the cerebral cortex is
the white matter that constitutes the brain’s internal parenchyma, mainly composed of
nerve fibers.

Since the head of a person is approximately a sphere, the concentric circle model
can be used for simulation study of two-dimensional MIT research. The layers are 1, 2,
3 and 4. For the 1-tier model, only the brain is included; For the 2-tier model, including
the brain and scalp; For the 3-layer model, including the brain, skull and scalp; For the 4-
layer model, the brain, cerebrospinal fluid, skull and scalp are included. When studying
the electrical characteristics of human head, since the head structure is approximately
spherically symmetric, concentric spherical models with various complexities can be
established, such as 3-layer model, 4-layer model, and isotropic multi-layer spherical
model, etc. It is assumed that the medium of each layer is uniform and isotropic [14,
15].



Forward Calculation for Improving the Sensitivity of Multiple Perturbations 423

2.2 The Forward Problem of MIT

The forward problem is to compute the measured signals with the given setup including
geometry, distribution of dielectric properties, the operating frequency and coil excitation
current. TheMaxwell’s equations forMITwith time-harmonic fields and linearmaterials
can be written in the form [16]:

∇ × E = −iωμH , ∇ × H = Js + E(σ + iωε),

∇ · εE = ρ, ∇ · μH = 0.
(1)

Here, E and H are the electric and magnetic fields, μ is the permeability, ρ is the electric
charge density, Js is the current sources. The term iEωε corresponds to the displacement
current which can be ignored when the operating frequency is under 100 kHz and can’t
be ignored when the frequency is above 100 kHz. By application of the temporal gauge
E = −iωA, B = ∇ × A, the resulting A-formulation of the vector wave equation when
it is under 100 kHz and above 100 kHz are individually as follows [23–25]:

∇ ×
(
μ−1∇ × A

)
+ iωσA = Js (2)

∇ ×
(
μ−1∇ × A

)
+

(
iωσ − ω2ε

)
A = Js (3)

Once the vector potential is obtained, the induced voltage can be calculated as the line
integral of the tangential components of A along a sensor coil as [26]:

V =
∮

Coil

E · dl = −iω
∮

Coil

A · dl (4)

Where dl is length element of the coil.
The current of the excitation coil is set to I0, thus the sensitivity of induced voltage

to conductivity is [17, 18],

∂Vij

∂σk
= −ω2

∫
ΩDk

Ai · Ajdv

I0
(5)

2.3 Experimental Measurement Model

Conductivity value close to the person brain hemorrhage, for example, the conductivity
of target and area 0.2 S/m, was largely the hematoma in the middle of the small circular
area of 0.8 S/m, high electrical conductivity shielding is 1.6 S/m, adding in the target area
for different conductivity value of disturbance objects, aims to change the conductivity
values observed among changes in order to improve the sensitivity, sensitivity experi-
ments measurement model is shown in Fig. 2. In each figure, the left ring is the excitation
coil and the right ring is the detection coil. The inner diameter is 15 mm and the outer
diameter is 20 mm. The great circle between the two coils is similar to the cross-section
of the human head, and its radius is 90 m. The small circles in the middle of Fig. 2(b) and
(d) are assumed to be centered tumors with a radius of 20 mm. In Fig. 2(c) and (d), the
thickness of the annular shielding similar to that of CSF is 3 mm. For the convenience
of calculation, the shielding circle is set at the outermost with a radius of 200 mm. The
excitation frequency is set at 10 MHz and the current is 0.5 A.
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(a)                            (b)                            (c)                               (d)

Fig. 2. Measurement model with four perturbation for different structure. (a) uniform measure-
ment model; (b) one perturbation in the middle; (c) shielding measurement model; (d) a model
with both one perturbation and shielding.

3 Experimental Results and Analysis

According to Fig. 2(a), the conductivity values of the added edge disturbance in the
target area were set as 0.00 S/m, 0.005 S/m, 0.0 S/m, 0.08 S/m, 0.18 S/m, 0.22 S/m,
0.5 S/m, 1 S/m, 2 S/m, 4 S/m, 5 S/m, 6 S/m, 8 S/m, 10 S/m and 100 S/m, respectively,
for sensitivity calculation, as shown in Fig. 3.

For the uniform background detection region, when four small perturbations were
added to the region, the sensitivity of the region changed from the appearance when no
perturbations were added. It can be seen from the Fig. 4, figure (a), (b) and (c) similar to
that of the conductivity values corresponding to 0.001 S/m and 0.005 S/m and 0.01 S/m,
relative to the background of the 0.2 S/m, the sensitivity of the edge disturbance area
relatively obvious, the disturbance area near the two coil sensor sensitivity is high and far
away from the sensor coil two disturbance area is lesser, high sensitivity of the area figure
(d) and (e) are similar in appearance. The conductivity values correspond to 0.05 S/m
and 0.08 S/m, respectively. With the increase of the conductivity, the sensitivity of the
edge disturbance decreases, and the sensitivity region also decreases. Figure (f) and (g)
are similar in appearance, and the conductivity corresponds to 0.18 S/m and 0.22 S/m,
respectively. At this time, the sensitivity of the edge disturbance region becomes very
insignificant, which is integrated into the background conductivity. The main reason is
that the background conductivity is very close to the disturbance when the background
conductivity is 0.2 S/m, and the sensitivity region is still not strong. Figure (h)–(p) has
a similar appearance, that is, after the edge conductivity is greater than 0.5 S/m, until
100 S/m, the sensitivity of the edge disturbance region becomes extremely small, and
the area close to and far from the coil is not large. Except for the disturbance around
the coil, a small part of the high sensitivity region is generated, and the relatively high
sensitivity region of the center increases.

For Fig. 2(b), add an intermediate disturbance of 0.8 S/m when the background
conductivity is 0.2 S/m, and then add the corresponding edge disturbance in Fig. 3 for
sensitivity calculation, as shown in Fig. 4.
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(a) 0.001σ = S/m (b) 0.005σ = S/m  (c) 0.01σ = S/m (d) 0.05σ = S/m

 (e) 0.08σ = S/m (f) 0.18σ = S/m (g) 0.22σ = S/m (h) 0.5σ = S/m

 (i) 1σ = S/m (j) 2σ = S/m  (k) 4σ = S/m (l) 5σ = S/m

(m) 6σ = S/m (n) 8σ = S/m (o) 10σ = S/m (p) 100σ = S/m

Fig. 3. Sensitivity map about uniform measurement model with four perturbation for different
conductivity.

From the appearance of Fig. 4, its change rule is similar to that of Fig. 3. The
difference is that in this case, due to the occurrence of intermediate disturbance, the high
sensitivity region in the middle of the detection region increases, and the high sensitivity
region at the edge of the intermediate disturbance is driven.

For Fig. 2(c), edge shielding with an conductivity value of 1.6 S/m was added under
0.2 S/m of background conductivity, and the corresponding edge disturbance in Fig. 3
was added for sensitivity calculation, as shown in Fig. 5.
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(a) 0.001σ = S/m (b) 0.005σ = S/m (c) 0.01σ = S/m (d) 0.05σ = S/m

(e) 0.08σ = S/m (f) 0.18σ = S/m (g) 0.22σ = S/m (h) 0.5σ = S/m

(i) 1σ = S/m (j) 2σ = S/m    (k) 4σ = S/m       (l) 5σ = S/m

 (m) 6σ = S/m   (n) 8σ = S/m    (o) 10σ = S/m   (p) 100σ = S/m

Fig. 4. Sensitivity map about one perturbation with σ = 0.8 S/m in the middle measure model
with four perturbation for different conductivity.

As can be seen from Fig. 5, the sensitivity region has changed. On the whole, the
sensitivity region has been enlarged in all cases, and its appearance is similar to that in
the case of no shielding. In figure (a), the conductivity of the four edges is 0.001 S/m. The
results show that the sensitivity of the added edge disturbance is no different whether it
is close to the coil or far away from the coil. The values are all relatively low, but the
sensitivity around the edge disturbance close to the coil is slightly improved. Figure (b)–
(e) is similar. The conductivity values of the edge disturbance are 0.005 S/m, 0.01 S/m,
0.05 S/m and 0.08 S/m, respectively. The sensitivity of the edge disturbance area close
to the coil is relatively high, while the sensitivity far away from the coil is relatively low,
and the conductivity at 0.08 S/m is obviously slightly lower than other case. Figure (f)
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(a) 0.001σ = S/m (b) 0.005σ = S/m (c) 0.01σ = S/m (d) 0.05σ = S/m

(e) 0.08σ = S/m (f) 0.18σ = S/m (g) 0.22σ = S/m (h) 0.5σ = S/m

(i) 1σ = S/m (j) 2σ = S/m (k) 4σ = S/m (l) 5σ = S/m

(m) 6σ = S/m (n) 8σ = S/m (o) 10σ = S/m (p) 100σ = S/m

Fig. 5. Sensitivity map about one perturbation with σ = 1.6 S/m in the middle measure model
with four perturbation for different conductivity.

and (g) are similar. Since they are similar to the value of the background conductivity,
the edge disturbance is not obvious. However, due to the appearance of shielding, the
disturbance close to the coil has a certain value, and the difference can be seen. Figure
(h)–(p) is similar. The conductivity ranges from 0.5 S/m to 100 S/m. The sensitivity of
the edge disturbance region is not significantly different whether it is close to or far from
the coil.
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For Fig. 2(d), the intermediate disturbance with the conductivity value of 0.8 S/m
and the edge shielding with the conductivity value of 1.6 S/m were added under the
background conductivity of 0.2 S/m, and the corresponding edge disturbance in Fig. 3
was added for sensitivity calculation, as shown in figure.

(a) 0.001σ = S/m (b) 0.005σ = S/m (c) 0.01σ = S/m  (d) 0.05σ = S/m

(e) 0.08σ = S/m (f) 0.18σ = S/m (g) 0.22σ = S/m   (h) 0.5σ = S/m

(i) 1σ = S/m (j) 2σ = S/m  (k) 4σ = S/m (l) 5σ = S/m

(m) 6σ = S/m (n)  8σ = S/m (o) 10σ = S/m (p) 100σ = S/m

Fig. 6. Sensitivity map about one perturbation with σ = 0.8 S/m in the middle with shielding
with σ = 1.6 S/m measurement model with four perturbation for different conductivity.

As can be seen from Fig. 6, figure (a)–(e) is very similar, that is, when the conduc-
tivity of the edge disturbance is less than 0.08 S/m, the sensitivity of the whole region
is not clearly distinguished, and the sensitivity of the edge disturbance close to the coil
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is slightly greater than that far away from the coil. The appearance of the edge distur-
bance drives the sensitivity close to the coil. Figure (f) and (g) are similar. Although the
conductivity of the edge disturbance is similar to that of the background, it can be distin-
guished due to the presence of shielding, and the sensitivity of the region near the center
is slightly higher than that near the edge. Figure (h)–(p) is very similar, and the overall
sensitivity is improved when it is less than 0.5 S/m. In particular, the two disturbance
regions far away from the coil form a highly sensitive region with the disturbance in the
middle.

Figure 7 shows the center sensitivity corresponding to different disturbance conduc-
tivity values, including four cases of no edge disturbance in the target region and four
cases corresponding to the addition of edge disturbance.

Fig. 7. Sensitivity in the center for different conductivities. (The ordinal 1–16 corresponding to
0.010 S/m, 0.005 S/m, 0.01 S/m, 0.05 S/m, 0.08 S/m, 0.18 S/m, 0.22 S/m, 0.5 S/m, 1 S/m, 2 S/m,
4 S/m, 5 S/m, 6 S/m, 8 S/m, 10 S/m, 100 S/m respectively)

As you can see in Fig. 7, the uniform background conditions, with the edge of the
four small circular disturbance conductivity value increases, the sensitivity of the detec-
tion area center is gradually reducing, the maximum value appeared on the disturbance
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of 0.001 S/m. When the edge of the conductivity value is less than even background
conductivity 0.2 S/m, the center is greater than the sensitivity without disturbance when
the value of the edge, but greater than 0.2 S/m, the center of the sensitivity value is less
than the undisturbed. Therefore, the sensitivity of the central region can be improved
by adding edge disturbance to the detection area, but the added disturbance must be
less than the background conductivity, otherwise the sensitivity will become lower, and
when the edge conductivity is less than 0.01 S/m, the increase of the sensitivity will
be very small. For a uniform background conductivity of 0.2 S/m, the addition of an
edge disturbance of 0.01 is a good choice, increasing approximately 33.9%. For the case
where the intermediate disturbance is added, the variation rule of the central sensitivity is
basically the same as that of the uniform background, but the variation range is smaller.
After four edge disturbances of 0.01 S/m were added, the intermediate sensitivity was
improved by 29.6%. For edge and thin shield, the change law and uniform background
are similar, but with the advent of shielding, slightly smaller than its center of sensitivity
value changes in homogeneous background. For the both center disturbance and the
edge block’s case, the overall change area remains the same, but the smaller amplitude,
the maximum perturbation on the fringe of 0.001 S/m.

4 Conclusion

Overall, four kinds of cases, the uniform background 0.2 S/m for setting the edge dis-
turbance of watershed, when conductivity is greater than the background, adding the
edge disturbance instead reduces the sensitivity, when less than the background con-
ductivity, the center has improved sensitivity, and the approximate inverse proportion
change appears, however, when the conductivity small to 0.01 S/m, while reducing the
value of the conductivity of edge can also improve the sensitivity, but increased mod-
estly, background of 0.2 S/m on the edge of the disturbance of the conductivity set to
0.01 S/m. Under uniform background, if the edge is added with a thin shielding with
high conductivity, the center sensitivity should be reduced, but if the detection area is
added with edge disturbance, the center sensitivity can be improved. When a circular
disturbance is detected in the center of the region, the addition of edge disturbances is
still improved, but the amplitude is not so obvious.

Magnetic induction imaging is a new technique which can be used in the noninvasive
and noninvasive biological tissue. However, due to the existing problems, this technique
has not been used in the actual medical treatment, and is limited to the laboratory model
research. There is still a wide space for further discussion and research in terms of both
detection signals and image reconstruction. MIT’s research work can be further carried
out from the following aspects. Reconstruction image can’t reflect well the measured
object is one of the key factors of the amount of data is not enough, limited to the space
is limited, and the number of detection sensor will be restricted, how to increase in the
number of objective conditions in limited Numbers, and can guarantee the stability of the
measurement of the MIT to practical application must solve the problem. Detecting coil
sensor signal detection by the commonly used two methods detect amplitude and phase
detection, because of MIT’s own signal, the characteristics of current phase detection
method, mainly due to the characteristics of the eddy current signal itself in the MIT,
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high requirement to the phase detection device, so the cost and technical requirements
are very strict, in as much as possible to reduce cost and technical difficulties, on the
basis of development is suitable for the high precision phase MIT detection device is
particularly important.
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Abstract. Sequential recommendations seek to employ the sequence
of interactions between users and commodities to predict their next
behavior based on the behavior they have recently made. Previously,
some recommendation systems have been built on Markov chains and
recurrent neural networks (among others). However, these methods have
many limitations that they emphasize too much sequence change to fully
emphasize the correlation between adjacent items; Besides, they gener-
ally ignore the influence of contextual information. To solve the short-
comings of the existing sequential recommendations, we try to model the
relationship between items, get an effective representation of sequential
features, and capture complex sequence correlations. Specifically, we pro-
pose a pair-wise convolution network with transformers for the sequential
recommendation. The two-dimensional convolution networks encodes the
sequence into a three-dimensional tensor and learns the relationships of
features between the sequences. We adopt a residual connection to pre-
vent the gradient from disappearing and solve the loss of feature infor-
mation. The experimental results show that our method is superior to
various advanced sequential models on sparse and dense data sets and
different evaluation indicators.

Keywords: Sequential recommendation · Convolutional attention
network · Pair-wise convolution

1 Introduction

In the present information explosion era, there are more and more data on the
Internet, which greatly enrich the content of the Internet. Due to the exten-
sive use of internet technologies, social media platforms, and e-commerce sys-
tems (such as Tiko, Amazon, or Netflix) are used more and more frequently
in people’s lives. People’s habit of obtaining information from nothing, from
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quantitative change to qualitative change, has undergone tremendous changes.
At the same time, Internet users not only put forward higher requirements for the
speed and real-time information acquisition but also have an increasing demand
for personalized and precise search. Therefore, a large number of clicks, pur-
chase interactions, and other user feedback are also generated in these systems.
Taking Tiko as an example, users may watch thousands of short videos every
week. Faced with massive amounts of information, they have become dazzled
and unable to make decisions. It is difficult for people to find the information
that is most suitable for them from a large amount of information. The rec-
ommendation system has been widely applied in online service to improve the
quality of search engines and the accuracy of their result lists. The main purpose
of the recommendation system is to infer users’ preferences for items based on
user interaction behavior and assist users to filter out their desired products.
Therefore, the recommendation plays an important role in thereby improving
user search efficiency and improving information overload, such that this helps
the decision-making process of selecting the best product design for manufacture.

In the past decade, many efforts have been made to develop general recom-
mendation methods, such as model-based methods, deep learning-based meth-
ods include Markov models and recurrent neural network models. For example,
Liu et al. [7] proposed a new short-term attention/memory priority model, which
can obtain the user’s general interest from the long-term memory of the conver-
sational context, while considering The user’s current interest comes from the
short-term memory of the last click. However, this model ignores the dynamic
changes in users’ long-term preferences over time and often uses static features
to model users’ long-term preferences. They integrate user-item or item-item
interactions in a linear fashion, thereby limiting the capabilities of the model.
Ying et al. [13] proposes a two-layer attention network that combines long-term
and short-term user interests for comprehensive modeling. Yuan et al. [16] pro-
posed a CNN model to learn item sequence features, add a residual mechanism to
the deep CNN, and stitch with user embedding in the last layer, and finally input
MLP for prediction. However, the user’s interest pattern is personalized. Most of
the existing sequence recommendation models usually only consider the user’s
recent interaction behavior independently, without obtaining the real internal
connection between the user’s continuous behavior, and most algorithms can only
model the user’s historical behavior linearly, and it is difficult to have a flexible
sequence. Therefore, how to obtain the potential dependencies between users’
historical behaviors and how to accurately obtain user interests have become
key research issues in personalized recommendation systems.

To solve the above limitations, we propose a pair-wise convolution network
with transformers for a sequential recommendation (Fig. 1), which considers the
relative relationship between any two items. Specifically, the Transformer-based
semantic layer models the user’s historical sequential behavior and decodes the
target product to obtain the user’s preferences; the fusion layer captures the
linear and non-linear correlation between the user’s preferences and the target
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product. To understand user preferences more dynamically, the model intro-
duces users’ long-term preferences and current users’ short-term interests. This
paper believes that each user has different preferences for each commodity. The
attention mechanism in transformer automatically assigns weights to items to
dynamically capture long-term and short-term interests. At the same time, the
layer is designed to adaptively combine long-term and short-term preferences,
which pays attention to the different effects of different users on each product.
The experimental results show that the performance of this method exceeds that
of all baseline models.

A person has a mature and stable value system to see and understand the
world, and he has his preferences and judgments about what he comes into con-
tact with, and the behavioral decisions that people usually make are often based
on long-term preferences. However, in the real world, many factors affect user
decisions. Long-term preferences and short-term preferences together determine
people’s decision-making behavior. Therefore, the recommendation is based on
the long-term preference and the short-term preference as the contextual infor-
mation. The contributions of this article are summarized as follows: 1. Consid-
ering the context information in the sequence table, we make full use of the
attention mechanism to make similar items more weighted. The weighted results
make them closer and closer in space, modeling users’ short-term hobbies, and
making a more accurate user experience. Products Recommended. 2. This paper
adopts CNN-based network results to capture the relationship between items
through the window sliding of the convolution kernel, models the commodity
sequence that best reflects what customers need, and analyzes the user’s search
intention understanding. 3. Considering the time sequence of the user sequence,
we use the transformer to model the user’s click sequence and make recommen-
dations.

Fig. 1. The framework of the proposed method
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The remainder of the paper is organized as follows. In Sect. 2, gives an
overview of the literature and a critical review of research in the area of this
work. In Sect. 3, we present the methods for predicting potential needs and
wants, the different aspects and improvements are presented as sections in this
chapter, which are value chain for predicting potential customer needs and wants.
In Sect. 4, the data analysis and results for each dataset are shown, and the
obtained results are summarized. In Sect. 5, the conclusion and future work are
discussed.

2 Related Work

2.1 Sequential Recommendation

More recent attention has focused on the provision of sequential recommenda-
tions. The most common one is based on Markov’s recommendation, which can
effectively capture the local sequence model. Rendle et al. [9] proposed a Fac-
torized Personalized Markov Chains based Markov chain to predict the next
item. However, this approach performs best on sparse data sets. He et al. [2]
proposed high-order Markov Chains to model pairwise user-item and item-item
interactions. Tang et al. [10] models the sequence as a two-dimensional space and
adopts 2D CNN to convolute the embedding items to predict the next item. How-
ever, the higher-order MC based methods need to be specified rather than being
chosen adaptively. In many research methods, many of the methods are based
on RNN to predict the next items. Yu et al. [14] proposed a dynamic recurrent
basket model based on RNN for the next-basket recommendation. HidasiK et
al. [4] proposed to use Gated Recurrent Unit (GRU) to model sequential behav-
ior for the session-based recommendation. Since these RNN-based methods take
the state from the last step and current action as their input, these dependen-
cies make RNN-based methods less efficient (i.e., higher model complexity). It
may be because these complex models require large amounts of data to capture
long-term patterns, i.e., easily overfitting in high-sparsity settings.

2.2 Deep Learning Models

Many studies focus on predicting the next item as well as improve services by
providing reliable insight into what customers need and want. To date, several
studies have investigated the search recommendation algorithm. These studies
have made important progress in modeling user behavior sequences. The main
research work is based on the convolutional neural network and attention mech-
anism, such as Caser [10] and NextItNet [15]. Caser [10] as the most typical
CNN, however, the standard CNN architecture and max-pooling operation of
Caser were not well-suited to model long-range user sequences. NextItNet [15]
proposed to model the user interaction-item sequence by stacking CNN layers
to increase the receptive field of higher layer neurons, The results show that
the NextItNet is more effective than the RNN model to recommend the top-n
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items. Based on this, many methods are on the extension. At the same time, the
good results are shown by the self-attention model based on the transform in
the field of SRS. DIN considers the influence of different items in the behavior
sequence on the current predicted item by introducing an attention mechanism;
DIEN solves the shortcoming that DIN cannot capture the dynamic changes in
user interests. DIN [18] and DIEN [17] do not consider the session information
in the user’s historical behavior, because the behavior in each session is similar,
and the difference between different sessions is very large. The BST [1] model
uses the Transformer model to capture the associated features of each item in
the user’s historical behavior sequence. However, the computational cost of the
self-attention mechanism is higher than the CNN structure of the superimposed
expansion.

3 Method

This paper proposes the pair-wise convolution network with the transformers
model, which combines long-term preferences and short-term preferences to pro-
vide users with recommendations. This article combines long-term and short-
term interest to extract relevant information from users’ recent historical inter-
action behaviors (click, browse, purchase). The system can automatically collects
the required data in the implicit feedback scenario, which not only effectively
alleviates the problem of data dispersion, but also provides users with a smoother
and more comfortable experience.

3.1 Behavior Sequence Layer

At present, deep learning algorithms have made great progress in the recommen-
dation system, and all have good effects such as FM [8], DeepFM [6], Wide &
Deep [3,11]. The general method is converted discrete high-dimensional features
to fixed-length continuous features through feature embedding operations, and
then perform feature extraction through multiple connections, and finally acti-
vate function to obtain the predicted recommendation probability. The user’s
interest characteristics have obvious diversity and local activation. Due to the
related characteristics of user interests, if users have different tendencies for dif-
ferent commodities. Therefore, the attention mechanism is introduced to model
interest. The most basic interest extraction method is the same as the tradi-
tional deep model method, which mainly includes a feature embedding layer, a
multilayer perceptron, and an pooling layer and connection layer.

Embedding, as a commonly used vector representation of deep learning, can
extract out the multi-dimensional latent features of commodities. The user (ID
and its attributes), items (ID and its attributes), and contextual information are
uniformly expressed as feature vectors as input to predict the target score value.
The data is represented as a feature vector to the target value, each feature
vector is represented as a hidden vector, and the interaction between all non-
zero features is considered in the hidden space. The neural network can be used
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directly. We use word2vec to make a queue with historical data of behavior to
form label expansion to get similar items.

In this sequence, we elaborate on the sequence recommendation problem as
follows. We mark the set of users as U and the set of products at I. For each
user, there will be a sequence of items S corresponding to the user. We embed
the user and the product into two matrices, respectively, where d is the latent
dimension representation, then the embedding matrix is expressed as follows:

E(i,t) =

⎡
⎢⎢⎢⎢⎣

eSi
t−L

...
eSi

t−2

eSi
t−1

⎤
⎥⎥⎥⎥⎦

(1)

Where eSi
t−L

is the embedding vector. The items and users were embed into

two matrices EI ∈ R
|I|×d and EU ∈ R

|U |×d, where d is the latent dimensionality.
For user u, we retrieve the input embedding matrix by looking up the previous L
items in the item embedding matrix. The role aims to transform the original ID
behavior sequence into an embedding behavior sequence. Inspired by transformer
[1] and the 2D-CNN network [12], we convolve the three-dimensional pair-wise
sequence to extract features. The convolution process is as follows,

cki = φc

(
Ei:i+h−1 � F k

)
(2)

where F k is the convolution kernel. The residual network was used to fuse the
k features and the final features are expressed as follows,

ck =
[
ck1c

k
2 · · · ckL−h+1

]
(3)

We concatenate the outputs of the convolutional layers and feed them into a
fully-connected neural network layer to get more high-level and the features c̃k:

c̃k =
L∑

l=1

F̃ k
l · ck (4)

3.2 Interest Extraction Layer

The interest extraction layer is used to extract user interest by simulating the
process of user interest migration. It contains a semantic layer and a feature
extraction layer, the semantic layer is the main structure of the model, which
mainly includes the self-attention based on the multi-head attention mechanism.
First, the network learns the dependence of each item in the behavior sequence
through self-attention to obtain user semantic characteristics. Then, the fea-
ture of the target is decoded to the user’s semantic feature to obtain the user’s
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semantic preference by the attention. Next, the semantic layer will be described
in detail, such as the following formula.

m̃ = self-attention (min) (5)

where m̃ represents user semantic features, self-attention represents self-
attention mechanism, and min represents user’s input features. The attention
decodes target item features and user semantic features to obtain user semantic
preferences mo, as follows:

mo = Attention (It, m̃, m̃, ) (6)

m̃ = Attention (min,min,min) (7)

Among them, m̃ represents the user’s semantic preference. It represents the
features of the target item, The attention is formula as:

U = Attention (mt, m̃, m̃) = Softmax
(

Itm̃
T

√
D

)
m̃ (8)

But there is a multi-head parallel mechanism in the transformer. We connect
the attention of each head into multi-head attention, and then the multi-head
attention is the following:

U = Concat (head1, . . . , headi . . . , headn) (9)

In order to further increase the nonlinearity of the model, we adopt a feedforward
neural network. It is defined as follows:

mo = FFN (Uo)
= Normalize (Conv1D(ConvlD (mo)) + mo)

(10)

Normalize means normalization to solve the problem of vanishing gradient,
Conv1D means a one-dimensional volume network. The two-layer convolutional
neural network performs two nonlinear mappings of mo. At the same time, to
prevent the loss of original information, a residual connection method is adopted.

3.3 Interest Fusion Layer

In order to provide better generalization capabilities for the entire model, this
article adds a fusion layer to the semantic layer. The fusion layer learns the
correlation between the target product features generated from the embedding
layer and the user’s semantic preferences obtained from the semantic layer and
merges the two models through the output of the last hidden layer of the multi-
layer perceptron. Therefore, at the fusion layer, this article uses a simple linear
function to capture the interaction between user preferences and item features:

z0 = Concat (mo, It)
z1 = ReLU

(
WT

1 z0 + b1
)

· · ·
h2 = zl = ReLU

(
WT

l zl−1 + bl
)

(11)
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Among them, Wl and bl are respectively the weight matrix and offset vector
of the hidden layer of the i-th layer. Combine the feature vector of the product
and the output of the multilayer perceptron as the input of the output layer:

h = Concat (h1, h2) ŷ = W ′
[

h
mo

]
+ b′ (12)

The main function is to stimulate the interest evolution process related to
the current target advertisement by adding an attention mechanism based on
the interest extraction layer. Recently developed methods focus on designing
structures of MLP for better information extraction. The objective function
used in the base model is the cross-entropy loss function defined as:

L = − 1
N

∑
(x,y)∈S

(y log ŷ + (1 − y) log(1 − ŷ)) (13)

where S is the training set of size N, y ∈ 0, 1 as the label, ŷ is the output
of the network after the softmax layer, representing the predicted probability of
sample being clicked.

4 Experiment

4.1 Datasets and Experiment Data

To verify the effective performance of our method, we adopted two basic data sets
for the experimental method. Gowalla: this website is a social network website
with time frame sequence. This data set contains implicit feedback through user-
venue check-ins. MovieLens: this data set is a collaborative filtering algorithm
widely used in recommendation systems. We use the ml1m data set,which consist
of one million user ratings to verify the performance of our algorithm.

The method of processing data is similar to the previous method [12]. For all
data sets, we regard user comments and ratings as implicit feedback of users, and
divide behavior sequences according to time frames. During the processing, the
products and users were discarded that fewer than five related behavioral. We
divide the data set into training set, validation set and test set. Among them, in
the behavior sequence, the most recent action is used as the test set, the second
most recent action is used as the verification set, and the rest is used as the
training set. The processed data set is shown in Table 1.

Table 1. Statistics of the datasets.

Dataset #users #items avg. #act. per user avg. #act. per item #actions

ML-1M 6.0K 3.4K 165.50 292.06 0.993M

Gowalla 13.1K 14.0K 40.74 38.12 0.533M
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4.2 Comparison Methods

We have selected the following mainstream sequence recommendation algorithms
as our comparison algorithm.

Factorized Markov Chains (FMC) [9]: Based on the Markov chain algorithm,
we use two product embeddings to decompose the product conversion matrix,
and generate a recommendation sequence based on the last viewed product,

Factorized Personalized Markov Chains (FPMC) [9]: It is an extension based
on the Markov model. FPMC sets up a Markov chain for each shopping sequence.
The established Markov chain not only learn the long-term preferences of users
but also capture the demands of user that provide personalized recommenda-
tions for each user. Therefore, this model has a strong advantage in modeling
sequences.

GRU4REC [5]: The method used recurrent neural networks for conversation
recommendation tasks, using recurrent neural networks to model conversation
sequences. The method treats each user’s feedback sequence as a session.

Convolutional Sequence Embeddings (Caser) [10]: The first application of
convolutional neural network in sequence model, convolution from the vertical
and horizontal dimensions respectively to capture high-order Markov chains, this
method has achieved good results.

Convolutional Neural Networks (CosRec) [12]: The sequence between items
is encoded into a three-dimensional tensor in a pair-wise manner, and a 2D
convolutional neural network is used to learn local features.

4.3 Implementation Details

The data preprocessing and training in this article run on the Ubuntu operating
system, the graphics card is NVIDIA GTX 1080, the memory is 32 GB, and
the integrated development environment is PyCharm. The data preprocessing
mainly is Python 3.7, and the related extension libraries are Numpy, Pickle scipy,
etc. to support large-scale file data to reading and simple matrix operations.
At the same time, in order to further improve training efficiency, the open-
source deep learning framework is pytorch1.1 during training, and CUDA10.0
was introduced to the GPU acceleration.

We used 10 convolutional blocks. For the ml1m dataset, the dimension of d
is set to 20, the length of l is 10, and T is set to 2. For the gowalla dataset,
the dimension of d is set to 100, and the length of l is 10, T is set to 3. We
use two self-attention blocks. The optimizer is the adam optimizer, the learning
rate is set to 0.000005, and the batch size is 512. The dropout rate of turning
off neurons is 0.2 for MovieLens-1m and 0.5 for the other datasets due to their
sparsity.

4.4 Evaluation Metrics

The precision rate indicates how many positive samples are predicted correctly
among the samples whose predictions are positive, and the recall rate indicates
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how many positive samples are correctly predicted among all the positive sam-
ples. We evaluate our model with precision@n, recall@n and mean average pre-
cision, as shown in the Formula 14 and Formula 15.

Prec@N =

∣∣∣R ∩ R̂1:N

∣∣∣
N

(14)

Recall@N =

∣∣∣R ∩ R̂1:N

∣∣∣
|R| (15)

4.5 Recommendation Performance

Table 2 shows the experimental results of five comparison methods and our algo-
rithm on two data sets. It can be concluded from the table that our algorithm
obtains the best performance on all data sets, which shows the effectiveness of
the proposed algorithm. In addition, from observing the comparison method, it
is found that FMC and FPMC perform poorly on some data sets. Both FMC
and FPMC deal with fully parameterized transition graphs, and their premise is
that users and commodities have independent parameters, and the calculation
of each parameter does not consider the influence of other parameters. However,
in the personalized recommendation process, we need to decompose the trans-
ferred three-dimensional matrix to break the independence between parameters
and estimation, so that the mutual influence between similar users, products,
and transfer situations can be considered. At the same time, it is observed that

Table 2. Performance comparison on the four data sets.

Dataset Metric FMC FPMC GRU4Rec Caser CosRec Ours

ML− 1M MAP 0.0687 0.1053 0.1440 0.1507 0.1883 0.1895

Prec@1 0.1280 0.2022 0.2515 0.2502 0.3308 0.3308

Prec@5 0.1113 0.1659 0.2146 0.2175 0.2831 0.2818

Prec@10 0.1011 0.1460 0.1916 0.1991 0.2493 0.2506

Recall@1 0.0050 0.0118 0.0153 0.0148 0.0202 0.0204

Recall@5 0.0213 0.0468 0.0629 0.0632 0.0843 0.0837

Recall@10 0.0375 0.0777 0.1093 0.1121 0.1438 0.1438

Gowalla MAP 0.0229 0.0764 0.0580 0.0928 0.0980 0.1894

Prec@1 0.0517 0.1555 0.1050 0.1961 0.2135 0.3374

Prec@5 0.0362 0.0936 0.0721 0.1129 0.1190 0.2790

Prec@10 0.0281 0.0698 0.0782 0.0571 0.0884 0.2473

Recall@1 0.0064 0.0256 0.0155 0.0310 0.0337 0.0206

Recall@5 0.0257 0.0722 0.0529 0.0845 0.0890 0.0834

Recall@10 0.0402 0.1059 0.0826 0.1223 0.1305 0.1436



PCNNT 443

the performance of recommendation algorithms based on convolutional neural
networks (Caser and CosRec) is better than traditional recommendation algo-
rithms (FMC and FPMC), which shows that CNN-based can effectively model
the interaction between users and items. Compared with Coser and our method,
our algorithm has better performance, which shows that the attention mecha-
nism is effective for mining the short-term and long-term intentions of historical
users for modeling user and project interaction. Compared with all recommenda-
tion methods, the performance of our algorithm is better in solving the dynamic
attention mechanism. Our model will assign different weights to different candi-
date items according to the user’s interaction sequence and the user’s historical
score. Items are often highly related to candidate items. As can be seen from the
data in the table, in the user interaction sequence, the attention mechanism can
assign different weights to different products, which is higher than other types
of product activation weights.

Figure 2 and Fig. 3 show the performance of our method on Gowalla and
ml1m datasets, respectively. In each figure, the horizontal axis represents the
number of training sessions, and each table shows the performance indicators
of six tests. We can see from Fig. 2 that as N increases, precision gradually
decreases. In addition, the performance reaches its best around twenty-eight
rounds, and the performance will not increase as the number of rounds increases.
Recall and precision are just the opposite. With the increase of N, the recall
gradually becomes smaller. When the number of rounds reaches fourteen, the
recall will not increase and the performance tends to be stable. Figure 3 shows
the performance of our method on the ml1m data set. In general, the perfor-
mance increases with the increase in the number of rounds. Although there are
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Fig. 2. The performance of gowalla data with various epoch.
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Fig. 3. The performance of gowalla data with various epoch.

fluctuations in a small range, the overall performance tends to be stable. The
performance leveled off after the 26-th round. From the performance of the total
extraction volume on the two data sets of Fig. 2 and Fig. 3, the precision increases
with the increase of N, and the recall decreases with the increase of N .

5 Conclusion

This paper analyzes the personalized recommendation model. In order to make
recommendations for users’ hobbies more accurately, the current more accurate
CNN-based network is selected as the basis for optimization and improvement,
and finally, a feature-based weight extraction is proposed. In terms of data analy-
sis and processing, this article adopts a public data set. The data is first analyzed
for the defect value, and the original data is sampled and balanced to ensure the
accuracy of later training. This paper designs a new feature weight extraction
model, which assigns different weights to different important items in the user
interaction sequence, and more accurately simulates the user’s real purchase
situation. In this paper, a corresponding feature weight extraction module is
designed to further enhance the accuracy of model recommendation. Based on
the original deep interest network, the corresponding advantages of the feature
weight extraction model are introduced, and a more accurate recommendation
effect is achieved through experimental verification. In the future research pro-
cess, we will study multi-modal recommendation, take into account the multi-
semantic user’s intention understanding of the combination of text and pictures,
and combine the current research situation to continue to research.
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