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Preface

Originally, the Electric Power and Renewable Energy Conference (EPREC 2020)
was to be organized onsite by the Department of Electrical Engineering, National
Institute of Technology Jamshedpur, India, during May 29–30, 2020. However, due
to a global pandemic COVID-19, the conference was organized in an online mode
and attracted national and international audience from different countries like
Canada, Brazil, USA, etc. The editors are thankful to all the contributors for sub-
mitting the papers of high standard and making EPREC 2020 a huge success. Out
of total 351 valid submissions, only 142 were selected for publication in three
different volumes, i.e., an acceptance rate of nearly 40%. This volume, i.e., Control
Applications in Modern Power System, is one of the three volumes to be published
by Springer in the book series “Lecture Notes in Electrical Engineering (LNEE).” It
contains 47 high-quality papers which provide an overview of recent developments
in control system applications in modern power systems.

We thank all the organizing committee members, technical program committee
members, reviewers, and student coordinators for their valuable support and vol-
unteer work. We also appreciate the role of session chairs/co-chairs. We also thank
the series editors of LNEE and Ms. Priya Vyas and Dr. Akash Chakraborty,
Associate Editors, Applied Sciences and Engineering, Springer, for their help and
quick responses during the preparation of the volume.

The editors hope that this volume will provide the readers relevant information
on the latest trends in control system area.

Jamshedpur, India Arun Kumar Singh
Roorkee, India Manoj Tripathy
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Chapter 1
Closed Loop Control of Non-ideal Buck
Converter with Type-III Compensator

Abhishek Kumar, Durgesh Chandra Nautiyal, and Prakash Dwivedi

Introduction

In the electrical and electronics industry, almost every product uses several compo-
nents that are designed to operate under a constant voltage source. Buck converter
supplies step-down voltage from its input to output and a class of switch mode
power supply (SMPS) with low weight and maximum efficiency. Buck converter has
nonlinear operation [1–3] due to its switching behaviour but at the same time, it is
linear during its particular switching state as ON and OFF.

Therefore, by employing the averaging method, it is possible to exchange a
nonlinear system with a linear one. Now, due to the variation in the supply and load,
the transient and steady-state response of open loop buck converter is not coming
satisfactory as many applications require the steady-state error below 5 percent. In
order to obtain stable and fast transient response with small steady-state error for
buck converter, type-III compensator [4–7] is used here. A type-III compensator can
boost the phase theoretically up to 180° but practically limited to 160°. In this paper,
to obtain stable and fast transient and small steady-state error for buck converter, the
design and closed loop operation of type-III compensator will be performed. The
presented compensator takes good care against the system non-line arties and load
variations to make the overall system “a source of regulated power supply”.

A. Kumar (B) · D. C. Nautiyal · P. Dwivedi
National Institute of Technology, Jamshedpur, India
e-mail: abhishek100895@gmail.com
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2 A. Kumar et al.

The outline of the paper is described as in Sect. 1.2, the principle and opera-
tion along with the mathematical model by using state space approach has been
discussed and small-signal analysis of buck converter has been done to derive its
small-signal transfer function. In Sect. 1.3, brief introduction to the generalized type-
III controller and design consideration for the elements used in the compensator
has been presented. The computer simulation results are presented with complete
discussion in Sect. 1.5, and finally, Section 1.6 concludes this paper.

Buck Converter: Principle and Operation

Buck converter is also known as step-down chopper (DC-DC converter) in which
output voltage needs to be lower than the input voltage. It is one of the basic switch
mode power supply (SMPS). The input of the buck converter must be DC derived
from any DC supplies or rectified AC. It is popularly used where electrical isolation
is not needed between switching circuits and output. Switch (SW) used here is IGBT
andMOSFET, and for higher rating applications, we can use GTO and thyristor also.
In order to reduce the harmonics and improve the quality of the output waveform,
we must use filters.

In the above circuit, i.e. Figure 1.1, inductor and capacitor are used as filter circuit.
By introducing the filter circuit, the non-ideality rl and ESR of L and C, respectively,
will come into the account and their effect in the performances of the buck converter
is considered in this paper.

There are two operational mode: (i) continuous conductionmode (CCM) inwhich
current through inductor remains always positive and (ii) discontinuous conduction
mode (DCM) in which current through inductor returns to zero in each period. As
per our application, we are considering the CCMmode. Nowwhen switch SW is ON
and diode D1 is OFF, the current through inductor starts rising linearly and capacitor
starts charging. Andwhen switch SW isOFF and diodeD1 is ON, the current through
inductor starts decreasing linearly in the same direction as the inductor current

Fig. 1.1 Non-ideal buck converter



1 Closed Loop Control of Non-ideal Buck Converter … 3

cannot change instantaneously. However, the voltage polarity across the inductor
L is reversed to maintain the current in the same given direction.

Mathematical Model [8]

Case IWhen switch SW is ON, diodeD remains in OFF condition as reverse voltage
is directly applied by the source. The current through inductor starts rising linearly
and capacitor starts charging. The equivalent circuit during ON time is given in
Fig. 1.2. Now, by applying KVL, KCL in the circuit shown in Fig. 1.2 and further
rearranging, we get Eqs. (1.1), (1.2) and ((1.3)).

diL
dt

= −iL

(
rL + RLrC

RL + rC

)
1

L
− Vc

L
+ Vs

L
(1.1)

dVc

dt
=

(
iLRL

RL + rC

)
1

C
− Vc

RLC
(1.2)

Vo = iL

(
RLrC

RL + rC

)
+ Vc (1.3)

By using Eqs. (1.1)–(1.3), the state space model for the case I operation is given
in Eqs. (1.4) and (1.5).

[
iL
V̇c

]
=

⎡
⎣−

(
rL + RLrC

RL+rC

)
1
L − 1

L(
RL

RL+rC

)
1
C − 1

RLC

⎤
⎦

[
iL
Vc

]
+

[ 1
L
0

]
Vs (1.4)

Vo =
[(

RLrC
RL + rC

)
rC1

][
iL
Vc

]
(1.5)

Fig. 1.2 Equivalent circuit when SW is ON
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The system, input and output matrix identified from the Eqs. (1.4) and (1.5) is
given in Eqs. (1.6), (1.7) and (1.8), respectively.

A1 =
⎡
⎣−

(
rL + RLrC

RL+rC

)
1
L − 1

L(
RL

RL+rC

)
1
C − 1

RLC

⎤
⎦ (1.6)

B1 =
[ 1

L
0

]
(1.7)

C1 =
[(

RLrC
RL + rC

)
rC1

]
(1.8)

Case IIWhen switch SW is OFF and diodeD is ON, the current through inductor
starts decreasing linearly in the same direction as the inductor current cannot change
instantaneously. However, the voltage polarity of the inductor (L) is reversed to
maintain the current in the same given direction. The equivalent circuit during OFF
time is given in Fig. 1.3. Now, by applying KVL, KCL in the circuit shown in Fig. 1.3
and further rearranging, we get Eqs. (1.9), (1.10) and (1.11)

diL
dt

= −iL

(
rL + RLrC

RL + rC

)
1

L
− Vc

L
(1.9)

dVc

dt
=

(
iLRL

RL + rC

)
1

C
− Vc

RLC
(1.10)

Vo = iL

(
RLrC

RL + rC

)
+ Vc (1.11)

By using Eqs. (1.9)–(1.11), the state space model for the case II operation is given
in Eqs. (1.12) and (1.13).

Fig. 1.3 Equivalent circuit when SW is OFF
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[
i̇L
V̇c

]
=

⎡
⎣−

(
rL + RLrC

RL+rC

)
1
L − 1

L(
RL

RL+rC

)
1
C − Vc

RLC

⎤
⎦

[
iL
Vc

]
(1.12)

Vo =
[(

RL

RL + rC

)
rC1

][
iL
Vc

]
(1.13)

The system, input and output matrix is identified from Eqs. (1.12) and (1.13) is
given in Eqs. (1.14), (1.15) and (1.16), respectively.

A2 =
⎡
⎣−

(
rL + RLrC

RL+rC

)
1
L − 1

L(
RL

RL+rC

)
1
C − 1

RLC

⎤
⎦ (1.14)

B2 =
[
0
0

]
(1.15)

C2 =
[(

RLrC
RL + rC

)
rC1

]
(1.16)

Averaging and Small-Signal (Small AC Disturbance) Analysis

To find resultant state space model of the converter using system, input and output
matrices obtained in both the cases, i.e. from Eqs. (1.6) to (1.8) and from Eqs. (1.14)
to (1.16), averaging is required. So this section cope with the averaging and small-
signal analysis of the converter. The average system, input and output matrices are
given in Eqs. (1.17), (1.18) and (1.19), respectively.

A = A1D + A2(1 − D) (1.17)

B = (A1 − A2)X + (B1 − B2)Vs (1.18)

C = C1D + C2(1 − D) (1.19)

The final averaged state space equation of the given converter is given in
Eqs. (1.20) and (1.21).

Ẋ = AX + BVs (1.20)

Vo = CX (1.21)
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The averaged system, input and output matrices obtained in Eqs. (1.20) and (1.21)
are concerned with steady-state response. The disturbances, i.e. variations present
around the steady-state value, are not considered in the Eq. (1.17), (1.18) and (1.19).
The small-signal (small ac disturbance) analysis is a way to include the variations in
the state spacemodelling.Onaddingvariations asd = D+d̂, x = X+x̂, vs = Vs+vs

∧

and rearranging Eq. (1.20) and re-written as Eq. (1.22).

x̂ = Ax̂ + Bvs
∧ + [(A1 − A2)X + (B1 − B2)Vs]d̂ (1.22)

After substituting the values of A1, B1, C1, A2, B2, C2 from Eqs. (1.6) to (1.8),
(1.14), to (1.16) respectively andputtingvs

∧ = 0, theEq. (1.22) is reduced toEq. (1.23)

x̂ = Ax̂ + BVsd̂ (1.23)

After applying Laplace transform in Eq. (1.23), it becomes Eq. (1.24)

x̂(s) = (s I − A)−1BVsd̂(s) (1.24)

Similarly adding deviations in D and X and after applying Laplace transform in
Eq. (1.21), results into Eq. (1.25).

vo
∧

(s) = Cx̂(s) (1.25)

On putting the value of x̂(s)x̂(s) from Eq. (1.24) in Eq. (1.25) yields Eq. (1.26)

vo
∧

(s) = C(s I − A)−1BVsd̂(s) (1.26)

So the resultant transfer function of output voltage with respect to duty cycle
perturbation is shown in Eq. (1.27)

vo
∧

(s)

d̂(s)
= C(s I − A)−1BVs (1.27)

Substituting the values of average system, input and output matrices from
Eqs. (1.17) to (1.19) in Eq. (1.27) yields Eq. (1.28)

vo
∧

(s)

d̂(s)
=

(
s + 1

RLC

)(
RLrC
RL+rC

)
Vs
L +

(
RL

RL+rC

)
Vs
LC

s2 + s
((

rL + RLrC
RL+rC

)
1
L + 1

RLC

)
+

(
rL+RL
RLLC

) (1.28)
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Type-III Compensator

An open loop non-ideal buck converter cannot maintain its output voltage constant
due to variation in supply voltage and load. This problem can be resolved by using
compensator that is used to produce constant output voltage [9, 10]. In this paper, we
present type-III analog compensator (refer Fig. 1.4) for non-ideal buck converter.

The small-signal transfer function of type-III compensator is expressed in
Eq. (1.29) as:

G( jω) = −
(
jω + ωz1

)(
jω + ωz2

)
R3C2 jω

(
jω + ωp2

)(
jω + ωp3

) (1.29)

The zeros and poles of the above transfer function are given in Eqs. (1.30)–(1.34).

ωz1 = 1

R2C2
(1.30)

ωz2 = 1

R1C3
(1.31)

ωp1 = 0 (1.32)

ωp2 = 1

R2C2
(1.33)

ωp3 = 1

R3C3
(1.34)

Fig. 1.4 Circuit layout of type-III compensator
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The phase offered by the compensator is given in Eq. (1.35)

θcomp = −2700 + tan−1 ω

ωz1

+ tan−1 ω

ωz2

− tan−1 ω

ωp2

− tan−1 ω

ωp3

(1.35)

(−180° is from the negative sign and −90° is from the pole at the origin.)

Controller Parameters Design

The K factor method can be selected for determining the values of component asso-
ciated with the type-III compensator. Also, the corresponding value of cross over
frequency (f co) should be considered first. Generally, the cross over frequency can
be taken of the range of 1/5–1/10 of switching frequency to avoid the switching
noises.

The K factor for type-III compensator is given in Eq. (1.36)

K =
[
tan

(
θcomp + 90

4

)]2

(36)

where θcomp is that phase which compensator has to be provided and is given in
Eq. (1.37).

θcomp = θdesired − θconverter (37)

By using K factor method for type-III compensator, we can theoretically boost
the phase upto 0°–180° but practically upto 160° only. It is because, if 180° is used
to boost up the phase, the K factor will become undefined. The components of the
compensator can be calculated by setting R1 it self and by following equations given
from Eq. (1.38) to (1.42):

R2 = |G( jωco)|R1√
K

(1.38)

C1 =
√
K

ωcoR2
(1.39)

C2 = 1

ωcoR2

√
K

(1.40)

C3 =
√
K

ωcoR1
(1.41)
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R3 = 1

ωco

√
KC3

(1.42)

Simulation Work

The specifications of the buck converter are tabulated in Table 1.1.
The specifications of the buck converter are tabulated in Table 1.1. Now, after

putting the specification values in Eq. (1.28), the transfer function of converter is
given in Eq. (1.43):

TF = 1.4545 ∗ 104s + 109

s2 + 0.3939 ∗ 104s + 0.5151 ∗ 108
(1.43)

The above Fig. 1.5 shows the bode plot of the open loop buck converter. We
have chosen the crossover frequency as f co = 10KHz. So, the magnitude and angle
of converter at cross over frequency are −9.19 dB and −133°, respectively (refer
Fig. 1.5).

The PWM gain is calculated and given in Eq. (1.44)

PWM (gain) = 20 log
1

3
= −9.54 bB (1.44)

Therefore, the total gain has to be compensated by the compensator at fco is given
in Eq. (1.45)

Total Gain = −9.19 − 9.54 = −18.7 dB (1.45)

Table 1.1 Specifications of
the buck converter

Description Parameter Nominal value

Input voltage V s 20 V

Capacitance C 500 µF

ESR rc 30 m�

Inductance L 40 µH

Inductor resistance rl 0.1 �

Switching frequency f s 1 MHz

Load resistance RL 3 �

Peak gain of PWM VP 3 V

Desired phase θdesired 45°

Desired output voltage Vod 10 V
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Fig. 1.5 Open loop bode plot of non-ideal buck converter

Now, by using Eq. (1.37), the phase required to compensate by the compensator
is given in Eq. (1.46), where θdesired = 45◦ and θconverter = 133◦.

θcomp = 45 − 133 = 178◦ (1.46)

Putting the value of θcomp from Eq. (1.46) to Eq. (1.36), we get the the value of K
as and given in Eq. (1.47)

K = 5.55 (1.47)

By using the above value of K and by setting R1 = 1 k�, the other parameters
of the compensator can be obtained from Eqs. (1.38)–(1.42):

R2 = 5.55 k�,C1 = 10.3 nF,C2 = 1.85 nF,

C3 = 37.5 nF and R3 = 180�

By putting above calculated values in Eq. (1.29), we get the small-signal transfer
function of type-III compensator in Eq. (1.48)

G( jω) = −1.78 ∗ 105s2 + 7.01 ∗ 109s + 6.91 ∗ 1015

s3 + 2.6 ∗ 105s2 + 1.7 ∗ 1010s
(1.48)
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Fig. 1.6 Output voltage of open loop configuration

Simulation Result

In this section, the time response analysis of the buck converter is done. The compar-
ison between the open loop response and closed loop response has been shown. Also
the effect of load and ESR(s) variations has been presented through the MATLAB
simulation results.

Comparison: Time Response Analysis

The output voltage response for the open loop configuration is shown in Fig. 1.6, in
which the output voltage is settled with an average value of 9.14 V but the required
or desired output voltage is 10 V.

Therefore, there is a significant error of 8.6% in the output. Whereas, the output
voltage response of the closed loop configuration is settled at desired value of
10 V with settling time of 4 ms and with steady-state error of only 0.3% which
is significantly low (Fig. 1.7).

Load Variation

Figure 1.8 shows the variation of output voltage with respect to the variation in load.
At t = 0.025 s, the load changes from 3 to 6 � and the output voltage settled within
0.004 s at 10 V with 0.3% of ripple, which makes the closed loop configuration
robust and a source of regulated power supply
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Fig. 1.7 Output voltage of closed loop configuration

Fig. 1.8 Output voltage variation with respect to load changes

Conclusion

It can be seen from the simulation results that the type-III compensator can effectively
take care the non-ideality present in buck converter. The type-III compensator is being
used with non-ideal buck converter to obtain a stable (phase margin of closed loop
configuration comes out to be 52°) with significantly small steady-state error than
open loop configuration. Also, the presented converter can take good care against
the load variation which makes it robust controller. And as the output voltage is less
affected by the load variation makes the overall system “a source of regulated power
supply”.
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Chapter 2
Vector Error Correction Model for
Distribution Dynamic State Estimation

C. M. Thasnimol and R. Rajathy

Introduction

From the period 1960s, state estimation is being widely applied by transmission
systemoperators for the foolproof operationof transmission systems.One-waypower
flow and passive nature of the distribution system are the major obstacles for the
popularity of state estimation in the distribution systems. State estimation is highly
essential for the execution of distribution automation applications because of the
increased proliferation of distributed energy resources (DER) and demand response
programs. Due to the absence of a real-time monitoring system in the conventional
distribution system, the distribution network cannot be automated. Accurate state
estimation demands complete observability of the system, which is now possible
with the advent of micro-phasor measurement units (Micro-PMU).

Most of the researches concentrate on static state estimation of the distribution
system.Major problemswith static state estimation aremeasurement availability and
measurement intervals. It is highly essential to have corrective and preventive control
actions and regular watch of the system states for a proper and secure distribution
system operation. The state estimated by the static state estimator actually represents
the past state of the system. But this will not be an issue in the traditional distribution
system where the states will not change considerably during the time frame of state
estimation. At present, there is a high degree of intervention of distributed energy
resources (DER) in the distribution network. This will result in a change in sub-
second levels of system states. Electric vehicles and microgrids are also causing
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uncertainty in the distribution system. All these factors highlight the importance of
forecasting capabilities of state estimator.

Time series forecasting techniques can be broadly classified into univariate and
multivariate forecasting. The various statistical uni-variate modeling techniques
include Auto-Regression (AR), Naive2, Auto-Regression Integrated moving Aver-
age (ARIMA), Seasonal ARIMA (SARIMA), Exponential Smoothing, etc. Vector
Auto-Regression (VAR) [1], Vector Auto-Regression Moving Average (VARMA),
and Vector Error CorrectionModel (VECM) are examples of multivariate time series
analysis problems. A VAR(1) model is proposed in [2] to capture the temporal and
spatial correlation among multiple nodal voltage time series. VAR model is deter-
mined based on the characteristics of the data, and there is no need for theoretical
information about the relationships that exist between the variables. Theonly assump-
tion that has to be taken while modeling the VAR model is the stationarity of the
variables. If the variables are not stationary, it should be converted into stationary by
taking the difference. VAR model can be set up employing the statistical properties
of the data. If there exists a co-integrating relation among the time series, the VECM
model can be established from the VAR model [3].

This work is motivated by the challenges of growing proliferation of DER which
will remarkably increase the risk of the sudden change in grid states within a small
time interval to anomalous levels. This chapter is organized as follows. Section
‘Introduction’ gives a brief introduction about dynamic state estimation and differ-
ent time series methods employed for power system state estimation. Section ‘Prob-
lem Formulation’ presents the test system and discusses the training data generation
employed in this chapter. Formulation of Vector Auto-Regression (VAR) model is
discussed in Sect. ‘Vector Auto-Regression (VAR)’ and state forecasting using the
VECM model is presented in Sect. ‘VECM Based State Forcasting’. Section ‘Con-
clusion’ presents the results of the study and thereafter conclusion.

Problem Formulation

The Distribution Dynamic State Estimation (DDSE) is modeled as a multivariate
time series forecasting problem. The objective is to predict y, a stalk of multiple
voltage time series.

Test System

Test system considered in this study is the standard IEEE 13 bus system. IEEE 13
bus system is an unbalanced system consisting of 13 buses and 40 nodes. The state
matrix of the system consists of 80 variables including 40 variables representing
voltage magnitudes and another 40 variables representing voltage angles. For the
present study, we have considered only the forecasting of voltage magnitude; hence,
total variables to be forecasted at any instant of time are 40 for this system.
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Fig. 2.1 Simulation setup for dynamic state estimation

Training Data Generation

The training data is created through simulation which is done in OpenDSS through
a Python COM interface. Simulations are done using real load data taken from the
New York Independent System Operator’s (ISO New York) database [4]. Real load
data archived by ISO New York is fed as the load curve for our test system, and the
state variables are estimated for all the nodes. We have used 20 months load demand
data starting from 1-1-2018 till 9-10-2019. The first 18 months data are used for
training the model, and the last two months data are used for validation purpose. The
ISO New York’s data contains load data of nine buses reported at an interval of 5
min. A total of 123456 data points are there in the load data of each bus. The training
data generated from OpenDSS load flow studies are in the form of time series data
with time labels. Figure 2.1 illustrates the dynamic state estimation process using
python OpenDSS COM interface.

Vector Auto-Regression (VAR)

Vector Auto-Regression (VAR) is first proposed by Sims in 1980 [5]. VAR is a
multivariate time series forecasting method which is suitable when the relationship
between time series are bi-directional. It is an autoregressive method similar to AR,
ARMA, and ARIMA in the sense that the future values can be forecasted based on
the past or time-delayed variables. The difference between the basic autoregressive
method is its bi-directional nature. The future values of the series not only depend on
its own past values but also on the delayed variables of the other time series. The basic
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assumption in the VAR model is that each variable at any instant of time depends
on its own past values and also on the past instances of other related time series.
Therefore, each variable can be expressed as a linear combination of its own past
values and the past values of other time series. VAR can understand the relationship
between variables and can use this relationship to predict the future values of these
variables. The basic representation of an autoregressive model is given in Eq. 1,
where a is a constant, bn is the coefficient of nth delay term Yt−n , and e is the error
which is assumed as the Gaussian white noise.

Yt = a + b1 ∗ Yt−1 + b2 ∗ Yt−2 + b3 ∗ Yt−3 + · · · + bn ∗ Yt−n + e (1)

If there are multiple time series that are influencing each other, then the current and
future values of each time series in the system depends on its own time lags and also
on the lagged values of the other time series in the system as shown in Eq. 2

Y1t = a1 + b11,1 ∗ Y1t−1 + b12,1 ∗ Y1t−1 + b13,1 ∗ Y1t−1

Y2t = a2 + b21,1 ∗ Y2t−1 + b22,1 ∗ Y2t−1 + b23,1 ∗ Y3t−1

Y3t = a3 + b31,1 ∗ Y4t−1 + b32,1 ∗ Y4t−1 + b33,1 ∗ Y4t−1

(2)

Equation 2 shows the VAR(n) model for a multivariate time series. In general, a
standard n variable VAR model with lag p can be represented as in Eq. 3.

Yt = a +
p∑

i=1

bi ∗ Yt−i (3)

where Yt is the vector of multivariate time series of order k × 1, a is the vector of
intercepts, and bi is the vector of coefficient vectors.

Stationarity of the data should be checked before feeding into the model, and if
found non-stationary should be converted into stationary by taking the first difference
of the data or first difference of the logarithm of the data. For applying the VAR
model, the first difference or the first difference of the logarithm of data should be
stationary. Further, if the first difference is co-integrating, we can employ Vector
Error Correction Model (VECM) which is a modified version of VAR.

Co-integration and Vector Error Correction Model (VECM)

The order of integration I (d) is the minimum number of differencing operations
required to make a time series stationary [6]. Co-integration is a statistical property
of a set of time series. If the order of integration of the linear combination of a set
of time series is less than that of the individual series, then the set of time series are
said to be co-integrated. If a set of time series is co-integrated, then they may exhibit
a long run statistically stable equilibrium although they are exhibiting dynamical
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relationship in the short run [7]. If the first difference is found co-integrated, then
we can apply Vector Error Correction Model (VECM) which is a modified version
of VAR.

VECM [8, 9] is a restricted VAR [10], in which the time series to be forecasted
are co-integrated [11]. The authors of [12] compared the forecasts generated from
the VECMmodel with that from the VARmodel and found out that VECM is giving
better forecast with smaller squared forecast error. The co-integrating relationship
between the time series and the co-integration rank is estimated using a VAR model
fitted with the data. The estimated co-integrating rank from theVARmodel should be
given as one of the parameters for establishing the VECMmodel. The co-integrating
rank is equal to the difference between the number of variables or the number of
time series in the system and the number of co-integrating vectors [13]. Subtracting
Yt−1 from both sides of Eq. 2 gives a VECM model for multivariate time series [14]
as given in Eq. 4.

ΔYt = a +
p∑

i=1

Γi Yt−i + �Yt−i (4)

VECM Based State Forcasting

Various steps involved in VECM based state forecasting is shown in Fig. 2.2 and is
explained in detail in the following subsections.

Understand the patterns in the time series and time series decomposition The goal
of statistical time series analysis is to find out the patterns in the series and to
find out the relationship between various time series. This information is used for
predicting the outcome over time. Time series can be stationary or non-stationary.
The properties of a stationary time series do not depend on the time of origin of

Fig. 2.2 Flow diagram of VECM
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the data, whereas a non-stationary time series data is dependant on the time of
observation. The time-series data may exhibit seasonal variations and increasing
or decreasing trends. A time series with seasonal properties or trends are not sta-
tionary as the observed values vary with respect to time. Before giving in to the
algorithm for training, it is important to analyze the time-series data to find out
the presence of seasonality or trends.

Auto-correlation and cross-correlation Correlation coefficient gives a measure of
similarity between two different time series data or it gives the similarity between
two data points of the same series at different times. Auto-correlation plot shows
the correlation between the present values of the time series and the past values.
Cross-correlation is a measure of the correlation between different time series.

Split the series into training and testing data The time series should be in chrono-
logical order before the splitting operation. In normal series, we can do the random
splitting of data, but in time series data, the order of the series is important, and
hence, the chronological order should be considered while splitting the series into
train and test series.

Check for stationarity A stationary time series is the one who’s mean and vari-
ance wil not vary with respect to time. Most of the machine learning methods
assume a stationary time series as the input, and hence, it is important to check
the stationarity before giving to the model for training. There is a collection of
test called unit-root tests for checking the stationarity of time series. The most
popular tests are the augmented Dickey–Fuller test (ADF Test), KPSS test, and
Philip–Perron test. We have employed the augmented Dickey–Fuller test (ADF
Test) for checking the stationarity. If the series is found to be non-stationary, it
should be converted into stationary series before fed into the algorithm.

Transform the series to make it stationary There are two methods for converting
a given series into stationary series. The first method is to difference the series
once and check for stationarity. If it is still non-stationary, do differencing again
and check again. The second method is to take the logarithm of the series. We
have employed the second method for making the series stationary. Differencing
operation reduces the length of the differenced time series by one. Since all-time
series in the system should be having the same length, it is better to do differencing
for all the time series in the system if anyone is found to be non-stationary.

Test for causation among the time series—Granger’s causality test An important
assumption in multivariate time series analysis is the interdependency between
the different time series in the system. Future values of a time series will be influ-
enced by the present and past values of the same series and present and past values
of the other time series in the system. Granger’s causality test [15, 16] helps to
determine the influence of each time series on one another. Granger’s causality
test assumes a null hypothesis that the different time series in the system does
not cause each other. The basic principle of Granger causality analysis is to test
whether past values of a variable X (the driving variable) help to explain current
values of another variable Y (the response variable) [17].

Estimation of VAR model The auto-correlation function ACF plot shows how the
present values are influenced by past values. Multicollinearity issues arise due to
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excessive correlation between independent variables. The multicollinearity prob-
lem should be removed before doing any auto-regression modeling. We can get
the relevant features or an approximate order of AR process using partial auto-
correlation function PACF plots as it will remove the features which are already
defined by earlier lags. The lag order selection can be done more accurately by
employing aVARmodel fittedwith variables at the level. Four information criteria
are available for deciding the lag order. The common procedure to find out the lag
order is to examine the different information criteria using different VAR models
and choose the one which will give the minimum value. But, out of the four meth-
ods for lag order selection, AIC, is recommended for forecasting purpose [18],
and it selects the best model which is having the smallest squared forecast error.

Cointegration test Co-integration test helps to find out the statistically significant
connection between the time series in the system. If the linear combination of the
time series in the systemhas an order of integration less than that of individual time
series, then system of time series is said to be co-integrated. Order of integration is
the number of differencing operations needed to transform a non-stationary time
series into a stationary one. Johansen test for co-integration [19, 20] can be used
to test co-integration between any number of time series up to 12.

Estimation of VECM model VECM is a restricted VAR in which the time series
to be forecasted are co-integrated. For specifying a VECM model, we need the
lag order and the co-integrating rank of the system [21]. The co-integrating rela-
tionship between the time series and the co-integration rank is estimated using a
VAR model fitted with the data. The co-integrating rank is equal to the difference
between the number of variables or the number of time series in the system and
the number of co-integrating vectors.

Roll back the transformations After training themodel using the transformed train
dataset, the model should be validated using the test dataset. Since the forecasted
output of the test data will be on the scale of the differenced data, it should be
converted back into the original level. This is done by taking de-differencing and
anti-log transformation of the data.

Results and Discussion

Time series patterns and time series decomposition Figure 2.3 shows the patterns
in the voltage data of four nodes in the system. Figure 2.4 shows the trend, season-
ality, and residual component of the time series data. It is clear from the graph that
our time series data contain a remarkable seasonal component. Also it does not
show any increasing or decreasing trend. For making forcast, the first 18 months
state vectors are used for training purpose, and the remaining two months data
are used for validation.

Augmented Dickey–Fuller test (ADF Test) We have employed the augmented
Dickey–Fuller test (ADF Test) for checking the stationarity. For ADF test,
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Fig. 2.3 Time series pattern

Fig. 2.4 Time series decomposition

significance level is assumed as 0.05; 1% critical value is taken as −3.431; for
5%, it is −2.862; and for 10%, it is −2.567. Result of ADF test on bus 684.3 is
given below. Series is not stationary. Therefore, we have to convert it into a sta-
tionary series before fed into the algorithm. ADF test on bus 684.3 before and after
log transformation and first differencing is given in Table 2.1. The series is non-
stationary before applying transformation and differencing operation, but became
stationary after doing differencing of the log-transformed data. Differencing
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Table 2.1 Augmented Dickey–Fuller test
Before log transformation and differencing After log transformation and differencing

Node Test
statistic

No. lags
chosen

P-value Inferance Test
statistic

No. lags
chosen

P-value Inferance

650.2 −4.0829 36 0.001 Stationary −5.7765 35 0 Stationary

633.1 −2.0537 24 0.2635 Non-
stationary

−23.2294 23 0 Stationary

634.1 −2.4531 36 0.1273 Non-
stationary

−12.4413 35 0 Stationary

671.1 −2.2102 36 0.2026 Non-
stationary

−16.3226 35 0 Stationary

645.2 −3.3651 36 0.0122 Stationary −22.4445 35 0 Stationary

646.2 −3.2234 36 0.0187 Stationary −16.3226 35 0 Stationary

692.1 −3.0618 36 0.0295. Stationary −22.4445 35 0 Stationary

675.1 −2.1971 36 0.2073 Non-
stationary

−16.3037 35 0 Stationary

611.3 −2.0534 18 0.2637 Non-
stationary

−30.579 17 0 Stationary

632.1 −2.5298 30 0.1084 Non-
stationary

−23.6629 29 0 Stationary

680.1 −3.1012 24 0.0265 Stationary −15.9049 35 0 Stationary

684.1 −2.1888 36 0.2104 Non-
stationary

−16.3344 35 0 Stationary

operation reduces the length of the differenced time series by one. Since all-time
series in the system should be having the same length, it is better to do differencing
for all the time series in the system if anyone is found to be non-stationary.

Granger’s causality matrix Figure 2.5 shows the plot ofGranger’s casualitymatrix.
The value given in each cell is the p-value or the casuality between the corre-
sponding variables. If a given p-value is < significance level (0.05), then the
corresponding driving variable (x-axis) causes the response variable (y-axis). It is
clear from Fig. 2.5 that the voltages in each bus are greatly influenced by the other
bus voltages. Therefore, we can reject the null hypothesis assumed by Granger’s
causality test, which implies a strong interdependency between different time
series in our system.

Estimation of VAR Model

Auto-correlation function (ACF) Figure 2.6a shows the ACF plot of the node
‘650.1’. The ACF plot shows how the present values are influenced by past values.
The light blue shaded area represents the confidence interval. From the ACF plot,
it is clear that the node ‘650.1’ has very good positive correlation up to a lag of
280, the point where it cuts the upper confidence interval. But we cannot use all
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Fig. 2.5 Granger’s casuality matrix

(a) ACF plot for bus 650.1 (b) PACF plot for bus 650.1

Fig. 2.6 Auto-correlation plots

of these 280 lags for modeling the AR process, as it will create multicollinearity
issues.

Partial auto-correlation function (PACF) We can get the relevant features or the
order of the AR process using PACF plots as it will remove the features which
are already defined by earlier lags. Figure 2.6b shows the PACF plot for the node
‘650.1’. In the PACF plot, the upper and lower dotted lines represent confidence
boundaries based on 95% confidence interval. From the plot, it is clear that the
optimum order or the ‘p’ value of our AR process is ‘5’. This is the point where
the PACF plot cuts the upper confidence interval. We can model our time series
forecasting problem as an AR process having an order of 5, which means that
the future values of the series or the target value can be expressed as a linear
combination of the past five values in the series.
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Table 2.2 Lag order selection

Lag order AIC BIC FPE HQIC

1 −623.65110 −622.2817 1.41829e–271 −623.1849

2 −634.0839 −631.3776 4.1767e–276 −633.1626

3 −635.694 −631.65085 8.3448e–277 −634.31795

4 −639.66143 −634.28025 1.579945e–278 −637.8295

5 −628.7662 −622.04723 8.5202e–274 −626.4788

6 −648.0617 −640.0047 3.553e–282 −645.3188

7 −657.998 −648.6032 1.7189e–286 −654.800

8 −647.7825 −637.0486 4.70130e–282 −644.1283

9 −650.219 −638.1464 4.11383e–283 −646.1092

Choosing the lag order Table 2.2 shows the results of the lag order selection using
four different methods. From the table, it is clear that 7th lag, all the four criteria
are giving the lowest value. Therefore, the optimum lag order can be chosen as 7.

Cointegration test Since our problem contains more than 12-time series, Johansen
test is first conducted between the first 12 time series, and the process is repeated
to get the co-integration between the other variables also. It is found out that there
are 40 co-integrating vectors in the system. The rank of co-integration found from
Johansen test for co-integration is 1.

Estimation of VECM model In our case, we have 41 nodes in our system; hence,
there are 41 voltage-time series, and the number of co-integrating vectors is found
to be 40 from Johansen co-integration test. Therefore, the co-integrating rank of
our model is 1. Figure 2.7 shows the error plot between original and VECM
forecasted data. Table 2.3 shows the performance evaluation of VECM.

Conclusion

Dynamic state estimation of the distribution system has been modeled as a multi-
variate time series problem. Training data for state forecasting is generated through
simulations done in Python OpenDSS COM interface. VARmodel is estimated first,
and various statistical analyses have been done on the fitted VAR model to iden-
tify the underlining patterns and the characteristics of the voltage-time series data.
Finally, vector error correction model is employed for multivariate voltage forecast-
ing problem. It is found that the performance of VECM is satisfactory with respect
to all the performance factors considered.
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Fig. 2.7 Forcasting error

Table 2.3 Performance evaluation of VECM

Method Mean absolute error Mean squared error Root mean squared
error

VECM 0.06089116 0.0037082187 0.06089514
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Chapter 3
Optimal Battery Charging Forecasting
Algorithms for Domestic Applications
and Electric Vehicles by Comprehending
Sustainable Energy

S. Parvathy, Nita R. Patne, and T. Safni Usman

Introduction

Plug-in hybrid electric vehicles are driving popularity owing to various grounds.
They are commodious, silent, visually appealing and produce less air pollution in the
environment. PHEVs have the inherent capacity to cut down the fossil energy intake
resulting in reduced greenhouse gas emissions [1]. PHEVs enhance the coupling of
sustainable energy sources like wind energy and solar energy [2].

The national grid in its present position has not yet completely inclined to the
large degree of PHEV penetration [3]. There exist quite a number of problems in the
charging process of PHEVs, where there is an inconsistency related to the number
of batteries and the energy demand put forward by each battery which in turn leads
to a predicament in DSM [4]. Uncoordinated charging process may lead to various
economic and technical problems such as extensive voltage fluctuations, depraved
system efficiency and increased probability of blackouts due to network overloads
[5].

Researchers have developed algorithms for the charging of multiple PHEVs in
the smart grid based on minimization of total cost of generation and grid energy
losses, though the inclusion of renewable energy resources was not considered [6–
8]. Moreover, the charging priority was assigned based on the payment made by
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the owner of the PHEV rather than considering the SOC of the battery or the time
duration for which the PHEV will be available for charging [9–11].

Also, the existing literature gives less importance to the idea of DSM. The major
advantage that DSM put forwards is cost effectiveness and will have a reasonable
impact on the load rather than installing storage devices or constructing a power plant
[12]. DSM handles the customer demand with almost efficiency. In the proposed
research, an attempt has been made to improve the efficiency of battery charging
algorithm by employing DSM techniques and day ahead pricing [13, 14]. The algo-
rithms developed in this paper consider load shifting technique which shifts the load
from peak to off-peak time of day.

The paper is arranged into two main sections. First section discusses an algorithm
for the day ahead scheduling of charging time of a residential inverter battery in the
house hold, where grid is the energy supplier. Second section discusses a real-time
algorithm for a parking garage charging system for PHEVs at a work place where
solar energy is the main energy supplier along with grid.

A. Residential inverter battery charging schedule algorithm

Methodology

The proposed algorithm schedules the charging slots for the charging of household
inverter battery depending on day ahead price [15]. The day ahead pricing used for
billing has been taken from Ameren Corporation, Illinois [16, 17]. The algorithm
optimizes the energy consumption by charging the battery when the demand is low.
By load shifting technique, the peak load on the utility reduces which cuts down the
consumer energy cost. The day ahead price for the demand is obtained online and
offline analysis is done. The major part of the algorithm deals with the classification
of day ahead prices into high, medium and low ranges. Three strategies are proposed
based on which the algorithms are developed further.

I. Classifying algorithms
1. Elementary algorithm: The day ahead prices are obtained for the next 24 h of the

day and are classified into equally sized sets of low (L), medium (M) and high
(H) categories.

2. Statistical algorithm: The day ahead prices obtained are classified into three cate-
gories based on statistical parameters of the data, e.g. mean, variance, standard
deviation, etc. When classification is done based on this strategy, it is not manda-
tory that all the three classes (i.e. L, M and H) will be equally sized but may vary
depending on the variance of the data.

3. Clustering algorithm: Cluster analysis is an unsupervised classification of objects
which creates groups or clusters of data. Objects are classified such that the same
cluster will hold very similar objects and objects in different clusters will be
distinct.
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Clustering analysis involves three major steps [18].

1. Representing pattern
2. Measuring pattern proximity
3. Grouping or clustering.

Representing the pattern is the important task in pattern recognition. It refers to
the available scale, number and type of features, number of available patterns, and
number of classes. It may include feature selection, i.e. identifying the most appro-
priate subset among original features to be used in clustering. Pattern proximity is
generallymeasured bydistance functions definedonpattern pairs.Diverse techniques
like Euclidean distance, probabilistic distance, or another metric are employed for
measuring the distance, i.e. similarity between two patterns. Grouping step can be
completed in a variety of ways. The clusters developed may be hard (i.e. the data
being classified) or fuzzy (i.e. the patterns will have a variable degree of freedom in
the developed clusters). In this paper, clustering analysis is done with two different
methods.

1. k-means clustering [18, 19].
2. Hierarchical clustering [18–20].

Based on the above two techniques, an algorithm is proposed for scheduling the
charging time of household inverter battery. The low-price slot is filled at priority
followed by medium. High-price slots are filled at least priority. Figure 3.1 shows
steps involved in charging algorithm.

Results and Discussion

Day ahead price (dap) of energy varies with load on the utility, i.e. the demand. The
consumer demand depends on time of day as well as season of the year. Figure 3.2
shows the 24 h variation of dap with four seasons of the year. Generally in the
evenings when the demand is high, dap rises, while at night dap lowers as the demand
falls, during daytime dap holds moderate values, but in winter due to excessive
heating loads connected, demand shoots even in the morning so as the dap. k-means
clustering algorithm classifies dap into three groups, L, M and H. Figure 3.3 shows
the classification, and centroid of each cluster is marked. It also shows the range of
the each cluster to which data is classified.

Figure 3.4 shows the dendrogram developed by hierarchical clustering algorithm.
The numbers along the horizontal axis represent the indices of the objects in the
original data set. The links between objects are presented as upside-down U-shaped
lines. The height of the U shows the distance between the objects. For example, the
link representing the cluster containing objects 11 and 21 has a height of 0.00203.
The link representing the cluster that group the above cluster together with objects
6, 9, 18, 10, 8 and 20 has a height of 0.00483. The link representing the cluster that
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Fig. 3.1 Inverted battery charging algorithm—workflow

groups all the objects has a height of 0.01358. The height represents the distance
computed between objects.

Here, the clusters are formed by natural grouping. the cophenetic relation for a
hierarchical cluster tree is the linear correlation coefficient between the cophenetic
distances obtained from the tree, and the original distances (or dissimilarities) are
used to develop the tree. Hence, cophenetic correlation determines the accuracy
involved in finding dissimilarities among observations.

The cophenetic distance between two observations is represented in a dendrogram
by the height of the link at which those two observations are first joined. That height is
the distance between the two subclusters that are merged by that link. The cophenetic
correlation coefficient value should be very close to 1 for a high-quality solution.
Here, the value obtained is 0.9281.

Dap of one particular day is considered for analysis. Table 3.1 shows the results of
classification of dap into low,medium and high prices by all the strategiesmentioned.
The size of each cluster varies with the method employed. In elementary algorithm,
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Fig. 3.2 Seasonal dap variation

Fig. 3.3 Clustered groups
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Fig. 3.4 Dendrogram developed by hierarchical clustering

24 h slots are divided into three equal slots having 8 h of low,medium and high energy
prices. By statistical approach, the clusters hold unequal number of time slots. Low-
price cluster holds 9 h, medium-price cluster holds 9 h and high-price cluster holds
6 h. With k-means algorithm, low-price group holds 13 h, medium-price group holds
7 h and high-price group holds 4 h. Hierarchical algorithm puts 8 h in low-price
cluster, 9 h in medium-price cluster and 7 h in high-price cluster. The advantage of
grouping energy prices into low, medium and high slots is the reduction in billing
price gained by the consumer. Figure 3.5 shows the charging schedule developed by
the algorithm for charging house hold battery, by analysing three possible charging
times of 8, 15 and 20 h.

Figure 3.6 compares the daily bill of the consumer owing to the battery charging.
Appreciable savings are obtained via the introduction of DSM strategy. The load
being shifted to off-peak time resulted in savings to the consumer. Table 3.2 shows
the possible yearly energy savings that can be obtained by the consumer by adapting
the load shifting technique. For different charging times, the obtained energy savings
are included. Analysis shows that the charging algorithm is capable of providing
2–5% savings depending on the charging duration on inverter alone.

Ideally the cost of energy consumption remains same for all methods employed.
The advantage of one method over the other comes in the rate of charging. For
instance, when the medium-price cluster is distributed in various slots along the
whole day, the time taken for completing the charging process will be stretched
across the day. On the other hand, if the medium-priced slots are concentrated at
one part rather than being distributed, the possibility of charging getting completed
quickly is high, i.e. the system need not wait for the farther medium slot to reach but it
canmove on to the next higher price. However, there should not bemuch compromise
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Table 3.1 Clusters formed

Time Dap ($) Algorithm

Elementary Statistical k-means Hierarchical

00:00–01:00 0.02305 L L L L

01:00–02:00 0.0224 L L L L

02:00–03:00 0.02261 L L L L

03:00–04:00 0.02206 L L L L

04:00–05:00 0.02171 L L L L

05:00–06:00 0.02204 L L L L

06:00–07:00 0.02338 M M L M

07:00–08:00 0.0245 M M M M

08:00–09:00 0.02499 H M M M

09:00–10:00 0.02527 H M M H

10:00–11:00 0.02531 H H M H

11:00–12:00 0.02461 M M M M

12:00–13:00 0.02369 M M L M

13:00–14:00 0.02314 M L L M

14:00–15:00 0.02321 M M L M

15:00–16:00 0.02489 M M M M

16:00–17:00 0.03116 H H H H

17:00–18:00 0.03232 H H H H

18:00–19:00 0.03071 H H H H

19:00–20:00 0.02927 H H H H

20:00–21:00 0.02637 H H M H

21:00–22:00 0.02376 M M L M

22:00–23:00 0.02227 L L L L

23:00–00:00 0.02244 L L L L

on the billing cost, i.e. for the system to be optimized it should give a hand-in-hand
solution with low pricing and reduced charging time. From analysing dap of different
days of various seasons, it is observed that k-means clustering algorithm comes out
with the most optimized solution of reduced time and price.

A. PHEV Parking Garage Charging System

Methodology

In this section, an optimizing algorithm is proposed for scheduling the optimal
charging of PHEV in a parking garage. The parking garage under consideration
is in a company located in Bangalore, India and has three working shifts (06:00



36 S. Parvathy et al.

Fig. 3.5 Charging schedule for household battery

Fig. 3.6 Comparison of daily billing price
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Table 3.2 Estimated savings in energy price

Charge Energy price ($) Savings ($)

hours Without DSM With DSM Per day Per month Per year

8 0.18175 0.17858 0.00317 0.0951 1.15705

15 0.35197 0.34487 0.0071 0.213 2.5915

21 0.52669 0.50097 0.02572 0.7716 9.3878

Table 3.3 Data collected

S. No. Data Frequency Source

1 Solar radiation at location (historical data) Hourly IMD

2 No. of vehicles parked Shiftwise Site survey

3 Battery capacity of vehicles One time Site survey

4 Time duration available for charging Shiftwise Site survey

5 Battery SoC pattern Daily Site survey

6 Distance travelled by vehicles Daily Site survey

AM–02:00 PM, 02:00 PM–10:00 PM, 10:00 PM–06:00 AM). The data required
is collected through site survey as given in Table 3.3 and algorithm recommends
the specification of solar panel required to be installed for maximum utilization of
available solar radiation.

Solar PV Output Power Forecasting Model

For the operation of PHEV parking garage in real time, the solar PV power output
needs to be predicted accurately. One year historical solar radiation data of the loca-
tion is employed to predict the day ahead solar generation [21–23]. The power output
of solar PV panel is predicted with forecasted solar radiation data and specifica-
tions for solar PV panel are recommended. Charging losses are considered while
prediction.

PHEV Power Demand Forecasting Model

To develop an authentic algorithm for scheduling charging slot of PHEVs, the general
pattern followed in the number of vehicles, battery SOC, etc., need to be familiarized
thoroughly and these data need to be depicted for analysis. Hence, the probability
distribution function of these random variables is a prerequisite.
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Here, the probability distribution function is developed using log-normal distri-
bution, which is a continuous distribution of a random variable whose logarithm is
normally distributed, i.e. when X, the random variable is distributed log—normally
then, Y = log(X) has a normal distribution.

Probability density functions of a random variable x is determined as,

N (ln x;μ : σ) = 1

σ
√
2π

exp

[−(ln x − μ)2

2σ 2

]
(3.1)

A change of variables must conserve differential probability.

N (ln x)d(ln x) = N (ln x)
d ln x

dx
dx

= N (ln x)
dx

x
= ln N (x)dx (3.2)

ln N (x;μ:σ) = 1

xσ
√
2π

exp

[−(ln x − μ)2

2σ 2

]
, x > 0 (3.3)

The required random variables include:

1. Parking duration: the distribution of PHEVs daily parking time duration.
2. Net miles driven: based on the site survey and analysing the driving pattern

statistics, the daily travel distance of phevs are known
3. Power consumed by PHEV: power consumed by PHEV when plugged into the

parking garage charging system.

With a view to head off severe equipment causality, the PHEV batteries should
not be over discharged. The battery SOC of PHEVs should remain within 10–80%
of the total rated capacity. As PHEVs have the ability to use both fossil fuel energy
and electrical energy, it stops discharging when the SOC is below 10% of the rated
capacity. The power demand of PHEV, i.e. PPHEV, can be obtained with support
from probability distribution function (PDF) of daily parking duration and daily
travel distance.

The constant charging power demand of PPHEV when energy consumption is
less than 80% of battery capacity is given by

PPHEV = Md ∗ Em

Ot − It
(3.4)

The constant charging power demand of PPHEV when energy consumption is
equal to or more than 80% of the battery capacity is given by,

PPHEV = 80% ∗ Bc

Ot − It
(3.5)

where
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Md PHEV’s daily travel distance.
I t PHEV’s in time.
Ot PHEV’s out time.
Em PHEV’s energy consumption per mile.
Bc cPHEV’s battery capacity.

Step 1 Preliminary analysis is carried out on the data collected regarding the avail-
ability of solar radiation and expected solar panel output at the site in order
to make proper recommendations regarding solar PV panel installation.

Step 2 Proposed algorithm schedules charging time and slot for PHEVs being
parked in the garage based on data collected regarding the nature of PHEVs
and solar panel output. Required PHEV data is loaded from system details
and power demand of PHEV, PPHEV is calculated by Eq. (3.5) and Fig. 3.7
shows the work flow of the optimizing algorithm.

Results and Discussion

The parking garage in a work place is under consideration here. The building has
a roof area of 5000 m2 for the installation of panels. The garage holds 150 car
parking slots where an average of 100 vehicles will be parking daily during each
shift. Analysis is done considering morning shift. Figure 3.8 shows the forecasted
PV panel output for a day. Maximum and minimum radiations obtained are found to
be 0.554MJ/m2 and 0, respectively.As the conversion factor is low, the corresponding
PV panel output, considering 15% efficient system (including efficiency of panel and
battery charging efficiency) is 0.0831MJ/m2, which will efficiently meet the demand
of parked PHEVs.

Figure 3.9 shows the constant power requirement of PHEVs parked.Due to similar
daily routine observed by drivers, the power demand of PHEVs is comparable. Fixing
SoC variation between 10 and 80% of the total battery capacity, maximum power
demand on a regular working day is 4.3 kW with 0.0352 kW being the minimum
load demand.

Figure 3.10 shows battery SOC of the PHEVs after completing the charging
duration. Comparison shows the efficiency of algorithm in maintaining SOC at 80%
of the battery charge, though SOC requirement is met in both the cases.

After analysing the PHEV power demand for different days (i.e. normal working
days, working days after holiday, etc.), the maximum demand on the system comes
up to 175 kW, hence solar PV panels of 200 kW is suggested. With the basic thumb
rule of solar PV generation of 10 m2 for 1 kW, 2000 m2 area will be required for
installation, which is readily available [21–23]. Considering the electricity tariff, for
charging 100 vehicles during first shift with aminimumduration of 2 h, the net billing
amount is around 50,000 Rs which is hundred percent savings with installation of
solar PV panels.
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Fig. 3.7 Flow chart of
optimizing algorithm

Conclusion

The first part of the paper has proposed an algorithm for scheduling the charging
time of residential inverter battery. Day ahead price of electrical energy varies with
variation in demand.Consumer demandvarieswidelywithin a day and is also prone to
seasonal changes. Hence, the load scenario is difficult to predict. However, demand-
side management still has scope with flexible loads, when the consumer is willing
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Fig. 3.8 Forecasted solar radiation and PV panel output

Fig. 3.9 PHEV power demand

to shift the load from peak to off-peak, it reduces the demand on the grid along with
reduced energy cost for the consumer. The developed algorithm assists in scheduling
the charging time of batteries by choosing the lowest electricity price slots and thus
resulting in economic savings to the customer. The paper also discussed an optimizing
algorithm for PHEV battery charging. The major part of the load is supplied by
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Fig. 3.10 SOC without and with optimizing algorithm while leaving garage

solar PV panels. The algorithm includes an intelligent charge scheduling system
that classifies PHEVs to be charged according to the state of charge of the battery,
time duration of parking, etc., and attributes optimized time slots for charging these
PHEVs.
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Chapter 4
Performance Index-Based Coordinated
Control Strategy for Simultaneous
Frequency and Voltage Stabilization
of Multi-area Interconnected System

Ch. Naga Sai Kalyan and G. Sambasiva Rao

Introduction

The stability of interconnected system is substantiated only by controlling the devia-
tions in both frequency and voltage. These deviations can be reduced by LFC loop by
making use of speed governing action and AVR loop through generator excitation.
AVR is coupled to the LFC loop through cross-coupling coefficients [1]. A lot of
research work is available on LFC and AVR separately. AVR coupling is desired
to be considered in order to investigate the system in a more practical approach.
However, the excitation system is coupled to generation control loop through week
coupling coefficients, and the effect of voltage control loop on frequency control
loop is prominent. A few investigations are available on combined LFC and AVR
model. In [2], analysis is carried out on combined LFC and AVR model, but limited
to single area only. Authors in [3] investigated the combined model of multi-area
with conventional generation sources, but incorporation of renewable energy sources
is not considered as they are gaining momentum nowadays. Authors in [4] examine
the multi-area combined system incorporating solar thermal power plant, but wind
energy penetration was not considered. This motivates the author to investigate the
combined system consisting of both conventional and renewable energy sources.

The deviations in frequency and voltage are mitigated by the secondary controller
in LFC and AVR loops, respectively. Classical controllers like (I/PI/PID) [5],
fractional-order (FO) [8] and intelligent fuzzy controllers [6, 9] are proposed by
the authors in their work in LFC domain. However, finding the optimum parameters
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for the controller using optimization algorithm is a key task. Optimization algorithms
like particle swarm optimization (PSO) [10], lightening search algorithm (LSA) [4],
gray wolf optimization (GWO) [6], simulated annealing (SA) [3], etc. are reported in
literature. But most of these algorithms are suffering from slow convergence as well
as tendency of getting easily trapped into local minima. So, in this work, a new DE-
AEFA algorithm is presented to optimize the controller gains which outrage all the
aforementioned disadvantages by maintaining the average balance between explo-
ration and exploitation. Moreover, under large disturbances, secondary controllers
are not enough to maintain system stability. So, IPFC and RFBs coordinated control
strategy is implemented in addition to DE-AEFA optimized secondary controller to
smoothen the frequency and voltage deviations effectively.

In view of the above literature, the major contributions of this work are as follows:

(a) The two-area combined system with multi-type generation units is constructed
in MATLAB/Simulink.

(b) The parameter gains of the controller are optimized with DE-AEFA algorithm
under various performance indices.

(c) The system responses under various performance indices are compared to obtain
the best objective function.

(d) The superiority of DE-AEFA algorithm over others is demonstrated.
(e) The system dynamic behavior under IPFC-RFBs coordinated control strategy

is studied.

Power System Model

The combined LFC and AVR model consisting of hybrid generating units is consid-
ered for investigation which is depicted in Fig. 4.1. The considered system has two
unequal capacities of ratio 2:1. Area-1 consists of conventional generation units with
appropriate generation rate constraints (GRCs), whereas area-2 consists of diesel
power plant along with solar photovoltaic (PV) and wind power generation unit. The
time and gain constant parameters of generation units in Fig. 4.1 are considered from
[4, 7, 8]. AVR is coupled to the LFC loop through excitation coupling coefficients
and power system synchronizer and is depicted in Fig. 4.2.

Controller Design and Optimization Algorithm

Controller and Objective Functions

In both LFC and AVR loops, classical PID controller is opted as secondary controller
because of its design simplicity, operational efficiency and widespread usage in
industries.However, PIDcontroller had the capability to execute even in the situations
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Fig. 4.1 Transfer function model of combined LFC and AVR of two-area power system

Fig. 4.2 Automatic voltage regulator

of parameter uncertainties. The parameters of the controller are tuned with proposed
DE-AEFA algorithm in the range of [0–5] under the following performance indices
to choose the best objective function.
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J1 = ITSE =
Tsim∫

0

t.(� f 21 + � f 22 + �P2
tie12)dt (4.1)

J2 = ITAE =
Tsim∫

0

t.(� f1 + � f2 + �Ptie12)dt (4.2)

J3 = ISE =
Tsim∫

0

(� f 21 + � f 22 + �P2
tie12)dt (4.3)

J4 = IAE =
Tsim∫

0

(� f1 + � f2 + �Ptie12dt (4.4)

J5 = J1 + J2 (4.5)

J6 = J2 + J3 (4.6)

J7 = J3 + J4 (4.7)

J8 = J1 + J4 (4.8)

Differential Evolution-Artificial Electric Field Algorithm
(DE-AEFA)

In this work, a new DE-AEFA algorithm is presented, which makes use of evolu-
tionary concept of DE and charged particles based on particles searching strategy of
AEFA algorithm. Every algorithm has its own benefits and drawbacks. DE algo-
rithm is potential in diverting the population towards the best solution and can
utilize the search space effectively, but having the tendency of slow and prema-
ture convergence limits the application boundary. On the other hand, AEFA [10] can
locate near-optimal solutions with high speed of convergence and canmaintain better
exploration and exploitation when compared to other optimization algorithms. But
the procedure involved in adjusting the step size in particles position and velocity
upgradation leads to untimely convergence. The DE and AEFA algorithms have
complementary performance. The principal idea behind this proposed algorithm is
to make use of the benefits of both algorithms in a collective manner and to overrule
the disadvantages of individual algorithms to find optimal solutions with accuracy
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and high speed of convergence. During searching process in DE-AEFA, half of indi-
viduals in total population find the solution with DE strategy and the others with
AEFA strategy and the total information of each population is shared among every
individual agent. After that, the individual with the best fitness value acquires the
chance of entering next generation’s optimization. Hence, this proposed approach
inherits the efficiency of searching procedure and also assures the global conver-
gence. Moreover, the superiority of the DE-AEFA algorithm is examined on various
benchmark standard functions and is demonstrated in [11]. The step-by-step proce-
dure involved in implementation of DE-AEFA algorithm is referred from [11], and
flowchart is depicted in Fig. 4.3.

Fig. 4.3 Flowchart of proposed DE-AEFA algorithm
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Fig. 4.4 Structure of IPFC as damping controller

Interline Power Flow Controller

IPFC incorporates a variety of voltage source converters (VSCs) provided with
a common DC link. Each VSC is facilitated to provide series compensation for
transmission lines it is connected. IPFC manages the power flow in multiple lines
by injecting appropriate voltages in tie-lines. Thus, the performance of the entire
interconnected system is enhanced with the incorporation of IPFC. The damping
controller structure of IPFC employed in this work is shown in Fig. 4.4.

Redox Flow Batteries (RFBs)

RFBs come under the category of electrochemical energy storage devices (ESDs).
RFBs have a reactor tank consisting of two compartments separated by a membrane.
The reactor tank is filled with sulphuric acid containing vanadium ions acted as
electrolytic solution. Pump is installed in each compartment which facilitates the
circulation of electrolytic solution through battery cell. The charging and discharging
process is to be done through oxidation–reduction reaction. However, the efficiency
of RFBs depends on charging/discharging cycle period. Lesser the cycle period,
higher is the efficiency. The transfer function of RFBs employed in this work is
given as follows [11]:

GRFB = KRFB

1+ STRFB
(4.9)
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Simulation Results and Analysis

The analysis performed on considered system shown in Fig. 4.1 is done by applying
1% SLP applied in area-1. The optimization algorithms employed in this work are
executed by considering 100 populations for a maximum of 50 iterations.

Responses of the Combined Model Optimized with DE-AEFA
Algorithm Under Various Objective Functions

The combined LFC and AVR model shown in Fig. 4.1 is simulated by applying
1%SLP applied in area-1, and the proposed DE-AEFA optimized PID controller is
opted as controller under various performance indices discussed in Sect. 3.1. The
systemdynamic responses optimizedusingvarious performance indices are put under
comparison to select the best objective function and are rendered in Fig. 4.5. On
observing Fig. 4.5, it is evident that the objective function ISE is effective among
all the objective functions in terms of mitigating oscillations and bringing back the
system to the steady state in faster manner. The objective function values and the
settling time (T s) of the responses depicted in Fig. 4.5 are noted in Table 4.1.

Responses of the Combined Model Optimized with Different
Optimization Algorithms

In this subsection, the secondary PID controller is optimized with optimization algo-
rithms like DE, AEFA and DE-AEFA algorithms one at a time for 1%SLP applied
in area-1 to corroborate the effectiveness of presented DE-AEFA algorithm. The
responses of the model are depicted in Fig. 4.6, and the corresponding numerical
results and controller gains are noted in Tables 4.2 and 4.3, respectively. On observing
Fig. 4.6 and Table 4.2, it is clear that the system responses under proposed optimiza-
tion algorithm are improved in terms of oscillations and responses are settled much
faster compared to DE and AEFA algorithms.

Responses of the Combined Model Under Coordinated Control
Strategy

In practice, the secondary controllers are not sufficient to dampen the system distur-
bances under large disturbances. So, additional control devices are necessary tomain-
tain stability of the system under large load varying conditions. For this purpose, in
this work the system responses are analyzed with and without considering IPFC
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Fig. 4.5 Responses of combined model for 1% SLP applied in area-1 with DE-AEFA-based
optimization under various objective functions Δf 1, �Ptie12, �f 2, V1, V2

and RFBs along with DE-AEFA optimized PID controller. Figure 4.7 depicts the
dynamic responses of the system with considering RFBs in both area-1 and area-2,
with only IPFC placed in the tie-line with series and with both IPFC and RFBs. The
TS of the responses is mentioned in Table 4.4, and optimal gain and time constants of
IPFC are K1 = 0.9247, K2 = 0.9524, T IPFC = 0.8562 and for RFBs KRFB = 0.9441,
TRFB = 0.997 employed in this work.
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Table 4.1 Settling time of system responses with DE-AEFA optimization under different indices

Parameters Objective function

ISE ITAE-ISE ITAE ITAE-ITSE ITSE ITSE-IAE IAE-ISE IAE

�f 1 8.78 9.99 11.14 12.18 13.87 15.19 23.67 16.64

�f 2 8.91 9.43 9.69 11.10 16.53 14.43 19.08 12.67

�Ptie 7.21 12.29 9.97 15.36 12.77 11.20 16.15 15.31

V1 4.21 5.02 5.66 5.59 5.76 6.93 6.77 5.21

V2 4.13 5.72 5.69 6.07 8.70 7.21 5.94 6.38

Function

Value

12.72 17.57 21.32 25.45 29.90 36.80 39.14 48.87

Fig. 4.6 Responses of combined model for 1% SLP applied in area-1 with various optimization
methods. �f 1, �Ptie12, �f 2, V1.� f2V2

Table 4.2 Settling time of combined system responses with different algorithms

Optimized controller Settling time TS (s) ISE

�f 1 �f 2 �Ptie12 V1 V2

DE:PID 19.31 17.63 21.51 8.12 7.81 25.92

AEFA:PID 15.68 11.86 18.17 8.02 7.17 21.48

DE-AEFA:PID 8.78 8.91 7.21 4.21 4.13 12.72
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Table 4.3 Optimum parameters of the controller

Controller Area-1 Area-2

LFC Loop AVR Loop LFC Loop AVR Loop

DE:PID KP = 3.2736
K I = 2.9147
KD = 1.2070

KP = 2.0184
K I = 1.8013
KD = 0.9305

KP = 3.4091
K I = 2.6550
KD = 1.9866

KP = 1.9597
K I = 1.6106
KD = 0.9861

AEFA:PID KP = 3.9925
K I = 2.5499
KD = 1.8142

KP = 2.5109
K I = 1.5490
KD = 1.0090

KP = 3.8716
K I = 2.9595
KD = 1.7653

KP = 2.0467
K I = 1.9119
KD = 0.9415

DE-AEFA:PID KP = 4.0786
K I = 2.8716
KD = 2.0504

KP = 2.4091
K I = 1.6655
KD = 1.2021

KP = 3.7061
K I = 3.3209
KD = 2.2700

KP = 2.0561
K I = 2.0974
KD = 1.7924

Fig. 4.7 Responses of combined model for 1% SLP applied in area-1 with coordinated control
strategy, �f 1, �Ptie, �f 2, V1. � f2 V2

Table 4.4 Settling time of system responses without and with considering IPFC-RFBs

DE-AEFA:PID Settling time TS (s) ISE

�f 1 �f 2 �Ptie12 V1 V2

Without devices 8.786 8.919 7.215 4.210 4.135 12.728

With RFBs 7.706 7.873 6.723 3.882 3.683 9.0392

With IPFC 5.575 6.501 5.027 3.552 3.513 3.9624

With IPFC-RFBs 4.789 5.547 3.153 2.899 2.540 0.0079
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Conclusion

This paper presented the simultaneous control of voltage and frequency of multi-area
system with multi-type generation units using DE-AEFA optimized PID controller.
The combined system is analyzed by applying 1%SLP applied in area-1 under DE-
AEFA optimized PID controller with various objective functions. It is observed that
the responses with ISE objective function are better than that of responses of other
objective functions in view of settling time and oscillations. The performance of
proposed algorithm is also comparedwith other algorithms to validate the superiority.
Finally, the impact of IPFC and RFBs coordinated control strategy is studied. From
this, it is cleared that the system performance is predominantly improved by placing
RFBs in both the areas and IPFCwith tie-line in series. It is concluded that secondary
controller of combined model is not ample enough to maintain system stable when
the system is subjected to large disturbances. Therefore, by implementing this coor-
dinated control strategy system can bring back to stable condition even under sudden
large disturbances.
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Chapter 5
Load Frequency Control of Two-Area
Power System by Using 2 Degree
of Freedom PID Controller Designed
with the Help of Firefly Algorithm

Neelesh Kumar Gupta, Manoj Kumar Kar, and Arun Kumar Singh

Introduction

Power system is substantial and complex electrical system which are combination of
three different entity which are generation system, transmission system, and distri-
bution system where load on the system is keeping changing every moment as the
requirement of the customer. The generating station generated the power how much
it required which depends on consumer demands. The generated power has two part
which is real (active) and reactive power. The frequency of system varies according
to active power and on the base of the reactive power voltage of system change.
So in power system, there are two section of control, one for frequency and other
for voltage. The frequency control along with active power is called load frequency
control (LFC) so with the variation of load of the system, the frequency is also
changed. So legitimately compose controller is required for the direction of the
system varieties keeping in the mind the end goal to keep up the steadiness of the
power system and additionally ensure its solid activity. The quick development of
the enterprises has additionally provoked the expanded power system as intricacy
system due to which frequency changes every time.

There are hundreds of number of studies have been done for the LFC, Elgerd
and Fosa are first to give their view for the robust design of controller for AGC.
Various controllers for LFC are tested in [1]. Among the industries, PID controller is
well-known controller due to its robustness, simplification and its onsite adjustment
facilities. The utilization of combined intelligence approach for AGC interconnected
power system is discussed in [1, 2]. The use of artificial bee colony (ABC) algorithm
to modulated and regulated of AGC controller which has good capabilities of local
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and global search is shown in [3]. The use PID and PI controller in LFC of inter-
connected power system is shown in [4] where controller is regulated with help of
differential evolution (DE) algorithm. Particle swarm optimization (PSO) algorithm
has many application in the solving of engineering problem and it is also used for
the optimization in LFC [5]. Use of 2-DOF-PID controller in LFC presented in [6]
in TLBO algorithm is also used. The information about the firefly algorithm is given
in [7, 8]. From the above literature review, here 2 DOF controller will be used for a
two-area system whose parameter will be optimized by the firefly algorithm.

System Under Study

In the power system, for the understanding of LFC, a system is required to investigate.
Here that investigated system is two-area power whose structural diagram is shown
in Fig. 5.1. In this system, each area contains speed governor block, turbine block,

Fig. 5.1 Two-area system’s structural diagram
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and generator and load block. Here, an identical area has been considered for the
study.

Area control error is indispensable piece of LFC which enclose the information
about modification in tie-line power and aberration in frequency � f . In a multi-
area system, all area has their own AEC. Whenever there is any disturbance or load
variation in any of the area of the system, there will be some controller action

ACE1 = �P12 + b1� f1 (5.1)

ACE2 = �P12 + b2� f2 (5.2)

2-DOF-PID Controller

In the control system, DOF of any controller can be define as how many individual
close loop it can adopt. In control system, generally the major ambition of designing
is to solve the various features problem. So, in solving various features problem, 2
DOF control system can commonly be obtained more accurately then one degree of
freedom system or denoted as 1 DOF system.

A 2-DOF-PID controller is able to detect rapid shock or disturbance without
symbolic boost of overshoot in setpoint tracking. It will be advantageous to use 2-
DOF-PID controller when wewant the effect of reference signal is less on the control
system.

Figure 5.2 shows a classical control architecture using a 2-DOF-PID controller.
Here y represents output and its two input r and y can be shown in parallel form.

The below equation shows transfer function of 2-DOF-PID controller which can
be given as

u = Kp(br − y) + Ki

S
(r − y) + KdS

N S + 1
(cr − y) (5.3)

In the above equation Kp, is proportional gain, b is proportional term’s set point
weight, Ki, is integrator gain, Kd is derivative gain, c is derivative term’s set point
weight. While N is filter gain in the above equation.

Fig. 5.2 Control
architecture using a
2-DOF-PID Controller
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Firefly Algorithm

As this algorithm is inspired by the nature of firefly due to which it is called as
firefly algorithm.This algorithm is a swarm-based algorithm.Algorithmperformance
depends upon the two-factor intensification and diversification. Intensification looks
into the local region where the best solution can be possible in that region, and
it also chose the best solution. On the other hand, diversification tries to examine
the other search space more skilfull to yield the solution which will have higher
diversity. In traditional gradient-based method, we optimized the gradient of func-
tion which has enough information for quick finding for the particular problem and
optimized solution is found but in the case where the system has some necessary
condition and it is very much nonlinear, non-differentiable, it usually trapped in
local search and it faces difficulty on convergence. The firefly algorithm is a new
improved technique for finding global search and local search. When the system is
nonlinear non-differentiable, it will produce a very good result as this algorithm is
based on non-gradient and has a simple objective function.

Xin-she Yang developed this nature stimulated metaheuristic algorithm which is
founded on the array of blinking and nature of the firefly [7]. Three basic rules are
utilized by this latest algorithm which is as follows

• Firefly is unisexual. They approach more appealing and flashing firefly regardless
of their sex.

• Due to their unisexual nature, two firefly attracted each other depending upon the
brightness, and depending upon the distance between each other, they will see
the brightness. Among the firefly, the less bright will attract toward brighter one.
They will move in a random direction if there is no brighter among them.

• The objective function of a system is proportional to the brightness of firefly.
Hence, brightness of a firefly is essential to determine the form of objective
function.

The mathematical equation for the attractiveness can be given as

βr = β0e
−γ rm withm1 (4)

where

β0 Initial value of attractiveness at r = o.

γ Absorption coefficient.

r Distance between the two fireflies.

Absorption coefficient controls the decrement in the light intensity. The value of γ
can vary between the 0 to ∞. But in practical, its value depends on the characteristic
length of the system. Normally, the range of γ is taken as 0.1–10.

If a firefly ‘i’ travel toward the brighter firefly ‘j,’ then a relation between two can
be given as
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xt+1
i = xti + β0e

−γ r2i j
(
xtj − xti

) + αεti (5)

In the above equation, there are three term. The location of the ith firefly can be
known by first term, the middle term gives the information about attraction between
firefly, and third term is randomization with α, ε denoting randomization parameter
and random number which are generated uniformly in range (0, 1).

Results and Discussion

In this paper, compression has been done between the result of simulation done for
drift in the frequency and also in the tie-line power when a step change is applied
in system of two-area power system when their secondary loop is connected firstly
with PID controller and for the second time with 2-DOF-PID controller. To get
the optimized value of parameters of the both controller, an algorithm called firefly
algorithm is been used.

Here, an identical two-area system is analyzed for the study of LFC. In this
case, two scenarios have been considered. In the first scenario, load deviation is
happening in area one onlywhile it is happing in the both areas in the second scenario.
The parameter will remain same for both area as identical area system has been
considered. The schedule value of frequency is 50 Hz for this system. Table 5.1
shows different parameters and its value of the investigate system. 200 MW is the
total load of the system which is shared between the two areas.

Case-A. Load Disturbance Given in Only One Area
In this scenario, load deviation (step disturbance of 2%) is happening in only area 1.
The value of both controller’s parameters will be same for both areas as the system
is identical. Both controller different gains for this case are shown in Table 5.2.

With these parameters, the following graph is come as output (Figs. 5.3, 5.4 and
5.5).

Table. 5.1 Two-area system
parameters

System parameter Value

T sg 0.3 s

T t 0.5 s

Kps 105

Tps 22 s

1/R 0.4

B 0.326

T12 0.08
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Table. 5.2 Gain of both controller

Controller Kp Ki Kd N b c

2DOF PID 3.345077 4.94234 5 5 4.269 0.06790

PID 1.651 1.651 1.5309 – – –

Fig. 5.3 Drift in area 1
frequency
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Fig. 5.4 Drift in area 2
frequency

Case-B. Disturbance in Both Areas
In this case, both areas are triggered by load deviation (step of strength 2%).
Controllers parameters will have same value for both area as system is an identical
system. The controllers gain for this case is shown in Table 5.3.

With these parameters, the following graph is come as output (Figs. 5.6 and 5.7).
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Fig. 5.5 Drift in tie-line
power

Table. 5.3 Gain of both controller

Controller Kp Ki Kd N b c

2DOF PID 3.35524 4.99984 5 173 4.19 0.03867

PID 3.069 3.7052 5.9647 – – –

Fig. 5.6 Drift in area 1
frequency in scenario 2

0 5 10 15 20
Time(Sec)

-15

-10

-5

0

5 ×

D
ri

ft
 in

 fr
eq

ue
nc

y 
of

ar
ea

1(
H

Z
)

10-3

2 DOF PID
PID

Fig. 5.7 Drift in area 2
frequency in scenario 2
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Conclusion

Here, in this paper, load frequency control(LFC) has been study, and for this, a two-
area systemhas been interrogated. The frequency of the systemwill get deviated from
its original value whenever there is load deviation and this also triggers change in the
tie-line power among the areas of a multi-area system. To eliminate these changes
which are happened due to load variation, controller is used, and to find the optimized
value of parameter of controllers, some techniques are required. Hence, two different
controller, named PID and 2-DOF-PID controllers, are used in the secondary loop
for controlling purpose. Here, for the optimization of controller’s parameters, a new
meta-heuristic algorithm which works on the nature and flashing patterns of firefly
called firefly algorithm is used. Two scenarios have been discussed in which in the
first case disturbance will be in one only while there will be disturbance in both areas
in the second case. In both scenarios, effect of load disturbance on frequency and
tie-line is seen. A comparative study is done between the result of the PID controller
and 2-DOF-PID controller which is optimized by FA. It is seen that in every case, 2-
DOF-PID controller optimized byfirefly algorithmproves its superiority over the PID
controller. It concludes that this controller eliminated deviation in frequency in the
least time also settling time and oscillation are trim and peak overshoot minimalized.
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Chapter 6
Stabilizing Frequency and Voltage
in Combined LFC and AVR System
with Coordinated Performance of SMES
and TCSC

Ch. Naga Sai Kalyan and G. Sambasiva Rao

Introduction

In today’s world, demand for electrical power is rapidly increasing. The generating
stations must cope up with the variable load demand to maintain power reliability.
The power system is an interconnected one, which schedules power from surplus
generating areas to deficit areas. However, maintaining power supply with quality
has an equal importance with power reliability. Quality power results in upholding
standard frequency and terminal voltage. The frequency variation is controlled by
the speed governor-turbine action and terminal voltage is controlled by varying the
generator field excitation system [1]. So, the power system is governed by two loops:
LFC loop and AVR loop. LFC loop controls active power and frequency, whereas
AVR loop deals with reactive power and terminal voltage. The time constants of
LFC and AVR systems are alike, and AVR is much faster than LFC. Hence, a lot of
researchers had given a less priority to the incorporation of AVRwith LFC. However,
a few are available on combined effect.

Though in [2], combined analysis is carried out but limited to single area only.
In [3, 4], analysis is broadened to two-area system with conventional generation
units only. Authors in [5, 6] investigated the combined effect on three-area system
comprises of diesel and thermal plants along with the incorporation of solar thermal
power plant. On reviewing the literature, it is concluded that authors had concen-
trated on analyzing the combined LFC and AVR system by considering two diverse
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generation sources in each area. This motivates the author to consider more than two
fuel types of generation units in each area to analyze combined effect.

Moreover, the secondary controllers in LFC and AVR loops are not sufficient to
maintain the system stability under large load variations. So, the system needs an
additional control strategy along with secondary controller. Therefore, coordinated
controlled strategy of TCSC and SMES has been implemented in this work, and no
literature is available on testing the TCSC and SMES coordinated control scheme on
combined system depicted in Fig. 6.1 to the best of author’s knowledge. Several new
optimization algorithms are available in literature; their diligence is not encountered
in combined effect.

A new DE-AEFA algorithm is fabricated to tune the PID controller gains to
demonstrate the combined model of multi-fuel test system with the presence of
SMES and TCSC devices. From the above discussion, the objectives of this paper
are

(a) To develop a two-area multi-fuel test system for analyzing the combined effect
of LFC-AVR model with PID as secondary controller.

Fig. 6.1 Combined LFC-AVR model of two-area system
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Fig. 6.2 Automatic voltage regulator with cross-coupling coefficients

(b) Controller parameters of PID are tuned with DE-AEFA algorithm.
(c) The impact of SMES and TCSC by integrating them in test system under

combined effect is demonstrated.

Considered Test System

The system under investigation comprises of two areas with multi-type generation
sources shown in Fig. 6.1 which is considered as test system for investigation. The
time and gain constant parameters of the system are considered from [7]. The AVR
system is coupled to the LFC loop through power system synchronizer and cross-
coupling coefficients. The gain and time constant parameters of the AVR depicted
in Fig. 6.2 are considered from [1].

TCSC in Combined System

The power transfer capability of transmission a transmission line may be controlled
by using TCSC device. The inherent feature of TCSC enables the alteration of induc-
tive and capacitive reactance compensation. It regulates the line flow without getting
more loss in the line subjected to thermal limits.

The benefits of TCSC is utilized in this work to damp out the frequency and
voltage fluctuations incurred in the system when subjected to small perturbations.
The mathematical modeling of TCSC utilized in this work is considered from [8],
and the structure of TCSC is shown in Fig. 6.3.
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Fig. 6.3 Structure of TCSC as damping controller

Modeling of SMES

SMES devices come under the family of electromagnetic energy storage devices.
Among all storage devices, the operational efficiency of SMES is high because
of its static operation. SMES consists of a conductor coil and a power electronic
conversion device. The conducting coil is enclosed in a container, maintained at
cryogenic temperature, and the loss incurred with coil is nearly zero. Under normal
conditions, SMES absorbs energy from the grid and stores it in the conductor coil;
whenever the sudden small perturbations occur, SMES delivers energy instantly
before the action taken up the generators speed governors and turbine. Thus, SMES
enhances stability in the system by meeting the sudden loads. In this work, SMES
devices are placed in both areas. The input given to the SMES device is frequency
deviation (�f ), and output from SMES is change in control vector (�PSMES) [3]
(Fig. 6.4).

Fig. 6.4 Single-line representation of considered system with coordinated scheme
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Objective Function and Optimization Algorithm

Objective Function

In power system LFC-AVR, the generation and load demand mismatch is compen-
sated by minimization of area control error (ACE) [9]. It is dragged down to zero
by adjusting the controller parameters while satisfying the constraints. The tuning
procedure of the controller is done subjected to error squared over integral (ISE)
minimization performance index given in Eq. 6.1.

ISE =
Tsim∫

0

[
� f 21 + � f 22 + �P2

tie1,2 + �V 2
1 + �V 2

2

]
dt (1)

Differential Evolution—Artificial electric field algorithm
(DE-AEFA)

A new DE-AEFA algorithm is presented in this paper and combines the differential
evolution (DE) [10] algorithm with artificial electric field algorithm (AEFA) [11].
The problem formulated in this work is analyzing the stability of interconnected
power system with considering the effect of AVR coupling. Moreover, the AVR loop
will be connected to the LFC loop through some cross-coupling coefficients; with
this the total problem becomes more complex. So, optimizing the complex problem
needs a novel evolutionary algorithm having stochastic nature with deterministic
transition rules. The proposed DE-AEFA algorithm possesses these characteristics.
However, AEFA algorithm is adapted to the system and came to know that the
problem converges are unseasonable and particles having the tendency to easily drop
into the best solution. So, an additional approach and methodology are essential to
strengthen AEFA algorithm. DE is one of the best among evolutionary algorithms.
It uses mutation, recombination and selection operations in search of global best
solutions. Moreover, mutation and recombination execute different roles. Recom-
bination is a convergence operator which aims to pull the population towards local
best solutions, and mutation is divergence operator which bankrupts populations and
attempts to discover solution in a wide space. These benefits of DE have been applied
to the AEFA to make the proposed algorithm more efficient in searching and finding
global best solution. The step-by-step procedural of proposed DE-AEFA algorithm
is given in [12].

The superiority of proposed algorithm is tested on standard benchmark sphere
function. Figure 6.5 depicts the variation of initial and final values of sphere function
for 100 trails. From Fig. 6.5, it is revealed that in most of the cases, the initial and
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Fig. 6.5 Variation of initial and final values for sphere function

final values of sphere function are below the mean value, and this happens because
of the effectiveness of proposed DE-AEFA algorithm (Fig. 6.6).

Simulation Results and Analysis

System Performance with Different Optimization Algorithms

In combined system, PID controller is taken as secondary controller for both LFC and
AVR loops. The system analysis is done for applying 1%SLP in area-1. Controller
parameters are optimized with PSO, AEFA and DE-AEFA algorithms one at a time.
The variations in frequency, voltage and power flow in tie-line due to disturbance
impressed in area-1 are shown in Fig. 6.7, and the response corresponding settling
time (T s) is noted in Table 6.1, and it is observed that the objective function of
proposed DE-AEFA-based PID controller is improved by 96.73 and 93.86% than
that of PSO and AEFA optimizations (Fig. 6.8).

Performance Comparison of System Responses
with and Without Considering AVR Coupling

However, a comparison is also made in the system response with and without consid-
ering automatic voltage regulator using PID controller optimized by DE-AEFA algo-
rithm. Response in Fig. 6.9 illustrates that there may be more deviation in system
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Fig. 6.6 Flow chart of DE-AEFA algorithm

frequency when AVR is incorporated in LFC loops, because the frequency deviation
is analogues to real power generation variation and load demand. System voltage
had a considerable impact on megawatt power.

Performance of the System with Incorporation of SMES
and TCSC

Later, the system is incorporated with SMES and TCSC devices. SMES is connected
in both the areas, andTCSC is placed in the tie-linewith series.With the incorporation
of these devices, both frequency andvoltage variations are improved and the deviation
in amount of power flow through tie-line is enhanced with TCSC. By considering
these two devices, the stability of the system improvised and reaches steady state in
less time. The behavior responses of the systemwith SMES and TCSC for 1%SLP in
area-1 are depicted in Fig. 6.10, and the TS is tabulated in Table 6.2. The optimized
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Fig. 6.7 Performance comparison of system responseswith different optimization algorithms,�f 1,
�Ptie21, �f 2, V1

Table 6.1 Numerical results of combined LFC-AVR system responses when 1%SLP in area-1

Optimized controller Settling time TS (s) ISE × 10−3

�f 1 �f 2 �Ptie21 V1 V2

PSO:PID 23.28 22.26 24.96 13.67 13.72 30.73

AEFA:PID 14.64 8.12 9.98 6.96 7.20 16.27

DE-AEFA:PID 10.11 7.78 7.21 4.87 4.90 0.998

gains of the PID controller with studied algorithms and in different cases are shown
in Table 6.3.

It is discernible from Table 2 that the DE-AEFA optimized PID controller perfor-
mance in the system is improved by 90.26% when SMES incorporated in both the
areas and by 43.33% when incorporating both SMES and TCSC in the test system.
This infers that the impact of SMES and TCSC is predominant in coordination with
proposed DE-AEFA optimized PID controller in the considered system analysis.
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Fig. 6.8 Convergence characteristics of optimization algorithms

Fig. 6.9 Deviations in
area-1 frequency for 1%SLP
in area-1 with and without
AVR coupling

Conclusion

Stabilizing voltage and frequency is essential for maintaining interconnected power
system healthy. In this paper, the effect of combined LFC-AVR of two-area multi-
type generation sources with coordinated performance of SMES and TCSCwith PID
controller is analyzed. The analysis is carried out when 1%SLP is applied in area-
1. DE-AEFA algorithm is presented to optimize the controller gains in both LFC
and AVR loops simultaneously. The system behavioral responses under disturbances
are compared with those of PSO, AEFA optimized PID controller. Numerical and
graphical results proved that system performance is improved and variations are
settled early with DE-AEFA-based controller and judged as the best controller.
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Fig. 6.10 Performance comparison of system responses with and without considering SMES and
TCSC, �f 1, �Ptie21, �f 2, V1

Table 6.2 Numerical results of combined LFC-AVR with SMES and TCSC

PID: DE-AEFA controller
with cases

Settling time TS (s) ISE × 10−3

�f 1 �f 2 �Ptie21 V1 V2

Without SMES and TCSC 10.11 7.78 7.21 4.87 4.90 0.998

With SMES Only 9.12 7.08 6.88 4.41 4.39 0.171

With SMES and TCSC 7.93 6.73 6.11 2.25 2.21 0.097
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Table 6.3 Optimized gains of PID controller under various cases

Controller Area-1 Area-2

LFC AVR LFC AVR

PID:PSO KP = 2.006
KI = 1.742
KD = 0.259

KP = 0.692
KI = 0.196
KD = 0.294

KP = 1.923
KI = 1.872
KD = 0.260

KP = 0.689
KI = 0.197
KD = 0.303

PID:AEFA KP = 2.237
KI = 1.926
KD = 0.642

KP = 0.782
KI = 0.199
KD = 0.317

KP = 2.230
KI = 1.892
KD = 0.660

KP = 0.782
KI = 0.199
KD = 0.317

PID:DE-AEFA KP = 2.651
KI = 2.014
KD = 0.913

KP = 0.812
KI = 0.210
KD = 0.396

KP = 2.457
KI = 2.097
KD = 0.909

KP = 0.809
KI = 0.216
KD = 0.389

PID:DE-AEFA with SMES only KP = 2.873
KI = 2.183
KD = 1.017

KP = 0.891
KI = 0.210
KD = 0.310

KP = 2.790
KI = 2.162
KD = 1.009

KP = 0.799
KI = 0.312
KD = 0.353

PID:DE-AEFA with SMES and TCSC KP = 2.901
KI = 2.208
KD = 1.017

KP = 0.903
KI = 0.296
KD = 0.390

KP = 2.893
KI = 2.197
KD = 1.104

KP = 0.914
KI = 0.307
KD = 0.372

References

1. Saadat H (1999) Power system analysis. McGraw-Hill, USA
2. Gupta A, Chauhan A, Khanna R (2014) Design of AVR and ALFC for single area power

system including damping control. In: Recent advances in engineering and computational
sciences (RAECS). Chandigarh, pp 1–5

3. Vijaya Chandrakala KRM, Balamurugan S (2016) Simulated annealing based optimal
frequency and terminal voltage control of multi-source multi area system. Electr Power Energy
Syst 78:823–829

4. Lal DK, Barisal AK (2019) Combined load frequency and terminal voltage control of power
systems using moth flame optimization algorithm. J Electr Syst Inf Technol 6(1):8

5. Rajbongshi R, Saikia LC (2018) Combined voltage and frequency control of a multi-area
multi-source system incorporating dish-stirling solar thermal and HVDC link. IET Renew
Power Gener 12(3):323–334

6. Rajbongshi R, Saikia LC (2017) Combined control of voltage and frequency of multi-area
multisource system incorporating solar thermal power plant using LSA optimized classical
controllers. IET Gener Trans Distrib 11(10):2489–2498

7. Shankar R, Bhushan R, Kalyan C (2016) Small-signal stability analysis for two-area intercon-
nected power system with load frequency controller in coordination with FACTS and energy
storage device. Ain Shams Eng J 7(2):603–612

8. Lal DK, Barisal AK (2017) Comparative performances evaluation of FACTS devices on AGC
with diverse sources of energy generation and SMES. Cogent Eng 4:1318466

9. Mukherjee V, Ghoshal SP (2007) Comparison of intelligent fuzzy based AGC coordinated PID
controlled and PSS controlled AVR system. Electr Power Energy Syst 29:679–689

10. Stom R, Price K (1997) Differential evolution—a simple and efficient heuristic for global
optimization over continuous spaces. J Glob Optim 11(4):341–359

11. Yadav A (2019) Artificial electric field algorithm for global optimization. In: Swarm and
evolutionary computation base data. https://doi.org/10.1016/j.swevo.2019.03.013

https://doi.org/10.1016/j.swevo.2019.03.013


76 Ch. Naga Sai Kalyan and G. S. Rao

12. Naga SaiKalyanCh, SambasivaraoG (2020)Automatic generation control ofmulti-area hybrid
system considering communication time delays. J Adv Res Dyn Control Syst 12(02):2071–
2083



Chapter 7
Optimal Fuzzy-PID Controller Design
by Grey Wolf Optimization
for Renewable Energy-Hybrid Power
System

Himanshu Garg and Jyoti Yadav

Introduction

Thepower sectors dependmost on conventional fossil fuels for its electricity demands
which are now becoming very costly and also cause environmental pollution. More-
over, these resources are available in limited quality in nature. Therefore, researchers
are exploring alternative hybrid energy [1] technologies like wind, solar, tidal and
geothermal renewable resources because of low cost and environment-friendly [2].
The major problem with these energy resources is that the power produced is
stochastic in nature which is due to change in climate conditions for particular period
of time. This results unbalancing in load demand and power delivered which causes
reliability issues [3].

Batteries, flywheels as well as ultracapacitors are some energy storage devices
which can store surplus energy produced and supply when more load of demand is
more than generated. The efficient control scheme is required to sustain the power
quality and minimum grid frequency distortion. Generally, different controllers are
required for controlling each energy storing whereas beauty of this hybrid system
is that only single central controller is essential to main constant power flow among
load and generation side. Therefore, overall hybrid systemwill be cost-effective, low
maintenance and minimum tuning parameters required and also avoid the controller
performance deterioration due to interaction of multiple loops.

Various researchers are exploring different control strategies for controlling the
proportional, integral and derivative (PID) controller which is furthermost widely
used feedback controller in the power application industries. The fuzzy logic control
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(FLC) used widely for the control of nonlinear dynamic systems of many appli-
cations. The combination of these two controllers fuzzy-PID [4] will improve the
overall capability of controller in handling system’s non-linearities and uncertainties
in model parameters.

Here, the comparative analysis of PID [5] as well as fuzzy-PID is reported. The
energy generated by renewable sources (solar and wind) is stochastic in nature which
causes continuous variation in grid frequency. These variations need to be kept within
some limit to prevent load from anymalfunction. The energy storing elements receive
a control signal from designed controller, associated with structure, to release or
absorb the power to or from the electricity grid depending on requirement. Also, in
case to fulfil short-term load requirement, the diesel engine receives a signal from the
controller, associated with system, to release large spurts of power in the grid. The
efficacy of fuzzy-PID controller is often limited by non-availability of systematic
method to find the rule base. Therefore, effective tuning method is required to find
out the optimal controller parameters. Here, grey wolf optimization (GWO) [6] [7]
is used for finding fuzzy-PID controller parameters.

The next section gives description of hybrid system and its components.
Section 7.3 gives information regarding controller design. Section 7.4 explains GWO
together with the objective function. Section 7.5 presents the comparative analysis of
various control strategies. Section 7.6 contains the conclusion followed by references
in the last section.

Hybrid Power System Components

The system contains different type of systems to generate power and various energy
storage elements. Detail is provided in the next subsections. The block diagram of
the hybrid power system, consisting of its element, is displayed in Fig. 7.1.

Fig. 7.1 Simulation diagram of complete hybrid power system
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Table 7.1 Hybrid power
system parameters of various
components

Elements Gain Time constant

Solar power (SP) KS = 1.80,KT = 1 TS = 1.80,TT =
0.30

Wind power (WP) KWP = 1 TWP = 1.50

Diesel engine
generator (DEG)

KDEG = 0.0030 TDEG = 2

Flywheel system
(FS)

KFS = −0.010 TFS = 0.10

Battery system
(BS)

KBS = −0.0030 TBS = 0.10

Ultracapacitor
(UC)

KUC = −0.70 TUC = 0.90

Aqua electrolyser
(AE)

KAE = 0.0020 TE = 0.50

Fuel cell (FC) KFC = 0.010 TFC = 4

The transfer functions of the fuel cells (FC), WTG, DEG and that of solar thermal
power generator (STPG) aremodelled byfirst-order transfer functions [2]. The values
of all parameters are given in Table 7.1.

GWTG(S) = KWTG

1 + (S ∗ TWTG)
= �PWTG

�PW
(7.1)

GSTPG(S) = KS

1 + (S ∗ TS)
∗ KT

1 + (S ∗ TT )
= �PSTPG

�PSol
(7.2)

GFCk(S) = KFC

1 + (S ∗ TFC)
= �PFCk

�PAE
, K = 1, 2 (7.3)

GDEG(S) = KDEG

1 + (S ∗ TDEG)
= �PDEG

�u
(7.4)

Modelling of Various Energy Storage Components

Fuel cells (FC), ultracapacitor (UC) and battery system (BS) are used as energy
storage elements in this power system. The order of FC, BC and UC is a first-order
system. The values of time constant and gains provided in Table 7.1.
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Modelling of the Aqua Electrolyser

. Making use of the subsystem of the power produced from the energy of renewable
source, the aqua electrolyser yields hydrogen, e.g. wind and solar photovoltaic cells.
Representation of dynamics of aqua equalizer can be done by the transfer function
for small signal analysis. It uses (1 − Kn) portion of net power of wind TG and solar
TPG to generate hydrogen, that is being used again by two fuel cells just to generate
power and then fed into the grid [1].

GA = KAE/1 + sTAE
= �PAE/((�PWP + �PSP)(1 − Kn))

Kn = Pt/(PWP + PSP), Fn = 0.6 (7.5)

Transfer Function Modelling for Power System

GSYSTEM(s) = � f/�Pe = 1/(D + Is) (7.6)

where GSYSTEM = T.F. of the system. ‘Is’ is constant value of inertia, and ‘D’ is
damping constant. The value of ‘Is’ is 0.03 The value of ‘D’ is 0.4. �Pe = error in
the power and also in demand load. �f = the fluctuation in frequency deviation of
the system.

Wind, Solar and Demand Load Power Modelling

The equation for modelling the fluctuations on generation of wind, solar power and
demand load is as below [1]:

(7.7)

whereP stands for load power. ξ stands for indiscriminate element of power. η stands
for the average power. ¥ stands for time-based signal switchingwith gain that controls
the sudden change in mean output of power. (ϕ and β) are factors to standardize the
powers of ξ such that the per-unit level is matched. G(s) is the low pass transfer
function.

Parameters of the equation for generation of solar power are [1]:

•
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G(s) = 1

104s + 1
(7.8)

Parameters of the equation for generation of demand load are:
•

G(s) = 300

(300 ∗ s) + 1
− 1

(1800 ∗ s) + 1
(7.9)

Equation for the parameters used for the generation of wind power is [1]:

ξ ∼ U (−1, 1), ϕ = 0.8, β = 10, η = 2,

G(s) = 1

104s + 1
(7.10)

where Heaviside step function denoted by H(t). After modelling various energy
storage elements and other components, we observed that there is a need of the
continuous flow of power in between generating system and the load. For this, we
need a controller that canminimize the frequency deviation of the system. Section 7.3
gives information about designed controllers.

Design of Controller

PID Controller

This controller consists of derivative, proportional as well as integral control actions.
The error is linked to the proportional part, integral is the one that integrates the
available error and hence improvises the steady state, and the derivative is the one
that derivates error and hence improvises transient response [5]. Here, e(t) is error
signal which is difference between reference frequency (f ref) and frequency obtained
at the output f (t).

e(t) = fref(t) − f (t) (7.11)
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The output of controller is denoted by y(t) in time domain such that KI is integral
gain. Kp = the proportional gain, and Kd = derivative gain.

y(t) = Kp∗e(t) + Kd∗de(t)
dt

+ KI

t∫
0
e(t)*dτ (7.12)

Fuzzy-PID Controller

Typical fuzzy-PID controller consists of three inputs which are the error, integration
as well as the derivative of error. In this form, FLC requires large number of rule base
which is required for three inputs [3]. For example, sevenmembership functions, each
containing input, deliver with the 7× 7× 7, that is 343 number of rules; therefore, it
becomes very tough tomaintain this complexity. Therefore, themost commonly used
and simplified fuzzy-PID controller configuration is fuzzy PI + fuzzy PD shown in
Fig. 7.2 [4]. In this research, we have optimized the parameters using the technique
called GWO technique to reduce the frequency deviation [4] (Table 7.2).

1 u(t)
KPI

Fig. 7.2 Fuzzy-PID controller block diagram [4]

Table 7.2 Rule base of fuzzy logic controller

e dedt N_H N_M N_L Z_R P_L P_M P_H

N_H N_H N_H N_H N_H N_M N_L Z_R

N_M N_H N_H N_H N_M N_L Z_R P_L

N_L N_H N_H N_M N_L Z_R P_L P_M

Z_R N_H N_M N_L Z_R P_L P_M P_H

P_L N_M N_L Z_R P_L P_M P_H P_H

P_M N_L Z_R P_L P_M P_H P_H P_H

P_H Z_R P_L P_M P_H P_H P_H P_H
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Grey Wolf Optimization

Over the last two decades, various techniques of optimizing have become very
popular. We have used grey wolf optimization (GWO) algorithm.

The GWO algorithm imitates the control order or hierarchy as well as the pattern
to hunt by grey wolves in nature. To imitate the leadership hierarchy, four types of
grey wolves are employed which are alpha (α), beta (β), omega (ω) and delta (δ) [7].

Social Hierarchy

To design mathematical model, we consider alpha (α)-fittest spot, beta (β)-second
best spot and delta (δ)-third best spot.

Encircling Prey

During a hunt, these wolves circle around the prey. Mathematically, it can be
expressed as [1]:

�D =
∣
∣
∣ �V · −→

WP(t) − �W (t)
∣
∣
∣ (7.13)

�W (t + 1) =
∣
∣
∣
−→
WP(t) − −→

P. �D
∣
∣
∣ (7.14)

Here, ‘t’ is the present iteration, �P and �V are coeff. vectors,
−→
WP is the positional

vector of pray, and �W is positional vector of the GWO. �P as well as �V are calculated
as given below:

−→
P = 2 �p.−→q1 − �p (7.15)

�V = 2.−→q2 (7.16)

Where components of −→p are decreasing from [2, 0] along the path of iterations. The
vectors −→q1 ,−→q2 are random vectors in range [0, 1].
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Hunting

Grey wolves hold the skill to identify the place of the prey and make a circle around
them. Generally, the hunt is directed by alpha. The hunting can also be joined by beta
and delta now and then [7]. In order to calculate the i hunting actions mathematically
of grey wolf, we presume that the ‘α’, ‘β’ and ‘δ’ contains desirable information
regarding the position of the preys. Hence, we keep the better solutions acquired till
now and update the position of more grey wolves by using ‘α’ and ‘β’ position.

−→
Dα =

∣
∣
∣
−→
V1 · −→

Wα − �W
∣
∣
∣,

−→
Dβ =

∣
∣
∣
−→
V2 · −→

Wβ − �W
∣
∣
∣,

−→
Dδ =

∣
∣
∣
−→
V3 · −→

Wδ − �W
∣
∣
∣

−→
W1 =

∣
∣
∣
−→
Wα(t) − −→

P1 .
−→
Dα

∣
∣
∣,

−→
W2 =

∣
∣
∣
−→
Wβ(t) − −→

P2 .
−→
Dβ

∣
∣
∣,

−→
W3 =

∣
∣
∣
−→
Wδ(t) − −→

P3 .
−→
Dδ

∣
∣
∣

�W (t + 1) =
−→
W1 + �W2 + −→

W3

3
(7.17)

Attacking the Prey (Exploitation)

Whenever the prey becomes still, the greywolves complete their hunting by attacking
that prey. To design the approach precisely, we reduce the �p value. The varying array
of �P is reduced by �p, i.e. �P is an arbitrary value in the range [−p, p] where p is
declined from 2 to 0 in the path of iterations. The next spot of a search agent is any
spot b/w its present spot and the location of the pray when random values of

−→
P are

in [−1, 1].
For optimization, the objective function (say ‘O’) has been taken as the perfor-

mance index for simulation period, by using the sum of fluctuation of controller’s
signal (u) from its steady state value (uss) and the square of frequency deviation.

O = 0.5 ∗ (� f )2 + 0.5 ∗ (u − uss)2 (7.18)

uss is defined as the steady state control signal:

uss = 0.81H(t) + 0.17H(t − 40) + H(t − 80) (7.19)
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Results and Discussions

In the present work, the hybrid power system is controlled by PID [6] and fuzzy-PID
[4] controller to achieve minimum frequency deviation. Later, the gains of fuzzy-
PID controller are optimized with the help of GWO algorithm [7]. The simulation
is carried out using MATLAB software. To optimize the controller parameters, we
have used grey wolf optimization Fig. 7.4 for various controller structure is deviation
of control signals that demonstrates controller actions needed in fuzzy-PID tuned
GWO is lesser as compared to another controller. Figure 7.5 is ‘frequency deviation’
of various types of control structures, and it is seen that the oscillation band of fuzzy-
PID with GWO is lesser in contrast to other used controllers. Table 7.3 shows the
values of parameters for different controllers (Fig. 7.3).

This limited variation in fuzzy-PID tuned GWO is extremely significant as
mechanical elements like DEG, BS, FS, etc. are being initialized by using control
signal. Because of this, the oscillation reduces.

Fig. 7.3 shows the convergence curve of GWO for fuzzy-PID

Fig. 7.4 Control signal deviations for various controllers
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Fig. 7.5 Frequency deviation for various controllers

Table 7.3 Parameters of controllers

Controller KP K I KD KPI

PID 0.95 1.83 0.02 –

Fuzzy-PID 2.23 0.81 0.05 10.3

GWO tuned fuzzy-PID 1.44 1.33 0.79 0.08

Robustness Test

Variations in Parameters of Ultracapacitor
In this hybrid power system, modification of the variables of ultracapacitor (UC)
would interrupt structure much in contrast to another components as UC shares
maximum volume of power in contrast to various components linked in response
track. Hence, to check the worst condition, testing for robustness is required. 50 and
30% decrease and increase in time constant as well as in gain which is done. Table
7.4 displays the integral square of error (ISE) for all UC.

Table 7.4 Variation of
parameter of ultracapacitor
for robustness test

Cases Integral square of error (ISE)

PID Fuzzy-PID GWO tuned
fuzzy-PID

Standard 1.51 1.32 1.15

30% Inc. 1.92 1.35 1.2

30% Inc. 1.19 1.36 1.24

50% Inc. 2.3 1.42 1.21

50% Inc. 1.37 0.90 0.76
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Robustness Test After Disconnecting Various Energy Storage
Elements

By removing various elements of hybrid system, we have verified the robustness
of the simulated values of controller parameter. We have considered three cases
in which FS, BS and DEG are disconnected one by one. As we removed these
components, it either increases or decreases the system performance or increases as
per the conditions. FromTable 7.4, it is observed that the controller and the frequency
deviation effect is minimum with GWO tuned fuzzy-PID in comparison with fuzzy-
PID and PID controllers. It is observed by concluding Tables 7.3, 7.4 and 7.5 that
values of integral square of error (ISE) are least for all maximum cases of GWO
tuned fuzzy-PID controller as compared to the fuzzy-PID and PID controllers.

The comparison of proposed approach with literature is given in Table 7.6 which
shows that frequency and control signal deviation and the ISE value are minimum
with GWO tuned fuzzy-PID. Table 7.6 shows that GWO tuned fuzzy-PID controller-
based system is robust and effectual under parameter variations as well as component
removal.

Table 7.5 Robustness test after disconnecting various energy storage elements

Controller Component removed ISE ISDCO O

PID Battery system (BS) 1.71 2.72 4.42

Diesel energy generator (DEG) 1.74 2.34 4.08

Flywheel system (FS) 1.45 2.98 4.45

Fuzzy-PID Battery system (BS) 1.43 2.77 4.20

Diesel energy generator (DEG) 1.33 2.79 4.12

Flywheel system (FS) 1.46 2.83 4.31

GWO tuned fuzzy-PID Battery system (BS) 1.26 2.69 3.95

Diesel energy generator (DEG) 1.17 2.88 4.05

Flywheel system (FS) 1.26 2.93 4.2

Table 7.6 Comparison of
results with literature

Parameters Proposed approach Literature [2]

Frequency deviation 0.6 0.8

Controller signal 2.5 3

ISE 1.15 1.55

ISDOE 2.91 2.96

O 4.06 4.51
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Conclusion

The main aim of proposed research work is to keep persistent power flow between
generating station and load with minimum grid frequency variations with the
use of single controller. To achieve this objective, centralized control scheme is
employed for hybrid power system using PID, fuzzy-PID and GWO tuned fuzzy-
PID controllers. The robustness test has also been performed under ultracapacitor
parameter variations and by removing elements of hybrid power system. It is, hereby,
concluded that fuzzy-PID tuned with GWO performs better than the PID as well as
standard fuzzy-PID controllers. The result shows that the frequency and control
signal deviation and ISE value are minimum in GWO tuned fuzzy-PID in contrast to
other designed controllers. The conclusion is that GWO tuned fuzzy-PID controller
shows the suitability to effectively maintain persistent power flow between the load
and generating stations for hybrid power system.
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Chapter 8
A New Classical Method
of Reduced-Order Modelling and AVR
System Control Design

Nafees Ahamad, Afzal Sikander, and Gagan Singh

Introduction

Approximation methods are very important in control systems to make a system
simple and cost-effective. The simplified model should retain the essential charac-
teristics of the original higher-order system and map them closely. Some authors
have proposed several order reduction techniques in the existing literature such as
Pade, Routh, truncation method, Mikhailov criterion, and pole clustering [1–15].
These techniques are mainly categorized as time and frequency domain reduction
techniques. In the frequency domain, the first method was introduced by Davison [1]
in 1966, and then, after ongoing research in 1974, the Padé approximation method
was proposed by Shamash [2]. This method is simple in terms of calculations and
matches the initial time moments and minimizes the difference between steady-state
values of the reduced and original system. The main problem of this technique is that
the simplified system can be unstable, even if the original model is stable. Routh [3]
and modified Routh approximation [4] improve the drawbacks of the Pade approx-
imation method. There are several methods for order reduction based on different
criteria such asRouth stability criterion [5], truncationmethod of reduction [6], Cauer
continued fraction methods [7], factor division [8], and error minimization [9–16].
There is a mixed method that uses the Mikhailov criterion and factor division algo-
rithm [17] which acquires the stability characteristics of the simplified system if the
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original is stable. These mixed techniques are developed by utilizing the advantages
of two different techniques [18, 19].

A new classical computationally simple and very effective method based on direct
coefficients comparison is proposed in this study, where a higher-order system is
made equivalent to the desired reduced-order system. After cross-multiplication of
the numerators and denominators of both the systems, the coefficient of power of ‘s’
is compared, which gives linear homogeneous equations in terms of coefficient of the
given system and desired reduced system. For a given nth-order system and desired
reduced kth (n < k) order system, the no. of linear equations is n + k of which
only 2 k + 1 are independent equations and rest are dependent equations. These
independent equations can be put in matrix form which can be converted into row
echelon form by using the Gauss-Jordan method [20]. This results in a matrix that
has one free variable. The non-trivial solution can be obtained for this homogeneous
system by selecting any value for the free variable. Hence, any nth order system can
be converted into a kth (k < n) order system. To prove the efficiency of the proposed
classical approach, one benchmark example is considered from literature which is
reduced to second order by this method. Another example is a practical problem of
a power system, in which an AVR [21] is reduced by the proposed method and then
its PID controller [21–25] is designed using the PSO technique [26]. For a unit step
input, the response of the original and reduce system is drawn. It is discovered that the
projected technique provides a close estimation to the original system in comparison
with the Padé approximation [2] and some of the already existing methods as per
the “integral of the square error (ISE)” [12] criterion. The proposed diminished
order-based PID controller also works satisfactorily with the full-order AVR system.

Problem Statement

Let us assume a nth-order continuous time SISO system, given by the transfer
function

G(s) = N (s)

D(s)
= an−1sn−1 + a2s2 + a1s + · · · a0

bnsn + b2s2 + b1s + · · · b0 (8.1)

where a0, a1, … an−1 and b0, b1 …bn are the scalar constants.
The above system can be reduced to kth (k < n) order which is exemplified by the

following transfer function

Gk(s) = Nk(s)

Dk(s)
= dk−1sk−1 + d2s2 + d1s + · · · d0

eksk + e2s2 + e1s + · · · e0 (8.2)

where d0, d1, … dk−1 and e0, e1 … en are the scalar constants.
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The reduced model should be such as to preserve the substantial features of the
original higher-order system and to bring the error between the step response of the
two systems as minimum as possible.

Proposed Methodology

Step 1 Comparing Eqs. (8.1) and (8.2) directly and multiplying the corresponding
numerator and denominator.

(an−1ek)s
n+k−1 + (an−2ek + an−1ek−1)s

n+k−2

+ (an−3ek + an−2ek−1 + an−1ek−2)s
n+k−3

+ (an−4ek + an−3ek−1 + an−2ek−2 + an−1ek−3)s
n+k−4 · · ·

+ a0e0 = (bndk−1)s
n+k−1 + (bn−1dk−1 + bndk−2)s

n+k−2

+ (bn−2dk−1 + bn−1dk−2 + bndk−3)s
n+k−3

+ (bn−3dk−1 + bn−2dk−2 + bn−1dk−3 + bndk−4)s
n+k−4 · · · + b0d0

(8.3)

Step 2 Comparing the coefficients of power of ‘s’ and make Table 8.1.
All the equations given in Table 8.1 are not independent. Only 2k + 1
equations out of n + k are independent because there are 2k + 1 unknown
coefficients (ek , ek−1 … e0, dk−1, dk … d0), and hence, rest n − k − 1
equation can be ignored.

Step 3 Write the above equations in matrix form as

Table 8.1 Coefficients corresponding to a different power of ‘s’

sn+k−1 an−1ek = bndk−1

sn+k−2 an−2ek + an−1ek−1 = bn−1dk−1 + bndk−2

sn+k−3 an−3ek + an−2ek−1 + an−1ek−2 = bn−2dk−1 + bn−1dk−2 + bndk−3

sn+k−4 an−4ek+an−3ek−1+an−2ek−2+an−1ek−3 = bn−3dk−1+bn−2dk−2+bn−1dk−3+bndk−4

– –

– –

– –

s0 a0e0 = b0d0
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

an−1 0 0 · · 0 −bn 0 · · 0
an−2 an−1 0 · · · −bn−1 −bn · · ·
an−3 an−2 an−1 · · · −bn−2 −bn−1 · · ·
an−4 an−3 an−2 · · 0 −bn−3 −bn−2 · · 0
· an−4 an−3 · · an−1 −bn−4 −bn−3 · · −bn
· · an−4 · · an−2 · −bn−4 · · −bn−1

· · · · · an−3 · · · · −bn−3

a0 · · · · an−4 · · · · −bn−4

0 a0 · · · · −b0 · · · ·
· 0 a0 · · · 0 −b0 · · ·
· · 0 · · · · 0 · · ·
· · · · · · · · · · ·
0 0 0 · · 0 0 · · −b0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ek
ek−1

ek−2

·
·
·
e0
dk−1

dk−2

dk−3

·
·
·
d0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.4)

It represents a homogeneous system [A][x] = [0] and always has the solution
[x] = 0. Any non-zero solution to [A][x] = [0], if they exist, is called
non-trivial solution. The size of the above matrices are (n + k)by(2k + 1),
(2k + 1)by1, and (2k + 1)by1, respectively.

Step 4 To get the solution of the above homogeneous equation, consider 2k + 1
rows only (first k rows and last one row) and interchange the last two rows
and then finally convert this coefficient matrix into row echelon form by
using Gauss-Jordan method. Now equation becomes

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 g1,1 g1,2 · · g1,2k
0 1 g21 · · g2,2k−1

0 0 1 · · g3,2k−2

0 0 0 · · g4,2k−2

· · · · · ·
· · · · · ·
· · · · · ·
0 0 0 · · 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ek
ek−1

ek−2

·
·
·
e0
dk−1

dk−2

dk−3

·
·
·
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
·
·
·
·
·
·
·
·
·
·
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.5)

The sizes of the above matrices are (2k + 1) by (2k + 1), (2k + 1) by 1,
and (2k + 1) by 1, respectively.
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Let

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 g1,1 g1,2 .. . g1,2k
0 1 g21 .. . g2,2k−1

0 0 1 .. . g3,2k−2

0 0 0 .. . g4,2k−2

. . . .. . .

. . . .. . .

. . . .. . .

0 0 0 .. . 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ek
ek−1

ek−2

.

.

.

e0
dk−1

dk−2

dk−3

.

.

.

d0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

&B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
.

.

.

.

.

.

.

.

.

.

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. So the system

is represented by the following equation

[A][x] = [B] (8.6)

Here, the leading variable d0 is called a free variable. Assuming any value to
this free variable gives many solutions to the original homogeneous system.
Again, let d0 = t, then B matrix becomes as

B = [
0 0 . . . 0 t

]T
(8.7)

Step 5 Solution of Eq. (8.6) is given by the following relation

[x] = [A]−1[B] (8.8)

Now the reduced kth order system is given byEq. (8.2)with coefficients calculated
as above.

Numerical Examples, Results, and Discussion

Example 1 Let us take an eighth-order benchmark control problem given by the
following transfer function [19]

35s7 + 1086s6 + 13285s5 + 82402s4 + 278376s3 + 51812s2 + 482964s1 + 194480

s8 + 21s7 + 220s6 + 1558s5 + 7669s4 + 24469s3 + 46350s2 + 45952s1 + 17760
(8.9)

Let the desired system is of second order, so now Eq. (8.2) becomes
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G2(s) = N2(s)

D2(s)
= d0 + d1s

e0 + e1s + e2s2
(8.10)

As explained above, equating Eq. (8.1) with Eq. (8.2) and writing only five
equations in matrix form after interchanging last two rows.

⎡
⎢⎢⎢⎢⎢⎣

35
1086
13285
0

82402

0
35

1086
0

13285

0
0
35

194480
1086

−1
−21
−220
0

−1558

0
−1
−21

−17760
−220

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

e2
e1
e0
d1
d0

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎦

(8.11)

Converting Eq. (8.11) into row echelon form

⎡
⎢⎢⎢⎢⎢⎣

1 0 0 −1
35 0

0 1 0 − 35
1225

−1
35

0 0 1 − 185711
42875

351
1225

0 0 0 1 − 39383085
451463441

0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

e2
e1
e0
d1
d0

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎦

(8.12)

Put do = 1 and find other coefficients
e2 = 0.0025, e1 = 0.0036, e0 = 0.0913, d1 = 0.0872, and d0 = 1
So reduced system is given as

G2(s) = 0.08723s + 1

0.002492s2 + 0.003576s + 0.09132
(8.13)

The unit step plot of the actual problem and simplified systems is presented in
Fig. 8.1, and integral of square error (ISE) is compared in Table 8.2 by different
methods. We see that the proposed classical technique offers better results compared
to some of the current classical methods.

Fig. 8.1 Unit step response
for original and simplified
systems
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Table 8.2 ISE comparison of different simplified systems

Systems Simplified systems G2(s) ISE = ∞∫
0
(y − yr )2dt

Proposed method 0.08723s+1

0.002492s2 + 0.003576s

+0.09132

2.4960

Pade App [2] −100.4s−76.35
s2−9.894−6.972

Unstable

Hsieh et al. [4] 1.6666s+61.271473
0.047619s2+s+5.59533

33.6621

Prasad et al. [17] 8.690832s+4.498007
s2+0.836381s+0.41076

115.3929

Sivanandam et al. [20] 35s+401.21
s2+1.436s+36.63

2.4995

Shamash [21] 13.09095s+5.271465
s2+1.245549s+0.48139

90.7035

Example 2 Consider a closed-loop transfer function of an automatic voltage regu-
lator (AVR) without PID controller used in a synchronous generator [21] given
as

Vt(s)

Vref(s)
= 10 + 0.1s

11 + 1.51s + 0.555s2 + 0.045s3 + 0.0004s4
(8.14)

whereV t(s) is the terminal voltage andV ref(s) is the reference voltage of the gener-
ator. In the above AVR system, the open-loop transfer function has been simplified
to second order by the proposed technique which results in the following open-loop
transfer function

(
Vt(s)

Vref(s)

)

red

= 25

2.5 + 3.75s + 1.35s2
(8.15)

Now, two different proportional–integral–derivative (PID) controllers are
designed using particle swarm optimization (PSO) one for full-order and second for
reduced-based AVR system. The PSO parameters chosen to design these controllers
are Swarm Size= 50, Maxi Iterations= 200, Kappa= 1, Phi1= Phi2= 2.05, Chi=
0.72984, and C1= C2= 1.4962, and the two objective functions named as “integral
time-absolute error (ITAE) and integral time-square error (ITSE)” [12] are taken

which are given as fITAE = Tss∫
0
t |y(t) − yr (t)|dt and fITSE = Tss∫

0
t |y(t) − yr (t)|2dt .

Different step responses are drawn in Fig. 8.2. This figure shows that even a reduced-
based PID controller performs well with the original AVR system which confirms
the efficacy of the proposed methodology. The values of different controller’s coef-
ficients such as Kp, Ki, and Kd are revealed in Table 8.3 with their time response
specifications. “Rise time (tr), settling time (ts), and maximum overshoot (Mp)” [12]
of reduced-based PID controller are comparable with that of full-order controllers.
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Fig. 8.2 Unit step response
of different systems
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Table 8.3 Controller parameters and time-domain specifications

System PID controller parameter Time response specifications

Kp Ki Kd Mp (%) tr (s) ts (s)

Without
controller

- - - 65.723 0.2607 6.9865

PID/full order 1.23 0.393 0.85 16.474 0.16245 0.85372

PID/reduced
order

1.4999 1 0.5399 21.488 0.12916 0.74146

PID/PSO/ITAE
[14]

1.3541 0.9266 0.4378 18.818 0.14933 0.81453

PID/PSO/ITSE
[14]

1.7774 0.3827 0.3184 30.063 0.16098 3.3994

Conclusion

In this article, the authors proposed a new classical method to decrease the order
of the LTI SISO system, and thereafter, a reduced-based PID controller design for
the automatic voltage regulator used in electrical power generation. In the suggested
technique, the higher-order system (nth order) transfer function is directly compared
with the reduced-order (kth order) transfer function (k < n). The obtained equations
are put in matrix form, and then this matrix is converted into row echelon form using
the Gauss-Jordan method. This results in one free variable, the value of which can be
assumed depending on the given transfer function. After selecting the free variable,
the coefficients of the required kth order system can be computed. Two examples
are considered to prove the effectiveness of the techniques. PID controllers are also
designed for automatic voltage regulator (AVR) based on reduced-order as well as
full-order system using particle swarm optimization (PSO) technique taking ITAE
as error criterion. As we see, Pade fails for the eighth-order system whereas the
proposed technique gives results with good accuracy. The obtained ISE value is
less as compared to other classical techniques. Reduced-order-based PID controller
designed for the AVR system works well with full-order controller.



8 A New Classical Method of Reduced-Order Modelling … 97

References

1. Davison E (1966) A method for simplifying linear dynamic systems. IEEE Trans Automat
Contr 11:93–101

2. Shamash Y (1974) Stable reduced-order models using Padé-type approximations. IEEE Trans
Automat Contr 19:615–616. https://doi.org/10.1109/TAC.1974.1100661

3. HuttonM, FriedlandB (1975)Routh approximations for reducing order of linear, time-invariant
systems. IEEE Trans Automat Contr 20:329–337. https://doi.org/10.1109/TAC.1975.1100953

4. Hsieh CS, Hwang C (1989) Model reduction of continuous-time systems using a modified
Routh approximation method. IEE Proc D Control Theory Appl. https://doi.org/10.1049/ip-d.
1989.0022

5. Krishnamurthy V, Seshadri V (1978) Model reduction using the Routh stability criterion. IEEE
Trans Automat Contr. https://doi.org/10.1109/TAC.1978.1101805

6. Shamash Y (1981) Truncation method of reduction: a viable alternative. Electron Lett. https://
doi.org/10.1049/el:19810070

7. ParthasarathyR, John S (1981) Cauer continued fractionmethods formodel reduction. Electron
Lett. https://doi.org/10.1049/el:19810554

8. Lucas TN (1984) Biased model reduction by factor division. Electron Lett. https://doi.org/10.
1049/el:19840402

9. Mukherjee S, Mishra RN (1987) Order reduction of linear systems using an error minimization
technique. J Franklin Inst. https://doi.org/10.1016/0016-0032(87)9007-8

10. Howitt GD, Luus R (1990) Model reduction by minimization of integral square error
performance indices. J Franklin Inst. https://doi.org/10.1016/0016-0032(90)90001-Y

11. Sikander A, Thakur P (2017) Reduced order modelling of linear time-invariant system using
modified cuckoo search algorithm. Soft Comput

12. Sikander A, Prasad R (2017) New technique for system simplification using Cuckoo search
and ESA. Sadhana

13. Bhatt R, Parmar G, Gupta R, Sikander A (2018) Application of stochastic fractal search in
approximation and control of LTI systems. Micro Tech

14. Sikander A, Prasad R (2019) Reduced order modelling based control of two wheeled mobile
robot. J. Int Manuf

15. Ahamad N, Sikander A, Singh G (2019) Substructure preservation based approach for discrete
time system approximation. Micro Tech

16. Mittal AK, Prasad R, Sharma SP (2004) Reduction of linear dynamic systems using an error
minimization technique. J Inst Eng Electr Eng Div

17. Prasad R, Sharma SP, Mittal AK (2003) Linear model reduction using the advantages of
Mihailov criterion and factor division. J Inst Eng Electr Eng Div

18. Kumar V, Tiwari JP (2012) Order reducing of linear system using clustering method factor
division algorithm. Int J Appl Inf Syst 3

19. G Vasu, P Murari, Kumar RP (2012) Reduction of higher order linear dynamic SISO and
MIMO systems using the advantages of improved pole clustering and PSO. In: Proceedings of
the international conference on advances in computer, electronics and electrical engineering

20. Gopal M (2002) Control systems: principles and design. Tata McGraw-Hill Education
21. Ekinci S, Hekimoglu B (2019) Improved kidney-inspired algorithm approach for tuning of PID

controller in AVR system. IEEE Access. https://doi.org/10.1109/ACCESS.2019.2906980
22. Sikander A, Thakur P, Bansal RC, Rajasekar S (2018) A novel technique to design cuckoo

search based FOPID controller for AVR in power systems. Comp Electr Eng
23. Uniyal I, Sikander A (2018) A comparative analysis of PID controller design for AVR based

on optimization techniques. Int Comm Ctrl Devices
24. Verma P, Patel N, Nair NKC, Sikander A (2016) Design of PID controller using cuckoo search

algorithm for buck-boost converter of LED driver circuit South. Power Electr

https://doi.org/10.1109/TAC.1974.1100661
https://doi.org/10.1109/TAC.1975.1100953
https://doi.org/10.1049/ip-d.1989.0022
https://doi.org/10.1109/TAC.1978.1101805
https://doi.org/10.1049/el:19810070
https://doi.org/10.1049/el:19810554
https://doi.org/10.1049/el:19840402
https://doi.org/10.1016/0016-0032(87)9007-8
https://doi.org/10.1016/0016-0032(90)90001-Y
https://doi.org/10.1109/ACCESS.2019.2906980


98 N. Ahamad et al.

25. Goyal R, Parmar G, Sikander A (2019) A new approach for simplification and control of linear
time invariant systems. Micro Tech

26. Kennedy J (2011) Particle swarmoptimization. In: Encyclopedia ofmachine learning. Springer,
pp 760–766



Chapter 9
Unscented Kalman Filter Based Dynamic
State Estimation in Power Systems Using
Complex Synchronized PMU
Measurements

Shubhrajyoti Kundu, Anil Kumar, Mehebub Alam,
Biman Kumar Saha Roy, and Siddhartha Sankar Thakur

Introduction

The main objective of SE is to obtain the voltage phasor at the different buses with
the utilization of existing measurements. The static state estimation (SSE) approach
weighted least square estimation (WLSE) has been broadly used due to its fast
convergence property. However, state prediction cannot be entertained which is a
major advantage of DSE. System observability can be ensured due to prediction
capabilities of DSE. The degree of accuracy of the traditional SE technique can be
enhanced to a great extent using dynamic-based approach.

A lot of approaches have been suggested to solve the problem of SE. The SE
problem has been solved through WLS-based approach in [1, 2]. In [3], tracking
SE has been performed where the estimator tracks the changes in measurement
vector and corresponding changes in the state vector. Kundu et al. proposed a novel
approach of static SE based on linear model of complex PMU measurement [4].
The EKF-based DSE has been implemented in [5] for estimating power system
state variables. The authors utilized the Extended fractional Kalman filter (EFK)
[6] for power system DSE. UT, i.e., a derivative-free transformation technique,
was implemented in [7] to show the shortcoming of derivative-based approach by
providing a direct method of transforming mean and co-variance information. In
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[8], authors have implemented UKF-based approach for DSE problem. Chakrabarty
et al. [9] applied Cubature Kalman filter-based approach for DSE problem in power
systems. In Sreenath et al. [10] introduced Unscented RTS smoother based estimator
considering hybrid measurements.

Previously, the SE problem has been solved using WLSE technique in which
nonlinear equation of power system network has been transformed into linear equa-
tion usingTaylor seriesmethodwhich is amajor challenge in SE. In order to copewith
this problem, UKF, i.e., based on UT can be implemented to solve state estimation
problems in power systems. From the existing literature, it can be seen thatmost of the
literature has either discussed SSE problems or solved power system DSE problem
utilizing EKF-based approach. Though the authors in [8–10] have used UKF or
CKF-based approach, however, the authors haven’t exploited the linear relationship
existing between complex PMU measurements and complex state variables.

Many researchers have also implemented variousmethods for optimally allocating
PMUs. Taufik et al. [12] implemented binary bat algorithm for optimal allocation
of PMUs. In Kundu et al. [13], obtained an optimal allocation of PMUs considering
maximum connectivity of buses to lines.

Although SE has emerged as a matured area of work, still further investigation
is continued to enrich the SE software and estimate better state at the ECC. In this
paper, a new DSE approach has been developed based on UKF which utilizes the
complex line currents and complex bus voltage as sets of measurement vector and
treats complex bus voltage as state variables.

Problem Formulation

Traditional SE approach

The relation between n dimensional state vector v and measurement vector Zmeas
can be illustrated as

Zmeas = h(v) + u (9.1)

where h(v) is load flow equation of dimension m × n. Here, u is m dimensional
measurement noise vector. Measurement noise vector must satisfy the following
statistical properties.

E (u) = 0, E (u.uT ) = R (9.2)

Here R is measurement error covariance matrix and E is mean. The objective
function in WLSE must be minimized to obtain estimated state vector x.

J (v) = [Zmeas − h(v)]T R−1[Zmeas − h(v)] (9.3)
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For the minimization of above objective function J(v) its derivative must be zero.
Minimization of J(v) leads to iterative solution as

�V = [HT R−1H]−1HT R−1�Zmeas (9.4)

�Z is mismatch vector and H is Jacobian matrix.

The Unscented Transformation

The estimation error depends on the approximation of non- linear function about
the operating point, if this approximation is not performed properly then there exists
estimation error. The statistics of random variable x of dimension n that goes under
non-linear transformation is determinedbyUT.Toobserve the statistics of the random
variable we generate a set of points of length 2n + 1 called sigma points. To create
2n + 1 no. of samples, i.e., sigma points of covariance P and mean m, we introduce
a matrix χ .We can define,

χo = m (9.5)

χi = m +
(√

(n + ψ)P
)
i
, i = 1, . . . , n (9.6)

χn+i = m −
(√

(n + ψ)P
)
i
, i = 1, . . . , n (9.7)

ψ = α2(n + kappa) − n, (9.8)

In general 10−4 ≤ α ≤ 1, kappa = 3 − n. Cholesky decomposition of covariance
matrix P is required to avoid the presence of complex numbers in the sigma point
fromwhich lower triangular matrix has been chosen for sigma point calculation. The
weight of sigma points corresponding to different column is described below

W (m)
0 = ψ

n + ψ
(9.9)

W (c)
0

ψ

n + ψ
+ (1 − α2 + ϕ) (9.10)

W (m)
i = W (c)

i = 1

2(n + ψ)
i = 1, . . . , 2n (9.11)
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Power System Dynamic Model

The power system dynamics model proposed by Deb & Larson can be given as

x (k + 1) = x(k) + ϑ(k) (9.12)

According to this model, the Predicted states and corresponding error covariance
matrix is expressed as

x p(k + 1) = xe(k) (9.13)

Pcov(k + 1) = Pcov(k) + Q(k) (9.14)

ϑ(k), and Q(k) are the model uncertainty and diagonal covariance matrix
respectively.

UKF-Based DSE Modeling

Calculation of Sigma Points

2n + 1 no. of samples, i.e., sigma points are calculated using the state variable x and
covariance matrix P at the time instant k − 1

Xk−1 = [xk−1, . . . , xk−1]
√
n + ψ

[
0
√
Ppri
k −

√
Ppri
k

]
(9.15)

State Prediction

The calculated sigma point at time instant k − 1 is updated through nonlinear function
f as

Xi
estk = f (Xi

k−1, k − 1) (9.16)

The size of matrix Xi
estk is n × (2n + 1).

xprik =
2n∑
i=0

Wm
i Xi

estk (9.17)
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Ppri
k =

2n∑
i=0

Wc
i

[
(Xi

estk − xprik )(Xi
estk − xprik )T

]
+Qk−1 (9.18)

Where xprik and Ppri
k represent the mean vector of the predicted state variables and

covariance matrix, respectively and Qk is uncorrelated covariance matrix.

State Filtering

Predicted sigma points are calculated as shown in (9.23) utilizing the mathematical
equation expressed in (9.21) and (9.22).

Xpri
k = [xprik , . . . , xprik ] + √

n + ψ

[
0
√
Ppri
k −

√
Ppri
k

]
(9.19)

The predicted sigma points are evaluated through function of complex PMU
measurements as given in (9.24)

Y pri
k = h(Xpri

k , k) (9.20)

Mean corresponding to the propagated points are calculated as

μk =
2n∑
i=0

Wm
i Y prii

k (9.21)

Dk =
2n∑
i=0

Wc
i [(Y prii

k − μk)(Y
prii
k − μk)

T ] + Rk (9.22)

Fk =
2n∑
i=0

Wc
i

[
Xprii
k − xprik )(Y prii

k − μk)
T
]

(9.23)

Dk and Fk aremeasurement covariance and cross-covariancematrix, respectively.
Kalman gain Kk , is obtained as

Kk = DkF
−1
k (9.24)

Estimated state variables and corresponding error covariance matrix can be
calculated as

xk = xprik + Kk[yk − μk] (9.25)
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Pk = P−1
k − KkDkK

T
k (9.26)

Proposed Algorithm

The UKF-based proposed DSE algorithm is described below:

Step 1 Read the measurement, i.e., complex line currents, and complex bus voltage.
Step 2 Initialize the state and covariance (Xo,Po)
Step 3 Compute the sigma points.
Step 4 Obtain the mean vector of the predicted states and covariance matrix using

sigma points.
Step 5 Calculate state mean, measurement and cross-covariance matrix utilising

Measurements
Step 6 Calculate Kalman gain using measurement and cross covariance matrix.
Step 7 Calculate estimated state mean vector and error covariance matrix.
Step 8 Update the error covariance matrix
Step 9 Display the results.

Simulation Details

The load change at each bus in IEEE test system has been considered at an interval
of an hour. So we have 24 different time instant by considering the practical situation
as mentioned in IEEE Reliability test system [11]. Change in load is shared by each
generator based on their corresponding participation factors. Load flow analysis has
been performed for 24-time samples to obtain the true value of power system states.
The proposedmethod has been simulated utilizing complex bus voltage and complex
branch current as set of measurement vector. A Gaussian noise of mean value zero
and standard deviation (SD) of 0.5% has been introduced in true measurement vector
for the practical scenario of actual power system. Deb and Larsen method is used
for prediction of states in which predicted states at (k + 1)th time instant remains
unchanged to states at kth time instant. The programming and simulation for IEEE
test system are carried out using MATLAB software of version 8.1 (R2013a).

Indices for Performance Parameter

Different performance parameter has been evaluated for the proposed UKF-based
approach. The performance parameter of conventional WLSE is compared with
proposed method UKF.
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The average absolute state error (AE) is computed as

AE(k) = 1

2 ∗ (nbus − 1)

2∗(nbus−1)∑
i=1

[
xesti (k) − x tri (k)

]
(9.27)

x(k) represents voltage vector for time step of k. xesti (k) is the estimated voltage
vector and xtri (k) denotes the true value. J index, i.e., the performance evaluation
index can be computed as

J (k) =
∑nm

i=1

∣∣zesti (k) − ztri (k)
∣∣

∑nm
i=1

∣∣zmeas
i (k) − ztri (k)

∣∣ (9.28)

Where nm is entire measurement set for each time sample.zesti (k) is esti-
mated complex bus voltages and complex line currents at kth time step.
similarly,ztri (k) and z

meas
i (k) are true and measured value for kth time step. The

maximum absolute state (ME) error is found as

m(k) = max
[∣∣xesti (k)|−|x tri (k)

∣∣] (9.29)

Statistical Parameter

To show the supremacy of the proposed algorithm, statistical parameter is also
calculated. The maximum of mean square error (ω)

ω = max

[
1

ts

ts∑
k=1

(
xesti (k) − x tri (k)

)2
]

(9.30)

ts is total number of time steps, xesti (k) and xtri (k) are estimated and actual value
of voltage vector. The maximum standard deviation error (λ) is calculated as

1

ts − 1

[
ts∑

k=1

(
xesti (k) − x tri (k)2

)
]0.5

(9.31)

ts is total number of time step, xesti (k) and xtri (k) are estimated and actual value
of voltage vector. The maximum of sum squared error (ñ) is calculated as

ɲ=max [ (9.32)
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The average of absolute error (δ). Themathematical formulation for δ is expressed
as

δ = 1

ts

ts∑
k=1

1

(2 ∗ nbus − 1)

(2∗nbus−1)∑
k=1

|xesti (k) − x tri (k) (9.33)

Results and Discussions

The proposed approach is implemented on various IEEE systems, i.e., IEEE 6, 14,
30, 57, and 118 bus test systems. Due to limitation of space, some useful results are
demonstrated here. Figures 9.1 and 9.2 show the comparison of active power at bus
29 and 40 of IEEE 57 and IEEE 118 bus system respectively. From Figs.9.1 and 9.2,
it can be clearly visualized that the proposed approach provides much closer to true
value compared to WLS-based approach. Further, Fig. 9.3 shows the comparison
of reactive power at bus 22 of IEEE 118 bus system. It can also be noted that the

Fig. 9.1 Estimated bus
active power at bus 29 of
IEEE 57 bus system

Fig. 9.2 Estimated bus
active power at bus 40 of
IEEE 118 bus system
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Fig. 9.3 Estimated bus
reactive power at bus 22 of
IEEE 118 bus system

estimation obtained through proposed UKF considering optimally allocated PMUs
(PPOL) is almost similar to that of estimation obtained considering PMUs allocated
at all the buses (PPAB). PMUs are allocated optimally based on the approach as
mentioned in [13].

J index is an important performance parameter that shows overall performance of
estimated power system states. For IEEE 57 bus test system, comparison of J index
for WLSE and UKF-based algorithm has been shown in Fig. 9.4 It is observed that
for most of the time instant J index is less in UKF considering both PPAB and PPOL.
In fact, when PMUs are placed at all the buses (PPAB), the J index obtained through
proposed approach lies much below as shown in blue color for IEEE 57 bus.

To validate the estimated state vector, AE and ME are also calculated. Both the
error has been reduced to a great extent inUKF-based approach thanWLSEapproach.
AE and ME are shown in Figs. 9.5 and 9.6 for IEEE 57 and IEEE 30 bus system,
respectively. It is also observed that AE obtained considering PPAB and PPOL is
almost the same. This is also true for ME calculation.

Fig. 9.4 Comparison of J
index using UKF and
WLSE-based approach
(IEEE 57 bus)
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Fig. 9.5 Comparison of AE
index using UKF and
WLSE-based approach
(IEEE 57 bus)

Fig. 9.6 Comparison of ME
using UKF and WLSE-based
approach ((IEEE 30 bus)

Statistical parameters are also calculated to show the effectiveness of proposed
UKFmodel. For the proposed model, statistical parameters are calculated by consid-
ering both PPAB and PPOL. For both the cases in UKF, statistical parameter is very
less as compare to WLSE technique. This shows the supremacy of proposed UKF
model with respect to the traditional WLSE algorithm. The statistical parameters
obtained through WLS approach and proposed approach are listed in Table 9.1.

In this study, all the PMU measurements are considered to be healthy. Although,
this assumption is not true in real power systems. Some of the measurements may
contain the erroneous value which leads to bad data. This bad data is to be detected
and to be removed in order to have a better and reliable estimation of the states.
Therefore, detection of bad data in conjunction with SE problem is left for the future
scope of this study.
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Table 1. Comparison of statistical parameter for different systems

Test system WLSE UKF considering PPAB UKF considering PPOL

IEEE 6 Bus ω 0.0002157 0.000007303 0.000015585

λ 0.0150000 0.002800000 0.004000000

ñ 0.0052000 0.000167980 0.000384700

δ 0.0060000 0.001200000 0.001600000

IEEE 14 Bus ω 0.0011000 0.000012230 0.000016890

λ 0.0345000 0.003600000 0.004200000

ñ 0.0273000 0.000281310 0.000388580

δ 0.0094000 0.000792610 0.000014147

IEEE 30 Bus ω 0.0042000 0.000003123 0.000014147

λ 0.0665000 0.001800000 0.003800000

ñ 0 .10160000 0.000071830 0.000325380

δ 0 .01140000 0.000501890 0.001000000

IEEE 57 Bus ω 0.0028000 0.000006910 0.000150170

λ 0.0544000 0.002700000 0.012500000

ñ 0.0681000 0.000158970 0.003500000

δ 0.0096000 0.000440420 0.001600000

IEEE 118 Bus ω 0.0002250 0.00000361 0.00082711

λ 0.0153000 0.0019 0.02940000

ñ 0.0054000 0.000083219 0.01900000

δ 0.0020000 0.00029884 0.00120000

Conclusions

In this study, UKF-based DSE has been proposed utilizing synchronized complex
PMU measurements. The proposed UKF-based DSE approach utilizes linear rela-
tionship between complex PMU measurements and complex state variables and is
derivative-free approach. In the proposed model, the estimated variables are calcu-
lated considering PMUs placed at all buses (PPAB) as well as considering optimal
location of PMUs (PPOL). The proposedUKF-basedDSE approach has been applied
to various IEEE systems. Furthermore, the various statistical parameters obtained
through proposed approach (with both PPAB and PPOL) are also compared with
WLS approach. The obtained results establish the efficacy of the proposed UKF-
based DSE approach over WLS-based approach. From the results, it can be also
concluded that the results obtained through UKF considering PPOL are almost
similar to that of UKF results obtained considering PPAB. In view of the test results,
the proposed UKF-based DSE approach proves to be more suitable for SE analysis
compared to the traditional WLS-based approach.



110 S. Kundu et al.

References

1. Schweppe FC,Wildes J (1971) Power system static state estimation, part 1: Exact model. IEEE
Trans Power Apparatus Syst 89(1):120–125

2. Meriem M, Bouchra C, Abdelaziz B, Jamal SOB, Faissal EM, Nazha C (2016) Study of state
estimation using weighted-least-squares method (WLS). In: 2016 International conference on
electrical sciences and technologies in Maghreb (CISTEM). Marrakech, pp 1–5

3. Falcao DM, Cooke PA, Brameller A (1982) Power system tracking state estimation and bad
data processing. IEEE Trans Power Apparatus Syst 101(2):325–333

4. Kundu S, Alam M, Thakur SS (2018) State estimation with optimal PMU placement consid-
ering various contingencies. In: 2018 IEEE 8th power international Conference (PIICON).
Kurukshetra, India, pp 1–6

5. Durga Prasad G, Thakur SS (1998) A new approach to dynamic state estimation of power
system. Electric Power Syst Res 45(3):173–180

6. Lu Z, Yang S, Sun Y (2016) Application of extended fractional Kalman filter to power system
dynamic state estimation. In: 2016 IEEE PES Asia-Pacific power and energy engineering
conference (APPEEC). Xi’an, pp 1923–1927

7. Uhlmann JK (1994) Simultaneous map building and localization for real time application.
Transfer thesis Univ. Oxford Oxford, U.K.

8. Valverde G, Terzija V (2011) Unscented Kalman filter for power system dynamic state
estimation. IET Gener Transm Distrib 5(1):29–37

9. Sharma A, Srivastava SC, Chakrabarti S (2017) A cubature kalman filter based power system
dynamic state estimator. IEEE Trans Instrum Meas 66(8):2036–2045

10. Geetha SJ, Sharma A, Chakrabarti S (2019) Unscented Rauch–Tung–Streibel smoother-based
power system forecasting-aided state estimator using hybrid measurements. IETGener Transm
Distrib 13(16):3583–3590

11. Grigg C et al (1999) The IEEE reliability test system 1996. A report prepared by the reliability
test system task force of the application of probability methods subcommittee. IEEE Trans
Power Syst 14(3):1010–1020

12. Tawfik AS, Abdallah EN, Youssef KH (2017) Optimal placement of phasor measurement
units using binary bat algorithm. In: 2017 nineteenth international middle east power system
conference (MEPCON). Cairo, pp 559–564

13. Kundu S, Thakur SS (2019) Optimal PMU placement and state estimation in indian practical
systems considering multiple bad data and sudden change of load. In: 2019 IEEE international
conference on sustainable energy technologies and systems (ICSETS). Bhubaneswar, India,
pp 279–284



Chapter 10
Real-Time Electric Vehicle Collision
Avoidance System Under Foggy
Environment Using Raspberry Pi
Controller and Image Processing
Algorithm

Arvind R. Yadav, Jayendra Kumar, Roshan Kumar, Shivam Kumar,
Priyanshi Singh, and Rishabh Soni

Introduction

Fog is composed of visible cloud water droplets in air near the troposphere. Fog
can be contemplated as a type of low-lying cloud, and it is heavily influenced by
nearby bodies of water, topography, pollution, and wind conditions. In turn, fog has
disturbed many human activities, such as shipping, travel, and warfare because it
reduces visibility. Fog affects vision on the road ahead, reducing the time to react to
potential danger on the road. In general, fog is classified in three ways: (1) aviation
fog (visibility range from 1,000 m or less), (2) thick fog (visibility range drops to

A. R. Yadav (B) · S. Kumar · P. Singh · R. Soni
Department of ECE, PIET, FET, Parul University, Vadodara, India
e-mail: arvind.yadav.me@gmail.com

S. Kumar
e-mail: shivamkumarchs@gmail.com

P. Singh
e-mail: singh.priyanshi95@gmail.com

R. Soni
e-mail: sonirishabh09@gmail.com

J. Kumar
Department of ECE, National Institute of Technology Jamshedpur, Jamshedpur, India
e-mail: jkumar.ece@nitjsr.ac.in

R. Kumar
Department of Electronic and IT, Miami College, Henan University, Kaifeng, China
e-mail: roshan.iit123@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
A. K. Singh and M. Tripathy (eds.), Control Applications in Modern Power System,
Lecture Notes in Electrical Engineering 710,
https://doi.org/10.1007/978-981-15-8815-0_10

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8815-0_10&domain=pdf
mailto:arvind.yadav.me@gmail.com
mailto:shivamkumarchs@gmail.com
mailto:singh.priyanshi95@gmail.com
mailto:sonirishabh09@gmail.com
mailto:jkumar.ece@nitjsr.ac.in
mailto:roshan.iit123@gmail.com
https://doi.org/10.1007/978-981-15-8815-0_10


112 A. R. Yadav et al.

Fig. 10.1 Car accidents due
to fog on highways

200 m or less), and (3) dense fog (visibility is only at 50 m or less). Fog is a common
phenomenon occurring in winter months; there are also high chances of rain and
frost, which could affect braking distance and the control in vehicle (electric as well
as other types) as illustrated in Fig. 10.1 accidents due to fog on highways.

In winter season during December–January, most of the northern India expe-
riences fog condition, causing not only loss of economy but also life because of
accidents [1]. Under foggy and hazy weather condition, images acquired by visual
systems produce severely degraded images not useful for computer vision-based
applications. Thus, improving the quality of the degraded image to its clear form
is of enormous importance. Therefore, three widely used algorithms: fusion-based
strategy, dark channel prior, and white balance, gamma correction and tone mapping
had been investigated in [2]. In [3], a satellite-based bispectral brightness temperature
difference (BTD) technique was employed for identifying nighttime fog. In 2017, a
visibility improvement scheme for foggy images was proposed by Anwar et al. [4],
by making use of post-processing technique for dark channel prior (DCP) concept to
preserve sharp details and maintain the color quality of the defogged image. Gupta
et al. [5] have proposed a collision detection system for vehicles in hilly and dense
fog-affected area. They have used GPS to actively send vehicle location coordinates
to the server, which processes the vehicle data and predicts potential collision on
smart phone devices [5].

Singh et al. [6] proposed a system which makes use of RF transmitter–receiver
pair, temperature, humidity and ultrasonic long range sensor, and a controller, to
prevent collision of vehicles under fog and blind curve situation. When the vehicle
approaches toward each other at blind curves and under fog condition, an alarm is
produced to alert the driver for collision avoidance [6]. A fast bilateral filter and
Canny edge detector-based image processing application have been implemented
using Raspberry Pi for telemedicine applications [7]. A Raspberry Pi (model 2B),
RF, ultrasonic sensor, and GPS-based vehicle-to-vehicle communication system for
crash avoidance were implemented that ensure blind spot detection crucial while
changing the lanes [8]. Raspberry Pi-based driver drowsiness detection system using
image processing was proposed by Kulkarni et al. [9]. The webcam was employed
to capture the image, and eye blink detection was performed using Haar features to
identify the driver’s drowsiness [9].
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Methodology

The schematic diagram for vehicle/obstruction detection and collision avoidance
system under foggy environment using Raspberry Pi controller is illustrated in
Fig. 10.2. Though this system is useful for any type of vehicle, in the present work, it
has been targeted for electric vehicle becausemost of the vehiclemanufactures across
the globe are coming up with variants of electric vehicle segments in near future.
The overall approach is divided into two parts namely hardware and software.

Hardware

The hardware used in the proposed system for electric vehicle collision avoidance
under foggy environment is briefly described hereunder:

• RaspberryPi controller: Raspberry Pi has beenwidely used inmany applications
[10, 12]. It is a unique hardware with 40 nm technology, lightweight (50 g),
1.5–6.7 W power consumption under load along with VideoCore IV GPU, and
economically viable [13]. The Raspberry Pi (model 3B) has been chosen for this
work as it has Quad Core 1.2 GHz Broadcom BCM2837 64-bit CPU and on-chip
graphics processing unit. That is sufficient to meet the requirement of real-time
object detection and collision avoidance system as the most of the vehicles driven
during foggy environment usually prefer to have speed limit of 40–60 km or less
than that on National Highways. It also has on-board Wi-Fi, Bluetooth, USB
boot capabilities, 1 GB RAM, CSI camera port for connecting a Raspberry Pi

Fig. 10.2 Block diagram of electric vehicle collision avoidance system under foggy environment
condition
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camera, and DSI display port for connecting a Raspberry Pi touch screen display.
Other features of Raspberry Pi which make it more appealing for this application
are that, they are low cost and low power device and have immense amount of
resources sufficient to carry out real-time processing task.

• Ultrasonic sensor: The ultrasonic sensor is used to measure the distance between
object by using sound waves. It measures distance by transmitting out a sound
wave at a precise frequency and receiving the reflected wave. The HC-SR04
module ultrasonic sensor measures distance from 2 cm (0.065 feet) to 400 cm
(13.1234 feet).

• Step-level converter: Connecting a 3.3 V device to a 5V system is a difficult task;
hence, a 4-channel 5–3 V bidirectional logic converter module that safely steps
down 5 V signals to 3.3 V and steps up 3.3–5 V at the same time is employed.

• Pi camera: A 5 MP fixed-focus camera supports 1080p30, 720p60, and VGA90
video modes as well as stills capture. This camera is interfaced to CSI port of
Raspberry Pi using a 15 cm ribbon cable. The advantage with the Pi camera is it
can be accessed through V4L APIs, and several third-party libraries are available
for use as open access library.

• Power supply: The power required for the processing task has been supported by
a 5 V, 2.4 A power supply micro-USB AC adapter charger.

• Display purpose: Raspberry Pi 7′′ touch screen display is used for displaying the
processed images and parameters.

Software

Raspberry Pi controller without programming is an idiot box. This research work has
been developed on Raspberry Pi development board with Python 2.7.3 and OpenCV
platform [10, 14]. The flowchart for the proposed algorithm is shown in Fig. 10.3.

Once the stand-alone system is powered up, the ultrasonic sensor shall contin-
uously transmit the signal and receive the reflected signal to measure the distance.
If the obstacle/object is within the sensor’s range, it shall calculate the distance and
display it on the display device of the system installed on electric vehicles dashboard.
The ultrasonic sensor for object/obstruction detection only indicates the presence of
the object, but the shape and size of the object/obstruction are difficult to get from it.
As soon as the other vehicle/any obstruction shall come in the range of the vehicle in
which system is installed, the Pi camera connected to Raspberry Pi must capture the
image. The captured image shall be applied to edge detection algorithm to enhance
the fog image.

The edge detection image shall be displayed on display unit to show presence of
objects, shape, and size of the obstruction, which shall be useful in taking decision
whether brake need to be applied or the driver can overtake the object from left- or
right-hand side.
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Fig. 10.3 Flowchart of the
proposed approach



116 A. R. Yadav et al.

Results and Discussion

The complete setup can be observed in Fig. 10.4 given below. During experimenta-
tion phase, computer display unit has been interfaced with the Raspberry Pi using
HDMI. The image has been processed by Prewitt, Sobel, and Canny edge detection-
based algorithms in Raspberry Pi controller. Figure 10.5 illustrates the original fog
image and the results obtained by Sobel operator. It is evident from the processed
image that the edge detection-based images provide enhanced image compared to
the fog image. Though the images were also processed by Prewitt and Canny edge
detection algorithms, the computational requirement of the canny edge detection is
more compared to the Sobel edge detection algorithm. Therefore, though the results
of Canny edge detection algorithmsweremuch better compared to Sobel, but because
of processing requirement trade-off, Sobel edge detection has been considered in this
work.

Fig. 10.4 Raspberry Pi setup

Fig. 10.5 a Original fog image, b sobel operator-based edge detection Image
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Conclusion

Object detection in foggy weather is very difficult task, due to which many accidents
take place on the road. The problem has been resolved by developing a system
which provides safety feature to the people traveling in foggy ambient condition.
The proposed system used an ultrasonic sensor for object detection and distance
measurement. As soon as the object has reached within the specified distance range,
the foggy image has been captured by Pi camera and processed with edge detection
(Sobel operator) technique. The output obtained after processing has been displayed
to the user, to give the exact idea about the object in front of it. This system ensures
that there will not be any collision of electric vehicles as well as other vehicles due
to poor visibility and helps in avoiding road accidents in foggy weather.
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Chapter 11
Modified Sine Cosine Algorithm
Optimized Fractional-Order PD Type
SSSC Controller Design

Preeti Ranjan Sahu, Rajesh Kumar Lenka, and Satyajit Panigrahy

Introduction

Nowadays, flexibleAC transmission systems (FACTS) have found an extensive appli-
cation in the power transmission system.With the advancement in power electronics-
based controller technology, the FACTS controller damped system oscillation by
improving stability [1, 2].Among the FACTSdevices staticVARcompensator (SVC)
[3, 4] has popular for its instantaneous response to voltage change. The thyristor
controlled series capacitor (TCSC) [5, 6] of the FACTS family damped electrome-
chanical oscillations, regulate transmission voltage, limit short circuit currents and
mitigate the power system oscillation. The second-generation FACTS device static
synchronous compensator (STATCOM) has quicker response compare to conven-
tional SVC to system abnormality. The STATCOM controls the reactive power flow
in the transmission line [7–9]. The SSSC is a second-order FACTS device that has
several advantages among other FACTS devices due to its storage element [10, 11].
Most of these devices utilize IGBT and GTOs based voltage source converter (VSC).
The SSSC controller directly controls the current flow in the transmission line by
regulating the reactive power requirement of the power system. This controller does
not change the transmission line impedance like TCSC controller, hence does not
suffer from resonance issue [12–15].

In previous literature, several population based optimization algorithm (POA)
have been adopted to estimate the controller parameter for the optimal operation of
the controller. In [16] a comparative study is carried out between GA and PSO based
SSSC controller parameter design. Even though GA can effectively find the global
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optimal result but takes a very long run time. The PSO suffers from slow convergence
with weak local search ability [17]. In [18], the bacteria forging (BF) algorithm has
been addressed for power system stability controller design. The main disadvantage
in the BF algorithm that it searches the global solution in random directions which
may cause long run time. Various new algorithms have been adopted recently for
the design of an SSSC controller in recent times like whale optimization algorithm
(WOA) [19, 20], modified WOA [21] and hybrid DE-PSO [22] etc.

SCA is a newly developed optimization algorithm which uses sine/cosine func-
tions during algorithm formulation [23]. This approach efficiently transfers from the
exploration phase to the exploitation phase by using sine/cosine functions. However,
the optimization algorithm suffers from slow convergences and the consequences
due to unbalanced distribution among the exploration and exploitation phase. So, the
conventional SCA algorithm fails to achieve the solution with better convergence.
In this paper FO PD structured SSSC controller is designed using modified SCA
(MSCA) algorithm which can overcome the discussed issues of conventional SCA.

The following objectives are carried out in this present study.

1. This chapter primarily focuses on the modeling of an SSSC controller with FO
PD damping.

2. The proposed controller provides extra freedom in controller tuning.
3. Finally, for optimum tuning of the FO PD parameters of the SSSC controller,

MSCA is applied.

SCA and Its Modification

Sine Cosine Algorithm is a POA first proposed in [23], which uses sine/cosine func-
tion in the algorithm to update the position. Generally, POA starts with a randomly
selected solution set. Then the iterative process evaluates the selected solution set
in formulated objective function with certain system constraints to obtain the global
solution. Hence a sufficient number of the solution set with more number of iteration
increase the probability of getting an optimal solution. The optimization process in
the SCA algorithm progresses its search for an optimal solution in exploitation and
exploration phases. The SCA algorithm search for a promising region in the search
space in the exploration phase and gradually changes the value of random solutions
in exploitation phase to get an optimal solution. During both phases, the position
updating formulation is presented below.

Xn+1
j =

{
Xn

j + r1 × sin(r2)× | (r3 × posnj ) − Xn
j | r4 < 0.5

Xn
j + r1 × sin(r2)× | (r3 × posnj ) − Xn

j j | r4 ≥ 0.5
(1)

In (1) Xn
j represents j th-dimension current solution after nth-iteration. The term

pos j defines the destination point position in j th dimension. The random variables
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in (1) are the main parameters of the SCA algorithm whose values ranges in between
[0, 1]. The random parameter r1 decides the direction of the next position either
inside the solution and destination or away from it. r2 decides the distance travel
during movement in the direction of the destination or far away from the destination.
As shown in (1), r3 add weight to the position pos j to emphasize or de-emphasize
impact of the destination in order to define the distance. Whenever r3 > 1 SCA gives
emphasis to the effect of destination and for r3 < 1 SCA does not give emphasis
to the effect of destination. Finally, r4 value decides the sine or cosine function be
selected to update the position as given in (1).

To converge towards the global solution, the optimization algorithm should able to
find a promising region in the search space. To achieve this objective, the optimization
algorithm should maintain a proper equilibrium among the phase of exploration and
exploitation. To maintain equilibrium between these two phases, the SCA estimate
the range of sine and cosine in (1) by changing the value of adaptively as given below:

r1 = a − n
( a

N

)
(2)

where n define the current state of iteration with N being the maximum number of
iteration. The variable a is a constant maintain equilibrium between two phases. By
linearly increasing the r1 with respect to the iteration count, the number of iteration
needed is high which increases the algorithm’s computation time. Furthermore, the
convergence rate also decreases. This paper presents modified SCA (MSCA) by
varying r1 as given in (3) to boost the convergence and get the optimal global solution.

r1 = a − n1.5
( a

N 1.5

)
(3)

The constant a in (3) is set to be 1.6 and the value r1 is varying non-linearly with
the iteration count as in (3) to attain the optimal solution with high convergence.
Here, the iteration n is changed to its fractional power of 1.5, the maximum number
of iteration N is changed to its fractional power value of 1.5. The comprehensive
process flow chart MSCA presented in Fig. 11.1.

System Modeling and Controller Design

SSSC Based System Modeling

It is necessary to evaluate the performance of any damping controller based upon
SSSC along with their proper design. Therefore, a SMIB system is being considered
as shown in Fig. 11.2, comprising of a synchronous generator that is linked to an
infinite-bus with the help of a transformer and an SSSC.
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Fig. 11.1 Process flow chart of the MSCA
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Fig. 11.2 SMIB system with FACTS controller

The Proposed Controller

Recently, the key emphasis is to update the traditional PID controllers using the
Fractional Calculus initiative. A thorough explanation of the FO PD type controller
is elaborated in [21]. The designed controller in this chapter consisted of FO PD
structured lead-lag components as given in Fig. 11.3. The FOPD type design consists
of a fractional integrator, proportional gain, derivative gain and a filter. The lead-lag
structure components are discussed in [21].

Problem Formulation

In this chapter, First order derivative filter K = 100 [21] and tW S = 10 s is used.
KPS , KDS are the gains of the controller, λS is the fractional integrator and the time
constants to be measured. For the damping of the power system oscillations, the
voltage of the injected series is balanced, and the effective Vq is given by:

Fig. 11.3 Controller structure of FO PD type SSSC



124 P. R. Sahu et al.

Vq = Vqre f + �Vq1 (4)

To achieve improved device performance, the MSCA is used to adjust the controller
parameters. Objective function description is a first stage prerequisite for controller
purposes using the latest heuristic optimizations. The objective function for the speed
deviation for the SMIB system is expressed in (5).

J =
t∫

0

| �ω | tdt (5)

where, t is the range of simulation time is the change is speed. The performance
indices named ITAE are selected as an objective function to be minimized. However,
Minimizing objective function J is subject to controller parameter restriction.

MinimizeJ (6)

Subject to
KMin

PS ≤ KPS ≤ KMax
PS KMin

DS ≤ KDS ≤ KMax
DS

λMin
S ≤ λS ≤ λMax

S tMin
1S ≤ t1S ≤ tMax

1S

tMin
2S ≤ t2S ≤ tMax

2S tMin
3S ≤ t3S ≤ tMax

3S

tMin
4S ≤ t4S ≤ tMax

4S

(7)

It is to be noted that two gains, one fractional integrator and four time constant
parameters are needed to be optimized for a SMIB system.

Result and Analysis

A toolbox called Sim Power Systems (SPS) has been used exclusively for all the
simulations and designing of the damping controller. Engineers are capable of sim-
ulating these Power Systems using the MATLAB-based design tool SPS that helps
them design and build models with ease.

Application to SMIB System

For the implementation and efficient performance of theMSCA algorithm, the selec-
tion of various parameter values has to be done carefully. The various cases selected
are as follows.
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Case A: Nominal Loading Condition

In this case, the suggested controller performance is demonstrated at Pe = 0.8 p.u
loading conditions for nominal loading with respect to the occurrence of a severe
disturbance in the system. At time t = 1s, a 3-cycles, 3-phase fault is applied at
the mid-section of the transmission line. Figures 11.4, 11.5, 11.6 and 11.7 depicts
the various responses of the system which leads to the conclusion that the MSCA
optimized proposed controller gives improved dynamic response as compared with
PSO, GA and original SCA optimized proposed controller.

Case B: Light Loading Condition

To look at the superiority of the planned SSSC controller, its performance is evaluated
under light load condition. In this case,Pe = 0.55 p.u is set for the generator load and
a 100ms 3-phase fault is applied close to bus-3 at t = 1s. The system response under
this possibility which explains the efficacy of the suggested SSSC controller under
different working conditions and sort of disruption has appeared in Fig. 11.8. Also,
the proposed MSCA method provides enhanced transient response with PSO, GA
and original SCA optimized proposed controller.

Fig. 11.4 Nominal loading speed deviation response
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Fig. 11.5 Power angle response

Fig. 11.6 Nominal loading tie-line power

Case C: Heavy Loading Condition

The performance of the suggested SSSC controller is also tested by generator heavy
loading i.e., Pe = 1.0 p.u. In this case at t = 1s, at the midpoint of the transmission
line near bus 4, a 100ms 3-phase fault is applied. The speed deviation responses
are tested in heavy loading condition is displayed in Fig. 11.9. Figure 11.9 shows
the MSCA optimized SSSC controller gives more stable performance contrast with
PSO, GA and SCA optimized controller.
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Fig. 11.7 SSSC injected voltage

Fig. 11.8 Light loading speed deviation response
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Fig. 11.9 Heavy loading speed deviation response

Table 11.1 PSO, GA, SCA, and MSCA optimized FO PD type SSSC controller parameters

Parameters

Optimization
techniques

KPS KDS λS t1S t2S t3S t4S

PSO 29.5838 3.2471 29.8523 0.7146 1.3028 1.2191 1.5148

GA 101.8034 101.8034 134.4432 1.9009 1.4219 1.1747 0.3071

SCA 9.9774 1.0000 0.4625 0.8613 0.4119 1.7175 0.4375

MSCA 10.0000 6.4371 0.1000 2.0000 0.9717 0.7309 0.1078

Table 11.2 SMIB system ITAE values considering PSO, GA, SCA and MSCA techniques

Techniques

Cases PSO GA SCA MSCA

Case-a (×10−4) 13.900 10.622 9.802 8.133

Case-b (×10−4) 9.985 8.733 8.222 7.011

Case-c (×10−4) 6.010 5.322 4.821 4.422

The optimized parameters of the suggested controller are presented in Table11.1
for the SMIB system. Table11.2 shows that the least ITAE values are observed with
MSCAmethods that take into account different instances compared to PSO, GA and
SCA methods.

To improve stability, the existing work can be applied to an integrated power
system by means of a wind farm [24].
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Conclusions

In this present work, amodified SCA tuned FOPDbased SSSC controller is designed
to improve power system stability. For the suggested controller design issue, a time-
domain objective function is used to reduce the oscillations of the power system.
In addition, modified SCA is used to tune the FO PD type FACTS controller. The
efficacy of the controller configuration is determined by the use of the SMIB system
under different serious disturbances. To reveal the effectiveness of the proposed
system, the results of the proposed modified SCA tuned FO PD type SSSC structure
are compared with the PSO, GA and original SCA.
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Chapter 12
Performance Enhancement of Optimally
Tuned PI Controller for Harmonic
Minimization

Anish Pratap Vishwakarma and Ksh. Milan Singh

Introduction

In recent times, indices of power quality such as voltage imbalances, flicker and
harmonics. are considered to be the most indispensable quantities for measuring
and analyzing power quality in uninterrupted process plants. Harmonics are created
by the existence of nonlinear load when solid-state devices are used to transform
AC power to feed to the electrical loads [1]. Active power filters [2], unified power
flow controller (UPFC), unified power quality conditioner (UPQC), passive induc-
tance capacitance (LC) filters [3], dynamic voltage restorer (DVR), etc. are some of
the available methodologies to reduce harmonics in electrical parameters. Multiple
functions are occurred in APF such as load balancing, flicker reduction, voltage and
current harmonic filtering and reactive power control [1]. Component drafting of
filters and control strategies related to the parameters are analyzed under comprehen-
sive review [4]. An adaptive artificial neural network (Adaline) based PI controller
for accelerated measurement of the compensating current which also improved the
operating performance of SAP filter [5]. Semiconductor controller-based inverter or
rectifier loads are drawn a distorted supply current, but their effect in the substantially
lower down using power filter results in overall power quality improvement [4]. For
highly nonlinear load like electric furnace, the quality of distorted source current can
be improved using p-q theory which usually decreases the lower order harmonics in
the distribution system. The invariably chosen tuned parameters of a PI controller
control the DC link capacitive voltage. Hence, the optimization of PI parameter can
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be appropriate achieved using harmony search algorithm, cuckoo search algorithm
and GA and PSO optimized controller [6]. The ITAE criteria have been chosen as the
best error extraction criteria in tuned PID controller to determine voltage stability
[7]. The EP algorithm works in the four phases, first phase of the EP optimization
works to prepare the background for their better performance, and in second phase,
this background will be categorized in unimodal and multimodal function. In third
and fourth phases, the algorithm is utilized for controlling its variable parameter,
and then it finds the global best constraints for minimum value of fitness function,
respectively [8, 9]. For highly nonlinear furnace type load, hybrid power filters are
also consideredwith tunedPI controller using adaptive optimization techniques such
as HSA which is also proved as a better solution [10]. In some random distribution
system, the harmony search optimization which is based on selecting the best tune
or harmony for a particular composition is analyzed successfully in some studies
[11, 12]. In the proposed system, the applicability and at the same time the perfor-
mance enhancement of metaheuristic optimization techniques are being analyzed
and tabulated to meet the real-time nonlinearity problems. Also the performance of
HSA is simulated with ISE,IAE and ITAE criteria for the very first time. Moreover,
the reduced percentage of THD is obtained with ITAE criteria.

Model Designing

In the proposedfilter, the equal andopposite harmonic current is injected in the system
using the voltage source converter (VSC) based SAPF in which the reference current
is generated by using SRF theory. A gate driver circuit which receives a controlled
signal to trigger the IGBT-based VSC and the current harmonics generated by the
filter is injected using an inductor known as interface reactor.

Figure 12.1 shows the proposed schematic compensation system substantially
minimizes current harmonics which arises due to nonlinear load. Various optimiza-
tion techniques have been implemented to control PI parameters of a SRF-based PI
controller in conjunction with VSC-based SAPF.

Control Circuit

Figure 12.2 shows the operation of reference current generation using SRF theory
for the proposed current sensitive filter to obtain gate triggering current.

First, the control circuit is designed to get reference current through SRF theory.
Here, the d-q-0 revolving coordinates are obtained after the conversion of a-b-c
system which includes the following two stages:

Stage 1: Conversion of three-phase system into two-phase system.
Stage 2: Conversion of two-phase to the d-q revolving coordinate.
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Fig. 12.1 Nonlinear load grid configuration with shunt active filter

Fig. 12.2 Control strategies of shunt active filter

Second, the PI controller comprises of a proportional gain that works to assist for
an output which is error proportional and also convergence this output to demolish
error present in the signal. Output of controller is given as Eq. (12.1).

Ia f = Kp� + Ki

t∫

0

�dt (12.1)

� = SP − PV (12.2)
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where � is deviating from set point (SP) to calculated values (PV). Usually, � is the
difference between Vdc ref and measured DC voltage.

Optimization Technique

The PI controller parameter tuning or determining the suitable magnitudes of PI
parameters to obtain the minimum THD is known as optimization. This optimization
is usually applied through an objective function.

Objective Function

The goal is to reduce the addition of averages of THD data which is given by
Eq. (12.3).

ObjectiveFunction = Min

(
n∑

i=0

Mean(THD)

)
(12.3)

The upper and lower limits of the gain parameters are defined as

P1 ≤ Kp ≤ P2 (12.4)

I1 ≤ Ki ≤ I2 (12.5)

Eagle Perching Optimization

The eagle perching optimizer (EPO) begins by initializing a random value of “x” for
“n” number of samples of vision about “K” number of eagles. Now the best peak
valley point can be identified after “ts” (number of iterations) by “K” number of
eagles, with “L” scope index or glancing angle per unit area. The optimal values of
“x” are set to the lowest THD values, i.e., the objective function “F”, while an upper
and lower bound are predefined for thePI controller K p and Ki parameter. Table 12.1
gives the novel eagle perching optimization parameters with the resolution range eta
as 0.05 which gives the minimum THD.
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Table 12.1 Eagle perching
optimization parameters

E.P parameter ISE IAE ITAE

No. of iteration 50 50 50

Dimension 04 04 04

Resolution range 0.05 0.05 0.05

P 550.4 519.4 595.9

I 526.9 559.4 630.4

Kp 498.4 493.7 952.7

Ki 510.7 523.4 851.4

Current THD (%) 6.51 6.67 5.43

Execution time (s) 52,165.3 52,175.8 51,902.9

Harmony Search Algorithm

Freshly developed harmony search algorithm (HSA) contrasted with an applica-
tion for music optimization. This process is based on guitar tuning, in which music
encoder improvises the pitches of their guitars to establish superior harmony. In
conjunction with the HSA error obtaining criteria such as IAE, ISE and ITAE, the
result of simulation is tabulated for a range of pitch adjustment ratio (PAR) from 0.1
to 0.9 and harmony memory consideration rate (HMCR) from 0.15 to 0.95 in Table
12.2 (Fig. 12.3).

Table 12.2 Harmony search algorithm parameters

HSA
Parameter

ISE IAE ITAE

HMCR 0.15 0.55 0.95 0.15 0.55 0.95 0.15 0.55 0.95

PAR 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

P 1269 867 1282 903 969 734 757.6 1240 1166

I 667 1059.5 912 877.4 1163 1208 758 1240 880

Kp 1362 1207 1129 1108 1008 971 1239 1245 1044

Ki 1490 1274 1164 1017 945 1193 868 1062 1216

Current THD
(%)

4.38 4.73 4.44 4.72 4.81 5.12 4.08 3.81 3.85

Execution time
(S)

30,256 31,025 30,256 29,352 29,343 29,340 25,362 25,251 25,263
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Fig. 12.3 Flow chart of
harmony search algorithm

Design Criteria

There are different types of criteria used for designing of optimum controller. These
criteria are used to diminish the overshoot time, setting time of response and error in
steady-state. Initially, the weighting time (t) is large, thus to reduce that time these
criteria are helpful. Some of them are listed below.

ISE Criteria—To suppress large errors, ISE is better than IAE because the errors are
squared and thus contribute more to the value of integral

I SE =
∞∫

0

e2(t)dt (12.6)

IAE Criteria—IAE is better than ISE because when we eliminating tiny errors as
they get smaller even though when we square small numbers

I AE = 1

∞∫

0

|e(t)|dt (12.7)

ITAE Criteria—The ITAE criteria have managed to improve the parameter of the
PI controller in order to minimize errors that may persist in the system for a long
period, since the presence of large time (t) amplifies the effect of even little errors in
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the integrated value.

IT AE =
∞∫

0

t|e(t)|dt (12.8)

Among the above three mentioned criteria, ITAE criteria are most widely used
because it concludes best values.

Results and Discussion

The system is developed at simulated under the operating condition of nonlinear load
for which efficiently satisfy the applicability of optimized PI controller-based SAPF.
The aim is to minimize odd harmonics using conventional PI and metaheuristic
techniques like EPO and HSA. The above-mentioned simulation is being performed
on the three criteria for obtaining solute errors, i.e., IAE, ISE and ITAE criteria.
Among these three criteria, ITAE gives minimum THD for both of the optimization
techniques as observed and tabulated in Tables 12.1 and 12.2. The conventional
PI controller gives a 11.63% current THD. Further, when optimization techniques
are implemented in conventional PI controller, eagle perching and harmony search
algorithm give a current THD of 5.43% (ITAE) and 4.08% (ITAE—0.1 PAR), 3.81%
(ITAE—0.5 PAR) and 3.85% (ITAE—0.9 PAR), respectively.

Performance of SAPF with and Without Optimized PI
Controller

After simulation, the obtained waveform and the corresponding FFT analysis are as
follows. Figure 12.4 shows the source currentwaveformwithout SAPF, and nonlinear
load is in operating mode. The corresponding FFT analysis is shown in Fig. 12.5.
The percentage of THD observed in this condition is 22.74%.

Figures 12.6 and 12.7 show the waveform of source current and its corresponding
FFT analysiswith conventionalPI controller, respectively.Here, from thewaveform,
it is clear that after 0.1 s, the distortion is compensated and the obtained THD is
11.63%.

Figure 12.8 shows the waveform of distorted source current up to 0.1 s and
compensated after 0.1 s with the help of optimized PI controller employed for
harmonicmitigation. Figure 12.9 shows the correspondingFFT analysis inwhich the
THD obtained as 5.43%. The above results are although simulated for IAE and ISE
criteria, and also here only ITAE criteria are shown as it gives less THD as compared
two others.
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Fig. 12.4 Waveform (distorted) of source current without filter

Fig. 12.5 FFT analysis of source current without filter

Fig. 12.6 Waveform of source current with filter (compensated with conventional PI controller)

Now, Figs. 12.10 and 12.11 show the simulation results of HSA applied in the
system for optimization purpose with ITAE criteria for both waveform and its corre-
spondingFFT analysis, respectively. Figure 12.12 shows the comparative analysis of
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Fig. 12.7 FFT waveform of source current with conventional PI controller

Fig. 12.8 Waveform of source current with optimization technique (EP ITAE)

Fig. 12.9 FFT waveform of source current with optimization technique (EP ITAE)

various optimization techniques with the conclusion that theHSA provides minimum
THD (under the range of recommended practice by IEEE).
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Fig. 12.10 Waveform of source current with optimization technique (HS ITAE MED)

Fig. 12.11 FFT waveform of source current with optimization technique (HS ITAE MED)

Fig. 12.12 Comparison of
FFT waveform of source
current

Conclusion

The proposed model allows the harmonic mitigation within the IEEE range with the
help of optimizedPI controller. The designed algorithm is based on SAPF. The novel
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optimization techniques such as eagle perching and harmony search are implemented
to obtain minimum harmonic distortion for the criteria (IAE, ISE and ITAE). The
proposed HSA provides better optimization as compared to EP for highly nonlinear
operating system.
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Chapter 13
Design and Performance Analysis
of Second-Order Process Using Various
MRAC Technique

Saibal Manna and Ashok Kumar Akella

Introduction

Aerospace engineering in the 1950s was searching solution for the design of autopi-
lots. The aim was to discover a controller that could operate well under flight condi-
tions. There has been developed an advanced controller such as the adaptive controller
that could guarantee high performance. On that basis several adaptive flight control
schemes were suggested, the one suggested byWhitaker being the most well-known
in many research paper [1–3]. MRAC is the system that supports the Whitaker
Scheme that is used even today and can solve an automatic pilot problem. This
approach was originally based on the gradient approach and was called the “MIT
law.” In this rule, the controller adjusts its parameter so that the system follows the
given RM [2, 3]. In addition, this method was progressed by park in 1960s, by using
Lyapunov stability [1–3].

It is difficult to control processes with various complexities and recurrent disor-
ders. In such situations, traditional feedback controllers [4] typically fail because
they are primarily equipped for certain operating conditions. Therefore, adaptive
controllers [5] with large operating areas are preferred to deal with fluctuations in
process dynamics and unwanted disruptions. If the model of the process is recog-
nized, controllers can be built for their linearized counterparts using model-based
approaches [6] under different working situations. However, most manufacturing
techniques are much complex to be fully understood. In these situations, it is a safe
choice to use adaptive controllers.

Recursive computation is an online process on which controller parameters (CP)
are modified in real-time based on the predefined algorithm and predicted values
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[7]. MRAC is another renowned adaptation tool [8, 9], in which the required process
performance is based on the RM. The adjustment mechanism based onMIT rule [10]
modifies the CP with a specified adaptation gain and the difference between closing
loop response and the performance of an RM.

Here, an updatedMRACwith PD feedback for second-order underdamped system
is developed and this updated controller is called MRAC-PD. Enhanced responses
with lower swings are observed during set-point monitoring compared to traditional
controller and faster process recovery for MRAC-PD is observed in the presence of
load changes and this is also verified with the measured like integral absolute error
(IAE), integral time absolute error (ITAE) and integral square error (ISE) values.

MRAC

The simple block diagramof conventionalMRAC is illustrated in Fig. 13.1.Basically,
it has two loops: internal loop includes plant and controller, and outside loop adjust
the CP. These loops have two specific objectives: system stability and adopt a pattern
of RM so that the error between the process and reference system outcome is towards
zero as shown by Eq. (13.1) [1].

e1 = y − ym (1)

MIT Rule

This rule is primarily focused on seeking a criterion of minimization which updates
the CP to eliminate the error towards zero.

J (θ) = e21
2

(2)

Fig. 13.1 MRAC block
diagram
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Parameters in negative gradient directionmust be adjusted. In such circumstances,
J becomes small:

dθ
dt = −γ ∂ J

∂θ
= −γ e1

∂e1
∂θ

(3)

where ∂e1
∂θ

is the sensitivity.
The RM and plant model has been selected in the following type [11]:

d2 ym
dt2 = −am1

dy
dt − am2y + bmuc (4)

d2 y
dt2 = −a1

dy
dt − a2y + bu (5)

In Eqs. (13.4) and (13.5), a, b, am, bm are the system parameters, uc and u are the
command and control signals. The output on conventional controller is indicated as

u = θ1uc − θ2y − θ3
•
y (6)

where the vector parameter (θ ) is = [ θ1 θ2 θ3 ]. The adaptation method for standard
MIT rule is [12]:

dθ1
dt

= −γ

(
1

p2 + am1 p + am2
uc

)
e1 (7)

dθ2
dt

= γ

(
1

p2 + am1 p + am2
y

)
e1 (8)

dθ3
dt

= −γ

(
1

p2 + am1 p + am2

•
y
)

•
e
1

(9)

where p = d
dt .

Proposed MRAC

The performance of updated controller is explored here. Figure 13.2 displays the
simple block diagram of this controller. Proportional-derivative (PD) feedback is
connected to the standard model and the ultimate modified controller is referred to
as the MRAC-PD. In comparison to the conventional MRAC controller, the output
of this proposed controller is tested on second-order underdamped and with dead
time system. A Second-order system as given in Eq. (13.10) is considered as RM.

The control law for this controller is expressed by,
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Fig. 13.2 MRAC-PD block
diagram

u = θ1uc − θ2y − θ3
•
y−

(
kpe1 + kd

de1
dt

)

where kd and kp is derivative and proportional gain. The transfer function (TF) of
the RM is expressed by

Gm(s) = 9

s2 + 4.2s + 9
(10)

The TF of the Second-order and with the dead time system is given by

G(s) = 2

s2 + 1.6s + 4
(11)

G(s) = 2

s2 + 1.6s + 4
e−0.10s (12)

The control action for the proposedMRAC-PD is already suggestedby integrating,
based on a fixed γ , the resulting outcome of a PD action with the adaptive control
action of the MRAC controller. θ1, θ2 and θ3 are derived from the MIT rules as
shown by.

dθ1(t)
dt = −γ

(
2

s2+1.6s+4uc(t)
)
e1(t)

dθ2(t)
dt = γ

(
2

s2+1.6s+4 y(t)
)
e1(t) and

dθ3(t)

dt
= −γ

(
2

s2 + 1.6s + 4

•
y(t)

)
•
e1(t) (13)

MRAC’s combined effect alongside PD feedback, that is, MRAC-PD, increases
process behavior during transient and stable responses in secondary processes as
compared to typical MRACs performance.
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Simulation and Result

For the simulation analysis, a second-order and a dead time model are taken. During
simulation study, a step input is taken having magnitude 5. In both cases, γ is
considered as 0.05 and the PD parameter considered as kp = 5.2 and kd = 1.2.

It was found that, when using second-order system simulation, oscillations are
present in the case of traditional MRAC, but there is nearly no oscillation in the case
of the proposed MRAC-PD. The output of the method hits the value set smoothly.
Therefore, in the response of traditional MRAC, a high peak is observed, while the
MRAC-PD provides very small oscillation in process output. Figures 13.3 and 13.4
shows the process response with MRAC and MRAC-PD.

The comparison of these two methods is given in Fig. 13.5. The error plot of the
MRAC and MRAC-PD is shown in Fig. 13.6a, b. The control parameters θ1, θ2, θ3

for both methods are also shown in Fig. 13.7a, b.

Fig. 13.3 Second-order process response with MRAC

Fig. 13.4 Second-order process response with MRAC-PD
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Fig. 13.5 Comparison of two method response for second-order process

Fig. 13.6 Error a MRAC, b MRAC-PD
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Fig. 13.7 Control parameter response a MRAC, b MRAC-PD

The increase of the MRAC-PD in process efficiency compared to MRAC is
ensured for the second-order method by quantifying the ITAE, IAE, and ISE indexes
as described in Table 13.1.

The system parameters keep same for second-order system with dead time. The
results for this method are listed below and the performances indexes are shown in

Table 13.1 Performance evaluation of two controllers for second-order process

Type of
controller

Set point tracking Performance indices

Settling
time (s)

Overshoot
(%)

Rise
time (s)

ISE IAE ITAE

MRAC 46 13.07 1.275 1.5 × 10–06 0.001225 0.1225

MRAC-PD 11 3.772 1.1 × 10–11 3.4 × 10–06 0.0003397
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Table 13.2 Performance evaluation of two controllers for second-order process with dead time

Type of
controller

Set Point tracking Performance indices

Settling
time (s)

Overshoot
(%)

Rise time ISE IAE ITAE

MRAC 51 15.40 1.225 s 0.00208 0.0456 9.124

MRAC-PD 11 – 813 ms 1.6 × 10–11 3.4 × 10–06 0.000397

Fig. 13.8 Comparison of two method response (with dead time)

Table 13.2. Figure 13.8 shows the comparison response between two methods and
Fig. 13.9 shows the error of these two methods.

The simulation outcomes are taken from a second-order under-damped with
the dead time and MRAC-PD gives an overall improved process response during
steady and transient operation. During set-point tracking, the peak overshoot and
settling time are decreased in both cases. Performance indices values are less related
to MRAC.

Conclusion

Adaptive control strategies are highly recommended for process controls of time-
varying in nature and applications where frequent disturbances occur. MRAC is
popular among the reported systems for adaptive control technology for their straight-
forward design and remarkable performance. Here, we added a new PD feedback
with traditional MRAC. It is called the MRAC-PD. A simulation experiment in a
second-order underdamped process and with dead time is carried out to determine
the superiority of this proposed controller. In load disturbance and set point tracking
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Fig. 13.9 Error a MRAC, b MRAC-PD (with dead time)

processes, improved output is noticed. In the future, we will be looking at ways of
checking the output on higher level process models of the suggested controller.
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Chapter 14
Investigation Analysis of Dual Loop
Controller for Grid Integrated Solar
Photovoltaic Generation Systems

Aditi Chatterjee and Kishor Thakre

Introduction

Amalgamation of energy sources based on renewable energy (RE) and conventional
energy for power production has intensified the use of power converters [1]. The
power output of solar photovoltaic generation (SPVG) systems is not persistent all
the times, so an input side controller has to be integrated with the system to excerpt
all-out power from the source regardless of theweather conditions.Agrid side control
system has to be incorporated to enhance the power quality of the output current of
power converter interfacing the RE based distributed generation (DG) plant with
the distribution grid. To address these control issues various control strategies and
topologies have been proposed in literature.

In [2] diverse single phase inverter topologies for interfacing PV system to
distribution grid has been focused on. In [3] transformerless topologies are described.

Some of the significant control stratagems i.e. the hysteresis current control
(HCC), proportional integral (PI) control, dead beat current (DBC) control, propor-
tional resonant (PR) control and model predictive control (MPC) has been investi-
gated for single-phase grid integrated DG plants [4]. In [5] fuzzy logic based current
controller is introduced for photovoltaic system. MPC-based current control tech-
nique is proposed for PV based DG plant operating in grid-connected manner [6].
In [10] MPC voltage control system is presented for 1-phase inverter for standalone
renewable energy system.
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In this work, a comparative study of sole stage and double stage SPVG system
is presented thereafter a constrained delay compensated model predictive current
controller (CDC-MPCC) is introduced for 1-phase grid tied SPVGsystem.TheMPC-
based current controller is designed with a switching frequency constrained cost
function and the delay effect is considered while designing the controller.

Comparative Analysis of Sole and Double Stage Grid Tied
SPVG Systems

In case of sole stage topology, as illustrated in Fig. 14.1a. The maximum power
extraction and the grid side control action are executed by the inverter. The reliability
of this structure is higher because of reduced number of components but the output
voltage of the solar array is stepped down by the H-bridge converter. The high power
PV systems adapt to this topology.

Power progression transpires at two consecutive stages in double stage structure.
There is a boost converter that performs MPPT cascaded by an inverter as shown
in Fig. 14.1b. The DC-DC converter excerpts the maximum possible power from
the source and boosts the output voltage level to desired value. The low power
SPVG plant adapts this structure [2]. The DC-AC converter regulates the power
exchange between the SPVG and the distribution grid and also alleviates the output
current harmonics. During the power flow between the two converters there can be a
power inequity between the two power conversion stages. To balance the inequity a
capacitance is placed in between the two converters. The DC and AC power variance
is a sinusoidal component at twice the grid frequency delivered to the grid. The DC-
link capacitor current constituent a DC part and a double grid frequency AC part
[13]. Discarding the DC part, the capacitor current can be simplified as (14.1).

idc(t) = Idc cos(2 · ωg · t) (14.1)

idc(t) = Cdc
dvdc(t)

dt
(14.2)

(a) Sole stage (b) Double stage

Fig. 14.1 Converter topologies for grid interfaced SPVG systems
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The AC constituent of capacitor voltage is expressed by (14.3), where Cdc is the
DC-link capacitance.

v
∧

dc(t) = Idc
Cdc

∫

T

cos(2 · ωg · t)dt (14.3)

The above Eq. (14.3) can be simplified as (14.4):

v
∧

dc(t) = Idc
2 · ωg · Cdc

sin(2 · ωg · t) (14.4)

The peak to peak amplitude of capacitor voltage oscillations is:

�vdc= Pdc
2 · ωg · Cdc · vdc

(14.5)

where Pdc is the DC power and it is equivalent to PV source power output. The
capacitor voltage oscillations can transmit back through the boost converter up to
the photovoltaic generator, depreciating the performance of MPPT controller. The
inverter output waveform quality is also deteriorated due to the increased voltage
ripples. The voltage ripples can be condensed by using a larger value of capacitance
as observed from (14.5). The foremost shortcoming of double stage system is usage
of bulk capacitance. Hence, incorporation of an effective current control strategy is
essential to improve the output power quality.

The non-linear I-V curve of solar array can be used to obtain a relationship between
the voltage amplitude (14.5) and MPPT efficiency. By neglecting the parallel and
series resistance of solar array model the array output current at MPP and its 1st and
2nd derivatives are given by (14.6)–(14.8).

Impp = Iph − Io(e
q · Vmpp

A · K · T · Ns − 1) (14.6)

∂ Impp

∂Vmpp
= −Io

A · K · T · q−1Ns
e

q · Vmpp
A · K · T · Ns (14.7)

∂2 Impp

∂V 2
mpp

= −Io
(A · K · T · q−1Ns)2

e
q · Vmpp

A · K · T · Ns (14.8)

where, Iph, I0, Impp are photo-generated current, module saturation current, and
maximum current output at MPP, respectively. The number of cells in series is Ns,
vpv is the PV array output voltage, Vmpp is the voltage at maximum power point and
A is diode ideality factor. The electron charge and the Boltzman constant are denoted
by q and K, respectively and T is the operating temperature of the cell in Kelvin. The
current–voltage curve of solar array across the MPP can be approximated by means
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of second-order Taylor series (14.9).

i pv = Impp + ∂ Impp

∂Vmpp

(
vpv − Vmpp

) + 1

2
· ∂2 Impp

∂V 2
mpp

(
vpv − Vmpp

)2
(14.9)

Equation (14.9) can be written as (14.10)

i pv = γ + βvpv + αv2
pv (14.10)

where, γ , β and α are given by (14.11), (14.12) and (14.13) respectively.

γ = Impp − Vmpp
∂ Impp

∂Vmpp
+ 1

2

∂2 Impp

∂V 2
mpp

V 2
mpp (14.11)

β = ∂ Impp

∂Vmpp
− Vmpp

∂2 Impp

∂V 2
mpp

(14.12)

α = 1

2

∂2 Impp

∂V 2
mpp

(14.13)

The voltage transformation ratio of the boost converter is:

M(D) = vdc

vpv
(14.14)

The oscillations of voltage across, the DC-link causes voltage oscillations across
the PV panel as given by the following equation:

�vpv = �vdc

M(D)
(14.15)

The voltage output of PV panel can be articulated as sum of MPP voltage and the
voltage component at twice the grid frequency as in (14.16).

vpv(t) = Vmpp + v
∧

(t) = Vmpp + �vpv · sin(2 · ωg · t) (14.16)

The instantaneous power can be calculated by (14.17), (14.18).

ppv(t) = vpv(t).i pv(t) (14.17)

ppv(t) = (
Vmpp + v

∧

(t)
) · γ + (

Vmpp + v
∧

(t)
)2 · β + (

Vmpp + v
∧

(t)
)3 · α (14.18)

The averagepower over one fundamental periodof grid voltage is givenby (14.19).
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p = 1

T

∫

T

ppv(t) · dt (14.19)

p = γ · Vmpp + β · V 2
mpp + α · V 3

mpp +
(
3 · α · Vmpp + β

2

)

�v2
pv (14.20)

p = pmpp + 3.α.Vmpp + β

2
�v2

pv (14.21)

Substituting (14.15) in (14.21), the average power can be expressed as (14.22):

p = pmpp + 3 · α · Vmpp+β

2

(
�vdc

M(D)

)2

(14.22)

The MPPT efficiency as a function of voltage oscillations can be evaluated as
(14.23).

ηmppt = p

pmpp
(14.23)

Substituting (14.22) in (14.23) the MPPT efficiency can be written as in (14.24).

ηmppt = 1 +
(

3 · α · Vmpp + β

2 · pmpp · M2(D)

)

�v2
dc (14.24)

From (14.24), it can be concluded that the MPPT efficiency will be higher for
lower value of voltage oscillation amplitude as α and β are negative terms. Hence,
the amplitude of voltage oscillation for desired MPPT efficiency is given by (14.25).

�vdc = M(D)

√
2 · Pmpp

(
ηmppt − 1

)

3 · α · Vmpp + β
(14.25)

By substituting a desired value of MPPT efficiency in (14.25) a constraint can
be put on the magnitude of voltage oscillation magnitude. Equation (14.25) depicts
that a boost DC–DC converter, withM(D) value greater than 1, will make possible a
smaller value of DC-link capacitance for a given MPPT efficiency. From the above
explanation, it can be concluded that a DC–DC converter with M(D) > 1, aids in
mitigating the detrimental effects of oscillations at DC-link, for all frequency ranges.
On the other hand, sole-stage topology has no mechanism for reduction of voltage
oscillation amplitude, as it includes only one large electrolytic capacitor at the PV
terminal. This mechanism improves the reliability of the system in terms of reduced
number of component usage but reduces the MPPT efficiency and also deteriorates
the quality of inverter output power.
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Control System Structure for Grid-Tied Solar Photovoltaic
Generator System

Figure 14.2 illustrates the control architecture of double stage grid interfaced SPVG
system. It incorporates three controllers, i.e. the fuzzy logic maximum power point
tracking (FLC-MPPT) controller, voltage controller, and current controller.

Modelling of SPVG System and Design of FLC-MPPT
Controller

In this simulation work, Kyocera makes KC200GT solar panel is used. The details
of modelling of PV array is not mentioned in this chapter as it is reported in literature
[11]. The fundamental concept of perturb and observe (P and O) MPPT algorithm
is that at highest power point the variation in solar array power output is zero. A
FLC-based P and O MPPT controller is introduced in [12]. The two inputs to the
FLC are given by (14.26) and (14.27) and variation in duty cycle of boost converter
is the output (14.28).

e(k) = dP(k)

dV (k)
(14.26)

�er(k) = er(k) − er(k − 1) (14.27)

Fig. 14.2 Control system structure for grid-tied SPVG systems
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Table 14.1 FLC rule base

er

�er NeL NeS Z PoS PoL

NeL PoS PoL PoL NeL NeS

NeS Z PoS PoS NeS Z

Z Z Z Z Z Z

PoS Z NeS NeS PoS Z

PoL NeS NeL NeL PoL PoS

�dC = dC(k) − dC(k − 1) (14.28)

There are five membership functions (MF) positive small (PoS), positive large
(PoL), zero (Z), negative small (NeS), negative large (NeL). Triangular MF is used
and the rule based is formulated based on the principle of P and O algorithm as in
Table 14.1.

Grid Side Controller

The proposed control system consists of two nested control loops as illustrated in
Fig. 14.2.

Voltage Controller. A conventional proportional integral (PI) controller is
designed for DC voltage control as depicted in Fig. 14.3.

The current reference generated by the PI controller is given by (14.29)

idre f (s) = ev(s) ∗
(

kp + ki
s

)

(14.29)

Current Controller. The reference current regulating the active power is gener-
ated by the PI control loop. The reactive reference current is set as per the load
demand. The reference current is obtained by (14.30).

isre f = idre f sinωt − iqre f cosωt (14.30)

Fig. 14.3 PI-DC-link
voltage controller
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Constrained Delay Compensated Model Predictive
Controller

The MPC stratagem with several variations has been implemented for control of
power converters for drives and renewable energy technologies [6–10].

In this work, a MPC with switching frequency reduction is designed for dual-
stage SPVG system. This assists in reducing the switching frequency along with
minimizing the reference current tracking error. The scheme is shown in Fig. 14.4.

Analysis of Discretized System Model Dynamics

The converter switching states tabulation is specified in Table 14.2. There are four
output voltage levels denoted by vo. The switching statuses of the 1-phase inverter
are given by Sa and Sb and depends on the DC-link voltage.

The discretized dynamic equation of the system model is expressed as (14.31):

Fig. 14.4 Constrained model predictive current controller block diagram

Table 14.2 Switching table for 1-phase inverter

S1 S2 S3 S4 Sa Sb vo

0 0 1 1 0 0 0

1 0 0 1 1 0 vdc

0 1 1 0 0 1 −vdc

1 1 0 0 1 1 0
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vo(k) = Rio(k) + L
io(k + 1)

Tsp
− L

io(k)

Tsp
+ vg(k) (14.31)

From (14.31) in view of the voltage level that is applying during the present
sampling interval, estimated value of current at (k + 1) instant is evaluated as:

i
∧

o(k + 1) =
(

1 − RTsp
L

)

io(k) + Tsp
L

(
vo(k) − vg(k)

)
(14.32)

The estimated value from (14.32) is used to calculate the current at the next time
instant for all four switching statuses of the inverter:

i Po (k + 2) =
(

1 − RTsp
L

)

i
∧

o(k + 1) + Tsp
L

(
von(k + 1) − vg(k)

)
(14.33)

A cost function is weighed for each of four predictions.

Cost Function Assessment

The cost function optimizes the error between the magnitude of reference and
forecasted current and is given by (14.34).

gi = (eα)2 + (
eβ

)2 + λn f (14.34)

where, eα and eβ are error components calculated by (14.35).

[
eα

eβ

]

=
[
isre f α − i Poα(k + 2)
isre fβ − i Poβ(k + 2)

]

(14.35)

The number of switches that change when the switching signal is applied is nf and
λ is the weighting factor. For single-phase inverter, there are four switches and four
voltage vectors as tabulated in Table 14.2. The switching state vector that describes
the switching of each inverter leg is S = (Sa,Sb). The number of switches changing
from time (k) to (k + 1) can be written as (14.36):

n f = |Sa(k + 1) − Sa(k)| + |Sb(k + 1) − Sb(k)| (14.36)

Since the cost functions consist of two terms which are physically different i.e.
one is current and the other is change in number of switches a weighting factor is
multiplied with the second term. The primary aim of the cost function is to reduce the
current error and the secondary term is a constraint which minimizes the switching
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frequency. The output voltage level which yields the minimum value of cost function
is opted for switching.

Hardware Implementation

Themodel is first simulated inMatlab/Simulink software and the simulation parame-
ters are taken from [6]. For experimental implementation, a Semikron makes inverter
is used. dSPACE 1104 is used to execute the digital control algorithm as shown in the
experimental set up in Fig. 14.5. The sensors LA 55-P and LV 25-P are deployed for
output current and grid voltage sensing respectively. The total harmonic distortion
(THD) of output current signal is measured by a power analyzer.

Fig. 14.5 Snapshot of hardware set up
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Hardware Results

Figure 14.6a depicts the output current signal shown by channel 1 is aligned with the
grid voltage signal shown by channel 2. This demonstrates that the power factor is
almost unity. To analyze the power quality of output current waveform a THD plot
is obtained. The experimental THD magnitude is found to be 2.23% as shown in
Fig. 14.6b and as per the IEEE 1547 standards, it should be less than 5%.

To study thedynamics of the proposed current control scheme.The reactive current
reference is varied. It is shown in Fig. 14.7a, that the output current waveform is
lagging the grid voltage when reactive current reference is made positive and it is
leading when it is negative as depicted by Fig. 14.7b.

(a) Ch1: Current (5 A/div) & Ch 2: Grid 
voltage (100V/div)

(b) FFT analysis bars

Fig. 14.6 Steady-state experimental waveforms

(a) Current lagging voltage signal (b) Current leading voltage signal 

Fig. 14.7 Transient state experimental waveforms Ch 1: current (4 A/div) and Ch 2: grid voltage
(100 V/div)
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Conclusion

This research work focuses on the development of an effective constrained delay
compensatedmodel predictive current control system for grid-connected solar photo-
voltaics. An analytical comparison between the sole stage and double stage grid
integrated SPVG is illustrated from which it can be concluded that the double stage
topology is amore resounding topology for small andmedium power SPVG systems.
The control system structure for grid-tied SPVG system is discussed in details.
The fuzzy logic based perturb and observe MPPT controller extracts the all-out
power from the solar array and the proposed current control systems mitigate the
current harmonics. During transient state, the controller executes very fast dynamics.
The performance of the control strategy is authenticated by developing a hardware
prototype in the laboratory using DS1104.
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Chapter 15
Damping Enhancement of DFIG
Integrated Power System by Coordinated
Controllers Tuning Using Marine
Predators Algorithm

Akanksha Shukla and Abhilash Kumar Gupta

Introduction

In present-day power grids, small-signal stability refers to the damping of low-
frequency oscillation (LFO) modes in the system [1]. The LFO modes usually in
the frequency range of 0.2–2 Hz [2]. The LFOs are inherent to the power system and
advent of unforeseen events or contingencies may amplify the oscillations’ ampli-
tude. This may lead to synchronism loss in the system and even blackout in some
cases [3].

The electricity generation scenario is gradually shifting its focus to renewable
sources to reduce the carbon footprint and environmental degradation.Among several
renewables gaining ground, wind seems to be most advantageous overall [4]. The
variable speed wind turbine generators (WTG), having doubly-fed induction gener-
ators (DFIG) are usually preferred [5]. The wind-based power plants are located in
high wind potential areas, usually remote places, with long and relatively weak trans-
mission lineswhich affects the power flow and systemdamping [6]. TheDFIGs being
asynchronous machines do not directly impact the system damping. However, due to
reduced inertia and converter interaction with nearby generators, it may have nega-
tive impact on system small signal stability [7]. The system LFO modes should have
a acceptable damping, which is usually 5–10%, for the system to remain oscillatory
stable.

Conventionally power system stabilizers (PSSs) are employed for improving the
small-signal stability of the system [8]. In current scenariowith increasing renewables
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share in the grid, it becomes difficult to dampLFOswith PSSs alone, even after proper
tuning. There is a need to support the PSS by adding additional controllers to augment
the modes damping in such scenarios. The literature suggests that with increasing
renewable integration the LFOs damping can be improved by using PSS along with
supplementary controllers. The authors in [9] shows that wind power plants can be
used for damping improvement of interareamodes. In [10], a PSS has been employed
along with DFIG to improve the modes damping. A coordinated AVR-PSS design is
proposed in [11] to achieve small signal stability. Many authors suggested the use of
power oscillation dampers (PODs) with wind units to damp the oscillations [12–16].
The authors used the PMU data for wide area LFO damping in presence of wind in
[17]. However, most of the papers tune the controllers for small wind penetrations.
This might not guarantee optimal operation at higher DFIG penetrations. Also, the
literature suggests that the actual impact of wind penetration on system damping is
evident with more than 15% penetration of wind. Thus, there is a need to develop an
efficient method for augmenting small signal stability for high wind penetration in
the system.

The selection of wide area input signals for damping controllers is equally impor-
tant. In [18], author proposes adaptive signal selection for wide area controllers
employed for damping improvement. The proper input signal is onewhichminimizes
interaction among controllers and improve the observability of critical modes [19].
The tuning of controller’s parameters is usually obtained using analytical, numer-
ical, meta-heuristic techniques, etc. [20]. However, out of them, metaheuristic tech-
niques are preferred as they do not require past knowledge of the problem and can be
employed for complex problems [21]. Thus, there is a need to carry out the controllers
tuning effectively to damp out the critical LFO modes.

In this work, a robust coordinated damping improvement strategy is proposed to
improve the system’s small signal stability using PODs and PSSs. The strategy aims
to provide robust results without using any complex formulation. The geometric
modal observability is utilized for wide area PODs signal selection. A new meta-
heuristic techniqueMarine Predators Algorithm (MPA) [22] has been utilized to tune
the parameters of controllers simultaneously and results are compared with particle
swarm optimization and grey wolf optimization to show its robustness over other
techniques. Further, eigenvalue analysis and time-domain simulations are executed
to demonstrate the capability of suggested control approach.

Proposed Methodology

Thework carried out in this paper aims to develop a robust coordinated tuning strategy
for damping controllers employed by synchronous generators (SGs) and DFIGs.
For improving the small-signal stability of high wind integrated system, PODs are
employed with DFIGs and they are tuned in coordination with PSSs already installed
with SGs. The DFIG modelling employed in this work can be referred from [23].
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Input Signals for Controllers

The input signals are chosen based on the observability of critical modes in those
signals. For this, the geometric measure of modal observability has been put to use
for finding out the suitable input signal. For jth mode it is given by

MOm =
∣
∣Cmφ j

∣
∣

‖Cm‖ ∥
∥φ j

∥
∥

(15.1)

where Cm is the mth row of C matrix. The active power flow of all the transmission
lines are checked for the observability values using Eq. (15.1) and the one having the
highest value is chosen as the input signal. The wide area signal is measured with
the help of phasor measurement units (PMUs) placed in the system optimally [24].

Fitness Function Formulation

As discussed in the introduction section, the aim is to develop a simple formulation
for fitness function so as to have less complexity for large systems application.
The proposed coordinated control problem is formulated as an optimization problem
which finds the optimal values of controllers’ parameters. The objective of improving
small signal stability of the system can be achieved by improving the critical LFO
modes damping ratios and also shifting the critical modes to more stable left-hand
region of s-plane.

These two objectives are combined into a single fitness function which is to be
minimized to shift the critical modes into the stable region and is given as

f = min

⎛

⎝
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n=1

∑

ξ j,n≤ξdes
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subject to: K LB ≤ K ≤ KUB

T LB
1,3 ≤ T1,3 ≤ TUB

1,3

T LB
2,4 ≤ T2,4 ≤ TUB

2,4

(15.2)

In Eq. (15.2), the oc represents the operating conditions for which the parameters
are optimized,σ j,n and ξ j,n are the real part and the damping ratio of the jth eigenvalue
corresponding to the nth operating condition. The desired values,σdes and ξdes are
set at−1.0 and 0.1(10%), respectively. The lower and upper bound values for gain K
is set as 0.1 and 50, respectively, and for time constants the lower and upper bounds
are 0.01 and 0.1, respectively (T 1 = T 3, T 2 = T 4).
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The proposed tuning of controllers is a highly non-linear problem in nature and
thus meta-heuristic techniques are preferred for such optimization. In this work, an
advanced and recently introduced nature-inspired meta-heuristic techniqueMPA has
been employed for optimizing the controller parameters. The details about MPA can
be referred from [22].

Simulations and Results

The proposed control approach is tested on benchmark IEEE 39-bus New England
test system. It has 10 SGs with total generation of 6139 MW. The complete system
data used in this work can be referred from [25]. The PSSs are installed at all SGs
except the slack. The system is modified to integrate three wind farms of 512 MW
each to achieve a wind penetration of 25%. The single line diagram of modified
system is shown in Fig. 15.1. The wind farms are located at bus number 1, 9 and 12.

In this modified system, when PSSs are untuned, eigen analysis has been carried
out to find out the LFO modes in the system. The results obtained are shown in
Table 15.1. There are nine modes present in the system. Out of them, eight are local
and one is interarea mode as shown in the Table 15.1. As discussed in the previous
section, the desired damping for every LFO mode is 10%. From the Table 15.1, it

Fig. 15.1 Modified IEEE 39 bus test system
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Table 15.1 LFO modes in
base case (PSSs untuned)

S. No. Frequency (Hz) Damping ratio (%) Mode type

1 1.6459 19.35 Local

2 1.6148 21.81 Local

3 1.4587 08.45 Local

4 1.4183 28.97 Local

5 1.3629 22.30 Local

6 1.1592 20.64 Local

7 1.1046 29.71 Local

8 0.9459 19.22 Local

9 0.6015 05.04 Interarea

can be observed that in base case there are two modes with damping less than 10%,
shown in bold. One is local mode and the other is interarea mode. So, these are the
critical LFO modes in the base case for this system. The aim is to develop a robust
control to improve damping of these critical modes above 10% such that the system
remains small signal stable even in critical operating conditions.

PODs Input Signals

In order to improve the modes damping, PODs are employed with DFIGs. Then, they
are coordinately tuned with PSSs. As discussed in previous section, the wide area
input signal for PODs has been selected on the basis of observability results. The
active power flow of the transmission lines has been checked for the observability
values using Eq. (15.1) and the one having the highest value is chosen as the input
signal. Figure 15.2 shows that the line 16 has the highest value of observability of
critical interarea mode. Thus, the active power flow between bus 9 and 39 has been
fed as input to PODs, measured using PMUs.

Coordinated Tuning of Controllers

The robust tuning of the PSSs and PODs has been carried out using MPA optimiza-
tion technique. The effectiveness of this algorithm has been evaluated by comparing
it with well-established particle swarm optimization (PSO) and grey wolf optimizer
(GWO). The comparison has been done on the basis of statistical results and conver-
gence characteristics. Same search parameters (population= 50,maximum iterations
= 100, runs = 10) are taken for all the three techniques. The parameters taken for
different optimization techniques are provided in Table 15.2. The comparison has
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Fig. 15.2 Observability Results

Table 15.2 Parameter
settings for the three
algorithms

Algorithm Parameter Value

MPA Constant number (P)
Fish aggregating
devices (FADs)
Power law index
(beta)

0.5
0.2
1.5

GWO Coefficient vector (a) Linearly decreased from
2 to 0

PSO Cognitive and social
constant (C1, C2)
Inertia weight (wmin,
wmax)

2, 2
0.4, 0.9

been done for the highest problem dimension, i.e., when there are 9 PSSs and three
PODs in the systemwhich gives a dimension of 36 (each contributing three variables).

The comparison on the basis of statistical results is shown in Table 15.3. The statis-
tical analysis confirms the superiority of MPA over other algorithms. The standard

Table 15.3 Comparison of
different optimization
statistical results

Algorithms

MPA GWO PSO

Average 0.1732 2.9762 4.7278

Standard deviation 0.3711 1.8459 2.1965

Median 0 2.6352 5.7431

Best 0 0 0.9358

Worst 1.1425 6.5437 7.3781
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Fig. 15.3 Convergence characteristics comparison

deviation closer to zero for MPA indicate that this algorithm can effectively reach
optimal solution irrespective of the initial population. Thus, have exploration capa-
bility and does not get stuck in local optima. Further, this is supported by lower best
and worst fitness values obtained inMPA as compared to GWO and PSO algorithms.
The median value 0 obtained in case of MPA signifies the exploitation capability of
MPA algorithm. Hence, it can be said that MPA has better exploration and exploita-
tion capability. Further, the consideration of FAD effect has avoided stagnation in
local optima.

The superiority of MPA algorithm is further validated in convergence character-
istic as shown in Fig. 15.3. It shows that MPA algorithm converges faster than the
other two. Also, it is observed that global optimal solution is not obtained in case of
PSOalgorithm. Therefore,MPA is employed in thiswork for parameter optimization.

The MPA is used for this coordinated control of damping controllers with
search parameters taken as discussed above. In order to achieve a fairly robust
damping performance the controllers are simultaneously tuned formultiple operating
scenarios. These are base case scenario, 20% decrement in load, 20% increment in
load and outage of tie-line between buses 14–15. The performance of tuning has
been evaluated by analyzing outputs for three scenarios:

(1)Case 1: Base case scenario having untuned controllers, PODs not employed.
(2)Case 2: System has tuned power system stabilizers, PODs not employed.
(3)Case 3: System has coordinately tuned damping controllers (both PSS and
POD).

The system performance is compared for these three cases using eigenvalue anal-
ysis and time-domain analysis. In addition, some critical scenarios are simulated to
assess the controllers robustness to varying system conditions.
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Table 15.4 Eigen-analysis results

Mode Case 1 Case 2 Case 3

Real part f (Hz) DR (%) Real part f (Hz) DR (%) Real part f (Hz) DR (%)

1 −1.76 1.6459 19.35 −2.15 1.6425 23.91 −3.45 1.7037 33.75

2 −1.96 1.6148 21.81 −2.06 1.6360 22.67 −2.14 1.6296 23.44

3 −0.87 1.4587 08.45 −1.08 1.3735 11.42 −2.54 1.4255 29.11

4 −2.45 1.4183 28.97 −2.83 1.4192 31.68 −2.45 1.1931 28.69

5 −2.02 1.3629 22.30 −1.80 1.3590 20.41 −3.70 1.1132 35.32

6 −1.82 1.1592 20.64 −1.77 1.1237 19.97 −3.14 1.0174 31.90

7 −2.56 1.1046 29.71 −2.77 1.0237 30.14 −3.96 0.8270 39.40

8 −1.73 0.9459 19.22 −2.10 0.9825 23.42 −4.01 0.6582 40.91

9 −0.41 0.6015 05.04 −0.79 0.5450 07.98 – – –

Eigen-Analysis Results. The eigenvalue analysis has been carried out for the
above three cases and the results are shown in Table 15.4. The results show that
there are two critical modes in Case 1 with damping less than 10% when PSSs
are untuned. When PSSs are tuned in Case 2, the local mode damping improves
to become greater than 10% but the interarea mode still has low damping ratio.
However, with application of coordinated tuning in Case 3, all modes have damping
greater than the desired limit. Also, the number of LFO modes reduces to 8 in Case
3 with application of coordinated tuning. The real part of eigen values of all LFO
modes also becomes smaller than the desired value of −1.0. The improved system
damping in Case 3 clearly shows the efficacy of proposed approach of tuning using
MPA.

Time-Domain Analysis Results. To further prove the effectiveness of proposed
tuning approach and to verify the eigen-analysis results, time-domain analysis has
been performed. At 1.0 s, a 3-phase fault is carried out at bus 16 and the output
of SGs are observed to check the oscillations damping in the system. The result is
shown in Figs. 15.4 and 15.5.

It can be observed from the figures (Figs. 15.4 and 15.5) that in the base case
the oscillations grow with time making system small signal unstable. However, the
oscillations got damped out in Case 2 (only PSS) and Case 3 (PSS + POD) within
time and thus system remains oscillatory stable. The oscillations are slightly higher
in Case 2 as compared to Case 3, as evident from the figures. Thus, the time domain
simulation result verifies the eigen-analysis results.

However, in case of critical contingencies the PSS tuning (Case 2) might fail as
there are no supplementary controllers employed to assist in damping in such case.
The proposed control improves system damping in those scenarios also. Therefore,
to verify the robustness of the proposed coordinated tuning of controllers’ various
critical contingencies have been simulated and the results are compared for the three
cases. Two such scenarios are discussed here:
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Fig. 15.4 SG1 active power output

Fig. 15.5 SG10 active power output

1. The load is increased by 40%, along with a 3-phase fault of 6 cycles at bus 29
and simultaneous outages of tie-lines between bus 3–4 and 21–22.

2. A 100 MW reduction in outputs of wind farms keeping same fault and line
outages as scenario 1.

The active power output of SG1 is shown in Figs. 15.6 and 15.7 for these two
scenarios, respectively. In scenario 1, the system has large undamped oscillations
in base case (Case 1) as shown in Fig. 15.6. With tuned PSS (Case 2), they die
out slowly, whereas with application of proposed control (Case 3) the oscillations
damp out quickly within 6 s. Similarly, in scenario 2, as shown in Fig. 15.7, the
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Fig. 15.6 For critical scenario 1

Fig. 15.7 For critical scenario 2

oscillations die out with application of coordinated tuning whereas the oscillations
remain in base case and tuned PSS case. These two scenarios highlight the efficacy of
the robust coordinated tuning approach employed in this work for damping the LFO
modes in the system. The results verify that the controllers coordinated very well
with each other when tuned with MPA and improves system damping in presence
of high penetration of wind. Thus, the proposed work paves the way for stability
improvement in future power systems with high renewable integration.
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Conclusions

The paper proposes a robust damping improvement strategy for modern grids having
high DFIG integration. It involves coordinated tuning of PSSs and PODs parameters
using an advanced meta-heuristic algorithm MPA. The MPA prove to be superior to
GWOand PSO in optimizing the controller parameters. The eigen-analysis and time-
domain simulations proves the efficacy of proposed approach in improving the small
signal stability of the wind integrated power system. The proposed approach proves
to be robust to changing system conditions and provides excellent damping even on
occurrence of critical contingencies. The proposed work paves the way for small
signal stability improvement in future power systems with high wind penetration.
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Chapter 16
IoT-Integrated Voltage Monitoring
System

Himanshu Narendra Sen, Ashish Srivastava, Mucha Vijay Reddy,
and Varsha Singh

Introduction

IoT is acquiring control and monitoring across the globe. IoT or Internet of Things
connects the devices (mechanical or electrical) with the internet world. Most of the
devices now come with IoT enabled features that allows the users to interface one
IOT enabled device with other IOT enabled devices for data interchange. IoT has
made tremendous progress in the field of electrical engineering. The Readings about
load at different substations are made available in remote devices like smartphone
or laptop using IoT. All the power system stations from generation to transmission
and distribution are being IoT enabled. In the field of Power electronics, IoT is being
utilized tomake the circuits more compact and efficient. Power electronics is used for
controlling devices such as air conditioners, home appliances, and electric vehicles
that are enabled for IoT-based communication with the user. Data from these devices
are sent to the cloud server and is then received at the user end. IoT makes the data
readily available to the user anytime. This allows better monitoring, analyzing and
reduces the time spent on taking any corrective action if the desired output from a
device is not generated.

For wireless communication, ESP32S is used in the proposed work. It is the latest
and cheapest IoT Wi-Fi and Bluetooth ready module. The ESP32, unlike its prede-
cessor ESP8266 has a dual-core. A comparative analysis has been done between
ESP32, ESP8266, CC32, Xbee [1]. Where a single-core of ESP8266 was utilized
in handling Wi-Fi and Bluetooth operations. Additional microcontroller/Arduino is
required for data processing and interfacing sensors and digital input–output. The
aforesaid issues are resolved in ESP32S as it contains dual-core named Protocol
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CPU and Application CPU [2]. The ESP32S also has multiple built-in peripherals
which help in sensing the voltage as described in this chapter. One port of the device
is used for Wi-Fi/Bluetooth and internal peripherals and other for application code.
Due to all these features and compactness, ESP32S is well suited for designing
and implementing a web server for real-time photovoltaic system monitoring [3], a
solar water pumping system by using a smartphone [4], developing electronic nose
system for monitoring LPG leakage [5]. It has also been used for monitoring home
temperature, gas leakage, water level and controlling the fan, motor, gas knob, etc.
[6]. In the agriculture field it is popularly used for maintaining good crop health
by monitoring soil temperature, pressure, wind velocity, humidity, etc. and feeding
them to ESP32 [7]. In paper [8] IoT has been used with power electronic devices for
educational purposes to help bachelor’s students. In [9] authors discuss how power
electronics circuit when combined with the Internet of Things (IoT) devices and
software creates a fully autonomous system which helps to control street lighting
and reduce the consumption. A survey of various IoT cloud Platforms has been done
in [10]. Likewise, an investigation on IoT middleware platform for smart application
development is reported in [11]. ThingSpeak is an IoT analytics platform service
providing cloud services for storing, analyzing, and visualizing data [12]. ThingS-
peak can be handled for different applications just like in the case of a smart irriga-
tion system [13]. DC to DC converters are popularly used in power systems, electric
vehicles and small electronic devices where it’s not feasible to use large batteries for
supply. A DC–DC boost converter is responsible for stepping up the voltage from
Input supply to load side output. A dc-dc boost converter module XL6009 is used for
testing. The features which it has are a wide input range of 5–32 V and a wide output
voltage of 5–35 V. The built-in 4A MOSFET switches provide efficiency up to 94%
in the conversion process [14]. In this chapter the DC-DC converter is connected to
a programmed ESP32 ensuring continuous monitoring of the data. Data storing and
accessing is done through ThingSpeak in real-time. The data in ThingSpeak can be
made available to a single client or multiple or can be made public as per the user’s
need.

This chapter discusses one such application of IoT which is the monitoring of the
voltage of the boost converter. This helps in getting real-time data anywhere around
the world. The proposed work aims an IoT-based voltage monitoring system that
can be used in any industry placed anywhere in the world and the voltages observed
can be monitored by any person across the globe when configured with appropriate
settings. Themain objective of thework is to provide and insight as to how the voltage
data that is accessible by anyone and can be used for safety and monitoring purposes.
The chapter is organized in the following sections: Sect. 16.2 discusses the operation
of the proposed system through the block diagram and Sect. 16.3 demonstrates the
flow char for better insight. Implementation through hardware and result is shown
in Sect. 16.4 followed by conclusion in Sect. 16.5.
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DC Supply Boost 
Converter

Potential 
Divider ESP 32S Server Receiver

Fig. 16.1 Block diagram of the proposed system

Proposed Methodology

Figure 16.1 shows the block diagram for the working of the prototype. The block
diagramhas several intermittent implementation stages. Thefirst stage has a regulated
9VDCsupply that is connected to a boost converter. The output of the boost converter
is fed to a potential divider circuit. This is done to limit the current and voltage
within the permissible limit of ESP32S. The ESP32S senses the real-time change
in the voltage and current that is obtained from the variable output boost converter.
ESP32S is configured with an open-source Thing Speak cloud platform to monitor
the result using Wi-Fi as well as server protocols.

A regulatedDCsupply is provided at the input of the boost converter. The converter
steps up the input voltages to the desired value and the output voltages obtained are
supplied to the ESP32S. The output voltage of the converter cannot be directly fed
into ESP32S since the maximum voltage limit for the ESP32S module is 3.3 V.
A simple potential divider consisting of two resistors steps down the voltage to a
level below 3.3 V, which is then suitable to be fed to the ESP32S. The program is
written accordingly in Arduino IDE and the data about the voltage is being sent to
the ThingSpeak server. This data then can be accessed by the person at the remote
system using his ThingSpeak ID. Data can be made public or private as per the need.

System Flowchart

The flowchart in Fig. 16.2 illustrates the entire methodology adopted and the entire
sequence which has been followed for the experiment setup. A 9 V regulated DC
supplywas connected to anXL6009Boost Converter which steps up the voltages and
the output of the boost converter was then fed to the potential divider circuit whose
outputwas connected to theESP32S andusingArduino IDE the datawas successfully
uploaded to ThingSpeak server and anyone having an account on ThingSpeak can
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Fig. 16.2 System flowchart
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access it as it was made public in ThingSpeak. The main objective of the entire
project is the voltage data that is accessible by anyone and can be used for safety and
monitoring purposes.

Hardware Setup and Results

To present the feasibility of the working principle discussed in Sects. 16.2 and 16.3
a prototype is made in the laboratory. Table 16.1 shows the list of equipment used in
the experimental setup.
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Table 16.1 List of equipment S. No. Device type Name of the device

1 Boost converter XL6009

2 Microcontroller ESP32S

3 Software Arduino IDE

A regulated 9 V DC source is connected to the boost converter XL6009 IC as
shown in Fig. 16.3. The potential divider circuit is designed to produce a maximum
of 3.3 V across its lower voltage armwhich is then connected to ESP32S IC as shown
in Fig. 16.4. The component ICs and the entire setup are shown in Figs. 16.5.

XL6009 Boost Converter depicted in Fig. 16.3 contains screw to change the boost
level and provide options to check for multiple values of output voltages. ESP32S
(Fig. 16.4) is the Wi-Fi module that has been used in the proposed work, as it offers
a large number of connectivity features like Bluetooth andWi-Fi through which data
can be sent to various devices.

Figure 16.5 exemplifies the prototype of prosed work. A 9 V DC supply is
connected to Boost Converter whose output is in turn connected to the voltage divider
circuit and the output voltages across lower voltage arm of the voltage divider is
connected to ESP32S it senses the output voltage and sends the data to cloud server
which is then accessed through ThingSpeak.

The things speak channel on which the voltages will be displayed can be accessed
by anyone across the world.This is represented in Fig. 16.6.

Table 16.2 shows an observation table tabulating the input voltage, which is kept
constant at 9V and the output voltages of the boost converter and the potential divider
circuit for different positions of the screw present in the XL6009 Boost Converter.
The input voltage to ESP32S is scaled-down within 3.3 V that can be seen in Table
16.2.

The performance of real-time voltage-dependent application is quite accuratewith
fewer computations and time lag of 10–15 s for monitoring and recording of data on
remote server. The significance of IoT-based system designed is economical, simple
compact, accurate for both potential divider and ESP32S.

Figure 16.7 depicts the variation of output voltages monitored at various time
intervals during the entire day. It also states the details about a certain point which
include the output voltage, day, date, and time.

Conclusion

A voltage monitoring system is designed using IoT for remote servers. ESP32S is
used for the implementation of cloud-based monitoring system. IoT-based voltage
monitoring system is used in plants and various other factories for keeping a check
on voltage levels. The fact that the voltages observed are readily accessible from
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Fig. 16.3 XL6009 (boost
converter)

anywhere across the globe makes this model one of its kind. The experimental
prototype developed is economical, compact, and accurate.
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Fig. 16.4 ESP32S
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Fig. 16.5 Experimental prototype

Fig. 16.6 ThingSpeak channel
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Table 16.2 Variation in input and output voltages at every stage of the proposed circuit

S. No. Converter Potential divider ESP32S

Vin (V) Vout (V) Vin (V) Vout (V) Vin (V)

1 9 13.5 13.5 1.227 1.227

2 9 18 18 1.636 1.636

3 9 22.5 22.5 2.045 2.045

4 9 27 27 2.454 2.454

5 9 31.5 31.5 2.863 2.863

6 5 7.5 7.5 0.681 0.681

7 5 10 10 0.909 0.909

8 5 12.05 12.5 1.136 1.136

9 5 15 15 1.363 1.363

10 5 17.5 17.5 1.590 1.590

Fig. 16.7 Voltage versus time graph indicating the voltage measured
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Chapter 17
Intrinsic Time Decomposition Based
Adaptive Reclosing Technique
for Microgrid System

Shubham Ghore, Pinku Das, and Monalisa Biswal

Introduction

Uninterrupted power supply to microgrid is a future plan and can be possible with the
wide application of battery energy storage system (BESS), adaptive control, moni-
toring and protection schemes so that total interruption time either due to abnormal
causes ormaintenance can be avoided. Tomaintain the stability, single-pole operation
provision is provided to modern digital relays. Under single or double-phase fault,
faulty phases can be operated with a preplanned manner to maintain the continuity
of supply through other healthy phases. But in a microgrid, such a practice increases
the burden on BESS to maintain the continuity of supply to the load connected to the
affected phase after intentional isolation by breaker opening from both sides. BESS is
indeed installed for both storage and emergency period, but uncalled utilization may
deteriorate the operating life of BESS. It is hardly true that the breaker reclosing
system takes attempt only at exact fault clearance time. The unwanted burden on
BESS due to the conventional setting of a reclosing system reduces battery life.

As the conventional reclosing scheme has fixed dead times therefore even if the
fault gets cleared much before the predefined second dead time, BESS has to supply
the critical load just because the exact instant of fault clearance is not known. This
causes unnecessary outage and wastage of energy as shown in Fig. 17.1.
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Fig. 17.1 Operating sequence of a typical autorecloser

Fig. 17.2 Operating sequence of adaptive autorecloser

To overcome the above problem, the line adaptive reclosing scheme is imple-
mented [1–7]. This can detect the exact instant of fault clearance and reclose the
breaker or in other words, it modifies the fixed dead time of autorecloser to an adap-
tive dead time. This restores the grid supply minimizing outage time and reduces the
burden on BESS. The operation of this scheme is shown in Fig. 17.2.

Microgrid System with Bess

In this section, the details of the microgrid system considered for the study are
provided. The standard IEEE 13-bus system as shown in Fig. 17.3 is used for the
analysis of the proposed scheme. The IEEE 13-bus system is modified by adding the
Hybrid DG-BESS system. PV-BESS system is connected at bus-13 and the DFIG
wind generator is connected at bus-10.

The notations and details of the studied system are as follows.

• G1, G2 are the three-phase voltage sources.
• DFIG is the Doubly Fed Induction Generator.
• BESS is the battery energy storage system consisting of battery and inverter.
• PV is the photovoltaic system consisting of photovoltaic panel and inverter.
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Fig. 17.3 IEEE 13 bus with hybrid DG-BESS system

• B-1, B-2, etc. are the system buses.
• T-1, T-2, etc. are the transformers.
• R-1, R-2, etc. are the relays connected at the ends of the transmission line.
• L-1, L-2, etc. are the loads connected at the bus-bars.
• μF shunt capacitor is connected at bus-3.

This test system is shown in Fig. 17.3 consists of 13 buses with hybrid DG-BESS.
The distribution system is fed from a utility supply of 132 kV and the local plant
distribution system operates at 11 kV. The capacitance of the overhead line and all
cables are neglected. It consists of two three-phase voltage sources with rated short
circuit MVA of 100 and designed for a frequency of 50 Hz.

Proposed Technique

In the proposed method, the faulty phase first is isolated from the microgrid by
the single-pole operation of the corresponding circuit breaker. The fault current and



190 S. Ghore et al.

voltage signal are obtained by the line side CT and PT. At the instant of fault occur-
rence, the faulty phase current and voltage show a transition from their steady-state
values depending on the fault type and impedance. When the corresponding CB is
operated, current falls to zero however a very small voltage is present in the line due
to mutual coupling between the lines. At the instant fault gets cleared, the isolated
phase shows a small transition in its voltage magnitude. All three cases viz., fault
occurrence, CB operation, and fault clearance can be detected by using the Intrinsic
Time Decomposition (ITD) algorithm.

The Intrinsic Time Decomposition (ITD) method is implemented for the adaptive
reclosing technique of the microgrid. Since the ITD method is specifically designed
for application of real-time signals or non-stationary signals of arbitrary origin which
are obtained from complex time–frequency energy (TFE) signals systemwith under-
lying dynamics that change on the real-time scenario. ITD method doesn’t presume
any prior prediction on the content of the signal under analysis and response time of
ITD is fast and it can be implemented in real-time or non-stationary signals [8]. Due to
the underline advantage discussed above of the ITDmethod over other methods such
as Fourier transform,Wavelet transform, Empiricalmode decomposition (EMD), etc.
adaptive reclosing is implemented with the help of ITD method.

ITD method decomposes a signal into two parts:

• First part consist of rotating components contains instantaneous amplitude and
frequency

• Other part consists of a monotonic trend.

For understanding mathematically consider a real-time TFE signal X(t) for which
operator ζ is defined to extract the baseline signals from X(t). Mathematically X(t)
can be decomposed as

X(t) = ζX(t) + (1 − ζ)X (t) = B(t) + H(t) (17.1)

where B(t) = ζX(t) = baselinecomponent

H(t) = (1 − ζ)X(t) = rotatingcomponent.

X(t) is a real-time signal for t ≥ 0 and let ξk for which k ≥ 1 represents local
extreme points of X(t). Consider the TFE signal at ξk be X(ξk) and its baseline at ξk
be B(ξk). Now let us assume that H(t) and B(t) is defined on the interval [0,ξk] and
X(t) is defined for the interval [0, ξk+2]. Now baseline signals operator τ is defined
as a piecewise linear function on the interval [ξk , ξk+1] between two extrema as

ζX(t) = B(t) = B(ξk) + (
B(ξk+1) − B(ξk)

X(ξk+1) − X(ξk)
)(X(t) − X(ξk)) (17.2)

where,
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B(ξk+1) = α

[
X(ξk) +

(
ξk+1 − ξk

ξk+2 − ξk

)
(X(ξk+2) − X(ξk))

]
+ (1 − α)X (ξk+1)

(17.3)

and t ∈ (ξk , ξk + 1).
Generally, α lies in the range of (0, 1) and is kept at 0.5. Since if the magnitude of

α is kept low the baseline signal component will be less and if α is kept close to 1,
then it results in higher baseline amplitude. Baseline signal B(t) is now constructed
in such a manner that signal X(t) maintain its monotonicity between its extrema.
Once the baseline signal has been extracted, the remaining portion of the signal can
be represented as rotating components. The rotating component can be computed as

H(t) = (1 − τ) ∗ X(t) = βX(t) = X(t) − B(t) (17.4)

where β is a rotating operator.
After the first decomposition, a baseline component (B1(t)) and a rotating compo-

nent (H 1(t)) are generated, where H1(t) represents a high-frequency component of
X(t). Then the obtained baseline signal is used as a new data source and the above-
mentioned decomposition process is continued for ‘p’ times until Bp(t) turns into a
monotonic function [9, 10].

Mathematically, it can be represented as,

X(t) = B(t) + H(t)

= ζX(t) + βX(t)

(17.5)

= ζ[ζX(t) + βX(t)] + βX(t) (17.6)

where X(t) = ζX(t) + βX(t)

= ζ[(1 + β)X(t)] + βX(t)

= [ζ(1 + β) + β] ∗ X (t)

= [
β(1 + ζ) + β2] ∗ X (t)

= [β
p−1∑
k=0

ζk + ζp] ∗ X (t) (17.7)

= H 1(t) + H 2(t) + H 3(t) + · · · + H p(t) + Bp(t) (17.8)
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Now the original TFE signal has been decomposed as a sum of several rotating
components and a monotonic component.

Simulation and Results

Various unsymmetrical fault cases are simulated and tested with the proposed
method usingMATLAB and PSCAD/EMTDC software. ITD algorithm successfully
detected the fault occurrence, CB operation and fault clearance as shown in the simu-
lation output. Once the exact time of fault clearance is detected, the dead time of the
autorecloser can be modified to reconnect the isolated phase after synchronization.

Themicrogridmodel is simulated for 2 s inPSCAD/EMTDCsoftware for different
fault conditions. The sequence of events performed in the microgrid model to test
the proposed method are as follows:

• At t = 1.3, a fault is created in the line
• At t = 1.33, the faulty section is isolated by CB
• At t = 1.6, fault is cleared.

The above sequence of operation is reflected in voltage and current signals shown
in Fig. 17.4. Because of single-pole switching, the other healthy phases remain live
and as a result, a measurable voltage is induced in the faulty line as well. This induced
voltage is negligible during the fault period. But as soon as fault gets cleared, it shows
noticeable magnitude which can be measured by line side PT.

The exact time of fault clearance is detected by the ITD algorithm and the resulting
baseline and rotating components are as shown in Fig. 17.5.

The proposed method is tested for LG faults with different fault resistance, fault
location and fault inception time. Results for different fault scenarios are shown
in Fig. 17.6, Fig. 17.7 and Fig. 17.8 respectively. Index ‘ε’ represents the sum of

Fig. 17.4 Current and voltage signals as measured by line side CT and PT
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Fig. 17.5 Baseline and rotating components as obtained by the ITD algorithm at the time of fault
clearance

energies of the first three baseline components of signals obtained using the ITD
algorithm. Using both voltage and current data, fault occurrence and clearance can
be differentiated. ε1 and ε2 represent the index ε during fault occurrence and clearance
respectively.

Index ε2 shows a substantial rise in magnitude as soon as the fault is cleared. The
information form index ε2 is used to modify the fixed dead time to an adaptive value.
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Fig. 17.6 LG fault at 5 km from bus B-5 with 2 � fault resistance and initiated at t = 1.3 s

Fig. 17.7 LG fault at 15 km from bus B-5 with 100 � fault resistance and initiated at t = 1.3 s

Conclusion

The paper proposes a novel intrinsic time decomposition-based (ITD) detection logic
to determine the exact fault initiation and clearance time so that an adaptive reclosing
attempt can be taken by digital relay. This method is suitable for real-time imple-
mentation as gives results in less than one cycle delay. Through conventional fault
detection and classification approach, the exact faulty phase is first detected and
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Fig. 17.8 LG fault at 10 km from bus B-5 with 10 � fault resistance and initiated at t = 1.4 s

then the proposed index is used to calculate the adaptive dead-time to reclose the
breaker of only the faulty phase. Unlike conventional reclosing scheme, the proposed
adaptive reclosing scheme doesn’t check for the fault clearance by blindly reclosing
after fixed dead times therefore it avoids the risk associated with an unsuccessful
reclosing attempt. The performance of the proposed method has been evaluated
using PSCAD simulations. The method delivers satisfactory results in the presence
of capacitor switching, nonlinear load switching, with the presence of high resis-
tance and high impedance fault. From the obtained simulation results and analysis,
it can be concluded that the proposed method is suitable for implementation in the
real system. The use of the proposed method reduces the outage time and associated
energy losses, thereby making the grid more resilient to faults.
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Chapter 18
Design of Energy Management System
for Hybrid Power Sources

Akanksha Sharma , Geeta Kumari, H. P. Singh, R. K. Viral , S. K. Sinha,
and Naqui Anwer

Introduction

In this day and age, the expanding requirement for energy and the variables, for
example, expanding energy costs, constrained stores, and ecological contamination,
drives the sustainable power source to be the most appealing energy source [1]. The
sustainable power source assets are energy and a defining moment throughout the
entire existence of the power in India. India is a vast nation depending upon the power
for its day to day uses. 95%of the individuals are honouredwith the force provided by
both centre and state governments. The administration has arranged system intends
to create sun, wind, and hydro power plants to produce capacity to decrease the power
cut [2]. Energy Consumption is expanding quickly and because of the depletion of
the ordinary wellsprings of energy and their significant expenses, the Renewable
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Energy sources (RESs) are increasing a lot of intrigues. These RESs, similar to
small hydro, wind, sun, and biomass, are an easy and more reliable option for the
regular energy assets as the network power isn’t available to certain remote territories.
India is a developing nation where a huge piece of the populace lives in remote and
detached zones. Thus, in such regions, the jolt utilizing the close by accessible RESs
would prompt their general advancement. These sources incorporate sun based,wind,
biomass, miniaturized scale hydro and so on. Utilization of these assets has ecolog-
ical advantages as well as financial advantages like-Energy security, giving openings
for work and giving an economical and clean condition. With high monetary just as
mechanical development, the vitality request in India is additionally developing at
a quicker rate [3]. Microgrid can reduce both cost and revenue for the customers.
Microgrids are a developing section of the vitality business, speaking to a change
in outlook from remote station power plants towards increasingly limited, dispersed
age—particularly in urban areas, networks and grounds. The ability to disengage
from the bigger framework makes microgrid strong, and the capacity to direct adapt-
able, equal tasks licenses conveyance of administrations that make the lattice increas-
ingly serious [4]. Islanding is the condition where a distributed generator (DG) keeps
on fuelling an area despite the fact that electrical network power is not, at this point
present. Islanding can be hazardous to utility labourers, who may not understand
that a circuit is as yet controlled, and it might forestall programmed re-association of
gadgets. Moreover, without exacting frequency control, the harmony among burden
and age in the islanded circuit will be abused, prompting irregular frequencies and
voltages. Consequently, appropriated generators must identify islanding and quickly
detach from the circuit; this is referred to as hostile to islanding. By “islanding” from
the network in crises, a Microgrid can both keep serving its included burden when
the framework is down and serve its encompassing network by giving a stage to help
basic administrations from facilitating people on call and legislative capacities to
offering key types of assistance and crisis cover [5].

Proposed Models

One of the most noteworthy wellsprings of maintainable power sources like solar,
wind as well as small hydro. On account of the arbitrary idea of both the wind and sun
arranged energy, they are not continually available and depend upon step by step or
standard climatic conditions. There are numerous crossover frameworks; however,
themost widely recognized framework is the sunlight andwind. The proposedmodel
comprises of solar, wind and hydro integrated model which are improved the power
quality and voltage regulation at different loads.
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Solar System

The sun-powered energy is one of the most known wellsprings of sustainable power
source. Before, the cost was an impediment to the utilization of the sun-based energy
in light of the fact that the cells were costly, yet now the cost of the cells is moderate
and canbe bought no problemat all. The energyoriginated from the sun alongwith the
energy which is originated from the framework can be very well utilized in terms of
the time which is spent on the lightning and the heating and also during the creation
of hydrogen for the creation of electrical force [6]. The most vital issue which is
going towards the development method of vitality driven from the sun is the weather
conditions specially thewinter seasonwhen lack of sunlight is there. The issue is dealt
with by utilizing Maximum Power Point Tracking (MPPT) structure. The standard
furthest reaches of MPPT are to get the most preposterous force point described
as the best extent of vitality accessible from solar module in various environment
conditions. The silliest force is changed by modifying the sun-controlled radiation,
the barometrical temperature along with sun fuelled temperature of the cell [7]. A
model of a sun set up cell has been sorted out as for MATLAB/Simulink which is
formed, comprising of the breeze and hydro model both to plot a hybrid framework,
in order to achieve the best energy. Themodel is accustomed to changing the radiation
at various day time events for considering the impact on cell radiation and studying
distinction in power by 1000 W/m2 radiation (Fig. 18.1).

The I-V characteristics of diode for a single module are

Idiode = Isaturation[exp
(

Vdiode

VThermal

)
− 1] (18.1)

VThermal = KTcellTemp.

q
∗ nI ∗ Ncellnumber (18.2)

Fig. 18.1 The proposed solar energy connection [8]
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where,

Idiode Current of diode in Amp.
Vdiode Voltage of diode in Volt.
Isaturation Saturation current of diode in Amp.
nI ideal factor of diode, it is close to 1.0
K Boltzmann constant = 1.3806e−23 J K−1.
Q electron charge = 1.6022e−19 C.
T Temperature of cell (K).
Ncell cells number connected in series in a module.

Wind Energy System

The mathematical displaying of wind vitality change framework incorporates wind
turbine elements and generator demonstrating. An examination of the accessible
writing on the framework execution appraisals for wind energy frameworks has
demonstrated that very small work has been accounted for in this particular field.
The analysts, for the most part, investigated the zones like provincial wind energy
evaluation, wind speed dissemination capacities, financial parts of wind vitality and
local wind energy strategies [9].

The basic condition of wind turbine is given by

Pwind = 1

2
Cpowercoeff.(λ, β)ρAV 3 (18.3)

where

ρ air density in kg/m3

Cpowercoeff power coefficient.
A area of the rotor blades in m3

V average speed of the wind in m/s.
λ Ratio of the tip speed.

The theoretical greatest estimation of coefficient of power Cpowercoeff. is 0.593.
The wind turbine Tip Speed Ratio (TSR) is characterized as:

λ = Rω

V
(18.4)

where

R Turbine radius in m.
ω angular speed of wind in rad/s.
V average speed of the wind in m/s.
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Fig. 18.2 Block diagram of wind turbine [11]

The energy generated by wind can be obtained by [10]

Qw = Power × (Time)(kWh) (18.5)

where

Qw energy generated by wind.
P power of wind (Fig. 18.2).

Small Hydro Energy System

The target of the assessment is absolutely surveying the present hydro power status
improvement in the country andmaking conditions of headway. The probable and the
introduced limit, imaginative status, strategies and administrative help in the growth
of hydro power and the strategy for the incitement of Small Hydro Power (SHP)
is been researched comprehensively. The most primary stage for the showing up of
hydro is calculation of steam rate. The stream rate can be resolved if the drainage area
of the conduit is known in development to the precipitation data (month to month,
step by step, and hourly). Drainage areas are the areas which storm the water stream
into the conduit. Different parameters are having various types of effects on the SHP
age and to examine these effects, an assessment has been performed [12].

The basic equation for the hydro system mechanical power is:

P = η ρ g Q H (18.6)
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Fig. 18.3 Small hydro power plant block diagram [13]

where

P mechanical power at the turbine shaft.
η Turbine hydraulic efficiency.
ρ density of water.
g acceleration due to gravity.
Q volume flow rate passing through the turbine.
H head of water (Fig. 18.3).

Integrated Models

A model of sun arranged imperativeness is organized on MATLAB/Simulink with
breeze and hydro models both to shape hybrid structure, encouraging the three units
getting the most ludicrous vitality. There are tremendous issues standing up to the
blend of power age process on account of the possibility of the sun arranged wind
and hydro (Fig. 18.4).

Results and Discussion

Solar Energy Model

To avow the relationship between the irradiance and the yield voltage got from the
close by close planetary framework so as to empower the Simulink to show with the
right affiliation, a few readings have been taken at various loads.

Without Load

Without load, the maximum power is 10,000 W and then after it is constant.
Figure 18.5 displays a graph between power and time.
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Fig. 18.4 Proposed model of integrated system

Fig. 18.5 The graph between power and time
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Fig. 18.6 Graph between power and time with R load

With R Load

When connect the R load, take the value of Vrms 220 V and QL = 0 var, QC = 0 var
at nominal frequency 60 Hz. The output of power 8000 W then after down and then
constant at 0.9 s then it again rise. Figure 18.6 displays a graph between power and
time with R load.

With RLC Load

In RLC load graph, take Vrms 220 V and QL = 100 var, QC = 100 var at nominal
frequency 60 Hz. The power output is 8000W. Figure 18.7 shows the graph between
power and time with RLC load.

With Dynamic Load

With dynamic load, nominal frequency 60 Hz. The power output above to 10,000 W
and then constant over time. Figure 18.8 shows the graph between power and time
with dynamic load.
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Fig. 18.7 The graph between power and time with RLC load

Fig. 18.8 The graph between power and time with dynamic load
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Wind Energy Model

Without Load

In wind energy graph without load, the power at initial stage is 0 at 0.5 s then after it
will rises upto 16,000W at t = 1 s. Figure 18.9 shows the variation of output without
load.

With R Load

With R load take Vrms=220 V and QL = 0 var, QC = 0 var. The power output 0 watts
throughout at t = 0.5 s. then it rises few values at t = 0.9 s. then power 16,000 W at
t = 1 s. Figure 18.10 shows the variation of output with R load.

With RLC Load

With RLC load take Vrms=220 V and QL = 100 var, QC = 100 var and maximum
power 16,000 W at t = 1 s. Figure 18.11 shows the variation of output with RLC
load.

With Dynamic Load

With dynamic load, nominal frequency 60 Hz. The power output 15,000W at t = 1 s.
There are some fluctuations at t = 0.6–0.9 s. Figure 18.12 shows the output variation
of dynamic load with wind speed.

Fig. 18.9 The variation of output without load



18 Design of Energy Management System for Hybrid Power Sources 207

Fig. 18.10 The variation of output with R load

Fig. 18.11 The output variation with RLC load
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Fig. 18.12 The variation of output of dynamic load with wind speed

Hydro Energy Model

Without Load

In hydro power the condition of power have some fluctuation at t = 0–1 s and the
maximum power is 1200 W. Figure 18.13 shows the output variation without load.

With R Load

In R load take Vrms = 220 V and QL = 0 var, QC = 0 var and the maximum power
is 1200 W. Figure 18.14 shows the variation of output with R load.

With RLC Load

WithRLC load take Vrms = 220V andQL= 100 var, QC= 100 var and themaximum
power is 1200 W. Figure 18.15 displays the output variation with RLC load.

With Dynamic Load

With dynamic load, the values of three phases are 0.0007477, 36.17 and 14.15.
The maximum power is 1200 W. Figure 18.16 displays the variation of output with
dynamic load.
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Fig. 18.13 The output variation without load

Fig. 18.14 The variation of output with R load
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Fig. 18.15 The output variation with RLC load

Fig. 18.16 The variation of output with dynamic load
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Fig. 18.17 The variation of three phases without load

Voltage Outputs

Without Load

The values of three phase’s power after the converter are:

Phase Values

A 33.13

B −280.3

C 46

There is some variation of power at t = 0–1 s. The maximum power is 280.3 W
with negative phase (Fig. 18.17).
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Fig. 18.18 The variation of three phases with RLC load

With RLC Load

The values of three phase’s power after the converter are:

Phase Values

A −81.61

B −254.8

C 273.1

To get maximum power output is 273.1 W and other phase give negative power
(Fig. 18.18).

Current Outputs

Without Load

The values of three phase’s power after the converter are:
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Fig. 18.19 The variation of three phases output without load

Phase Values

A 0.01128

B −0.006773

C −0.00471

There is some variation of power at t = 0–1 s. The power is very small without
load (Fig. 18.19).

With RLC Load

The values of three phase’s power after the converter are:

Phase values

A −15.97

B −52.73

C 57.34
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Fig. 18.20 The variation of three phases output with RLC load

There is variation of power throughout the time. With RLC load power get
sinusoidal. The maximum power is 57.73 watts with negative phase (Fig. 18.20).

Conclusions

In this exploration, ideal vitality the executive’s framework is planned and created for
a framework associated conveyed vitality framework. The reason for the proposed
calculation is to plan the age so as to limit the age cost, outflow, and to improve
the usage productivity of capacity frameworks. The results can be summarised with
different cases of load

• Without load maximum voltage is 46.0 V and current is min. value
• With R load max. Voltage is 272.2 V and current is 56.23 A
• With RLC load max. Voltage is 273.1 V and current is 57.34 A
• With dynamic load max. Voltage is 392.9 V with negative phase and current is

min.
• The rating of battery is 200 V, 6.5 A-h and it is made up of Ni-Metal Hydride

which are rechargeable
• PI controller input is Vdc and SOC (state of charge) and output are switch s1 and

s2
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• In this paper, take different types of loads like R, RLC and dynamic and get power,
with the help of these loads the voltage regulation improved.
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Chapter 19
Control and Coordination Issues
in Community Microgrid: A Review

Seema Magadum, N. V. Archana, and Santoshkumar Hampannavar

Introduction

Today’s Aggregate Technical and Commercial (AT&C) losses and scarcity of power
in India, raises the question against the Indian power sector. The challenges of
meeting load demand, fast depletion of conventional sources, development in indus-
trial sectors, crawling development in renewable sectors are the heavy loop holes
in the dream of economic and power independency of the country. These problems
have to be addressed with advanced techniques and strategies for the development
of the country.

The environmental concern has led the world to work towards the renewable
sources like solar, hydro and wind power. The Distributed Generation (DG) systems
with these heterogeneous sources have the power to mitigate the problem of green
house effect along with power deficiency issues. The remote generation and trans-
mission losses can be reduced by generating, transmitting and distributing the energy
locally. The encouragement is needed to utilize the renewable sources, DG systems
for local generation and consumption.

Microgrid is the small area of the grid, where consumption, generation, DG
systems and renewable sources are maintained locally, so that it forms a healthy
connection with the utility grid. The main interest of collaboration of DC &AC
sources lies in the fact that there is increased usage of DC loads and sources in much
dominated AC systems. This hybrid DC/AC grid, with the help of converters creates
an efficient and reliable interconnecting system with main grid. The microgrid can
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be collaborated with main grid for power exchange in either direction. The utility
grid can import power from microgrid with excess power and even microgrid will
be able operate in isolated mode by retaining its individual properties.

In regard to achieve more reliability multi microgrid or community microgrid
is gaining much importance. In community microgrid system, group of microgrids
are interconnected with interlinking converters. Each microgrid in community gird
can operate either in isolated or grid connected mode. The interconnection between
the neighboring microgrids may provide the channel of power exchange within the
community grid during emergency conditions. Community microgrid may have both
ac and dc microgrids. This cluster of microgrids improves performance of individual
microgrid systems in the economic and reliability prospective [1].

The gap between the smart grid and microgrid can be filled by the concept
of community microgrid. As smart grid encourages the decentralized operation,
smart usage of electricity usage, reliable grid maintenance adding the strength to
the conventional system, where the microgrid system strengthens the system by
local generation, transmission and distribution system. The coordination among the
adjacent microgrids can be obtained with the help of numerous control and commu-
nication techniques. These features make the system to be capable of adopting many
smart grid features [2]. The implementation of community microgrid requires suit-
able techniques to control and coordinate the power exchange in different mode of
operation.

Issues in Multi Microgrid Operation

Due to intermittent nature of DERs and technical issues in the interconnection with
the utility grid may face different challenges:

Power Sharing

Microgrids should respond to load variations and maintain the frequency/voltage at
the point of common coupling. The system aims to have seamless exchange of power
between the utility and multi microgrid.

Seamless Transfer of Mode

The system should be capable of exchanging power between microgrids and utility
grid. Islanding operation should not affect the remaining part of the grid. Once fault
clears the system should reconnect in short time lapse without disturbing the system
stability [3, 4]. Themany existing control techniques fails to achieve seamless voltage
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and power sharing between the different operating modes of the system due to poor
disturbance rejection [5]. However the change of operation mode may results in the
failure of the controller and also induces the large transients [6] and that will affect
the power quality.

Islanding

In case of intentional islanding part of grid is isolated from the remaining part of
the grid. Islanding operation is mostly not preferred in multi microgrid system to
avoid the load shedding. The noncritical loads may shed to balance the generation
and loads in an independent entity.

Power Quality

The voltage and frequency stabilization and reduction in distortion of injecting
current is the major challenge due to nonlinear loads and instable operation of
Distributed Generation (DG) [7] existed in the system.

Self Healing Technique

Self healing nature of network enables the system to respond, detect the fault and
analyze the conditions and reset the system with less time lapse and human interfer-
ence. The only affected part of system will get isolate to avoid the spreading of fault
for large area and to avoid power interruption. The intelligent agents are adopted in
the system to make the network as self healing system in different operating condi-
tions [8]. The maintenance and reliability of the system can be enhanced with the
help of these intelligent agents in real time operations [9].

Literature Review on Control Strategies

The large number of DG units causes several operational and technical issues, such
as system stability, power quality, network voltage and low inertia. To overcome
the mentioned issues, many advanced control techniques are adopted in microgrid
system so that it can be capable to operate either in utility connected or isolated mode
in concern with the stability and reliability of the network.

The communitymicrogrid which includes clusters of microgrid should be capable
of monitoring frequency, power and voltage in different mode of operation. System
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should be capable of providing reference voltage and frequency for islandedoperation
in order to address the need of critical loads. As smart grid feature, the microgrid
should adjust to abnormal situations without affecting the stability. Microgrid should
operate in grid following mode or grid forming mode. The grid following mode
can adopts Current Source Inverters (CSI) while in later condition Voltage source
Inverters (VSI). Different controlling algorithms are adopted on the operatingmodes.

The microgrid operation faces challenges such as frequency, voltage and power
flow management, load sharing and coordination issues. Hierarchical control tech-
niques are introduced in microgrid to address the above issues [1, 6, 10, 11]. The
system includes three levels as voltage control, primary and secondary or/and tertiary
control.

The voltage control addresses the power quality issues and provides the reference
grid voltage.Control loopmayconsists the combinationof voltage and current control
or inner-loop voltage control [12]. To regulate current through the inductor and
voltage across capacitor, the linear/nonlinear control loops, feedback, feed-forward
and virtual impedance can be adopted in the control loop. The primary control in
microgrids aims to enhance power sharing, frequency and voltage control, stability
and system performance in the presence of both nonlinear and linear loads. The
control techniques in primary loop may include communication based or without
communication techniques. The communication less control techniques are more
reliable and improves the system performance as it utilizes the local measurements
[1]. The secondary and tertiary control measures the frequency and voltage at the
PCC. It regulates the power sharing, frequency, voltage and reactive power. The
efficient synchronization of microgrid to utility grid can be achieved with the help
of these control techniques.

Inner-Loop Control Techniques

Research is progressing in the direction to address various aspects in the microgrid
system mainly frequency and voltage maintenance, power management issues in
different mode of operation, smooth mode switching and self healing etc. Numerous
techniques are proposed by researchers to resolve these issues as listed in (Table
19.1).

Proportional Integral (PI) controller is effectively adopted for reactive power
and real power control. It provides the active and reactive current references to the
controller [13, 14]. The performance of PI controller can be improved by utilizing
cross coupling term and feed-forward voltage. It results in zero steady state error in
dq frame of reference; however controller fails to retain stability in distorted electrical
conditions and may result in weak dynamics performance of system. Use of multiple
PI controllers in unbalanced or nonlinear load condition to avoid harmonics can
overcome by the adoption of proportional resonant (PR) controller. The controller
can be designed both in abc frame and αβ frame. PR controller tuned at funda-
mental frequency regulates both negative and positive sequence components and



19 Control and Coordination Issues in Community … 221

provides the zero steady state error. The controller at harmonic frequency may able
to mitigate voltage harmonics. It also maintains the voltage regulation in addition
to the harmonic reduction [15]. PR controller faces the problem of accurate tuning
and it is sensitive to the frequency variations. Linear Quadratic Regulator (LQR)
controller improves the dynamic response of the system [16, 17]. LQR is indepen-
dent of load characteristics and network parameters [9]. The controller is simple to
implement and effective in both transient and steady state conditions of the micro-
grid incorporating multiple DERs [18] but tracking accuracy during load variation
of the controller is poor. Linear Quadratic Integrator (LQI) controller improves the
dynamic response and reduces the steady state voltage error. In the disturbed condi-
tion, integral term of the controller reduces the error, which provides an accurate
voltage tracking with zero steady state error. The controller faces the issue to track
voltage in the normal operation. Deadbeat Controller (DB) controls the current of
an inverter. It improves the dynamic performance with current control technique and
reduces the harmonic components [19, 20]. This controller is sensitive to network
parameters. Model Predictive controller manages the disturbances and nonlinearities
of the system by predicting the controlled variables by using its present states [21].
It also minimizes current tracking error. This controller is sensitive to the parameter
variation [22].

Hysteresis controller is simple, easy to implement and have good dynamic
response. The controller has fast response and produces the control signal if error
betweenmeasured and reference signal exceeds the limits and produces the switching
signals for an inverter [23]. Controller should be designed to reduce THD so that
output current contains fewer ripples. In addition to that the design filter adds to the
difficulty, owing to the output randomness. The practical difficulty arises to maintain
switching frequency for inverters as depends on load variation. H-infinity (H-∞)
controller is robust and easy to implement. It has robust performance under unbal-
anced load condition. It offers less THD and less tracking error [24]. An advan-
tage of H-∞ controller is it reduces the effect of disturbance on the output. The
controller is mathematically difficult to understand and have slow dynamics. Repeti-
tiveController RC consists of integral controller, resonant controller and proportional
control in parallel combination. The controller adopts the internal model principle
to reduce the error in a dynamic system [25, 26]. In the system with nonlinear load,
the low pass filter can be accommodated with controller to reduce the harmonics
in the output voltage. Neural Network (NN) consists of 3 parallel interconnected
layers such as input, hidden and output layers to process the task. NN is a systematic
technique transfer the biological nerve system with considerable time delay. These
algorithms are self learning and feasible to provides robust performance for different
operating conditions and grid disturbances and validated in [27]. Fuzzy controller
deals with linguistic values, which ranges 1 for completely true and 0 for completely
false. The fuzzy controller is adopted to enhance the tracking performance and to
reduce the overshoot as achieved in [28]. SlidingMode Control (SMC) facilitates the
strong control action during the disturbances [29]. It provides the robust performance
for different range of operating points. The controller has advantages such as good
disturbance rejection, insensitive to parameter variations and easy implementation.
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Table 19.1 Merit and demerit of inner-loop control techniques

Control techniques Merits Demerits

Proportional integral Easy to implement
Results in Zero steady state
error in dq frame

Poor performance under
disturbed conditions
Leads to Steady state error in
an unbalanced system

Proportional resonant Robust controller, manages to
get Zero steady state error, and
implementation is easy

Affects by frequency
variations, High THD
Requirement of accurate
tuning

Linear quadratic regulator Dynamic response is fast, easy
to implement, reliable tracking
performance

Voltage tracking error in
disturbance, results in voltage
tracking errors in normal
condition

Linear quadratic integrator Dynamic response is fast, easy
to implement, reliable tracking
performance

Results in voltage tracking
errors in normal condition,
difficult to design the model

Deadbeat controller Good harmonic control, results
in better transient response

Additional filter circuit,
depends on network
parameters

Model predictive controller Accurate current control with
low THD, suitable for nonlinear
systems

Additional filter circuit,
depends on network
parameters, complex in design

Hysteresis controller Easy to implement, fast
transient response, inherent
current control

Suitable for low power levels,
harmonics problems

H-infinity(H-∞) controller Low THD, suitable for linear
and nonlinear loads, negligible
tracking error

Slow dynamics, mathematical
complexity

Repetitive controller Zero steady state error, robust
performance

Slow dynamics, mathematical
complexity

Neural network Good performance Slow dynamic response

Fuzzy controller Independent of parameter
variation, suitable for nonlinear
loads

Slow method

Sliding mode control (SMC) Robust performance, low THD Difficult to design. Chattering
phenomenon

Control Methods for Power Sharing

Research on Primary loop/secondary loop deals with power management for micro-
grid system. The system should be capable of meeting required load demand either
in grid connected or islanded mode. Smart paradigm concentrates to meet the crit-
ical load in disturbed condition without losing quality and stability of the system.
Approach towards addressing these critical factors of microgrid operation called for
suitable techniques either on the base of communication system or communication
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less system. The communication based control techniques are used to provide accu-
rate reference points for power sharing and stability control. As it depends on the
communication system, techniques are not reliable and flexible. Many techniques
are in practice such as, average load sharing, centralized control, distributed control,
consensus-based droop, peak-value-based current sharing, master–slave, circular
chain and angle droop control.

The master–slave control incorporates the coordination techniques between the
converters [30]. In [31] the master converter acts as a Voltage Source Inverter (VSI)
which produces the controlled voltage and Current Source Inverter acts as slave
inverters by receiving the command signal from the master inverter. The inverters
are continuously updated with current reference values as a weighted average current
in the average load sharing control [32, 33]. A centralized control manages the equal
current for allDGunits [34]. In peak-value based current sharing control, peak current
of VSI is used to set as current reference for converters. This method is effective for
smoothmode transfer and proper power sharing [35, 36]. The converters are assumed
to be operated in chain links, to provide the current reference for the inverters from
preceding inverter in a circular chain control technique [37].The distributed control
can be designed in between the high and low bandwidth local controllers, to improve
the reliability by reducing the communication lines [38]. Angle droop control adopts
the communication line to determine the phase angle reference for controlling the
active power [10, 39]. Efficient load sharing among the inverters can be achieved by
using the modified voltage angle control loop [40]. Voltage angle loop along with
integral control can achieve a better steady state performance. The issues of reactive
power sharing and dependency on parameter variation can be reduced by adopting
the consensus-based droop control with sparse communication network under line
impedances variations [41].

The high bandwidth communication system are not suitable in the case of the
system having large number of DG units in remote places, it will increase the infras-
tructure cost. Popularly droop based techniques are used in microgrid operation
to eliminate the limitations of communication based techniques. Droop techniques
are more reliable and flexible but there are some limitation such as dependency on
network impedance, frequency and voltage variations and effect of nonlinear loads.

Power/Frequency (P/f) Droop Control technique can be utilized in an islanded
microgrid operation and it suits for high voltage transmission lines [42–44]. It is
effective to obtain plug and play features. The P/f droop control is to be adopted
based on the system characteristics, as network with large synchronous machine will
have inertia, but converter based microgrid system lack the inertia. The conventional
droop function can be modified to achieve better performance such as (Table 19.2):

Active and reactive power sharing accuracy is monitored from central controller
to synchronize the system, which may results in stability issues.

Power/voltage (P/V) droop control focuses on dispatchable DG units and can be
results in good response compare to P/f droop control in low-voltage distribution
network as observed in [14, 45]. The technique addresses the issue of reactive power
sharing and more suitable for low-voltage system. The P/V droop technique can
be adopted in the microgrid with large number of DG systems where inductance is
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Table 19.2 Modifications in conventional droop function

Conventional function ωi = ω∗ − K f
(
Pi − P∗

i

)

Vi = V ∗ − Kv
(
Qi − Q∗

i

)
ω-angular frequency
Pi -measured active power
P∗
i -reference active power

K f -frequency droop
coefficient
Kv-voltage droop gain
Qi -measured reactive
power
Q∗

i -reference reactive
power

To improve dynamics
and reduce transients ωi = ω∗ − K f ∗ Pi − K f d

∧dPi
dt

Vi = V ∗ − Kv ∗ Qi − Kvd
∧dQi

dt

K f d
∧

and Kvd
∧

—adaptive
transient droop gains

To avoid coupling
issues

ωi = ω∗ − K f (Pi − Qi )

Vi = V ∗ − Kv(Pi + Qi )

K f -frequency droop
coefficient
Kv-voltage droop gain

To reduce power
sharing error

ωi = ω∗ − K f ∗ Pi − Kv ∗ Qi

Vi = V ∗ − Kv ∗ Qi + Kc

S

(
Pi − Pavg

)

Kc-integral term
Pavg-average steady state
active power

much low compared to resistance. The conventional droop function relates the active
power with voltage and reactive power with frequency as shown in Eqs. (19.1) and
(19.2).

ωi = ω∗ + K f
(
Qi − Q∗

i

)
(1)

Vi = V ∗ − Kv
(
Pi − P∗

i

)
(2)

The system dynamics can be improved by adopting derivative term as follows:

ωi = ω∗ + K f ∗ Qi + Kq,d
dQi

dt
(3)

Vi = V ∗ − Kv ∗ Pi − Kp,d
dPi
dt

(4)

The technique proves better control over reactive power sharing but may results
in the reliability issues during fault conditions.

VoltageBasedDroop (VBD) control is applied to low-voltage islandedmicrogrids
withmajority of renewable energy sources [46]. The technique results in the seamless
transition between the islanded and gridmode of operation and reduces the switching
transients as achieved in [47]. The control techniques need not to be modified for
different operating modes. The VBD divides P/V droop techniques as Pdc/Vg with
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constant power band andV g/V dc droop control. TheVg/Vdc control can be expressed
as:

V ∗
g = V 0

g + Kv
(
Vdc − V 0

dc

)
(5)

where V 0
dc and V 0

g are reference DC ink voltage and terminal voltage. The method
is flexible to adjust power during voltage deviation and need to be verified for its
stability margin.

The V/I droop method can be adopted for the improvement of power sharing
and system performance with direct and quadrature axis voltages. The load sharing
capability of converter can be improved by adopting modified droop control method.
The controller uses minimum output current tracking control in low-voltage Micro-
grid systems [48]. Jin et al. [49] monitors power distribution by sending a command
signal with the help of demand droop control and also a normalization technique in
an autonomous hybrid microgrid by merging the information on both sides of the
interfacing converter. Augustine et al. [50] presents low-voltage dc microgrid with
the Droop Index (DI) method for dc–dc converter operation. The proposed technique
can regulate the load current and also reduce the circulating current by calculating the
virtual resistance Rdroop based on the converters voltage. Many of these techniques
compromise in the aspects of power quality due to integration aspects (Table 19.3).

The important aspects of practical implementation of microgrid are its operating
capabilities under both utility connected mode and in isolated mode. Because of
nonlinear nature of load, inverter characteristics and also because of highly inductive
property of the system, the many discussed techniques fail to achieve a seamless
transfer between clusters of grids.

Table 19.3 Merit and demerit of power sharing

Control techniques Merits Demerits

P/V droop Preferred for low line, Easy to
implement, no requirement of
communication system

Slow dynamic response, sensitive to
network parameters, Poor active
power control

P/f droop Easy to implement
Suitable for high and medium
voltage transmission line, no
requirement of communication
system

Slow dynamic response, sensitive to
network parameters, Poor reactive
power control

Voltage based droop Suitable for the system with
renewable source, suitable for large
resistive network, good power
balance method

Difficult to implement, voltage
variation under load variation

V/I droop Fast dynamic response
Good power sharing, suitable for
system with DG units

Voltage variation under load
variation, oscillation problem for
low droop coefficients
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Conclusion

Numerous control technologies are adopted in many research works for the coordi-
nated operation of microgrid with main grid to achieve basic aspects of grid inter-
connection issues. The inner-loop control techniques are concentrated to regulate the
frequency and voltage, whereas power sharing techniques are adopted for coordi-
nated operation. The paper highlights the merits and demerits of most of microgrid
techniques. Any one of the technique will not provide the complete solution to all
microgrid concerned issues. Combination of inner-loop control and power sharing
techniques can provide the better solution for major concerned issues of microgrid
operation. As most of work discussed is applied to microgrid/hybrid microgrid, the
control techniques may need up gradation to achieve the coordination aspects of the
multi microgrid with the utility grid.
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Chapter 20
Optimal Generation Sizing
for Jharkhand Remote Rural Area
by Employing Integrated Renewable
Energy Models Opting Energy
Management

Nishant Kumar and Kumari Namrata

Introduction

In developing countries such as India, growths depend on the energy they consume or
generate that affects the economy of these countries. Major cities and Industries are
fed with the most of electricity generated resulting shortage of energy needed by rest
of the small, scattered villages far away from cities, located in dense forest and hilly
regions. Energy shortage and environment protection concerns are increasing in this
era, both clean energy and new fuel technologies are being actively researched and
pursued. Collectively the renewable energy, (micro-hydropower, biomass and solar
energy) is converted into electrical energy, which can be directly delivered to the
public power grid or used for isolated loads. G. K Singh reviewed the Photovoltaic
Energy Generation [1]. R. K. Akikur, R. Saidur, H. W. Ping, K. R. Ullah studied
stand-alone system and hybrid systems of solar with off grid to electrify remote
villages [2]. It is essentially worthy that economic benefits and speedup utilization
of distributed energy resources necessitate the optimal models development to meet
the demand through these renewable energy resources [3]. Due to unpredictability of
the availability of renewable resources, research preferred the integrated renewable
energy Model (IREM) in comparison of hybrid systems or stand-alone to increase
reliability of those system [4]. Further, IRE model are reliable, non-polluting, and
more effective in reduction in the cost of operation and maintenance [5]. Due to
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involvement of each component’s mathematical models, the modeling of an IRE
model or system claims to be a complex process. S. Rajanna, and R. P. Saini, has
modeled such IRE system to supply power and verified the optimal sizing using PSO
[6].

Appropriate and effective load demand management is needed for efficient IREM
modeling. Energy Management (EM), a method traditionally used which offers
feasible solution to improve efficiency of IRE Model by altering, adjusting oper-
ating time and appliance quantity, applying Load shifting Technique during peak
periods to off peak periods. However, this method provides daily load curve which
is uniform.

Study Area Minutiae

Jharkhand with 24 districts covering an area of 79,714 km2, belongs to the northern
India. Chatra district in Jharkhand has 12 blocks (Chatra, Kunda, Hunterganj, Prat-
appur, Lawalong, Gidhor, Pathalgada, Simaria, Tandwa, Itkhori, Kanhanchatti and
Mayurhand) out of which Hunterganj block has been considered for study purpose.
Hunterganj is well nourished by geographical assets consists of sufficient water
bodies being the part of Upper and lower Hazaribagh Plateau and northern scarp.
Hunterganj stands on the banks of Lilajan River, with 60% of area covered with
forest and rain fed agriculture. Economically, the entire study area relies on agricul-
ture, forest, animal husbandry and marginal workers. Agriculture residue and forest
foliage are the resources available in considerable amount for cooking and feedstock
for the cattle.

Hunterganj block located at 24.4341° N 84.8149° E [7] has the highest percentage
of un-electrified villages as compared to rest of the blocks in Jharkhand. There are 270
villages with residing population of 187590, in which 250 villages are inhabited and
electrified and 20 villages remains uninhabited and un-electrified further segregating
the focused area depending upon locality and resources a gram panchayat LENJWA
was considered with 5 villages 3 electrified and 2 un-electrified. Both areas are at the
different part of the study area, consisting total household of 480 with a population
of 2908. The details of the area are highlighted in Table 1.

Load Minutiae

The analysis of the total load demand, done considering the population size and
the countable households of the entire study area. The different sectors considered
for determining the load demand are domestic load, community load, commercial
load and small industry loads, which are listed in details in Table 2. The total load
demand estimation of each village of that area was made on the basis of minimum
desired hourly load profile. The total annual load demand has been estimation based
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Table 1 Glance of case study
area

Parameters Area

Name of Gram Panchayat LENJWA

Populations (Nos.) 2908

Electrified villages (Nos.) 3

Un-electrified villages (Nos.) 2

Household (Nos.) 480

Households population (Nos.) 960

Latitude and longitude of study area 24.4619° N, 84.7159° E

Table 2 Minutiae of load in area

Appliances Power Rating
(Watts)

Cost ($) Switching
Points

Number in
Used

Energy
utilization
(KWh)

LED lighting
(HH)

10 5.50 2/HH 960 9.60

Ceiling Fan (HH) 50 27 2/HH 960 48.00

LED TV (HH) 60 115 1/HH 480 28.80

Refrigerator
(HH)

42 430 1/HH 480 20.16

LED lighting
(SC)

10 5.50 10 per
village

30 0.30

Ceiling Fan (SC) 50 27 12 per
village

36 1.80

LED lighting (H) 10 5.50 6 6 0.06

Ceiling Fan (H) 50 27 6 6 0.30

Refrigerator (H) 42 430 1 1 0.042

LED lighting
(CH)

10 5.50 1 per village 3 0.30

Ceiling Fan (CH) 50 27 1 per village 3 0.15

Street Light
(Vill)

20 11 1 per 20 HH 24 0.48

Water Pump
Motor (Vill)

3675 176.92 1 per village 3 11.025

Flour Mills
Motor (Vill)

3750 253.846 1 per 3
village

1 3.75

Grain thrasher
Motor (Vill)

5000 315.38 1 per 3
village

1 5.00

Saw Mills Motor
(Vill)

5000 315.38 1 per 3
village

1 5.00
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on collected data from survey. MCMR equipment is considered for this survey the
detail profile (rating and cost) are listed in the Table 2. The estimated total energy
requirement of the focused area is 287669.64 kWh/yr.

Resource Assessment Minutiae

Solar Energy

The solar radiation datawas taken from theHomer software andverifieddata obtained
from NASA Surface meteorology and Solar Energy: RETScreen Data, by providing
longitude and latitude of the study area. Annual energy from solar available for the
area is 1944 KWh/m2/year. The solar output power from the PV panel (PPV) can be
calculated from following Eq. (20.1) [8];

PPV = SR ∗ ηPV ∗ APV (20.1)

where SR is solar radiance, ηPV is efficiency of panel, and APV is Area of a panel.

Micro-hydro

Lowvolumetric flow ratewith high head height or lowheadwith high volumetric flow
rate both conditions are suitable for micro-hydro generate to operate. Based on the
analysis done in the study area, rough idea of availability of water streams types and
water runoff rate has been derived to estimate the micro-hydropower potential. For
predicting direct runoff volume the Soil Conservation Service Curve Number (SCS-
CN) approach is used for a given rainfall data. The topo-sheet (maps) or contourmaps
provides the require data like areas, the watershed length and elevation difference
of the water bodies for estimation of discharge rate. The monthly rainfall data is
taken from the HOMER Software supported by NASA Surface meteorology and
Solar Energy: RETScreen Data by providing longitude and latitude of the study
area. Actual water runoff (Qd) has been calculated using following Eq. (20.2) [8]:

Qd = (I − 0.2S)2

(I + 0.8S)
when I > 0.2S (20.2)

S = 25400

CN
− 254 (20.3)

where I in (mm) monthly recorded rainfall; S in (mm) max potential of retention
in the watershed (mm); CN is curve number of runoff for hydrological sail (CN =
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40–58; CN = 50–55 for forest which are dense and agriculture land, respectively)
[10]. The following Eq. (20.5) is used to calculate the discharge rate;

TP = 0.6TC + √
TC (20.4)

Q(t) = 0.0208 ∗ A ∗ Qd

TP
(20.5)

where; Q(t) is discharge rate (m3/s); TP is peak runoff time (hr); TC is concentration
time (hr); Hnet is watershed head (m); A is watershed Area (hectare). Adapting
methodology mentioned above, the discharge rate of the focused area estimated as
367 l/s (50% dependability). Equation (20.6) represents the output power of micro-
hydro (PMH) plant;

PMH = 9.81 ∗ Q(t) ∗ hnet ∗ ηMH ∗ ρw (20.6)

where hnet is net height, ρw is density of water, and ηMH is efficiency of plant.

Biogas

Biogas is also produced from the manure of the cattle. The biogas potentials are
totally dependent on the population of cows, goats, buffalos, ox, and sheep. The
dung produce from the each animal was assumed as 10 kg/day dung by cow/horse/ox,
15 kg/day dung by buffaloes and 1 kg/day dung by goat/sheep. Based on the collected
data the biogas potential of the area is 217 m3/day. Considering only 80% of the
available waste is used to produce electricity only. The period of operation of the
Biogas generator is operated 10 h per day and scheduled based on the peak hours,
where demand is greatest. The output of biogas power (PBG) can be calculated from
following Eq. (20.7);

PBG = Gas yeild
(
m3/day

) ∗ CVBG ∗ ηBG

860 ∗ (operating hours/day)
(20.7)

CVBG in (kcal/kg) is calorific value, and ηBG is efficiency.

Biomass

Biomass often refers to the residue obtained from the agricultural and forest. The
biomass potential is estimated considering the efficiency of collection as 75% and
collected forest waste average as 165 kg/ha/yr. It is proposed and recommended to
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use a biomass gasifier-based power generation system to convert 80% of the total
biomass potential into electrical energy. Based on the collected data the biomass
potential of the area is 147 ton/yr. The hourly output from the biomass generator
(PBM) can be calculated from following Eq. (20.8);

PBM = Fuel availbility(ton/yr) ∗ CVBM ∗ ηBM ∗ 1000

365 ∗ 860 ∗ (operating hours/day)
(20.8)

CVBM (kcal/kg) is calorific value, and ηBM is efficiency. The biomass generators are
operated 9 h/day and scheduled based on the peak hours, where demand is greatest.

Battery Storage Backup

The IRE system is backed with the battery storage and bi-directional converter set.
The battery storage system is always tagged with Discharging Limit (DL) before
optimal sizing.

S_Cmin = DL ∗ B_C (20.9)

The discharging and charging of the battery bank (i.e., State of charge SC) is
examined through given Eqs. (20.10, 20.11):

SCt+1 = SCt+1 ∗ (1− ∈) + (PDC(t) + ηb ∗ PAC − PDM(t)) ∗ ηBC (20.10)

SCt+1 = SCt+1 ∗ (1− ∈) − (PDC(t) + ηb ∗ PAC − PDM(t))

ηBC
(20.11)

where S_CMin is minimum storage capacity and B_C is initial battery capacity of
storage. The constraint consideredwhile designing the battery systemwhile charging
and discharging are in following Eq. (20.12). Energy storage should be in the limits
under stated; i.e., it should not exceed maximum limit and should not less than the
minimum limit.

SCmin(t) ≤ SC(t) ≤ SCmax(t) (20.12)

Model and Objective Function Formation

An integrated renewable energy model shown Fig. 1 has been proposed to generate
electricity, which can be used to supply the study area described in section ‘Load
Minutiae.’ This model is been optimized providing constraints to minimize the
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Fig. 1 IRE model

total overall generation cost using Particle swarm optimization and Jaya algorithm
supported by technical parameter as Energy Index = 1 given below Eq. (20.13):

Min TONCG = C_CNV + O_MNV + F_CNV + R_CNV + A_CNV (20.13)

where C_CNV is capital cost net value, O_MNV is operation and maintenance net
value, F_CNV is fuel cost net value, R_CNV replacement cost net value, and A_CNV

is appliance cost net value.
This study considered Technical Parameter and the Cost parameters to analysis

and development of the IRE System. The above mentioned Cost parameters are
calculated based on the no of equipment used and the net value of it. As the project
have a life span of project life is 20 years, battery and converter has life span of 5
and 10 years, respectively; therefore, repairing or replacement cost depends on the
given Eqs. (20.14, 20.15):

Z = N

L
− 1 (20.14)

C_E(Rs/kwh) = TONCG
∑8760

t=1 EG(t)
(20.15)

EG(t) is the total energy required annually (kwh) generated from the renewable
generators in IREModel; TONCG is total overall net cost of generation; L is life span
of component (Batt/Converter);N is life span of project; Z is replacement frequency.

Energy Management

Energy management concept provides a numerous option and essential strategies to
utilize load demand efficiently considering IRE System. As numerous investment
option are highlighted in few previous studies like low, medium high ratings and
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investment, so the best scenario considered for present study is Medium Cost high
Rating (MCHR). Out of different Energy management concept Peak Load Shifting
[11, 12] offers a best need solution, as the loads considerable can be segmented
into two Shift-able Load (Water Pump, Saw Mills, Flour Mills,) and Non Shift-able
Loads (Lights, Fan, Refrigerator, Street Lights, TV, Radio). The strategy adapted in
present study Load Shifting at Peak time, i.e., Shift-able loads operating time are
shifted from the peak curve to fill valley in the load curve, equations are illustrated
as follows (Eqs. 20.16, 20.17):

DM(t)WLS = LNS +
24∑

I=1

L(t)S ∗ TONT (20.16)

DM(t)LS = LNS +
24∑

I=1

L(t)S ∗ TOFFT (20.17)

where; DM(t)WLS and DM(t)LS is load demand pre-load shifting and post-load
shifting, respectively, LNS is Load non shift-able, LS is Load shit-able, TONT are the
operating time of shift-able loads at peak time. The below graph in Fig. 20.2 reflects
the peak shifting concept used considering the biogas and Biomass operating time
as it provides the fixed operating time as per load curve of the study Area.

Solution Adaptive Technique

Adaptive Technique 1: Particle Swarm Optimization (PSO)

Particle Swarm optimization is based on natural phenomena as swarm intelligence.
A population based optimization a very powerful searching technique. It is most
favorable techniques due to its implementation is easy. Steps follows as it assign
randomvalues to the size of the population and each particle searches the best solution
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in the assigned areas updating the velocity of best solution among the size. If the
Objective function is to minimize whose Y i

k be solution or position of the solution
of kth term of ith iteration, then next position would be updated by Eq. (20.18) [13]:

Y i
k+1 = Y i

k + vi
k+1 (20.18)

For updating the Velocity of each particle follows the stated Eq. (20.19):

vi
k+1 = wkv

i
k+1 + c1r1

(
Pi
k − Y i

k

) + c2r2
(
Pg
k − Y i

k

)
(20.19)

where v is velocity, Pg
k best solution c1 and c2 (1.25, 1.25) cognitive and scaling

value, r1 and r2 values randomly obtained between (0–1) and weightage of velocity
(w = 0.8).

Adaptive Technique 2: JAYA Algorithm

Jaya algorithm is uprising as handy algorithm can be opted for optimization for
solving constrained optimization objective functions. This algorithm provides the
desired solution or best solution avoiding worst solution. Let g(x) be the objective
function. Be ‘n’ as number of design variables; ‘m’ as population size. g(x)best and
g(x)worst be the best candidate and worst among the population size, respectively
[14]. If Yj, k, i is the solution of the jth variable for the kth particle, in ith iteration, so
to modify the solution below Eq. (20.18) is followed [15]:

Y
′
j,k,i = Y j,k,i + r1 j,i

(
Y j,best,i − ∣∣Y j,k,i

∣∣) − r2 j,i
(
Y j,worst,i − ∣∣Y j,k,i

∣∣) (20.20)

Results and Discussion

Optimization of the study area is analyzed considering the MCHR scenario using
PSO and JAYA algorithm, which is portrayed into the Table 3. The economic and
technical parameter based results observed under post- and pre-peak load shifting.
The result obtained from PSO and JAYA algorithm clear states that it’s more suitable
to use these searching algorithm for the formulated objective functions. The result
from both are almost same and very minute difference which can be neglected are
detailed into Table 4. Amount of $ 9860 and $ 11076 are savings in terms of TONC
and 0.0017 ($/KWh) and 0.0015 ($/KWh) savings in Cost of Energy. Technical
and Economic observations are similar for both strategy used but Jaya algorithm
converges early than the PSO algorithm.
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Table 3 Optimal Sized IRE Model Minutiae for MCHR

Parameters PSO Jaya

Pre-load Shifting Post-load Shifting Pre-load Shifting Post-load Shifting

Solar (kW) 46 35 43 32

Micro-hydro
(kW)

14 14 14 14

Biogas (kW) 26 26 26 26

Biomass
(kW)

23 23 23 23

Battery
(Nos.)

99 82 120 95

TONC ($) 103190 93330 105370 94294

CE ($/kWh) 0.0223 0.0206 0.0225 0.0210

Table 4 Comparison of economic and technical result on MCHR observing both strategy

Parameters PSO Jaya

Pre-load
shifting

Post-load
shifting

Savings Pre-load
shifting

Post-load
shifting

Savings

Solar (kW) 46 35 11 43 32 9

Micro-hydro
(kW)

14 14 – 14 14 –

Biogas (kW) 26 26 – 26 26 –

Biomass (kW) 23 23 – 23 23 –

Battery (Nos.) 99 82 17 120 95 15

TONC ($) 103190 93330 9860 105370 94294 11076

CE ($/kWh) 0.0223 0.0206 0.0017 0.0225 0.0210 0.0015

Conclusions

The motive of the this study was to model an IREM system supported with Battery
bank, whose sizing can be done optimally by minimizing the TONC and CE which
engage the distributed renewable sources such as Biomass, Biogas, Solar (PV),
and micro-hydro present in the focused area. So, the IREM with battery bank can
supply the LENJWA panchayat villages which are un-electrified. The comparison
of two searching algorithm is enhanced and an optimal solution to electrify the rural
similar to study area is proposed where the loads are considered based on the MCHR
appliances.
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Chapter 21
IoT-integrated Smart Grid Using PLC
and NodeMCU

Kumari Namrata, Abhishek Dayal, Dhanesh Tolia, Kalaga Arun,
and Ayush Ranjan

Introduction

Energy transmission is an indispensable part of the energy sector and its production
has no value until the energy reaches the destination for the final consumer. The
humongous amount of energy produced in the power station is to be transferred
over many kilometers to reach load centers to serve the needs of customers using
transmission lines and towers. Although our country has sufficient energy production
capacity still a huge portion of its population has a narrow supply of electricity
majorly due to lack of proper transmission infrastructure.

In a bulk electric system such as the national grid, it is necessary to control
the voltage because there is an inverse relationship between voltage and current.
As electric usage rises, such as on a hot day when everybody’s air conditioner is
running, the current draw on the system rises. This current rise causes the voltage to
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drop. The drop-in voltage, if severe enough, can cause problems and even damage
to electrical equipment that requires a steady voltage source. Usually, at peak time,
when the temperature soars the highest, the industries consumemore energy, thereby
drawing more load current and hence the voltage drops. This voltage drops occurring
causes the drop also at the lower distributaries resulting in low fluctuating voltages
at the residential areas or even a blackout in case of the peak voltage. Because of
the problems, this can cause, voltage regulation is used on the national grid system.
This is accomplished through the use of standalone voltage regulators or load tap
changers that are incorporated into a power transformer. These devices will raise
or lower the voltage each time it changes by 5/8 of a per cent to maintain a steady
voltage as current draw rises and falls.

Existing Systems

Smart Electricity Grids are new to the twenty-first century. But ironically, there is
already a lot of research done on them. Let me mention a few of these:

In 2017, delivery system load management was proposed by organizing several
bands of combined air-conditioners. This helped deal with the complex load by
synchronizing compound groups of Virtual Power Storage Space Scheme (VPSSS)
[1]. The same year, a Bluetooth Low Energy-based Home Energy Management
system was proposed which was maintained by Artificial Neural Network (ANN).
This smart grid comprises an electrical network superimposed by a communication
system [2]. Another system proposed was an Intelligent Residential EnergyManage-
ment System (IREMS). It merged demand-side management (DSM) with a special
algorithm based on mixed-integer linear programming whose main purpose is the
reduction in energy expenditure for residential consumers [3]. The year 2017 also
witnessed aBuildingManagement System (BMS)whose functionwas tomonitor and
coordinate the self-moving and electrical apparatus of a building using the consol-
idation of IPv4 and IPv6, Power over Ethernet (PoE) and Internet of Things (IoT)
[4].

With 2018, the efficient use of Vehicle-to-Grid (V2G) was made feasible for
Plug-in Electric Vehicles (PEVs) with two energy management strategies all the
way taking care of energy imbalance in associated microgrids [5]. But in 2016,
coalition-based game theory was used in Cyber-Physical Systems (CPSs) to develop
an energy-efficient smart grid [6]. Another system proposed dealt with Coordinated
Multi-Point (CoMP) transmission driven by active energymanagement for smart grid
power [7]. The year 2016 also saw a system developed keeping the smart microgrid
ecosystem in mind, called the Intelligent Dynamic Energy Management System (I-
DEMS). The proposed system assembles the total of the severe load exact demands
and also dispatches power to convenient loads which in turn helps microgrids be
consistent, self-sustainable and ecologically responsive [8].

The year 2017 sawmultiple customers, compoundmicro grid basedHomeEnergy
Management System with storage (HoMeS) was introduced [9]. But in 2015, a



21 IoT-integrated Smart Grid Using PLC and NodeMCU 243

Unified Energy Management System (UEMS) representation based on Distributed
Location Marginal Pricing (DLMP) was proposed [10]. Come 2017 and another
system proposed aimed to decrease overall production expense all the while keeping
constraints related to the thermal and stimulating system in check and conclude the
excellent dispatching of low voltage microgrids [11].

With 2014, a Smart Home Energy Management System (SHEMS) structural
design was proposed which could monitor energy production and consumption
simultaneously [12]. Another system proposed has a Home Plug answerable to a
Power Line Communication (PLC) to supervise a photovoltaic (PV) unit [13]. The
same year, an excellent Maximum Power Point Tracking (MPPT) based system was
presented for the creation of photovoltaic (PV) power pump constant. This causes
a rise in the PV operation and transfers the impressive PV energy produced into
storage space during the beat break period [14].

The onslaught of 2013 saw aSmartHomeEnergyManagement System (SHEMS).
Its functionalities included mechanism learning algorithm, sense and announcement
technology [15].Another systemproposeddevised aMarkovdecisionprocess (MDP)
out of the preparation difficulty ofmany energy systems and gave two estimated reso-
lution methods [16]. The same year, a Home Energy Management System (HEMS)
with good air conditioning and heating prediction technique was introduced which
took note of distinctiveness of thermal appliances and consumer handiness in a smart
home situation [17].

Proposed System

By considering all the problems, we came up with the idea of establishing an Internet
of Things (IoT) network among all the heavy- load appliances and the Regional-level
power grid. PLCswould regulate the behavior of these appliances as per the directions
are given by the grid. Thus, enabling us to distribute power efficiently to everyone
without causing a complete power cut in any area.

Block Diagram

Our area of work would include three divisions: (i) Intermediate Substation, (ii)
Distributing Substation (33KV/440 V), (iii) Home.

Since the Intermediate Substation would know when the load on the electricity
grid is exceeding the limit, hence, we would put NodeMCU (Master) here. All the
appliances in the Sub-Station would have NodeMCU (Mid-Level). Master and Mid-
Level NodeMCU would communicate using MQTT (Message Queue Telemetry
Transport) protocol where the master would publish signals under a unique event
name and all the Mid-Level devices would subscribe to it. This is also shown in
Fig. 21.1.
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Fig. 21.1 Block diagram



21 IoT-integrated Smart Grid Using PLC and NodeMCU 245

Hence, when Master would declare excessive load acting on the grid, this data
would be published to the cloud as an event. All Mid-Level devices subscribed to
this event would receive the warning and would start regulating the activities of the
PLC under them.

At Distributing Substation level, the Node MCU (Mid-Level) will send different
feeds to Arduino-interfaced Relaymodule which further transmit the feed to the PLC
input port.

Wewill receive a 3.3VDCoutput from the output port of PLCwhichwill act input
to a second node MCU (Mid-Level). This one will again broadcast signals under a
unique event name which will be received by NodeMCU (slaves) at the Home level.

At Home level, NodeMCU (slaves) will regulate the activities of appliances under
them. Before regulation, an alert would be sent to the consumer. These NodeMCU
(slaves) will also collect power consumption data of their appliances which can be
made available to the consumer on-demand.

Hardware Implementation

We sectionalize the construction into three parts: (A) Intermediate Substation, (B)
Distributing Substation (33KV/440 V), (C) Feeders.

Intermediate Substation

In the Intermediate Substation control room, the in-charge will be monitoring the
load condition across the grid. On observing high load, he would press the button- 1
which in turn makes the NodeMCU (Master) publish an alert on the cloud platform.
Do note, the NodeMCU (Master) needs to be connected to the Internet. When the
load on the grid normalizes, the in-charge will press button-2 which in turn makes
the NodeMCU (Master) publish a relax command on the cloud platform.

At Distributing Substation (33 kV/440 V)

TheNodeMCU (Mid-Level) will receive a particular load level from the Intermediate
Substation. One of the five digital pins will receive data from the cloud such that
each pin will represent a different mode of working of Substation.

We assign five corresponding pins or input levels in PLC. These pins in PLC get
activated by signals transmitted from NodeMCU at sub-station level boosted by an
Arduino–Relay interface from 3.3 to 24 V.

Initially, we divide our locality into 4 divisions, each of which is controlled by
a NodeMCU, so there will be four NodeMCU initially each of which controls five
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Table 21.1 Load levels with
their associated pins and
voltage levels

Load level Pins assigned on node
MCU

Associated voltage (V)

Very high D0 0.000

High D1 0.825

Medium D2 1.650

Low D5 2.475

Very low D6 3.300

Fig. 21.2 Final Model of Distributing Substation with our Analytics Web site on Laptop

devices. We divide the voltage into 5 levels varying from 0 to 3.3 V. Refer to Table
21.1 for details regarding the pin configuration, load level and associated voltage.

Output ports are taken from PLC for transferring data from substation level to
equipment via [NodeMCU (Mid-Level) to cloud to NodeMCU (Slave)] interface.
So, every NodeMCU will be connected to output ports of PLC as:

• NodeMCU1: Y001-Y005
• NodeMCU2: Y006-Y010
• NodeMCU3: Y011-Y015
• NodeMCU4: Y016-Y020.

Note: We have also added an HMI with PLC here, to ease troubleshooting at the
Sub-station level (see Fig. 21.2).

Feeders

The NodeMCU (slaves) on receiving their load level would start manipulating the
activities of the device under them (see Fig. 21.3). Before a complete power cut-off
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Fig. 21.3 Final Model of Feeders and their respective output devices whose operations we
manipulate

or any other regulation, an alert email will be sent to the consumer by the NodeMCU
(slaves). They will also be collecting power consumption details of every high- load
device and uploading them to the cloud platform. Here, informative graphs would
be plotted based on the collected data which will be made available to the user on
demand.

It is important to note that our system would only work for “Smart Devices” i.e.,
devices which have a microcontroller already embedded in them and also have the
capability to connect to the Internet.

Results and Discussions

The following Table 21.2 shows the observations and results for the proposed system
when different commands are given from the Intermediate Substation.

The following Table 21.3 shows how a decrease in voltage affects the temperature
of an Air Conditioner.

Table 21.2 Active pins and voltage being given out by different NodeMCUs

NodeMCU/voltage
given when different
pins are active

D0 D1
(shifts values
vertically every
minute)

D2
(shifts values
vertically every
minute)

D5
(shifts values
vertically every
minute)

D6

NodeMCU 1 (V) 0 0.825 1.65 2.475 3.3

NodeMCU 2 (V) 0 0.825 1.65 3.300 3.3

NodeMCU 3 (V) 0 0.825 3.30 3.300 3.3

NodeMCU 4 (V) 0 3.300 3.30 3.300 3.3
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Table 21.3 The voltage
being given out by NodeMCU
and temperature

NodeMCU output voltage to air
conditioner (V)

The temperature of the air
conditioner

0.000 Device off

0.825 Fixed at 30 °C

1.650 Between 30 and 27 °C

2.475 Between 30 and 24 °C

3.300 User defined

Fig. 21.4 Graph depicting various feed values being given by different feeders

We have also developed a Web site through which an operator can monitor the
workings of distributing substation remotely. The graphs below in Figs. 21.4, 21.5
and 21.6 displays various feed levels of different feeders, change in cost per unit
electricity with time and change in feed level with change in total load on the grid,
respectively.

Conclusion

In this work, a smart grid by creating an IoT network of every heavy-load appliance
has been implemented so that they can communicate with the intermediate substation
directly. As the load on the grid changes, variation in the level of operation of every
high-load device is witnessed. The status of this system can be seen either on theHMI
situated at the distributing substation or on the dedicated Web site. By employing
this work, big power corporations can save lots of electricity and reduce power cuts,
thus keeping their profit and customers happy. This idea, if implemented on a large
scale, can dynamically transform the power production and distribution industry, not
only in India but also abroad.
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Fig. 21.5 Graph depicting varying cost value with respect to time. The variability will depend on
total load faced by the grid

Fig. 21.6 Graph depicting the change in Feed value with respect to the change in Load faced by
the grid
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Chapter 22
Fuzzy Model for Efficiency Estimation
of Solar PV Based Hydrogen Generation
Electrolyser

Sandhya Prajapati and Eugene Fernandez

Introduction

Electrolysis has become an important method for extracting hydrogen from water.
This proven technology is based on the production of oxygen and hydrogen with the
direct current flow through the water for splitting it. The electrolysis can be driven by
renewable energy sources like solar and wind, both have now become the attractive
technology to extract a large amount of hydrogen production without causing any
emission unlike other resources based on fossil fuel or nuclear [1–11].

The hydrogen thus obtained using electrolysis purest form of hydrogen, after
drying out the produced hydrogen the impurities have been removed in the gaseous
form. The most suitable form of hydrogen for low-temperature fuel cell is produced
from electrolysis, such purity levels offer a great advantage against production by
other processes that may require fossil fuels. The processing cost ranges between
US$ 3.5–16/kg of hydrogen, depending on the electrolysis system size [11].

The efficiency of hydrogen production lies in the low range of 2–6% with renew-
able energy sources. This necessitates a large space area of the PV array installation.
The optimal load matching of the voltage and solar power is necessary for the higher
efficiencies of up to 12%. Figure 22.1 shows the basic layout of a typical solar
PV electrolysis scheme [12]. The coupling strategies may be direct, with a dc-dc
converter or a dc-ac-dc converter.
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Fig. 22.1 Basic layout of a typical solar PV electrolysis scheme [12]

The paper develops a fuzzy set-basedmodel for simulating the efficiency of a solar
PV based water electrolysis unit which employs direct coupling of the PV array and
electrolyser. The model is developed from experimental data provided in [13].

Solar Hydrogen System

In a direct connected solar PV-electrolyser, there are only two essential parts:

(a) The solar PV module array assembly.
(b) The water electrolyser.

Each component is discussed below:

Solar PV Module Array Assembly

The solar PV array can be made up of a series–parallel combination of smaller
modules to give the required terminal voltage and current needed by the electrolyser
unit. The solar PV characteristics represented by V–I curve are nonlinear in nature
and hence the controlling equations are given as:

V = Vth × log

(
Iph − I

Is
+ 1

)
− Rs I

Iph = Is

(
exp

(
Voc

Vth

)
− 1

)
(22.1)
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The voltage and saturation current of the PV module is given as the coordination
of an optimum powerpoint (Iop, Vop):

Vth =
⎛
⎝Vop + Rs Iop − Voc

ln
(
1 − Iop

Isc

)
⎞
⎠

Is = Isc

exp
(
Voc
Vth

)
− exp

(
Rs Isc
Vth

) (22.2)

where
Rs is the series resistance of themodule (�), Iph andV th = are the photocurrent (A)

and thermal voltage (V ), saturation current is Is in (A), V op and Iop are the optimum
voltage and current of the module, V oc and Isc are the open-circuit voltage and short
circuit current of the module in volt and amp, respectively.

Water Electrolyser

This is a mono cell consisting of two electrodes—cathode and anode immersed in
the electrolyte. It is powered by the solar PV array. The electrolyte consists of an
aqueous alkaline solution (KOH solution) with a concentration of 27%. The equation
represents the hydrogen production from the water with electrolytic:

H2O(l) + Electric Energy → H2(g) + O2(g) (22.3)

The anode and cathode reactions are as follows:

Anode: 2OH(aq) → 1/2O2(g) + H2O(l) + 2e Erev_an.25◦ = 1.299V

Cathod: 2H2O(l) + 2e− → H2(g) + 2OH−(aq) Erev_ca.25◦ = 0V (22.4)
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The electrolyser model is represented with a temperature-dependent voltage
source with nonlinear resistor in series that depends upon current and temperature.
The current injected in electrolyser is proportional to hydrogen production and is
recorded for specific times during the day. The hydrogen production is proportional to
the adaptive efficiency for the solar PV-electrolyser system and is given by Eq. (22.5).
Here V dc and Idc are the direct-coupled voltage and current, respectively.

ηae =
(
Vdc × Idc
Vop × Iop

)
(22.5)

where:
V dc= directly coupling voltage, V
Idc=directly coupling current, A.

The Fuzzy Model for the System

The fuzzy logic is based on the decision making depending upon the non-numeric
information. The capability of fuzzy logic is widespread for various purposes like
interpretation, data utilisation, representation, recognition and manipulation. The
fuzzy logic utilises the non-numeric information for rule and fact for fuzzy set
formation instead of the numeric values used in mathematics. To assign the numeric
values the fuzzification is used, which assigns the degree of membership for the
respective fuzzy set in the range of [0 1] [14]. A fuzzy set model was developed in
MATLAB® Fuzzy toolbox environment for the study of the efficiency of the solar PV-
electrolyser. The fuzzy model uses two parameters—the radiation and temperature
as input parameters and the electrolyser efficiency as the output parameter.

Themembership functions use the asymmetrical triangular membership and these
are shown in Fig. 22.2a–c: The temperature range is split into different range cate-
gories T l (temp—low), Tm (temp—medium) and T h(temp—high) Likewise, the
radiation levels ranges are Rl (radiation—low), Rlm(radiation—low medium), Rm

(radiation—medium), Rh (radiation—high) The output efficiency is categorised into
five categories Pl (efficiency—low), Pll (efficiency—low little), Pml (efficiency—
medium little), Pm(efficiency—medium) and Ph (efficiency—high) (Fig. 22.3).

The SOM (small of maxima) defuzzification method has been used.
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Fig. 22.2 a Membership functions for Solar Radiation (input). b Membership functions Temper-
ature (input). c Membership functions Efficiency (output)
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Fig. 22.2 (continued)

Results

Forty-eight observational sets of readings were taken for the model development
from the experimental results of [13]. Figure 22.4 shows the results obtained. It may
be seen from the results that a very good fit has been obtained between the actual
data and the simulated data points using the developed model.

Figure 22.5a–d shows the application of the model to examine the effect of the
magnitude of the solar radiation on the system efficiency. Four different temperatures
have been tested 10 °C, 20 °C (low temperatures), 40 °C (medium temperature) and
60 °C (high temperature). The variations inefficiency are shown. It is observed at
up to radiation levels of 400–450 W/m2, the efficiency remains virtually constant.
However, beyond this range, there is an increase in the efficiency for higher solar
radiation levels.
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Fig. 22.3 gives a snap shot of the developed If -Then rules by the toolbox
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Actual Value Simulated Value

Fig. 22.4 Results of the simulation using the model

Conclusion

The paper presents a fuzzy model developed for predicting the efficiency of a solar
PV-hydrogen electrolyser. Two input variables are used for a system of given specifi-
cations, namely, solar radiation and temperature. The output is the system efficiency
in terms of the power drawn by the electrolyser and the solar PV input. The scheme
uses a solar PV hydrogen production with direct coupling and is useful as a simple
scheme in remote or rural areaswhere technical complexity in hardware is not desired.
The results of the simulations based on the model designed from an experimental
database shows good accuracy for use in further simulation. As an example, the simu-
lated results for efficiency at different solar radiations and temperatures are shown
graphically.

As an extension of this study, the model can be used to predict the hydrogen flow
rate and the effects of changes in alkaline (KOH) concentration levels on efficiency.
These will be considered for further work using the developed model.
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Fig. 22.5 a Efficiency versus solar radiation at 10 °C. b Efficiency versus solar radiation at 20 °C.
c Efficiency versus solar radiation at 40 °C. d Efficiency versus solar radiation at 60 °C
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Appendix

Specifications of the system used.

Parameters of module Symbol Value

Area of each module Amod 1.003 × 0.462 m2

Peak power Pmax 55 W

Peak power voltage Vmax 17.5 V

Peak power current Imax 3.14 A

Short circuit current Isc 3.5 A

Open-circuit voltage Voc 22.2 V
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Chapter 23
Temperature-Dependent Economical
and Technical Aspect of Solar Photo
Voltaic Power Plant

Subhash Chandra

Nomenclature

A Area of land
INOCT 0.8’ kW/m2

G Radiation ‘W/m2’
TNOCT 47 °C
T a,NOCT 20 °C
α Voltage temperature coefficient
c-Si Crystalline silicon
m-Silicon Multicrystalline silicon
a-Si Amorphous silicon
ηi Monthly average electrical efficiency
STC Standard test conditions
Tm Module Temperature °C
T a Ambient Temperature °C
V oc Open circuit voltage of module ‘Volt’
Vm Maximum power point voltage ‘Volt’
β Power temperature coefficient
η0 Standard efficiency
ηel Temperature-dependent electrical efficiency
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Introduction

India is a country where the government has taken good initiatives to increase renew-
able energy. They are focusing especially on solar-based electricity, i.e., out of
175 GW by 2022, 100 GW will be produced by solar-based power plants. They
may be rooftop, building integrated, ground-mounted or solar thermal based. As per
available data in February 2020, India has 34 GW installed capacity w.r.t. to the
target of 100 GW. India is a country with a very high population density therefore
land scarcity is always a problem in the present scenario. To generate power from
solar PhotoVoltaic (PV), land is a very essential prime requirement [1, 2]. In the
era of progress in solar cell material technology, solar cells and solar PV modules
are manufactured from various types of technologies like c-Si, mc-si, amorphous si,
thin-film, and Heterojunction technology [3]. Although c-si, mc-si are the two most
mature technology and used widely, however, they suffer from the problem of power
loss in high-temperature zones. India is a country with several kinds of temperature
zones hence to install the PV based projects with conventional module technology
leads to economical and technical barriers [4]. It seems less significant to compare the
power drop of PV modules of small ratings but since nowadays multiples modules
are connected to achieve a large amount of power so in the stringsmeaningful voltage
drop is observed. This voltage drop makes the system less stable and more sensitive
[5, 6]. Researchers are continuously searching the option for more efficient and less
temperature-sensitive materials for making solar cells. In this sequence various types
of materials based like amorphous si, thin-film exist but suffer from low-efficiency
problems in contrast to the better performance at high temperatures. The hetrojunc-
tion (HIT) technology-based solar cells are also in the developing phase and yet to
be commercialized. The rejection or selection of technology should not be a blind
procedure, it should be judged on the available natural parameters at the local site
[7–10].

To compare the various available technology PV modules, keeping the technical
and economical aspects in focus, an analysis is done for a 50 kWp power plant shown
in Fig. 23.1. For which required land area and open-circuit voltage drop of a string
is estimated in local climate conditions.

State of Art

Electrical efficiency of solar cells is different than the standard efficiency which is
indicated by the manufacturer. It is a function of temperature and related by

ηel = ηo[1− β(Tm − Ta)] (23.1)

The module temperature is a crucial parameter and estimated by various
approaches. The most widely used approach is
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Fig. 23.1 String of 50 KW system situated at university roof

Tm = Ta +
[
TNOCT − Ta,NOCT

0.8

]
.G (23.2)

Efficiency and power temperature coefficient of various materials based on solar
cells is shown in Fig. 23.2.

The power temperature coefficient which is the product of voltage and current
temperature coefficient is mainly affected by a drop in voltage rather than rise in
current. This voltage drop is material and temperature-dependent and its variation
produces the instability in DC link voltage and leads to variation in maximum power
point voltage. Therefore it is most important to choose the appropriate module tech-
nology in order tominimize the oscillation ofmaximumpower point voltage between
these two values.Unfortunately, c-Si andmci-Si arewidely used due to their high effi-
ciencywhile thin-film technology is a better solution for this kind of problem because
of its low voltage drop at high temperatures. Another side thin-film technology needs
a larger area to produce the same amount of power in the same conditions. Thus a
technology known as HIT having efficiency near to c-Si and much less voltage
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8%13%

11%

19.50%

Efficiency Mono Crystalline Silicon 
-0.485%/0C
Poly Crystalline Silicon
-0.460%/0C
Amorphous Silicon -
0.25%/0C

CIS -0.31%/0C

CdTe -0.25%/0C

HIT -0.35%/0C

Fig. 23.2 Power temperature coefficient and efficiency and of various materials
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Fig. 23.3 Pretit GL 100 data logger

temperature coefficient is promoted for the manufacturing of Solar PV modules. To
compare the effect of module temperature on various module technologies in context
to voltage and efficiency drop, Pretit data logger ofGL100 series is used for recording
the module temperature which is used in 50 kWp system. Measuring conditions are
set according to the module like to record the data, sampling is set. Monthly average
values of the module temperature are used for the analysis purpose. This instrument
is shown in Fig. 23.3. With the help of collected data, monthly electrical efficiencies
are calculated for various types of technologies by using Eq. 23.1.

Then to find the required area for 50 kWp system in Mathura, annual average
values of electrical efficiency is calculated by

ηelavg =
12∑
i=1

ηi

12
(23.3)

Considering6h solar radiationdaily, the required land area for eachPV technology
is

A = x × kWstc

G × ηelavg
(23.4)

where x ranges from 1.5 to 2 depend upon several factors.
The impact of temperature on open circuit voltage is observed taking 25 °C as a

reference.

Voc max (w.r.t. minimum ambient Temperature) = Voc + �Voc1

Voc min (w.r.t. Maximum module Temperature) = Voc − �Voc2

where �V oc1 = α. (25 − T a min) and �V oc2 = α. (Tm max − 25)
Thus V oc will oscillate between two boundary values, i.e.,V oc max and V oc min with

variation in temperature, i.e., V oc min < Vm < V oc < V oc max.
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% Voltage instability with respect to HIT = [�VocCry − �Voc HIT] × 100

�Voc HIT
(23.5)

Results and Discussions

Monthly average values of global radiation G, ambient temperature T a, and wind
speed, V s are plotted on both axes. Minimum average 300 W/m2 radiation and
Maximum average 800 W/m2 radiation and temperature 14–32 °C is in the month
of December and May, respectively. Here it is important to note that radiation drops
suddenly in themonth of July andAugust due to cloudy conditionswhile temperature
does not. The module temperature ranges from 30 to 60 °C as shown in Fig. 23.4.

Here it important to observe the variation in monthly average electrical efficiency
of various PVmodule technology. The maximum drop in the efficiency is seen in the
MAY due to the highest ambient temperature of the local site. In context to this, it is
important to see that c-Si has max drop in efficiency while amorphous c-Si gives the
least variation. Although electrical efficiency is radiation dependent also so average
radiation values are used to calculate monthly average electrical efficiency for each
month. Annual variation for c-Si, m-Si, A-Si, thin-film, and HIT technology is 14.78,
13.2, 7.57, 10.41, and 18.03%, respectively as shown in Fig. 23.5. Key points to be
noted here are with reference to HIT, c-Si 18%, m-Si 25%, a-Si 58%, and thin film
42.3% is less efficient for the considered case.

The well-proven adverse effect in efficiency and area required for PV installation
is shown in Fig. 23.6. The monthly average area required maximum in the month
of JANUARY and minimum in the month of MAY for each technology. Although
in these technologies, the minimum area is required if PV module are used based
on HIT technology provided that other parameters remain the same. The required
area for c-Si, m-Si, A-Si, thin-film, and HIT technology is 828, 906, 1621, 1179,
and 680 m2, respectively. Required land area is a crucial parameter for a country
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like India where population density is too high; however, rooftops of government
buildings, canals, and non-agricultural land are suitable for the projects. Somewhere
it provides passive cooling for buildings hence reduces the electricity consumption
indirectly.

The crucial impact of temperature variation does not only affect the efficiency but
significantly contributes to voltage drop also as shown in Fig. 23.7. This voltage vari-
ation becomes a very effective and key role player in larger rating systems. The tech-
nical parameters estimated by neglecting this effect may lead to the failure of appli-
ances connected with the system. Moreover the maximum power point voltage will
oscillate more if the temperature effect is not taken care of properly. With respect to
V oc at 25 °C (which is indicated by the manufacturer), maximum difference between
V oc max and V oc min is observed in c-Si technology therefore it provides much
instability in system voltage while the least difference is obtained for thin-film so it
seems better suitable. But another side thin-film technology needs a larger area. With
respect to HIT, c-Si 38%, and m-Si 31% provides more instability in open-circuit
voltage while, a-Si 28% and thin film 28% provide less voltage instability for the
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considered case. Hence a PVmodule based on HIT gives the better trade-off between
area and voltage instability, are a good option.

Conclusion and Future Scope

Above-detailed analysis carried for a 50 kWp system, which is installed on the roof
and m-Si technology-based PV modules is utilized for the purpose. In the local
climate conditions, the behavior of available techniques is studied and analyzed
which concludes that large adverse effects between area and voltage instability exist
for c-Si and a-Si techniques. The study suggests that for high-temperature zones c-Si,
m-Si are less suitable due to their high power temperature coefficient. Another side
choosing low-temperature coefficient material based a-Si and thin film are also not
preferable due to their less efficiency. Hence a PV module based on HIT gives better
trade-off between area and voltage instability, are a good option.

In continuation of the above work, PV modules of different techniques can be
placed in outdoor conditions and their module temperature can be noted. By this
process, one can collect the data of temperature from different modules that can
further be used for analysis. This will conclude the practice area required for power
plant and voltage drop of the string.
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Chapter 24
An Efficient Optimization Approach
for Coordination of Network
Reconfiguration and PV Generation
on Performance Improvement
of Distribution System

Sachin Sharma, Khaleequr Rehman Niazi, Kusum Verma, and Tanuj Rawat

Introduction

The growing needs of electricity demand and significant depletion of fossil fuel,
there has been a keen interest in renewable energy generation over the previous
decade. Therefore, the accommodation of distributed generation (DG) into the distri-
bution system is very popular among the power researchers. The DG’s placement in
optimal positions and with optimal sizes will offer numerous benefits to the power
system, such as line load reduction, active power loss and, mitigation of reactive
power requirements and enhancement of the voltage profile. Several researchers
have suggested different optimization techniques to solve the above problems such as
artificial intelligence, and hybrid intelligent techniques [1]. In the past literature, the
main objective fulfilment is theminimization of network loss [2].Moreover, themany
regional power sectors are suffering from thehighpower delivery loses and that objec-
tive is somewhat directly associated with the economy. For example, in the Indian
power sector, the major challenge is of high power loss that is approximately 23% in
2018. Consequently, India’s finance commission estimated that power purchase costs
increased from about |680 billion to around |1160 billion, which affects all stake-
holders of power sectors [3]. Therefore, DGs accommodation problem is developed
by using analytical [4], meta-heuristic [5–9], and heuristic methods [10].

In addition to the beneficial effects of incorporating optimal DGs into a power
system, network reconfiguration can also be seen as another solution to reducing
network losses in the distribution system. The system reconfiguration can be
described as a technique that manages the open/close positions of tie switches and
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sectionalizes switches to determine the best optimal configuration of the system. The
optimal configuration is subject to the considered objective functions and constraints.
However, distribution networks are typically mesh-structured but run in a radial
configuration to efficiently reduce the network faults. Therefore, the objective of
network reconfiguring is to discover an optimal configuration while maintaining
the radial nature of the distribution network that optimizes certain objective func-
tions. The finding of a large number of switching combinations while maintaining
the radiality of distribution networks makes the reconfiguration problem a non-
differentiable and highly complex optimization problem. In the recent past literature,
numerousmeta-heuristic optimization techniqueswere developed to address the issue
of network reconfiguration. In 1975, Merlin and Back carried out the first analysis
of network reconfiguration for the minimization of active power loss [10]. Over the
previous years, numerous studies have been devoted to resolving the network recon-
figuration problem by adding certain modifications in meta-heuristic techniques and
to investigate new optimization techniques for optimizing various objectives such as
system stability indices, voltage profile, etc. The literature on network reconfigura-
tion shows several optimization techniques to solve the various objective problem
such as GA [11], PSO [12], ACO [13], tabu search algorithm [14]. The reconfigura-
tion of the distribution network and the optimum integration of the DGs are generally
studied separately. However, the combination of these two problems together adds
benefits to the whole distribution network. In Ref. [13], authors address the problem
of minimizing the network loss, improving the balance of the feeder loading balance,
and enhancing the system’s voltage profile using ant colony optimization (ACO). In
[15], the authors solved the same problem with the bang-big crunch optimization
algorithm.

In this paper, dynamic network reconfiguration and optimal accommodation of
multiple PVs are investigated by new physical phenomenon based optimization tech-
niques. The water evaporation optimization (WEO) algorithm is developed to solve
the objective of minimize the network losses of complete one day.

Problem Formulation

The optimum arrangement of reconfiguration of complex network and multiple PVs
for the distribution system is designed to reduce energy losses. In this paper, firstly,
the size and location of multiple PVs are optimally determined and then with that
optimal size and location, the optimal configuration of the network are determined
to reduce the energy loss and minimize the node voltage deviations. Therefore, the
network loss minimization of complete one day is mathematically expressed as:

min(F) =
24∑

Tm=1

PTm
L (1)
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where, PTm
L symbolize the active power loss of the network for a time Tm period.

The network loss is calculating with the help of Eq. (2) and is taken from [7].

PTm
L =

Na∑

i=1

Na∑

j=1

α
Tm
i j

(
PTm
i PTm

J + QTm
i QTm

J

)
+ β

Tm
i j

(
QTm

i PTm
j − PTm

i QTm
j

)
∀ Tm (2)

α
Tm
i j = ri j cos

(
δ
Tm
i − δ

Tm
j

)
/V Tm

i V Tm
j (3)

β
Tm
i j = ri j sin(δ

Tm
i − δ

Tm
j )/V Tm

i V Tm
J (4)

where, V Tm
i , V Tm

j , PTm
i , PTm

j , QTm
i , QTm

j , ri j and δ
Tm
i represents the voltage of respec-

tive nodes, network real and reactive power, the branch resistance and angle of ith
and jth node for the Tm time period respectively.

Constraints:

I Tmf �,i j ≤ Imx
a,i j ∀ Tm, i, j (5)

PTm
i = V Tm

i

Na∑

j=1

V Tm
j Yi j cos

(
θi j + δ

Tm
j − δ

Tm
i

)
∀Tm, i (6)

QTm
i = −V Tm

i

Na∑

j=1

V Tm
j Yi j sin

(
θi j + δ

Tm
j − δ

Tm
i

)
∀ Tm, i (7)

Vmn < V < Vmx (8)

where, limits of current flow through feeders are presented in Eq. (5) [7]. The system
power balance is presented by Eqs. (6) and (7). Equation (8) represents the maximum
and minimum limit of node voltage.

Here, I Tmf �,i j , I
mx
a,i j are the flow of real current through branch and extreme limit of

current through the line between nodes ith and jth.

Network Reconfiguration

In this paper, to establish a feasible individual with the modification of the infea-
sible individuals, the theory of graph-based rule has been used and is taken from
[16]. Therefore, the terminology used in the rule-based radiality check constraints
of network reconfiguration is expressed as follows:

Loop vector (LV) is the combination of switches in a distribution network graph that
constitute a closed path.
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Common branch vectors (CBV) are the combination of switches common to any of
the LV of a distribution network graph.

Prohibited group vector (PGV) is the combination of branch vectors from which, if
one switch is opened, then internal DNG nodes are insulated.

Therefore, to check the radial constraints following rules are used and in ref [16],
these rules are explained in more detail.

Rule 1: Every candidate switch will have to correspond to their respective LV.

Rule 2: Choose only a single switch from one CBV.

Rule 3: All the elements of the CBV of the PGV cannot be used to form an entity at
the same time.

To retain diversity at each point of the evolution process, the individuals are
created under the guidance of these rules by the random selection of n numbers of
individual switches to confirm the radial configuration. Rule 1 and 2 prevent the
islanding of outer and inner nodes of the distribution network graph. Rule 3 is used
to protect the islanding of the principal interiors node of distribution network graphs.
Therefore, these rules ensure that individuals follow the feasible radial topologies.
Table 1 shows all the vectors based on the above discussion.

Table 1 Information on
CBV, PGV, and LV

Common branch
vectors
(C)

Prohibited group
vector
(P)

Loop vectors
(L)

C12: (33) P5: (C14, C15,
C45)

L1: (2, 3, 4, 5, 6, 7,
33, 20, 19, 18)

C23: (9, 10, 11) P7: (C12, C15,
C25)

L2: (8, 9, 10, 11, 35,
21, 33)

C14: (3, 4, 5) P8: (C23, C25,
C35)

L3: (9, 10, 11, 12,
13, 14, 34)

C35: (34) P57: (C12, C14,
C25, C45)

L4: (22, 23, 24, 37,
28, 27, 26, 25, 5, 4,
3)

C25: (8) P78: (C12, C15
C23, C35)

L5: (25,26, 27,
28,29, 30,
31, 32, 36, 17, 16,
15, 34, 8, 7, 6)

C15: (6,7) P578: (C12, C14,
C23, C35, C45)

–

C45: (25, 26, 27,
28)

– –
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Solution Methodology

The main aim of the paper is to investigate the new physical phenomenon based
WEO algorithm to determine the dynamic optimal configuration of the network with
multiple PVs accommodation problem. TheWEO initiates the evaporation of a small
number of water molecules applied to the solid surface of varying wettability that can
be analyzed through simulation of molecular dynamics [17]. The molecules of water
and solid surfaces with variable wettability are allowed to treat as algorithm individ-
uals and search space of the problem respectively. As per the molecule dynamics, the
diminishing surface wettability shifts the movement of water from the monolayer to
a phase of sessile droplets. This behavior is consistent with how the actual model
varies with others as the algorithm progresses. This reducing wettability will reflect
on the objective minimization of the problem. The rate of evaporation of the water
molecules is considered with the most effective measures to update the individuals
whose pattern of modification is in strong arrangement with the global and local
searching ability of optimization algorithm. Therefore, these molecular properties
help the WEO to achieve significantly better-searching behavior and a simple struc-
ture of the algorithm. The WEO has used two evaporation phases such as monolayer
and droplet to search the global and local solutions for the optimization problem and
both the phases are expressed as follows:

For the monolayer evaporation phase the existing fitness is scaled to the period of
−3.5 to −0.5 in each iteration and reflects the equivalent substrate energy vector as
follows:

Zi
sub,iter = (Zmax − Zmin)

(
fitniiter − min(fitn)

)

(max(fitn) − min(fitn))
+ Zmin (9)

MOEi, j
p,iter =

{
1 if randi, j < exp

(
Zi
sub,iter

)

0 if randi, j ≥ exp
(
Zi
sub,iter

) (10)

where, Eqs. (9) and (10) shows the energy vector of the substrate Zi
sub,iter and

probability matrix of the monolayer evaporation phase (MOE).
For the droplet evaporation phase the existing fitness is scaled to the periods of

−50° to −20° in each iteration and reflects the equivalent contact angle vector as
follows:

σ i
iter = (σmax − σmin)

(
fitniiter − min(fitn)

)

max(fitn) − min(fitn)
+ σmin (11)

DOEi, j
p,iter =

{
1 if randi, j < J

(
σ i
iter

)

0 if randi, j ≥ J
(
σ i
iter

) (12)
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J
(
σ i
iter

) = 1

2.6

(
2

3
+ cos3

(
σ i
iter

)

3
− cos

(
σ i
iter

)
)− 2

3

∗ (
1 − cos

(
σ i
iter

))
(13)

where, Eqs. (11) and (12) shows the vector of the contact angle (σiter) and probability
matrix of droplet evaporation phase (DOE), respectively.

For updating the water molecules:

G = rand.
(
WAMT

iter

[
permut1(i)( j) − WAMT

iter

[
permut2(i)( j)

]])
(14)

WAMiter+1 = WAMiter + G ×
{
MOEp,iter iter ≤ miter/2

DOEp,iter iter > miter/2
(15)

where, WAMT
iter+1,WAMT

iter are the next and current set of water molecules. permut
is the permutation function used in Eq. (14).

Following steps are performed to initializing the water molecules for determining
the network loss of the considered problem:

I. Read the distribution system data and run the newton-rephson load flow anal-
ysis on the radial configuration of the base case for calculating the network
loss.

II. Load the optimal size of PVs at the optimal location that is determined in first
step.

III. Then in the second step re-configure the distribution network to absorb that
PVs with an optimal radial configuration.

IV. Therefore, to determine the radial configuration, choose any single basic loop,
and replace the opened switch on either side of any adjacent switch.

V. Verify the radial topology using LV, PGV, and CBV if the radial constraints
are broken then choose the next sequence of switches.

VI. If the combination of switches does not violate the radial constraints then
determine the network loss using newton-rephson load flow analysis.

VII. Repeat the above steps until the minimum network loss is achieved.

After initializing the water molecules, the monolayer and droplet evaporation
phases are applied and then updating the water molecules as per the Eqs. (14) and
(15). But, after updating the water molecules again check the radial constraints using
the rule-based method.

Result Discussion

In order to validate the problem of network reconfiguration and optimal accommo-
dation of multiple PVs, it is executed on the IEEE radial 33-bus distribution system.
The radial distribution system IEEE 33-bus data is drawn from [18]. The per-unit
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limits of node voltage are considered to be 0.90–1. The following cases are framed
and analyzed to show the feasibility of the developed methodology:

Case 1: Feasibility check of the WEO algorithm.

Case 2: Without any modification in the standard 33-bus distribution network.

Case 3: Multiple PVs modules are incorporated into the distribution network.

Case 4: Dynamic network reconfiguration in the presence of multiple PVs are
investigated.

For the performance analysis of theWEOalgorithm, it is developed for the optimal
accommodation of multiple DGs problem. As the nature of all the framed cases is
the same that is mixed-integer non-linear non-convex. Therefore, WEO is compared
with the available literature onDGs accommodation problem and is shown in Table 2.

Table 2 shows that the searching capability of WEO is significantly better than
the available meta-heuristic technique for case 1. Moreover, the case 2 is used for
the reference purpose. In this case, no modification is done in the standard 33-
bus distribution network. The network loss of the complete one day for case 2 is
1.3566 MW and is shown in Table 3. In case 3, three PVs are optimally integrated
into the standard distribution network for complete one day. The network loss of
case 3 is 1.0976 MW that is significantly reduced than case 2. However, in case 4,
dynamic network reconfiguration is donewith the effect of multiple PVs. In this case,
the network loss is further reduced to 1.0820 MWh. This case 4 is best among all the

Table 2 Comparison of
WEO with the available
literature

Literature Optimal nodes (sizes in
MW)

Network loss (MW)

TLBO [19] 10 (0.8246), 24 (1.0311),
31 (0.8862)

0.0755

PSO [20] 8 (1.1543), 13 (0.9708),
32 (0.9438)

0.1066

GA [20] 11 (1.3328), 29 (0.8014),
30 (0.9654)

0.1082

IA [21] 6 (0.900), 12 (0.900), 31
(0.720)

0.0811

ELF [21] 13 (0.900), 24 (0.900), 30
(0.900)

0.0743

WEO 14 (0.832), 24 (0.790), 30
(0.985)

0.0716

Table 3 Impact of all the
farmed cases on network
losses

Case Network Losses (MWh)

Case 2 1.3566

Case 3 (PV) 1.0976

Case 4 (PV + NR) 1.0820



276 S. Sharma et al.

Table 4 Optimal
configuration of switches for
case 4 (dynamic
reconfiguration)

Hours Optimal selection of Switches

1 19, 21, 12, 23, 30

2 18, 21, 12, 23, 17

3 18, 21, 12, 23, 17

4 20, 35, 12, 22, 17

5 20, 35, 12, 22, 17

6 20, 35, 12, 22, 17

7 20, 35, 12, 22, 17

8 18, 21, 12, 23, 17

9 2, 35, 12, 37, 16

10 20, 35, 14, 23, 30

11 2, 21, 12, 37, 30

12 2, 21, 12, 37, 30

13 2, 21, 12, 37, 30

14 19, 21, 12, 23, 30

15 20, 21, 12, 22, 17

16 20, 21, 12, 22, 17

17 18, 21, 13, 37, 16

18 18, 35, 14, 37, 15

19 20, 21, 14, 22, 36

20 18, 21, 14, 37, 15

21 20, 35, 13, 23, 31

22 19, 35, 14, 22, 30

23 20, 35, 12, 23, 29

24 20, 21, 14, 23, 31

considered cases and network loss is reduced to 20.24% from case 2 respectively.
The hourly optimal configuration of the distribution network for case 4 is shown in
Table 4.

Conclusion

This paper aims to improve the network losses for complete one day of distribution
network by optimal accommodation of multiple PVs and dynamic network reconfig-
uration. To show the importance of network reconfiguration and PV accommodation
four multiple cases are framed and analyzed. The hourly reconfiguration of switches
for the distribution system is predicted in the presence of varying multiple PVs and
load profile. Case 4 is the combination of PVs and network reconfiguration and it
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achieves the best result among all the framed cases. The results are found to be
significantly improved and the use of the newly developedWEO algorithm increases
the capability of searching global solutions.

References

1. Singh B, Sharma J (2017) A review on distributed generation planning. Renew Sustain Energy
Rev 76:529–544

2. Sharma S, Niazi KR, Verma K, Rawat T (2019) Impact of multiple battery energy storage
system strategies on energy loss of active distribution network. Int J RenewEnergyRes (IJRER)
9(4):1705–1711

3. Sharma S, Niazi KR, Verma K, Meena NK (2019) Multiple DRPs to maximise the techno-
economic benefits of the distribution network. J Eng 18:5240–5244

4. Naik SNG, Khatod DK (2014) Analytical approach for optimal siting and sizing of distributed
generation in radial distribution networks. IET Gener Transm Distrib 9(3):209–220

5. Hemmati R, Hooshmand RA (2015) Distribution network expansion planning and DG
placement in the presence of uncertainties. Int J Electr Power Energy Syst 73:665–673

6. Sharma S, Niazi KR, Verma K (2019) Bi-level optimization framework for impact analysis
of DR on optimal accommodation of PV and BESS in distribution system. Int Trans Electr
Energy Syst 29(9):e12062

7. Wang L, Singh C (2008) Reliability-constrained optimum placement of reclosers and
distributed generators in distribution networks using an ant colony system algorithm. IEEE
Trans Syst Man Cybern Part C (Appl Rev) 38(6):757–764

8. Prakash DB, Lakshminarayana C (2016) Multiple DG placements in distribution system for
power loss reduction using PSO Algorithm. Procedia Technol 25:785–792

9. Merlin A (1975) Search for a minimal-loss operating spanning tree configuration for an urban
power distribution system. In: Proceedings of 5th PSCC, vol 1

10. Segura S, Romero R (2010) Efficient heuristic algorithm used for optimal capacitor placement
in distribution systems. Int J Electr Power Energy Syst 32(1):71–78

11. Mendoza J, Lopez R, Morales D (2006) Minimal loss reconfiguration using genetic algorithms
with restricted population and addressed operators: real application. IEEE Trans Power Syst
21(2):948–954

12. Dahalan WM, Mokhlis H (2012) Network reconfiguration for loss reduction with distributed
generations using PSO. In: 2012 IEEE international conference on power and energy (PECon),
pp 823–828. IEEE

13. Falaghi H, Haghifam MR (2008) Ant colony optimization-based method for placement of
sectionalizing switches in distribution networks using a fuzzy multi-objective approach. IEEE
Trans Power Deliv 24(1):268–276

14. Ramirez-Rosado IJ, Domínguez-Navarro JA (2006) New multiobjective tabu search algorithm
for fuzzy optimal planning of power distribution systems. IEEE Trans Power Syst 21(1):224–
233

15. Sedighizadeh M, Esmaili M (2014) Application of the hybrid Big Bang-Big Crunch algorithm
to optimal reconfiguration and distributed generation power allocation in distribution systems.
Energy 76:920–930

16. Gupta N, Swarnkar A, Niazi KR (2010)Multi-objective reconfiguration of distribution systems
using adaptive genetic algorithm in fuzzy framework. IET Gener Transm Distrib 4(12):1288–
1298

17. Kaveh A, Bakhshpoori T (2016) Water evaporation optimization: a novel physically inspired
optimization algorithm. Comput Struct 167:69–85

18. Baran ME, Wu FF (1989) Network reconfiguration in distribution systems for loss reduction
and load balancing. IEEE Power Eng Rev 9(4):101–102



278 S. Sharma et al.

19. Sultana S, Roy PK (2014) Multi-objective quasi-oppositional teaching learning based opti-
mization for optimal location of distributed generator in radial distribution systems. Int J Electr
Power Energy Syst 63:534–545

20. Capitanescu F, Ochoa LF, Margossian H (2014) Assessing the potential of network reconfigu-
ration to improve distributed generation hosting capacity in active distribution systems. IEEE
Trans Power Syst 30(1):346–356

21. Hung DQ, Mithulananthan N (2011) Multiple distributed generator placement in primary
distribution networks for loss reduction. IEEE Trans Industr Electron 60(4):1700–1708



Chapter 25
Enhancement of Hybrid PV-Wind
System by Ingenious Neural Network
Technique Indeed Noble DVR System

Roopal Pancholi and Sunita Chahar

Introduction

The need for clean and environment-friendly energy makes the system’s approach
toward the prolific generation of power with pecuniary techniques employed within
it. As renewable energies make the desired possibility of power generation as per
the demand of the consumers effectively. The (Photovoltaic) PV system technology
has covered the vast area of the world as for fulfilling the demand of energy produc-
tively and skillfully. Since the efficacious response of the PV system depends on its
maximum power tracking capability. And that follows with the technique imple-
mented to it. The comparison was made between various ingenious techniques
applied to MPPT of the PV system that was discussed by the authors of [1, 2]. The
authors of [3] proposed diverse 19 techniques for maximizing the output of MPPT of
a PV system. Every technique comes up with its own pros and cons and that is vastly
described by the authors. The PV system makes the generation of power accessible
and for this reason, many researchers focused on enhancing the output power of
MPPT, with this point of view the author of [4] has realized the Neural Network
Technique in the MPPT has got 97% of higher adroit response for the system. For
achieving the agile and legitimate response for the system the implementation of
Neural Network in a PV system is applied.

Further, in this context, we also have an ultimate RBFN and ENN neural network
techniques which have proved its performance as the authors of [5] presented in their
configuration. In addition to it, the NN technique facilitates the system’s proficiency
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to a new level of extent as by detecting the global maximum power point of a PV
system [6]. With the accession of technology and making a way for developing
nation to developed nation the implicating of renewable energy will make it more
dynamic effortlessly. And with this advent speculation, many researchers provides a
potent solution for it, as the PV system was installed on the ship and the predictive
control approach was made for trackingmaximum power for the system as explained
by the authors in [7], of their literature. The advantages of the controller are not
only limited with the tracking of maximum power in normal condition but also
in partial shading conditions occurs with the climatic changes for PV system [8].
The predictive controller approach is extended toward the prediction of the error
signal and improving the efficiency of the system as authors of [9] presented. The
comprehensive performance analysis of controllers specifies that the performance of
the controller is also based on converters applications [10]. In [11] authors described
the configuration based on PMSG Wind Turbine. As the system can overcome the
distinctive mechanical and economical parameters for gaining the overall efficiency
for the system.

The PMSG based Wind Turbine system offers conducive capabilities for fault
ride-through in the system and with grid performance which makes the ability of
system more decisive and vigorous [12]. By controlling the voltage and pitch angle
of wind energy conversion system with PMSG based system can contribute to the
increase in proficiency of the proposed network [13]. In the [14] authors suggested
the two diverse approaches which are based on analytical and simulation work for
obtaining the gain of pitch angle by PI controller in the system and for maintaining
the efficacy of the network. We can also make a combination of MPPT with the
pitch angle control in WECS as this is now being considered an optimal solution for
fulfilling of indispensable requirements of grid-connected with it. And the control-
ling is made possible by Neural Network technique then it will be a milestone in
controlling parameters efficaciously [15]. A high-performance of training of neural
network is also found applications with the RBFN technique that can be imple-
mented for controlling purpose of pitch angle and with this for the errorless system
the fuzzy inference system gives effectiveness to the system response [16]. The DVR
system provides a decisive strategy for controlling voltage and maintaining it with
the reference voltage with regulating the harmonics of the system profitably [17].

DVR is an obligatory part of the power electronics circuitry and is upcoming
with a new era of mitigation of all errors, due to several disturbances occurs in the
network. It can be implemented on both low andmedium voltage levels andwith this,
a convenientmeans of protection of high power sensitive loads fromperturbations are
provided [18]. The installation ofDVR ismade possible between the supply terminals
and precarious loads which supply active power to the system during voltage sag
and the sag compensation techniques were elaborated by the authors [19]. With the
installation of a system in another grid network leads to controlling of parameters that
will give a result-oriented performance for the conducive system. As same installing
of DVR needs to be controlled or regulated in a systematic manner which is possible
with the fuzzy logic control and also with ANFIS controller [20]. The perspicacious
DVR can be easily applied to PV-Wind Hybrid system and also plays a vital role in
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improving the power quality and low voltage ride-through capability of the network
efficiently [21].

The applications of Neural Networks has spread its aura widely in renewable
energy for enhancement in the output of the system conducive [22]. For making
the system more stable and extracting the productive performance of the system,
it has become important to include the PV-Wind Hybrid system. And for making
an intelligent Hybrid power system the NN method is a premium technique for
escalating the response and vitality of the system [23]. Also with this the fulfillment
of basic requirements for extraction of maximum output power with maintaining the
prudent behavior the NN technique various methods were adopted in the literature
[24].

PV-Wind Hybrid System Proposed Techniques

PV System Methodology

The (Photovoltaic) PV system consists of a double diode structure based solar cell.
Themerits of the proposed cell include diffusion and recombination characteristics of
charge carriers with the recombination of space charge zone of the structure. Further,
the proposed structure is connected with distinct series and parallel resistances. The
PV system has got an indispensable world’s recognition in terms of generating the
desired amount of power to every type of consumer. The configuration has a potent
array type structure as SunPower SPR-X20-445-COM with this 106 parallel strings
and 15 series connected modules per string in the respective PV array.

As Fig. 25.1, expresses the double diode equivalent structure of solar cell and the
equation which can fully satisfy the proposed configuration with its characteristics
is as follows [25]:

I = Iph − Isa1
(
eq

V+I rse
ηkT − 1

)
− Isa2

(
eq

V+I rse
η′kT 1

)
− V + I rse

rp
(25.1)

Sunlight

  r se

Iph Id1 Id2 Irp

rp

I

V

Fig. 25.1 Solar PV two-diode equivalent circuit
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where, I is the output of the proposed PV module, q is electric charge (1.6 × 10−9

°C, V is the terminal voltage and k is the Boltzmann constant (1.38 × 10−23 J/K),T
is the cell temperature (K) the η is an ideality factor.

Further, taking the assumption that all the cells are commensurate and likewise in
operating conditions, similarly all the voltages will be multiplied by the number of
series-connected cells, Ns and all the currents of the PV cell will be multiplied by,
Np, V t is the thermal voltage of the module and Iph is the charge carrier generation
of PV cell in the following equations it is well stated:

Iph,field = Np · Iph,cell (25.2)

Vt,field = Ns · Vt,cell (25.3)

rp,field = Ns

Np
· rp,cell (25.4)

Figure 25.2 expresses the characteristics, I–V and P–V of the proposed system in
which the suitable array type is recommended for the lossless system. In Table 25.1,
the description of the parameters with their specified values is mentioned.

With this the Boost converter, a step-up converter is employed in the PV system.
This converter gives new heights and magnification to voltage in the system for
enhancing the output power for the betterment of the PV system. In the converter,
various electronics components provide their profitable and valuable results for
output as by filtering the output voltage of the system. Figure 25.3 is a representation

Fig. 25.2 Characteristics of the proposed PV array
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Table 25.1 Parameters of PV
array

Parameters Values obtained

Maximum power 444.86 W

Open circuit voltage (Voc) 90.5 V

Cells per module (Ncell) 128

Short-circuit current (Isc) 6.21 A

Light generated current (IL) 6.216 A

Solar PV Array Type 
(SunPower  SPR-X20-

445-COM)  
C1 D

L

C2

C3

IRRADIANCE

TEMPERATURE

PROPOSED BOOST CONVERTER

Duty Cycle

MPPT Technique Based on Neural 
Network Predictive Controller

Fig. 25.3 Schematic representation of Boost Converter

of the Boost converter used for the system. Also, the Boost converter needs to convert
730Vof dcvoltage to 440Vac, 50Hzand that is possiblewith the 3- level transformer-
less inverter. For reduction of harmonics the PV system is further connected with
low-frequency transformer for stepping up the desired voltage, 440V–30 kVwith the
inductive grid filter when transmitting the energy of the system to the grid-connected.
With this, the PV system is connected to proposed DVR configuration and then to
grid-connected within parallel to load of the system.

The Proposed Novel MPPT’s Technique

The productive and profitable PV system has set a remarkable benchmark in the
power generation systems. It has not only created an imperative platform for remu-
nerative energy supply for humans but also provides sustainable development for the
societies well-being. MPPT is an important part of the PV system. As the system’s
efficiency solely depends on it, so it has become a prime duty for choosing of the
conducive neural network technique for the system’s effectual performance. In the
NeuralNetwork techniques, theModel PredictiveController is employed for tracking
of the maximum output power for the system to give efficient results. The input given
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to the is based on irradiance of solar with the adversities comes in the temperature
while tracking of power for energy generation and in return will give the pertinent
duty cycle for the converter’s operation.

The vigorous andquick responsive controllers ofNeuralNetwork provides various
facilities to the system. The beneficial scheme of NN provides a great role in
improving low voltage ride-through capability for the system. The proposed config-
uration offers the independency on raw material gatherings, it is self-functioning
unit also with this it maintains the high efficiency of the plant [26, 27]. Offering
the electricity to every type of consumer within its remunerative ways as rural and
urban should be facilitated with the evergreen demand fulfilling PV generation. It
has given more possibilities with the emerging of NN configuration implementing
the system. In several areas, there the availability of renewable sources are present
in plenty amount, for such reasons establishing of PV systems will be a great choice
[28]. So, the proposed Neural Networks Model Predictive Controller offers various
highlights to the system as fast processing of data, accurate prediction of network
implemented, qualified and quantitative recognition of the system’s performance and
credibility in controlling of the plant efficiently and decisively.

The Neural Network Model Predictive Controller uses to predict the future,
proposed PV plant performance and that is done in the two steps. The first step of the
system is the identification step that determines the plant model of the network then
the second step clarifies the controlling process for prediction of system. Figure 25.4
indicates the step 1 configuration of the Model Predictive Controller for systems
maximum power tracking operation. Further, in Fig. 25.5 the controller’s perfor-
mance step 2 is performed by predicting the performance of the plant. In the predic-
tive control system the performance of plant in controlling the signal and minimizing
it is completely based on the predictions which are further explained in following
equation over the specified horizon.

Based on performance and variables taken for controlling purpose of the plant as
mentioned in Figs. 25.4 and 25.5 the optimization results follow as:

Proposed PV Plant 

Neural Network 
Configuration

Algorithm

error

u ypr

ymr

Fig. 25.4 System Identification of NN Controller
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ref

CONTROLLER

u`

u

ymr

ypr

Proposed Neural 
Network Model

Plant Network 

Optimization

Fig. 25.5 The Controller of system used for prediction

J =
n2∑
j=n1

(ref (t + j) − ymr(t + j))2 + ρ

nu∑
j=1

(u′(t + j − 1) − u′(t + j − 2))2

(25.5)

where, n1, n2, nu are the horizons for tracking the error during system identification
process. The u′ signifies controlling signal, ref and ymr is the response desired with
that another one is the response of the proposed network model and the ρ value
defines the sum of the squares has control increments on the index of performance.
The block describes in Fig. 25.5 as u′ that minimizes J which gives u as the input
to the plant. Since, in NN the data which is needed that has to be of large amount
of data for accurate outcomes for training purposes. So, we have used the data used
for training the NN Predictive Controller based on irradiance and temperatures data
and the obtained duty cycle for converter by MPPT is well described in Table 25.2.

Table 25.2 NN implemented
training data

Irradiance (W/m2) Temperature (°C) Duty cycle

1000 45 0.9999

900 45 0.9999

800 40 0.9998

700 35 0.9998

600 40 0.9998

500 35 0.9997

400 40 0.9997

300 30 0.9995

200 20 0.9994

100 20 0.9993
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Fig. 25.6 Performance obtained after training the controller

After training of the NN Predictive Controller with required data the performance
plot is obtained as shown in Fig. 25.6 with the 200 epochs.

Wind Power Plant

The PMSG based Wind Turbine system is gaining a lot of recognition around the
world because of its variousmerits over another generator implemented in the system.
Whereas the proposed configuration, wind system is coming upwithmany certainties
and opportunities of energy generation as a clean source. The main advantage of
PMSG Wind turbine that it offers a gearless system, which reduces wear and tear
operations and with it, maintenance cost is also reduced. The Wind Turbine offers
the maintenance at low-cost as it can be done at due timings [29]. With the elevation
in technology the wind energy conversion system provides the LVRT controlling
process and inculcates the system performance based on several parameters.

As for strengthening the operation and weakening the debility of system the
authors of [30] proposes two techniques as active damping control and bandwidth
retuning process. These measures were so taken as the Wind system is considered
taken environment-friendly energy source for Modern systems. By controlling the
wind turbine various parameters give benefits to the system to last up to themaximum
wind speed and also reduces the mechanical loads of the turbine.

The voltage equations for PMSGbasedWindTurbine Systemas reference rotating
frame of d-q or Park’s transformations, stator equations are described below [31]:
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d

dt
ids = 1

Lds
Vds − Rs

Lds
ids + Lqs

Lds
pωriqs (25.6)

d

dt
iqs = 1

Lqs
Vqs − Rs

Lqs
iqs + Lds

Lqs
pωrids−λaρ

ωr

Lqs
(25.7)

The PMSG rotor equations are as:

d

dt
idr = 1

Ldr
Vdr − Rr

Ldr
idr + Lqr

Ldr
pωsiqr (25.8)

d

dt
iqr = 1

Lqr
Vqr − Rr

Lqr
iqr + Ldr

Lqr
pωsidr−λaρ

ωs

Lqr
(25.9)

The Flux Linkage equations of stator are given as:

Ψdst = Ldstidst − Ψm (25.10)

Ψqst = Lqstiqst (25.11)

The active and reactive powers of PMSG Based Wind Turbine System are given
as:

Ps = 3

2

(
Vdsids + Vqsiqs

)
(25.12)

Qs = 3

2

(
Vqsids − Vdsiqs

)
(25.13)

where, V, I, Ψ are denoted as voltage, current and flux of the proposed PMSG based
Wind Turbine, whereas L and R denotes the respective inductance and resistance of
machine. In the respective Fig. 25.7 the PMSG Turbine characteristics are shown
which tells the base wind speed and graph is a plot between Turbine speed and
Turbine output power. In Table 25.3, the details of Wind Turbine Plant are explained
with this we have used the Wind Gust Model in plant.

Neural Network with PI Controller in WT Plant

The PMSG Based Wind Turbine system makes the system realistic and optimistic
for every type of consumers. And with the controlling of the pitch angle of Wind
Turbine for making the output more consistent and profitable in energy production,
whether it is in terms of environment or resources. Due to pertaining such adored and
enduring characteristics that have given a vast development in the field of renewable
energy. As for maintaining the constant rated power in the system, the controlling
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Fig. 25.7 PMSG based wind turbine characteristics

Table 25.7 Ratings of wind
turbine system

Parameters Values

Base wind speed 18 m/s

Output power 700 W

Maximum power at base wind speed 0.73

Gust start time 7 s

of pitch angle is an indispensable part in designing of the Wind turbine and that is
possible with PI controller [32]. The controllability and feasibility of the system is an
important issue in the case of Wind Turbine systems [33]. As the pitch angle control
is possible by the PI controller and also by NN Controller for the system. The pitch
angle control in PMSG based Wind Turbine System offers various advantages as it
regulated the generated power up to its rated power by adjusting the angles of the
blades, it gives complete control of mechanical power, also provides acceleration in
the turbine speed with this it has a feature of large settling time for the system [34].

In the proposed system, PMSG BasedWind Turbine we have used NN Reference
Controller with PI controller for controlling the pitch angle of the turbine. The pitch
angle control is of the great need ofWind Turbine for maintaining the wind speed in a
condition where it is running above the rated speed [35]. The PI Controller is coupled
with Neural Network Reference Controller for obtaining the desired pitch angle
control variations in the output of PMSG Based Wind Turbine system effectively.
The effectual and efficacious NN Controllers efficiency is worldwide known as of
obtaining the optimal power for a long time and it gives authenticate and meticulous
results for the proposed network [36]. In the Model Reference Controller or NN
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Controller, the parallel presentation of Controller is implemented in the system for
productively controlling the output of the system with it of zero error approach for
the system. The input to the system is presented by r(t) for the proposed network the
input of the system is presented as and the output as up(t) and ypo(t). The proposed
plant model can be expressed as follows [37]:

Gp (s) = ypo(s)

up(s)
= kp

s2 + aps + bp
(25.14)

where the values of

kp = VO

LOC1
, ap = 1

R1C1
and bp = 1

LOC1

The Reference Model equation is as stated below:

Gm(s) = ym0(s)

r(s)
= km

s2 + am s + bm
(25.15)

Here,am and bm is used in controller for tracking purpose as ym0(t). As shown in
Fig. 25.9 the controlling purposed duty cycle expression is described as [38]:

u = θor + θ1
1

s + λ
up + θ2

1

s + λ
ypo + θ3ypo (25.16)

In this, uf = 1
s+λ

u and yf′ = 1
s+λ

ypo.
1

s+λ

We can also write it as:

θor + θ1uf + θ2yf′ + θ3ypo = θTω (25.17)

Since, ωis defined as
[
rufyf′ ypo

]T
, is a regression vector.

In Fig. 25.8 the structure of the proposed controller is shown, in which the desired
response of the system ismade near to the referencemodel of controller with required
dynamics. The concept of the system is based on an adjustable mechanism for effec-
tive controlling of controllers parameters. And with this the key objective of system
is to drive the output error to e1 = ypo − ymo. As in Fig. 25.9 the NN Reference
Controller’s performance represented as based on zero error concept.

The dynamic behavior of the system is described as between the pitch demand
and, pitch angle. The desired pitch angle for Wind Turbine based on a PI controller
can be expressed as follows:

βdm = Kpe + Ki ∫ edt (25.18)

Since, e = ωr − ωm (25.19)
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Fig. 25.8 Structure of the NN reference controller
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Fig. 25.9 Representation of controllers performance

Here, the output signal from PI Controller is as described in Fig. 25.10 as βdm, ωr

is the reference speed of generator and ωm is the generator speed. In Fig. 25.10 the
diagrammatic presentation of the proposed scheme in the PMSGBasedWindTurbine
System as of controlling the pitch angles by the Novel NN Controller and with the
PI Controller for enriching the output response of the desired system. Figures 25.11
and 25.12 the proposed controllers performance is shown. The variable pitch angle
values were taken to evaluate the performance of the controller as 0°, 5°, 10°, …,
45°, based on this the controllers performance output of higher efficiency is obtained
0.9999–0.9997. In Fig. 25.11 the PI Controllers response is also mentioned as the
values of Kp = 1.86 and Ki = 3.118 used for controlling the pitch angle of the wind
turbine. And in Fig. 25.12 the proposedNNBasedReference Controller performance
is validated after importing the necessary data in it with 300 epochs.
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Fig. 25.10 The complete representation of the controllers applied to the PMSG based wind turbine
system

Fig. 25.11 The response plot of PI controller

DVR’s Proposed Topology

TheDynamicVoltageRestorers is a type of aFACTSdevicewhichhas set a revolution
in the field of energy. For maintaining the consistency in the network and offering
the asset in an innovative way to the system of high speed and high reliability. And
making the system sustainably effective. With the concern of power quality issues
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Fig. 25.12 NN model reference controller performance

taken place in the power system theDVRplays an indispensable role in improving the
interruptions occurs in the system [39]. The applications of FACTSdevices arewidely
accepted in the field of the corporate world as of planning andmanagement and also it
is linked with the people in their daily routine. FACTS technology and DVRwithin it
provides a cost-effective solution for the problems occurred in the generationwhether
it is related with voltage sags and swells flickering and discrepancies caused by the
harmonic distortions occurs in the system [40]. For distinctive types of uncertainties
occurred in the system for a short duration of time that can be easily solved with
the help of DVR imposing in the system. And with this the SRF technique gives a
reliable solution with the Adaptive Neuro-Fuzzy Inference System in the network
[41].

The novel controllers applied to the DVR system comes with the same issues
and shortcomings of stability in wider operating regions. So, after with such expe-
riences, the authors proposed in their literature Sugeno-type Fuzzy Controller and
ANFISgenerates acceptable statistics for efficient systemoutput [42]. In the proposed
network we had implemented the DVR applications in the PV-Wind Hybrid System
for avoiding any transitory disruption and making the system sustainably produc-
tive. Further, the DVR is controlled by the peculiar ANFIS controller for making
the performance of the DVR more result-oriented performance of the system. In
Fig. 25.13 the structure of DVR is presented which consists of several beneficiary
and potent components as injection transformer, energy storage device, VSC, control
system and harmonic filter accompanied within it.

Vdvr = Vload + Z th Iload − Vth (25.20)
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Fig. 25.13 General schematic representation of DVR

Taking load voltage, V load as the reference voltage, the voltage equation can be
written as follows:

Vdvr = V∠0
load + z∠α′−θ

th − V∠δ
th (25.21)

Since, θ = tan−1

(
θl

pl

)
(25.22)

ANFIS Proposed Controller Technique

TheAdaptiveNetwork-Based Fuzzy Inference Systemconnotatively equal,Adaptive
Neural Fuzzy Inference System is based on a feed-forward network. It is also based on
hybrid learning rule which helps it to be decisively efficient in handling various types
of and also for optimizing the Fuzzy Inference System, FIS it captures the learning
abilities of NN to FIS. The learning algorithm accustomed the membership functions
of the Sugeno-type Fuzzy Inference System employing the input-output data as in the
controllers training performance and purposes [43]. The ANFIS architecture is used
toutilize thenonlinear functions of themodelwith on-line diagnosing the components
and predicting the anarchic time series. With the diverse adaptive capabilities, the
circles and squares nodes are used in the network parameters. The FIS system is
based on Back Propagation NN structure and has five layers are stated below as:

Layer 1 : O1
i = Ni (xi ) (25.23)

where, i = 1, 2, . . . ., p.
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And the node functions N1, N2, . . . Nq is equivalent tomembership functionμ(x),
which is used in regular fuzzy systems.

Layer 2 : O2
i = Ni (xi )ANDN j

(
x j

)
(25.24)

Every node output is presented by Layer 2 and it is the product of all incoming
nodes.

Layer 3 : O3
i = O2

i∑
i O

2
i

(25.25)

All nodes normalized firing strengths are compared with the addition of all firing
strengths and are explained in Layer 3. In the Layer 4 Sugeno-Type FIS is presented
as the proposed structure of DVR. It is representing the input and output variables
of each IF-THEN rules. The consequent parameters in layer 4 are also explained.

Layer 4 : O4
i = O3

i

p∑
j=1

Pj x j + c j (25.26)

The final Layer 5 represents the defuzzification process of the system that is the
sum of all inputs as:

Layer 5 : O5
i =

∑
i

O4
i (25.27)

Layer 5 represents the systems overall equation of the output. As in the Fig. 25.14
Sugeno-type Fuzzy Inference structure is proposed in the DVR of the system with
input1 as error and input 2 as d_error and output as dvr_output implemented in it.
With 6 membership functions and several 15 rules were realized for making the
systems result more profitable. And in Fig. 25.15 the ANFIS controller’s structure
is conferred that clarifies the rules presentation of Sugeno-type FIS system. It also
displays that it can also remunerate source and load side complications competently.

PV-Wind Hybrid Proposed Configuration

With the concern of environmental issues toward awell sustainably developed energy
system, the PV-Wind has emerged as one of the best alternatives to fulfill the crucial
and imperative demand of society affordably. The combination of PV and Wind
system has increased the authenticity of the network and make the system self-
dependable with the natural resources efficaciously. The prime asset of renewable
energies is that they can lighten up those aloof areaswhich are still not connectedwith
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Fig. 25.14 Proposed Sugeno-type FIS for DVR

the main powers systems. And sometimes the PV-Wind system provides compatible
support for both of them as due to ambivalence situation occurs in the weather [44].

A stand-alone system is described by the authors of [45], in which for improving
the stability and substantiality of the system the NN technique is imposed. The quick
response of the system is an obligatory requirement for any healthy network and in
that condition, the Neural Network Techniques plays an imperative role in boosting
the efficiency of system. The Hybrid systems should satisfy the requirement of loss
of power supply probability for system and that is made possible by the decisive
ANFIS technique for an adroit system [46].

In this paper, we proposed the PV-Wind hybrid system in which the MPPT of
the PV system is controlled through NN based Model Predictive Controller and the
PMSG Based Wind Turbine Systems pitch angle is controlled by virtuous NN based
Model Reference Controller with PI controller for making a profitable system for
different types of consumers. With this, the DVR implemented in the system which
is further controlled by skillful ANFIS controller and then the whole network is
connected in with the grid and the load. The PV and PMSG Based Wind systems are
connected in parallel with the load and the wind system output generated of 400 Vac
and connected with the bus and then to the DVR of the system and then to grid.
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Fig. 25.15 Structure of the ANFIS obtained from the controller

Results Obtained from the Proposed Pv-Wind Hybrid
System

PV System MPPT’s Technique Outputs

In Figs. 25.16, 25.17 and 25.18, the proposed Neural Network-Based Model Predic-
tive Controllers performance is evaluated based on the input and output given in the
controller. As in Fig. 25.16 the whole training network performance is obtained with
200 epochs taken. And in Figs. 25.17 and 25.18 the performance plots generated
by the controller. As Fig. 25.19 describes the performance of the PV system after
training of the controller and in the output, the constant voltage is obtained. With this
in Fig. 25.20 the plot of the active and reactive power are shown without the DVR’s
contribution in the network. Figure 25.21 shows the performance of valuable DVR
of system when connected with it, constant output voltage is obtained.

PMSG Based Wind Turbine System Output

Figure 25.22 illustrates the training performance obtained by the proposedNNBased
ModelReferenceController according to the data given in the controller. In Fig. 25.23
the training state is obtained by the controller after training of it is done. And
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Fig. 25.16 NN predictive controllers performance after training of the data

also in Fig. 25.24 the regression plot is generated of the controller’s performance
for increasing the efficiency of the system. Figure 25.25 represents the Reference
Controllers overall performance obtained after complete training of the network.

Figure 25.26 elucidates the performance obtained for the controlling of the pitch
angle of the Wind Turbine of the system efficiently. The controllers used are Model
Reference Controller with the PI controller in the system for making the operation of
the turbinemore consistent.As inFig. 25.27 the consistencyof the plants performance
is presented by a constant electromagnetic torque (Te) for the system. Figure 25.28
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Fig. 25.17 Testing data
obtained after training of
controller

Fig. 25.18 Regression performance obtained after training the controller
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Time(s)

Fig. 25.19 Constant output voltage obtained in the PV panel after training of the NN Predictive
Controller

determines the validated performance of the DVR implemented in the system, active
and reactive powers are shownwith constant reactive power is achieved by the system.

DVR’s Performance

In Fig. 25.29 the constant output voltage achieved by the implementation of DVR
in the system and the voltage is further supplied to the grid of the proposed PV-
Wind Hybrid System. Figure 25.30 shows the performance obtained by the proposed
ANFIS controller for controlling the DVR of the system systematically with 20
epochs achieved by the controller. And the continuous performance is obtained with
the load data. Figure 25.31 demonstrates the performance of the Sugeno-type Fuzzy
Inference System by the rules followed and then the surface viewer is generated by
the system. The results generated from the DVR of the system is satisfactory as it
reduces the THD (Total Harmonic Distortion in the system is (<5%) and since it is
controlled by ANFIS controller that has also improved its performance further.
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Time(s) 
(a)

Time(s) 
(b) 

Fig. 25.20 Constant output a, b active and reactive power and obtained after training the controller
without DVR’S contribution

PV-Wind Hybrid System Performance

As Fig. 25.32a, b displays the output generated results of the proposed PV-Wind
Hybrid System in which the PV and Wind system are controlled by the efficient
Neural Network techniques and also with the effective DVR connected in the Hybrid
system and then to the grid which is obtained constant.

Conclusion

The prospective of the ingenious PV-Wind Hybrid System has validated its manda-
tory performance of the system by using of the virtuous Neural Networks Techniques
in the system. The Neural Network-Based Model Predictive Controller technique is
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Time (s)  
(c) 

Time(s) 
(d)

Fig. 25.21 Output power obtained a, b active and reactive power with the DVR’s contribution in
the grid

realized in the MPPT’s of the PV system for extracting the best and maximal amount
of power for the effective working of the PV system in any unrealistic and in agree-
able conditions also. Then for an achieving a qualitative and significant amount of
output the NN Based Model Reference Controllers Technique is implemented in
the controlling of the pitch angle of PMSG Based Wind Turbine System for gain
accuracy for imperative purposes for the system running efficiently. In addition, with
it an important part of the proposed Hybrid Network as the DVR of the system. Its
optimistic performance is worldwide known and that is paramount in the system for
improving its profitability to the human beings of society. For increasing its restora-
tion it is controlled by the proficient ANFIS controller with the Sugeno-type Fuzzy
Inference System. And the performance of the DVR is well justifiedwith its adequate
responses. The more advanced version of Hybrid system can be further analyzed by
adding more prolific techniques as neural network and artificial intelligence in the
system. The results were procured by using the MATLAB and analyzed with the
convenient and satisfactory systems approach.
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Fig. 25.22 Training of NN based model reference controller
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Fig. 25.23 The training state obtained after training of controller
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Fig. 25.24 Regression plot obtained after training of controller

Fig. 25.25 The reference controller output is generated after training of whole controller
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Time(s) 

Fig. 25.26 The NN based reference controller with PI controllers performance

Time(s) 

Fig. 25.27 Constant electromagnetic torque obtained with PMSG based wind turbine system
controlled by PI and NN reference controller
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Time(s) 
(a) 

Time(s) 
(b) 

Fig. 25.28 a, b Active and reactive power of wind system with DVR’s contribution

Time(s) 

Fig. 25.29 Constant voltage obtained from DVR after supplying it to grid
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Fig. 25.30 The training performance obtained by the ANFIS controller

Fig. 25.31 The Sugeno-type fuzzy inference systems surface view
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Time(s) 
(a) 

Time(s) 
(b) 

Fig. 25.17 Output power resulted from the proposed Hybrid System with DVR’s Contribution as
a total active power and b total reactive power of hybrid system injected to grid
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Chapter 26
Modified Particle Swarm Optimization
Technique for Dynamic Economic
Dispatch Including Valve Point Effect

Gaurav Kumar Gupta and Mayank Goyal

Introduction

Energy cannot be retained in large quantities; hence the electricity produced must be
consumed instantly. Among other terms, the need for energy will be exactly satisfied
at any given instant. Any power imbalance of power can adversely influence the
parameters of the control network. The produced power must therefore be equal to
the amount of power used and the energy shortfall in the power grid. Each power
company as a whole should also aim for higher profitability through the productive
usage of the available capital, as well as power sector firms. In addition to increasing
income, power producers need to uphold stringent technological restrictions, such
as a balance of power. The Economic Dispatch (ED) system can be used by freight
dispatch centers to achieve a technologically feasible and commercially efficient
result [1–3]. Yet the ED issue has certain drawbacks, for example, if we perceive the
load as continuous, but in real-life situations isn’t true, since the load differs at every
moment.

Dynamic Economic Dispatch (DED) was developed to resolve the limitations of
the ED problem, that treats the load quasi static for one hour, which is the nearest
logical solution to the issue. Generators need to be rescheduled every hour. Reas-
signing generators may eventuallymake an insane assumption that Generators would
need to drastically change their power supply in a limited period, which might not
be practicable. Within this paper we find generators’ capacity to raise or decrease
production power so as to take care of these abnormalities. This should be taken
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into consideration when calculating the level at which the output capacity may be
modified as a limitation, regarded as the limits of ramp speed [6].

Additionally, the standard method of estimating the objective role of the ELD
problem as a quadratic function of the actual power is not a fair approximation,
because it does not take into account the impact of valves in steam turbines [3].
Whereas power production for the generator would increase, the turbine supply of
steam would inevitably need to be expanded. There will be multiple valves in the
steam path in a multi-stage turbine, because the turbine’s output will be raised, it
would therefore increasing the number of valves to be raised. If an exact, ideal
solution to the problem is sought, the effect of opening and closing steam valves
on production costs cannot be overlooked. The costs of opening and closing steam
valves as a feature of costs can be modeled as a sinusoidal part, as they require
additional operating costs and maintenance costs. Within this paper we take into
account the impact of valves on the overall cost of generators.

Many approaches have been implemented in the recent past to address the ED
problem for multiple test schemes [1–20]. Conventional approaches like Newton’s
method, the method of lambda-iteration, gradient approaches, etc. [1] are capable
of solving the ELD issue effectively. While traditional analysis techniques have the
drawback of modeling a linear process on cost curve [2]. Traditional cost-function
modeling as quadratic does not reflect the impact of the valve on an objective func-
tions. It help to makes the ELD issue non-linear, and it is more difficult to find a
solution using the classical approach and might not be feasible with larger systems.
Global optima methods based on the particle swarm optimization methods [17,
19] have recently become increasingly common in solving nonlinear multi-purpose
optimization issues.

In this research paper, Modified Swarm of Particles Optimization (MPSO) solves
theDEDquestion during 24hof the day in ten generator units system. InGLAUniver-
sity’s simulation center, which is the open access counterpart to MATLAB®, appli-
cations are built for the DED problem solving methods. The approaches achieved
was based on and implemented accurately on current structures.

Dynamic Economic Load Dispatch (DELD)

Economic load dispatch is clearly considered as an approach extending to electrical
systems by identifying specific generation rates for various generating units in such a
way that full load is transmitted from the device and the production and distribution
cycle is completed. In the program which is more competitive in economic terms.
Cost reductions are a principal characteristic of integrated networks.

When the valves are raised, even throttling losses under initial conditions are
relatively small. The decrease gradually and are the lowest when valves are fully
opened. The load is not continuous in real action, and varies instantaneously. The
cost-function study cannot provide the running and operational costs of the steam
valves as a quadratic. For the present function the generators’ output curve is used,
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Fig. 26.1 Running fuel cost
characteristics including
valve point effects

given the steam valve expenses. For each hour of the day the load is known as
dynamic. Often, regarded is the generators total allowed capacity to increase or
decrease generated strength, described as ramp down and ramp up the generator
limits.

Effects of Valve Point

General ED problem that modern approaches can be addressed is to reduce the
total expense of running of power system. Average running costs for generators
are typically roughly quadratic. These cost function simulation takes little account
of the complexity of a multi-stage turbine including valves. A multi-stage steam
turbine’s operating costs are nonlinear and include the sine wave components in the
cost equation, as seen in Fig. 26.1.

Ramp Rate Limits

Thermal generation systems cannot change their processing power beyond the
defined level because of mechanical inertia of machine systems of production units.
Those limitations are called ramping up and running down the power of a generator.
Such generator ramps must be included in the DED question to lift and drop limits
in order to achieve a practical ED solution for time-varying loads. Changing load
times are approximated as being relatively stagnant for one hour.
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Mathematical Modelling for DELD

The challenge of solving the dynamic economic load dispatch (DELD) issue in the
electric power system is to determine the generation rates for all operational units
that minimized the overall cost of fuel in the system, thus fulfilling a set of constraints
during the 24-h dispatch cycle.

min FT =
T=24∑

t=1

N=10∑

k=1

Fkt(Pkt ) (26.1)

where

FT is the total running costs over the dispatch duration of 24 h.

Fkt(Pkt )Fkt(Pkt ) is the total running cost of ‘kth’alternator at time ‘t’.

Pk is the function of active power output of ‘kth’ alternator at time
‘t’.

Generally, the typical economic dispatch problem of determining the optimum
power generation combination, which reduces the overall cost of fuel of a generating
unit, is defined by a quadratic power output function Pk while meeting the overall
demand as follows:

Fkt(Pkt ) = ak P
2
kt + bk Pkt + ck (26.2)

In reality, the object of the DELD issue is not a differentiable point because of
the valve point loading effects and the fuel adjustment. Development cost function is
normally adopted, and a quadraticmethod is then used to address theDELDproblem.
This is often the case when the valve point effect is regarded. The fuel cost function
of the kth generator units was modified as bellow in this regard:

Frt (Prt ) = ar P
2
r t + br Prt + cr + |er sin( fr (Pmin − Prt ))|. (26.3)

where ar , br and cr are system coefficients; er and fr are constants of valve point
effect of kth generating unit.

The objective function is subject to the limitations (constraints) to be minimized.

Active Power Balanced Constraints

To order to maintain the system frequency constant and to keep the system stable the
amount of actual power output will be equivalent to the total of power demand and
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actual power loss of the power system.

NG∑

k=1

Pkt = PD + PL (26.4)

P can be determined using the equation Kron’s Loss

PL =
NG∑

r=1

NG∑

k=1

Pr Brk Pk +
NG∑

r=1

Pr B0r + B00 (26.5)

Alternator Power Limit Constraints

For technological and economic reasons respectively, each generator cannot generate
above a certain limit and beyond the defined limit.

Pmin
k < Pkt < Pmax

k (26.6)

where Pmin
k , and Pmax

k are the generator lower and upper bound limits of power
outputs, respectively. The generator’s overall output capacity is constrained by
thermal calculation, and a boiler’s flame instability limits its total power generation.

Alternator Ramp Rate Limit Constraints

The amount at which output power generated in the generating units cannot adjust
above a certain amount influenced by mechanical inertia. The ramp rate limitations
of the generator units are defined below:

If power production rising, Pkt − Pt−1
k ≤ URk f power production declines,

Pt−1
k − Pkt ≤ DRk .

where Pt−1
k is the “kth” unit power output, and URk and DRk are the ramp’s upper

and lower limits, respectively. The use of ramp restrictions shifts the generator’s
operational constraints (26.7) as seen below

max
(
Pmin
k ,URk − Pk

) ≤ Pr ≤ min
(
Pmax
k , Pt−1

k − DRk
)

(26.7)
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Introduction to Particle Swarm Optimization (PSO)

Particle swarm optimization was discovered by James Kennedy and Russell Eberhart
in 1995 as a form of stochastic optimization focused on population. PSO is built on
the Swarms theory, its intelligence and its operation. PSO consists of a collection
of creatures (particles) performing the same action while searching for space. This
behavior focused on a flock of birds or feeding fish’s social behavior. Use a set of
random particles the PSO algorithm scans in parallel. Every particle in the swarm
is the corresponding way to solve the problem. Particles in a swarm seek an ideal
solution from its present size, past experience and neighbors’ experience. Every
particle in a swarm is modified to two best information in each generation. The first
one is the best approach it has achieved to information. That information is known
as Pbest. A further best value recorded by the optimization of the Particle Swarm
is the best information of any particle in the population so far achieved. That best
information is the best in the search space, and it’s called Gbest.

Implement Optimization Technique for Solving DELD

Particle Swarm Optimization (PSO)

The position and velocity of the kth particle in the search space of n dimensions can
be expressed as Xk = [xk1, xk2, …, xkn]T and Vk = [vk1, vk2, …, vkn]T respectively,
particles have their own best (Pbest) location Pk(t)= [pk1(t), pk2(t), …, pkn(t)]T refers
to the highest personal intrinsic value obtained in the ‘t’ generation so far. The best
global particle (Gbest) is labelled with Pg(t) = [pgk1(t), pgk2(t), …, pgkn(t)]T, which
is the strongest particle detected in the whole swarm at generation ‘t’ so far. For each
particle the new velocity is measured as follows:

vt+1
k = w ∗ vt

k + ca ∗ rand1 ∗ (
Pbest − xtk

) + cb ∗ rand2 ∗ (
gbest − xtk

)
(26.8)

In which ca and cb are constants called coefficients of acceleration related to
conceptual and social behavior, ω is actually the factor of inertia, n is the population
scale, rand1 and rand2 are two separate random numbers randomly assigned within
[0, 1]. Therefore, each particle’s location at each stage is modified according to the
following equation:

xt+1
k = vt+1

k + xtk (26.9)
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Modified Particle Swarm Optimization (MPSO)

Equation (26.8) illustrates that the latest velocity is modified as per its past velocity
and the difference between its present location and Its best ancient location and the
best global swarm position. In general, the value of each and every variable in Vk can
be attached to the [Vkmin, Vkmax] controlling range of unnecessary particle wandering
beyond the search space [Xkmin, Xkmax]. According to Eq. (26.9), the particle flies
into a new location. The cycle will be replicated until the user has achieved a given
end criterion.

In the simple PSO cycle the inertia weight is held constant for all particles in
one stage, but the most important element that moves the present location to the
optimal position is the weight of inertia (ω). The algorithm should really be adopted
to optimize the quest power, such that the swarm’s motion cannot be controlled by
the objective function. In our adaptive PSO, the direction of the particles is modified,
so that the strongly equipped particle (best particle) progressively travels relative to
the poorly fitted particle. This could be achieved by choosing different ω values for
each particle, based on its size, between ωmin and ωmax as given below:

ωk = ωmax − ωmax − ωmin

itrTotal
∗ Rankk (26.10)

Therefore, with Eq. (26.10), this could be found that the strongest particle would
be in the first category and the weight of inertia for such a particle is meet to the
optimal value, while the maximum inertia weight for the poorest fitted particle is
taken, allowing the particle travel at a high velocity. Every particle’s velocity is
modified using Eq. (26.11).

v′t+1
k = ωk ∗ vt

k + c1 ∗ rand1 ∗ (
Pbest − xtk

)

+ c2 ∗ rand2 ∗ (
gbest − xtk

)
(26.11)

The new position of the particles is observed with Eq. (26.12),

x ′t+1
k = vt+1

k + xtk (26.12)

After a certain number of generations the principle of re-initialization is imple-
mented into the proposed MPSO algorithm if there is no change in the convergence
of the algorithm. At the conclusion of the foregoing unique generation the popula-
tion of the proposed APSO is re-initialized with newly random created individuals.
The quantity of such new individuals is chosen from the initial population’s poorest
fitting population, which ‘k’ is the proportion of the overall population to shift. In a
way, this result of initialization of population is close to that of the mutation operator
in such like a genetic algorithm (GA). This result is beneficial if the algorithm meets
unnecessarily to an optimal local and there is no change any more. This population
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initialization is achieved after testing the adjustments in the ‘Fbest’ value throughout
each unique number of alternators.

Algorithm of MPSO

Step 1 For each of the coefficients ca, cb, take input variables with range (min.,
max.) and assuming that the iteration counter is equivalent to zero, Vmax,
ωmin and ωmax.

Step 2 Randomly initialize the n number of particle population dimensions, such
as positions and velocity.

Step 3 Increase the counter Iteration by that one.
Step 4 Measurement of the fitness function among all clusters within a group,

evaluate the particles with each particle’s best Pbest position and change its
objective cost. Secondly, finding the best global position (Gbest) of the all
the particles, and change their objective cost.

Step 5 If the criteria of stoppage is achieved go to move Eq. (26.1). Then carry on.
Step 6 Measure the inertia factor as per (26.10), such that every motion of the

particles is specifically influenced by its fitness cost.
Step 7 Now updated the velocity through Eq. (26.11).
Step 8 Measure the inertia factor as per (26.10), such that every motion of the

particles is specifically influenced by its fitness cost.
Step 9 To order to retain the finest particle discovered so far, the rulers are put into

the first position of the new population.
Step 10 This FBest, new value is contrasted with the Fbest, old value for every

10 generations, when there’s no significant change, then reset k percent
of the population. Switch to step-3.

Step 11 The efficient output of the particle having in Gbest and its now gets the
optimized cost.

Case Study for DELD Problem

Such a research paper tends to have 10 generator units including valve point loading
results, the device specifics and load demand trends shown inTable 26.1 andFig. 26.2,
respectively, should be taken from the reference paper [17].
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Fig. 26.2 Daily load demand patterns

Results and Discussions

The proposed algorithm was implemented in the MATLAB environment at research
lab of GLA University Mathura. The proposed algorithm is introduced to 10 gener-
ating units including generator limitations, the ramp rate and also subjected to valve
point effects. The simulation is conducted for 100 samples in order to find the right
approach for best power scheduling of generation corresponding to optimal fuel cost.
Table 26.2 indicates the overall fuel costs achieved from the new MPSO approach
and comparisons with other approaches such as SQP, EP, HS, DE, MDE and Hybrid
DE in terms of the consistency of the solution and the performance of the simulation
shown in Table 26.3 as well as Fig. 26.3.

Conclusion

To find the optimum solution of DELD problem, multiple meta heuristic approaches
are suggested by researchers. In real time (RTS) the system need to respond the
parameter variation in quick manner in the presence of various constraints such as
ramp rate limit, valve point effect and non-linear cost curve associated with power
transmission. The MPSO mathematics is coded in MATLAB environment and it is
found effective in handling of all of these constraints related to the dynamic load
dispatch. The cost of power generation and improved efficiency can be achieved if
and only if the optimization ofDELDproblem reach to its solution as soon as possible
and must be highly convergent. As the demand for power changes frequently and in
large quantities, the system needs to respond rapidly to any disequilibrium between
demand and power supply in each iteration. The MPSO is capable to efficiently
reach the optimum solution, simulation results support the approach and offers the
most cost effective solution. The proposed MPSO algorithm is highly flexible to
accommodate and remove the number of generators easily from the system without
failing its reliability, stability and performance indices.
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Table 26.3 Results
comparison with other
techniques

Method Minimum total cost ($/day)

SQP 1,051,163.00

EP 1,048,638.00

HS 1,046,725.908

DE 1,033,958.00

MDE 1,031,612.00

Hybrid DE 1,031,077.00

MPSO 1,024,600.00
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Fig. 26.3 Results comparison with other techniques
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Chapter 27
Electromagnetic Compatibility
of Electric Energy Meters in the Presence
of Directional Contactless
Electromagnetic Interference

Illia Diahovchenko and Bystrík Dolník

Introduction

Electric energymeters (EEMs) are used in private households and industry tomeasure
the electricity consumed. Consumers with high electric energy demand require accu-
rate data tomake energymanagement decisions, while utilities collect big data arrays
to improve their services. Therefore, there is a pronounced tendency towards the use
of electronic static and digital EEMs for registration of electric energy flows and for
billing purposes [1]. Contemporary smart meters are built on integrated microcir-
cuits, which allow to perform more value-added features, along with compactness
of size. The multidimensionality of the requirements for the computational capa-
bilities of the microprocessors stimulates the complication of the electric energy
metering devices’ architecture. State-of-the-art meters are equipped with options of
remote sensing, power quality monitoring, recording of tampering events with time
stamping, multi-tariff billing, Internet connectivity, peak demand, etc. [2].

The above-mentioned advances in technology have stimulated the topicality of
the electromagnetic interference (EMI) issues. The circuitry/subassemblies of equip-
ment in use can emit electromagnetic energy, which can corrupt the performance and
accuracy of the sensitive elements of an EEM. Malfunction of EEMs when used in
combinationwith photovoltaic (PV) inverters has been reported in [3–5]. The authors
of the work [3] reported a gap in standardization of emissions and electromagnetic
immunity in the 2–150 kHz range. Moreover, manipulation with strong magnetic
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fields can be employed for tampering purposes [6]. Events such as switching of induc-
tive loads lightning, electrostatic discharges, and the presence of telecom, radio and
video broadcast signals cause some types of EMI. It is essential to produce EEMs
that are electromagnetically compatible [2]. Consequently, the regulations associ-
ated with the high-frequency electromagnetic interference suppression are steadily
tightened [7]. The purpose of this work is to verify the EMC performance of contem-
porary power meters and to emphasize the urgency of the EMI issues that already
seemed resolved in the twenty-first century.

Applicable Standards

The common standards for EMC of power meters were established by the Amer-
ican Standards Institute (ANSI) or International Electrotechnical Commission (IEC).
Some countries set up their domestic standards, but most of them can trace their
origin to either ANSI or IEC standards. The largest markets for ANSI standards are
in Canada, Mexico and the United States of America. Except that, they serve as a
reference in some countries of Asia, Central America and South America. In Europe,
the EN standards (which follow the IEC standards) are used [2].

There are two categories of EMC tests: (a) emission tests; (b) immunity tests.
Emission trials are to verify that the EEM does not conduct or radiate EMI beyond
tolerable limits, which are specified in standards. Immunity tests ensure the power
meter operates properly in the presence of EMI. Depending upon how the EMI gets
coupled, both the emission tests and immunity tests are categorized into conducted
tests and radiated tests, as shown in Fig. 27.1.

InEurope, requirements forEMCaregovernedby [8–11].The IEC62132 standard
determines electromagnetic immunity for integrated circuits (IC) of all types in the

EMC tests

Emission 
tests

Immunity 
tests

Conducted 
Emission
Radiated 
Emission

Examples of sources: 
rec fying diodes, 
switching 
components, 
high frequency 
transformers and 
chokes,
circuit layouts (high 
dv/dt long wires, 
high di/dt wide 
loops, high current 
wires),
mechanical 
switching/bouncing.

Conducted 
Immunity
Radiated 
Immunity

Fig. 27.1 EMC tests categories
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range of 150 kHz–1 GHz. For the study presented in this paper is the IEC 61000-4-3
standard [12], was used as a reference. Additionally, an original testing method was
used, which consists in applying an electromagnetic field of varying frequency in
the range of 30 MHz–1 HHz during a single experiment. The latter is referred to as
a Sweep Mode in this paper.

This document describes the procedure of the radiated immunity test, and the
meter under test (MUT) should have voltage and auxiliary circuit energized with
reference voltage. The standard covers frequency band 80–2000 MHz. The unmod-
ulated field strength can be: 10 V/m with the basis current and 30 V/m without basis
current.

Laboratory Tests

One single-phase (further referred as MUT 1) and two three-phase electric energy
meters (further referred as MUT 2 and MUT 3) widely distributed in the Slovak
electricity distribution system were chosen for the study. The 2.3 kW adjustable
resistive load with power factor 0.9993 was connected to the EEMs to imitate an
active energy consumer.

The MUT 1 is a digital electronic watt-hour meter, which is rated for 230 V
and 0.25–5(60) A, accuracy class 2 (according to IEC 62053-21), the calibration
factor is 5000 pulses/kWh. The MUT 2 is a three-phase four-wire direct switch
digital power meter designed to measure consumed electrical energy (active and
reactive, direct and reverse). Accuracy classes: active energy – class 1 (IEC 62053-
21), reactive energy – class 2 (IEC 62053-23), four quadrants. It uses centralized
collection of information about power consumption by means of GSM/GPRS, rated
for 3× 230/400 V and 0.25–5(100) A. The calibration factors: 1000 pulses/kWh for
active energy and 1000 pulses/kVArh for reactive one. The MUT 3 records active
and reactive energy consumption. Its accuracy complies with class 1 (IEC 62053-21)
for active energy and class 1 (IEC 62053-23) for reactive energy. Rated voltage and
current are 3 × 230/400 V and 5(100) A, respectively. The calibration factors are
500 pulses/kWh for active energy and 500 pulses/kVArh for reactive energy.

All the EEMs were preliminary tested under sinusoidal conditions, and then were
subjected to EMC experiments. The radiated immunity test, also known as the elec-
tromagnetic high frequency (EMHF) field test, was conducted to ensure the proper
functioning of the MUTs, when EMI is present in the surrounding environment.

The tested meters were installed in the EMC chamber Comtest EMC 1710-1.
During the chosen non-contact testing method the MUT was installed in a certain
distance from the radiation source, and the AC electromagnetic field of the certain
frequencieswas radiated towards the apparatus, penetrating through its housing to the
elements of ICs, current and voltage transducers and influencing its operation [13].
The MXG Analog Signal Generator N5183A served as a source of electromagnetic
impulses, and antenna BiConiLog 3142E was chosen as a radiating device. The
hybrid antenna 3142E is applicable for operation in a frequency range between
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Fig. 27.2 The curves of AF and gain for 3142E

20 MHz and 6 GHz in a single sweep, refuting the necessity for multiple antennas
and labor-intensive testbed setup. It can be employed for experiments with both
immunity and emission methods. Core characteristics of the antenna (i.e. antenna
factor (AF), power gain) are demonstrated in Fig. 27.2. The power generation features
(i.e. average power required in vertical polarization) are depicted in Fig. 27.3.

The 3142E model increases the upper-frequency limit to accommodate the upper
limit of 6GHz included in the IEC 61000-4-3 standard [12]. Power gain is the product
antenna’s efficiency Eant and directivity D [14]:

G = EantD (27.1)

AF can be calculated as the ratio of the electric field E strength to the voltage V
induced throughout the antenna’s terminals [14]:

AF = E

V
(27.2)

The vertically polarized antennawas located in theComtest EMC1710-1 chamber
at in 3.5 m from a tested device and radiated power in its maximum mode at the
frequencies of 30 MHz, 120 MHz, 200 MHz, 1 GHz, Sweep Mode (the entire tuned
range). The respective patterns of the antenna are given in Fig. 27.4. Five tests were
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Fig. 27.3 3142E antenna average power required in vertical polarization

conducted in series for each of the three meters picked up for this study. The duration
of each generating mode was set to 10 min. The experimental laboratory setup is
demonstrated in Fig. 27.5.

Even though the MUT 2 and MUT 3 can measure both active and reactive
energy, only active energy consumption was considered for this study. The results of
estimated error of tested meters are summarized in Table 27.1.

During the experiments the values of electric E and magnetic H fields at the
spot of the meter’s placement were measured by means of the high-frequency spec-
trum analyzer SPECTRANHF-60105. The highest values were supervised at 1 GHz
frequency, namely E = 42.11 V/m,H = 10.31·10–3 A/m. The values of electric field
and magnetic field for different experimental conditions are shown in Table 27.1.
Positive errors correspond to the cases when an EEM overestimates electric energy
and, on the contrary, negative errors indicate that a devise underestimates.

The investigated power meters demonstrated good immunity to radiated electro-
magnetic interferences. In general manufacturers ensured the immunity of EEMs
to high-frequency EMC radiation in the considered range from 30 MHz to 1 GHz.
However, some errors were observed for all tested samples.

ForMUT 1 all the readings variations are within its accuracy class. It can be noted
that the error constantly increases with the raise of frequency and electromagnetic
field and reaches its highest value at 1 GHz frequency, where the AF ratio is the
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Fig. 27.4 Emission patterns of 3142E model for typical frequency ranges: a 30–50 MHz; b 100–
200 MHz; c 900–1000 MHz

biggest. The MUT 2 and the MUT 3 went beyond their tolerance thresholds, but
their reaction on the frequency increment was different. The readings of the MUT
2 were maximally compromised at 200 MHz frequency, where the error reached
–1.55%, while MUT 3 went out of its accuracy class at 1 GHz and at Sweep Mode
frequency (positive errors of 1.24% and 1.06% respectively), where EMI levels are
expected to be the highest.

The performed tests have revealed that some of the contemporary power meters
on the market are vulnerable to influence of powerful high-frequency electromag-
netic fields, which can introduce distortions and compromise the accuracy of the
electric energy meters. Therefore, to minimize measuring uncertainty it is essential
to reinforce the protection of EEMs against electromagnetic fields of the MHz-HHz
range. The obtained results complement the existing EMC solutions presented in
the scientific literature and demonstrate that not only fixed frequency, but varying
frequencies (like during the Sweep Mode) can be used for tampering purposes. This
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Fig. 27.5 The experimental laboratory setup in the EMC chamber

Table 27.1 Results of immunity tests for energy meters

Frequency 30 MHz 120 MHz 200 MHz 1 GHz Sweep Mode

E, V/m 7 × 10–3 1.173 2.23 42.11 –

H, mA/m 21 × 10–3 3.45 4.21 10.31 –

Error, % MUT 1 −0.13 −0.77 −0.77 −1.03 −0.26

MUT 2 −0.77 −1.03 −1.55 −0.77 −0.51

MUT 3 −0.63 −0.10 0.73 1.24 1.06

should be considered by manufacturers of electric energy meters while developing
ways to combat the threats of EMI.

Before performing EMI immunity tests, it is important to make thorough prepa-
ration and to take preventive actions to avoid failure in these tests [15]. Common
reasons for failure of the tests with electromagnetic high-frequency field radiation
are openings, improper shielding and grounding [16]. If the experiment gave unsatis-
factory results, it is worth to check whether the mating of top and bottom/side covers
was proper during the test, whether the shielding and grounding were compliant
with thresholds established in standards. If any of the named criteria was not satis-
fied during the experiment, it is recommended to fix the determined weak place and
to repeat an EMI immunity test.
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Conclusions

Accurate billing of the power consumed is of great importance to both utilities and
consumers. Therefore, it is necessary to guarantee that EEMs operate properly,
particularly in the event of any EMI occurrence. External impacts of strong elec-
tromagnetic fields can tamper the integrity of the electric energy-related information
processing and, therefore, lead to breaches in the operation of metering equipment.
This paper reviews the above topics, highlights EMC standards and testing proce-
dures, and demonstrates laboratory results on testing immunity of modern electric
energy meters to the EMI. Two out of three tested power meters went beyond their
tolerance thresholds. Some meters overestimated power consumption, while others
underestimated, whichmeans that EMI can influence the readings of different meters
in different ways. For the MUT 1 and the MUT 3 the highest errors correspond to the
case, when the electromagnetic energy in the environment was the highest, which
was observed for frequency 1 GHz.
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Chapter 28
Improvement of Small-Signal Stability
with the Incorporation of FACTS
and PSS

Prasenjit Dey, Anulekha Saha, Sourav Mitra, Bishwajit Dey,
Aniruddha Bhattacharya, and Boonruang Marungsri

Introduction

Expansion of power networks and ever increasing demands has compelled the engi-
neers to develop newer techniques to optimize the cost–utility factor in power
systems. Many devices related to power system have been developed since the
past few decades in order to achieve reliable operation of power system in a more
economical way [1].

Power systems can be split into transmission and distribution level. If factories
employing highly sensitive and expensive equipment are not provided with quality
power by the grid, they may suffer huge monetary losses. To avoid such a condition,
custom power devices to improve voltage quality are installed at distribution levels.
These devices are capable to reduce flicker, perform active filtering, and mitigate
voltage dips and even interruptions by having additional sources of supply besides
the main grid. Although DC is more efficient than AC for long-distance transmission
of power, most of the existing lines transmit power in AC. Since total conversion
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from AC to DC is not economically feasible, engineers came up with devices called
flexible AC transmission systems or, in short, FACTS [1], tomaximize this AC power
transmission capability.

FACTS can be broadly categorized into two subgroups: shunt and series. FACTS
are a combination of dissimilar reactive elements required to regulate the excess
reactive power that does not allow the active power to rise. They also help to improve
power transmission by modifying the line reactance [1].

FACTS use thyristors to control the equivalent reactance. Many FACTS devices
have already been developed but their applications are limited by high price and low
efficiency. In the present work, only SVC (shunt type) and TCSC (series type) are
considered since they are the most popular FACTS in their categories [2, 3].

Three evolutionary algorithms such as collective decision optimization algorithm
(CDO) [4], grasshopper optimization algorithm (GOA) [5], and squirrel search algo-
rithm (SSA) [6] have been applied to tune the controllers’ parameters and their
results compared. Observation of the results shows that SSA is the best-performing
meta-heuristic among all three and TCSC performs better than SVC in maintaining
small-signal stability of the system.

Small-Signal Model

Inclusion of the SVC and TCSC Together with PSS

Introducing an SVC in the system improves system stability [7–9]. The reactive
power associated with the device is treated as an injection into the bus where it is
located. The state equations to represent the small-signal model for SVC are given
in [8]. TCSC has a significant impact on the system stability similar to that of SVC.
The state equations to represent the small-signal model for TCSC are given in [8]. By
having a clear idea of how the FACTS controller is modeled, it is possible to define
specifically its inclusion in the system matrix [8]. Using the system of equations as a
starting reference and equations for SVC [8] and for TCSC [8], one can modify the
system in order to get the new DAE model including PSS [10]. The final system of
equations takes the form as shown below:

�
•
x = P1, mod �x + Q1�Ig + Q2�Vg + Q3, mod �Vl + E1�u (28.1)

0 = R1�x + S1�Ig + S2�Vg (28.2)

0 = R2�x + S3�Ig + S4�Vg + S5�Vl (28.3)

0 = R3, mod �x + S6�Vg + S7, mod �Vl (28.4)
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Using (28.1)–(28.4), the state-space matrix form becomes,

(28.5)

Simulations and Results

This section studies the effects of incorporating FACTS and PSS on the WSCC 3-
machine 9-bus system [11], where the tuning of these controllers has been done using
recently developed algorithms such as CDO, GOA, and SSA. The load disturbance
has been created at bus 5 for system under study. The perturbation from P(Load) =
1.25 p.u toP(Load) = 1.90 pu has been given at bus 5. SSA is used to tune the controller
parameters and is compared with GOA-based and CDO-based results. The objective
function represented by (28.6) [10] is subjected to the constraints represented using
Eqs. (28.7) and (28.8).

Z = Z1 + Z2 s.t.Z1 =
m∑

k=1

(σ0 − σk)
2 and Z2 =

m∑

k=1

(ξ0 − ξk)
2 (28.6)

Kmin
i ≤ Ki ≤ Kmax

i

Kmin
p ≤ Kp ≤ Kmax

p

Tmin
b ≤ Tb ≤ Tmax

b

Tmin
C ≤ TC ≤ Tmax

C

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

SVC parameters (28.7)

Kmin
I ≤ KI ≤ Kmax

I

Tmin
t ≤ Tt ≤ Tmax

t

Tmin
S ≤ TS ≤ Tmax

S

⎫
⎪⎬

⎪⎭
TCSC parameters (28.8)

The boundary values for Tb and Tc are set from 0.01 to 0.2 s in case of SVC.K
is considered as 0.1. Ki varies in the boundary limit of 50–150 and Kp varies in the
range of 0.01–0.5. For TCSC, Tt and TS are in the boundary limit of 0.01–0.2 s and
KI from 0.02–20.
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Case 1: SVC is Connected to the System

For investigating the impact of load variation on small-signal stability, the system
eigenvalues (EVs) are evaluated after inclusion of FACTS. SVC is installed at bus 5
of the WSCC system as shown in Fig. 28.1a. This is because, bus 5 has the highest
load and also the voltage is lowest at this bus [11]. SVC is installed to act as a voltage
controller and provide additional damping through auxiliary control [8]. This also
helps in getting a better insight into the impact of SVC on the small-signal stability.
The main aim is to see its impact on small-signal stability of the system when it is
equipped with SVC. Equations (28.1)–(28.4) have been used to construct the SVC-
connected system matrix for obtaining the system EVs. Since electromechanical
modes corresponding to the system EVs dictate small-signal stability, they have
been obtained using SSA and compared with those obtained using GOA and CDO.
The tuned parameters of SVC are given in Table 28.1 and the electromechanical
modes are shown in Table 28.2.

Fig. 28.1 aWSCC3-machine 9-bus system equippedwith SVC, bWSCC3-machine 9-bus system
equipped with TCSC

Table 28.1 Tuned
parameters obtained for SVC

PSS parameters CDO GOA SSA

Ki 84.104100 84.611900 79.242100

KP 0.0415236 0.0306511 0.0110050

Tb (s) 0.0927996 0.0905143 0.1315680

TC (s) 0.1277630 0.1303450 0.1044120
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Table 28.2 EVs and damping ratio with SVC in WSCC system

EVs and damping ratio Dominant machine variables

Without SVC −0.7958 ± j12.6386, 0.0628 δ3, ω3

−0.2690 ± j8.2179, 0.0327 δ2, ω2

CDO-based SVC −0.82756 ± j12.767, 0.0647 δ3, ω3

−0.50434 ± j8.2134, 0.0613 δ2, ω2

GOA-based SVC −0.82758 ± j12.767, 0.0647 δ3, ω3

−0.50967 ± j8.2204, 0.0619 δ2, ω2

SSA-based SVC −0.83669 ± j12.767, 0.0654 δ3, ω3

−0.51102 ± j8.2221, 0.06203 δ2, ω2

Table 28.3 Tuned
parameters obtained for
TCSC

PSS parameters CDO GOA SSA

KI 0.315610 0.256520 0.543200

Tt (s) 0.039250 0.030032 0.028790

Ts (s) 0.095610 0.030028 0.154310

Case 2: TCSC Integration to the System

TCSCprovides adequate slackening to the system alongwithmaximizing the loading
of transmission lines [12, 13]. Altering the firing angle of the thyristors makes the
TCSC change its apparent reactance smoothly and rapidly. Due to its rapid and
flexible regulation, it can improve the dynamic performance and is also capable
of providing positive damping to the power system’s electromechanical modes of
oscillation. TCSC is installed between bus 5 and bus 7 of WSCC 9-bus system as
shown in Fig. 28.1b, since bus 5 is having the highest loading. TCSC will have an
impact on the system stability similar to that of SVC since they both act towards
improving overall stability of the system. Equations (28.1)–(28.4) have been used to
form the system matrix for the system having TCSC for obtaining the system EVs.
SSA, GOA, and CDO optimization techniques have been used for tuning of TCSC
parameters. The tuned parameters are shown in Table 28.3. Electromechanicalmodes
that are obtained after tuning of TCSC parameters using the three algorithms and
their comparison are shown in Table 28.4.

Case 3: PSSs are Connected in the System of Case 1
and Case 2

Power system stabilizer or PSS [10] is generally used for providing adequate slack-
ening to the rotor oscillations. Idea behind the coordinated control by PSS together
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Table 28.4 EVs and damping ratio with TCSC in WSCC system

EVs and damping ratio Dominant machine variables

Without TCSC −0.7958 ± j12.6386, 0.0628 δ3, ω3

−0.2690 ± j8.2179, 0.0327 δ2, ω2

CDO-based TCSC −0.881 ± j12.728, 0.0690 δ3, ω3

−0.505 ± j8.2393, 0.0613 δ2, ω2

GOA-based TCSC −0.9211 ± j12.566, 0.07311 δ3, ω3

−0.35094 ± j8.329, 0.0421 δ2, ω2

SSA-based TCSC −1.014 ± j12.544, 0.08057 δ3, ω3

−0.7683 ± j8.2865, 0.09232 δ2, ω2

with FACTS devices is to overcome the shortcomings of FACTS devices acting
alone. Three optimization techniques which are mentioned in the previous section
are considered here for tuning SVC and TCSC controller’s parameters. Tuned param-
eters obtained using different optimization algorithms for the system having PSS
together with SVC are shown in Table 28.5. Similarly Table 28.6 represents tuned

Table 28.5 Tuned parameters obtained for SVC and PSS (T in sec)

CDO GOA SSA

Generator1 Kpss 37.3428900 30.528200 24.318200

T1 0.56301770 0.7218800 0.6123300

T2 0.04840599 0.0248835 0.0132033

T3 1.23912700 1.4553200 0.7054600

T4 0.01723039 0.0100000 0.0387581

Generator2 Kpss 3.28982200 3.1635600 2.3335600

T 0.99425580 1.1912800 1.1349500

T2 0.01000000 0.0220860 0.0209160

T3 0.30518070 0.8663520 0.7583000

T4 0.01321604 0.0132453 0.0100000

Generator3 Kpss 1.09431200 1.1907400 6.0230000

T1 0.10099840 0.8735090 0.1000000

T2 0.12466170 0.0100000 0.0324000

T3 1.21203000 0.9712250 0.3278000

T4 0.10729460 0.0100000 0.1500000

SVC parameters Ki 117.071400 76.682600 86.742000

Kp 9.64856300 3.5571400 0.6114920

Tb 0.16824390 0.0539470 0.2105470

TC 0.15784650 0.2000000 0.0154300
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Table 28.6 Tuned parameters obtained for TCSC and PSS (T in sec)

CDO GOA SSA

Generator1 Kpss 12.976500 43.597600 36.330000

T1 0.1273290 0.6940270 1.7861700

T2 0.1500000 0.0519461 0.0100000

T3 0.3568460 1.1496600 1.5000000

T4 0.0289991 0.0100000 0.0231800

Generator2 Kpss 2.5041900 4.5738400 7.3971000

T1 0.8822820 0.5657910 0.2381600

T2 0.0114734 0.0120770 0.0100000

T3 1.2144300 1.2298100 1.2044900

T4 0.0100000 0.0100000 0.0100000

Generator3 Kpss 1.7931900 4.0289300 3.1140000

T1 1.4655200 0.8564790 0.3672000

T2 0.0103135 0.0100000 0.0100000

T3 1.5000000 1.3868300 0.3274040

T4 0.0103509 0.0100000 0.1325000

TCSC parameters KI 0.4915540 2.6534700 1.4277600

Tt 0.0185369 0.0635762 0.0100000

Ts 0.1251820 0.0100000 0.0720567

parameters achieved using different optimization algorithms for the system equipped
with PSS and TCSC.

It can be seen from Tables 28.7 and Table 28.8 that the EVs associated to elec-
tromechanical modes so obtained using SSA are used to evaluate stability of the
system and a comparative analysis with those achieved by GOA and CDO. Results
emphasize superiority of SSA over GOA and CDO in assessing small-signal stability
of the system.

Table 28.7 EVs and damping ratio with SVC and PSS

EVs and damping ratio Dominant machine variables

Without TCSC −0.7958 ± j12.6386, 0.0628 δ3, ω3

−0.2690 ± j8.2179, 0.0327 δ2, ω2

CDO-based TCSC −0.82687 ± j12.999, 0.06348 δ3, ω3

−2.1585 ± j8.1386, 0.25635 δ2, ω2

GOA-based TCSC −1.1559 ± j 14.261, 0.08079 δ3, ω3

−3.1826 ± j 6.9437, 0.41666 δ2, ω2

SSA-based TCSC −1.0526 ± j13.431, 0.07813 δ3, ω3

−3.215 ± j6.6814, 0.4336 δ2, ω2
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Table 28.8 EVs and damping ratio with TCSC and PSS

EVs and damping ratio Dominant machine variables

Without TCSC −0.7958 ± j12.6386, 0.0628 δ3, ω3

−0.2690 ± j8.2179, 0.0327 δ2, ω2

CDO-based TCSC −1.5914 ± j15.678, 0.10099 δ3, ω3

−2.3836 ± j8.5973, 0.26717 δ2, ω2

GOA-based TCSC −1.4373 ± j16.264, 0.08803 δ3, ω3

−3.2599 ± j6.791, 0.43275 δ2, ω2

SSA-based TCSC −1.5140 ± j13.588, 0.11074 δ3, ω3

−3.712 ± j6.503, 0.49574 δ2, ω2

SVC versus TCSC: A Comparative Analysis

Table 28.9 demonstrates the comparison between the system with SVC and the
system with TCSC using best values obtained by SSA. It can be observed that
damping ratio of the electromechanical modes have been improvised from 0.0628
to 0.065395 and 0.0327 to 0.062032 in case of SVC and 0.0628 to 0.08057 and
0.0327 to 0.062032 in case of TCSC incorporated system. Further improvement can
be observed when PSSs are installed in the system. Damping ratio further improved
from 0.065395 to 0.07813 and 0.062032 to 0.4336 for the system with SVC coor-
dinated PSS. For TCSC, coordinated PSS system provides improved damping ratio
from 0.08057 to 0.11074 and 0.09232 to 0.49574. Therefore, it can be concluded
from Table 28.9 that TCSC is providing better damping ratio as compared to SVC.
Also, the inclusion of PSS with TCSC is improving the damping ratio further as
compared to the inclusion of PSS with SVC.

Figure 28.2 demonstrates the comparison between electromechanical modes for
different cases discussed above. Figure 28.2a addresses the comparison between best

Table 28.9 EVs and damping ratio comparison between SVC and TCSC

EVs and damping ratio Dominant machine variables

Without TCSC −0.7958 ± j12.6386, 0.0628 δ3, ω3

−0.2690 ± j8.2179, 0.0327 δ2, ω2

SSA-based SVC −0.83669 ± j12.767, 0.065395 δ3, ω3

−0.51102 ± j8.2221, 0.062032 δ2, ω2

SSA-based TCSC −1.014 ± j12.544, 0.08057 δ3, ω3

−0.7683 ± j8.2865, 0.09232 δ2, ω2

SSA-based PSS and SVC −1.0526 ± j13.431, 0.07813 δ3, ω3

−3.215 ± j 6.6814, 0.4336 δ2, ω2

SSA-based PSS and TCSC −1.5140 ± j13.588, 0.11074 δ3, ω3

−3.712 ± j6.503, 0.49574 δ2, ω2
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Fig. 28.2 Comparative analysis for the eigenvalues of different scenario (Case1 to Case 3)

EVs obtained using SSA for both SVC-based and TCSC-based controllers. From the
figure, it is observed that the systemwith SVCgives proper damping to the system but
further improvement can be obtained when TCSC is connected. Also, it is observed
that the real parts of EM mode are shifted more toward left half of S plane in case of
TCSC compared to SVC. The performance is further enhanced for TCSC and PSS
coordinated system as indicated by Fig. 28.2b.

Again to embellish the superiority of TCSC over SVC, a 3ø fault is created near
bus 7 at 0.1 s, which is mitigated at 0.2 s without tripping any line. Though there
are various parameters that can be shown in time domain response, change in speed
deviation is enough for arriving at a conclusion regarding system stability. Therefore,
only the change in rotor speed deviations obtained after time domain simulation is
demonstrated in Fig. 28.3a, b for Case 3 using best values obtained by SSA. It
is observed that TCSC included system is more stabilized and also requires lesser
settling time to mitigate the system oscillations as compared to SVC incorporated
system.

Fig. 28.3 Change in �ω12 and �ω13 for Case 3
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Conclusion

This paper considers the tuning of FACTS controllers individually as well as in
coordination with PSS for reducing the LFOs. Controller parameters have been
tuned using SSA optimization technique and its performance compared with those
obtained using GOA and CDO algorithms. Eigenvalue analysis demonstrates effec-
tive damping achieved by FACTS controllers for reduction of LFO problem when
coordinatedwith PSS. It is also observed that TCSCperforms better than SVC. TCSC
has strong effect on rotor angle stability as it regulates the power flow and power
is tightly coupled with angle. SVC has a strong effect on voltage stability and does
reactive power compensation by controlling the voltage magnitude. Incorporation of
SVC can also improve small-signal stability to a certain extent.
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Chapter 29
Optimal Threshold Identification of Fault
Detector Using Teaching
and Learning-Based Optimization
Algorithm

Ch. Durga Prasad and Monalisa Biswal

Introduction

Ideal values of thresholds of FD’s based on the normal operating conditions of
the power system may not produce correct decisions during disturbances. Hence,
investigations of all types of faults by varying the fault parameters in their bound-
aries are needed to set a proper threshold for FD yields reliable and fast deci-
sions during faults [1–5]. This task is difficult particularly for transmission line
fault detector since the differences of the boundaries (limits) of the fault parameters
like line length and fault resistance are large in magnitude. Several fault detectors
implemented with simple mathematical approaches were available in literature with
either ideal threshold settings or extensive simulation-based threshold setting [3–5].
However, magnitudes of the fault detection indices vary with fault parameters and
these parameters such as fault type, fault location, fault inception, and fault resistance
are generated randomly in their upper and lower limits for investigating extensive
case studies. Therefore, population-based techniques may provide an acceptable
solution for this threshold setting problem. Earlier, swarm optimization algorithm
is applied for threshold setting in different ways [6–8]. PSO is introduced first time
for mean error-based statistical fault detector employed on instantaneous current
signal in transmission line protection with two primary fault parameters known as
fault location and fault inception angle [6]. Later, this swarm intelligence assistance
is provided to FD implemented with the help of time frequency transformation of
current signals. Along with aforementioned fault parameters, fault resistance is also
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considered in the threshold setting process [7]. Recently, superimposed-based power
differential scheme is enhanced with this PSO threshold setting mechanism [8]. This
PSO assistance provides better threshold than existing mechanisms.

However, several advanced population search-based optimization algorithms are
originated after PSO. Since PSO needs selection of control parameters which influ-
ence the process of identification of overall global best values and also suffer with
prematurity condition. Therefore, PSO is replaced in this paper by TLBO and the
mean error estimation technique equipped with TLBO-based fault detector is imple-
mented and tested its performance on two bus power system with wide variety of
cases. Compared to PSO, TLBO produces better optimal threshold and ensuredmore
reliable results.

Proposed Method

In this paper, mean error-based fault detector algorithm is considered for setting
TLBO-assisted threshold. This method is implemented on instantaneous current
signal since the disturbances/faults influences it in greater extent. The concept is
based on the error value calculated between actual current sample and estimated
current sample. For estimation of current sample, three consecutive samples are
considered in each phase of the line currents where the arithmetic mean of the first
and last samples is the middle sample. Suppose, ip(n−1), ip(n) and ip(n+1) are the
three consequetive current samples of phase-p at instant ‘n′. Then, the error Epn is
expressed as (29.1)

Epn = i p(n)actual − i p(n)estimated (29.1)

In Eq. (29.1), ip(n)estimated is the current sample estimated from the preceding and
succeeding samples given by

ip(n)estimated = ip(n - 1) + ip(n + 1)

2
(29.2)

This error is evaluated for all three phases and final detection index is designed
from the absolute sum of all three phase errors given by

βn = Ean + Ebn + Ecn (29.3)

The value of the fault detection indexβn exceeds themaximumerror value attained
during normal operating conditions and hence detects the fault, if

βn>ε (29.4)
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Since maximum error value attained for normal operating condition may not
ensure reliability and at the same time, PSO assistance struggles with prematurity and
needs multitrials creating a gap for fine threshold setting. Hence, TLBO algorithm is
opted in this paper to overcome both drawbacks. TLBO is a simple population search
based optimization algorithm implemented by R.V. Rao in the year 2011 based on
the concept of learning of a student in the classroom environment. In this algorithm,
searching and updating mechanisms are done in two stages known as teacher phase
and learner phase. As this algorithm is familiar in engineering research, complete
details are available in [9, 10]. To identify optimal value for the threshold of the mean
error estimation technique using TLBO, a fitness function is framed given by

ε = min{max(β(x, t))} (29.5)

In Eq. (29.5), β is the fault index function whose value depends on the fault
location x and fault inception time t included in the problem with upper and lower
limits given by

0 ≤ x ≤ L (29.6)

tmin ≤ t ≤ tmax (29.7)

where L is the total length of the transmission line and tmin and tmax are the minimum
and maximum limits of fault initiation time in seconds.

System Studied

A power system model shown in Fig. 29.1 is considered for implementation proposed
TLBO threshold setting mechanism. This test system specifications are 400 kV, 50 Hz
with positive and zero-sequence impedance (per km base) of the transmission line are
(0.03 + j 0.34) � and (0.28 + j 1.04) �, respectively. The FD utilized instantaneous
current signal with1 kHz sampling rate for verification of TLBO threshold efficacy.

Fig. 29.1 Single-line
representation of test system

Transmission Line

(300 km)

Source-1 Source-2

B2B1
~

R

~
Zs 
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Simulation Results

For the fault detector, initially, intelligent threshold is set by using TLBO and later,
several case studies are investigated to show/check the effectiveness of the proposed
fault detector with TLBO threshold.

Threshold Setting Using TLBO

While setting optimal threshold for fault detector using TLBO, process is initiated
with 300 populations with random solutions and final optimal value is achieved at
the end of final iteration 50. These random solutions are generated within the limits
of the variables as mentioned in Eqs. (29.6) and (29.7). The lower limits of variables
fault location x, fault inception time t are 1, 0.02 and upper limits are 299, 0.04,
respectively. There is no additional burden regarding selection of control parameters
since TLBO learning and updating equations are free from such control parameters.
As suggested in [6], only line-to-ground faults are simulated by TLBO in threshold
setting process. Initially, AG fault is taken for TLBO and at the end of optimization
process, the optimal threshold value converges at 0.8358. This solution is achieved
when the fault location is 151.0179 km and fault inception time is 0.0397 s. Similar
process is carried out for other line-to-ground faults and corresponding results are
presented in Table 29.1.

Out of 3-line-to-ground faults, minimum fault detection index is obtained for BG
fault and hence the optimal threshold value of the fault detector is set at 0.7347 and
this value obtained is at the end of final iteration of TLBO. In this process, initial
iteration and final iteration of TLBO solutions are plotted in Fig. 29.2 to show the
convergence of TLBO in the optimal threshold settingmechanism. Figure 29.3 shows
the entire surface of fault detection index from initial iteration to final iteration. This
complex surface shows the importance of the TLBO in this threshold setting problem
and the reliability is tested in reverse engineeringmanner with fewmore random case
studies presented in followed cases.

Table 29.1 Optimal indices
identified using TLBO for
various LG faults

Type of fault Fault location
(km)

Fault inception
(s)

Optimal
threshold

AG 151.0179 0.0397 0.8358

BG 177.1939 0.0363 0.7347

CG 266.9326 0.0329 0.8431
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Fig. 29.2 Data pattern
generated by TLBO of all
particles for initial and final
iterations in case of BG fault
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Fig. 29.3 Fault detection
index surface generated by
TLBO for BG fault

Performance of Proposed Method During Remote End Faults

Fault detection indices have less magnitude for remote-end faults in comparison with
other locations. But the interesting key observation from the TLBO results is that
the optimal threshold corresponding fault location points. These fault locations are
nearer to middle of the line. Hence, to strengthen the applicability of TLBO in this
aspect, remot-end faults need to be verified. When AG fault with fault resistance of
20� is located at 270 km (90% of section of line), the response of fault detector
with proposed TLBO threshold is shown in Fig. 29.4. From the inception of fault
(0.042 s), FD detected it in 3 ms and generated trip command.

Performance of Proposed Method During High Resistive
Faults

Fault resistance is also one parameter which influences magnitude of the fault but it is
not included in the objective functionwhile applyingTLBOand hence a high resistive



350 Ch. Durga Prasad and M. Biswal

Fig. 29.4 Performance of proposed method during remote end fault

fault case is considered to test its effect on FD. For this purpose, BG fault is created
at 90 km from Rwith a fault resistance of 100� initiated at 0.05 s. Figure 29.5 shows
the corresponding results and even the fault resistance is not taken into account; in the

Fig. 29.5 Response of proposed method during high resistance fault
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Fig. 29.6 Performance of proposed method during zero inception fault

fitness function formation, faults with high resistance are detected by the proposed
method.

Performance of Proposed Method for Faults at Zero Inception
Angles

When fault occurs at zero inception angle, the index is low compared to other incep-
tion angle cases.Of course, it is included in the objective function of TLBO.However,
to show the reliability of the proposed method, CG fault is created at 150 km from
with fault resistance of 30 � initiated at 0.0314 s. The corresponding detection plots
of proposed FDU are presented in Fig. 29.6. From Fig. 29.6 it is clearly observed
that the fault is detected within 5 ms from its inception since TLBO simulated these
cases in the process of optimal threshold setting.

Improvement in the Threshold Value Compared to PSO

TLBO provides better solutions in less time with high convergence rate than PSO
[9]. In this paper also, the results obtained by TLBO are compared with PSO [6]
and reported in Table 29.2. From Table 29.2, it is concluded that the TLBO provides
comparatively minimum threshold value than PSO. Hence, TLBO is suggested in



352 Ch. Durga Prasad and M. Biswal

Table 29.2 Comparison of PSO and TLBO for BG fault

Algorithm Fault location Fault inception Optimal threshold

PSO [6] 177.1283 0.0264 0.7349

TLBO 177.1939 0.0363 0.7347

Table 29.3 Performance of proposed method with and without source impedance

Fault Location
(km)

Inception
(s)

Resistance
(�)

Without Zs With Zs

Index Detection
time (s)

Index Detection
time (S)

AG 120 0.06 30 0.923 2 0.813 7

BG 180 0.07 50 3.104 2 3.001 3

CG 240 0.08 20 6.611 5 3.816 3

place of PSO for better results. Of course, the results seem to be closer since several
runs were executed in case of PSO.

Impact of Source Impedance on Proposed Method

The proposed threshold setting mechanism is adopted when the test system offers
source impedance. In this case, different faults are verified with and without source
impedance and reliable results are achieved in both cases with proposed intelligent
threshold setting. Table 29.3 shows the response of proposed method for various
line-to-ground faults with and without source impedance.

Conclusions

TLBO-assisted threshold setting mechanism is presented in this paper for enhancing
the performance of mean error-based fault detector in transmission line protection.
An objective function is framed in this paper for fault detector with fault parameters
and the minimum value of the function is achieved by TLBO. The method is tested
on a standard power network and results for different fault cases prove the efficacy of
the technique. Finally, comparisons are made with PSO to show the improvements
in the threshold setting mechanism by using TLBO.
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Chapter 30
A Novel MTCMOS Stacking Approach
to Reduce Mode Transition Energy and
Leakage Current in CMOS Full Adder
Circuit

Anjan Kumar and Sangeeta Singh

Introduction

Because of the developing requirement for high performance, low voltage and small
static power consuming systems, several static power reduction techniques have been
proposed. MTCMOS is widely used technique to limt static power consumption
[4]. In this technique, transistors with higher threshold voltage and lower thresh-
old voltages are used. Low Vth threshold transistors are applied to meet the speed
requirement and high Vth transistors are applied to achieve the power requirement
[2, 3, 9]. In non operatory mode, low threshold circuits are isolated from ground or
power rail using high threshold transistors. Energy consumption during mode tran-
sition is a major limitation of the MTCMOS technique. Several techniques are pro-
posed by the various research group to minimize leakage current and mode transition
energy [8, 10].

Liu et al. proposed an innovative MTCMOS technique based on charge recycling
to reduce mode transition energy [7]. The major limitation of these techniques is
the requirement of a complex timing control unit to excite the action of capacitor
charge recycling in sleep to active mode transition. Abdollahi et al. proposed another
alternative approach to reduce the mode transition energy [1, 6]. In this technique,
the short circuit current produced during mode transition is reduced by connecting
separate sleep transistor for each stage. Each High Vth transistors are on at different
time using different control signal during mode change. The main limitations of this
technique are high wakeup delay and area overhead because of more than one sleep
transistor.
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Jiao et al. gave a new idea based on the multiple-phase high Vth sleep signal
modulation technique to reduce the mode transition energy [5]. When the ground
line (virtual) reaches close to the ground value of sleep signal increases quickly
using the additional circuit in phase 3. The overall process decreases the reactivation
time. The major limitation of this technique is the need of complex analog circuit to
generate a three-phase sleep transistor control circuit.

Most of the technique proposed so far needs a complex circuit to control the
mode transition. Here an attempt is being made to reduce the mode transition energy
while keeping overall circuit simple. In this technique concept of stacking is used
to reduce mode transition energy. In general stacked MTCMOS circuit only NMOS
is stacked but in our proposed technique combination of NMOS and PMOS is used.
Mathematical analysis of complete stacked NMOS and PMOS is performed in sec.
The result is very much encouraging as discussed in Section ‘Simulation Result’.

Proposed Design

A novel low energy stacking MTCMOS technique is proposed. Here a PMOS tran-
sistor is connected above the NMOS transistor. In sleep mode, both series-connected
PMOS and NMOS are turned off. In active mode, the extra series-connected

Fig. 30.1 Proposed stacked
MTCMOS structure
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transistors (NMOS and PMOS) are turned on. In sleepmode, bothNMOS and PMOS
is turned off. This additional modification significantly reduces leakage power dissi-
pation in non operatory mode in contast with a single off device.Minimize in leakage
current is achieved by stacking effect of off-state NMOS and PMOS transistors as
depicted in Fig. 30.1. When stacked PMOS and NMOS is turned off, the voltage of
VG1 is increased to positive value because of little drain current. This reduces the
drain to the source voltage (Vds) of transistor T1.

Methodology

Strategy to Minimize Energy

In proposed stacked based design, the VGND is retained at a small voltage close
to VGND in active mode. In sleep mode, both PMOS and NMOS are turned off.
The potential at node VGND is now steadily charged to a voltage power line voltage
close to VDD. In sleep mode, the small amount of the total consumed energy is
stored at capacitor Cint . When both NMOS and PMOS is switched on, the energy
stored at capacitor Cint is consumed by the ON state PMOS transistor and charge the
intermediate capacitance Cext . This charged capacitor doesn’t discharge too quickly
because of the inverted sleep signal, which is fed to the NMOS sleep transistor.When
the sleep transistor T2 is active, the charge stored at capacitor Cext gets discharged.
Because of the stacked structure, the energy is resumed on the circuitry and a small
amount of energy is wasted on the ground.

ECONV = Edyn + Estat + Etransition (30.1)

Edyn = 0.5 × CL × V 2
DD (30.2)

Estat = ILEAK × VDD × Period (30.3)

ETRANSITION
∼= CVGND × V 2

DD (30.4)

Equivalent RC circuit in different modes of operation is as follows.

Operatory Mode(Active State):

In this mode, Transistors connected at footer are in ON state. Both sleep transistors
show small value of resistance and potential at virtual ground node is equal to zero.
So the net voltage across the combinational circuit is equal to VDD (Fig. 30.2).

When T1 and T2 transistors are turned on, the equivalent resistance of T1 and T2
are Rp,ON and Rn,ON respectively. The values of these resistances are very small as
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Fig. 30.2 Equivalent RC
circuit in active mode

both the transistors are inONstate.Capacitor (Cint) is an internal parasitic capacitance
of first transistor T1. An additional external capacitor (Cext) is placed between the
transistors T1 and T2 to limit the potential of VGND1. Internal capacitance at the
drain of T2 is neglected, as external capacitance at node VGND1 has a high value. In
the normal activemode of operation both the capacitors (Cint andCext) are discharged,
because of the low resistance path. Potential across internal capacitor Cint ≈

VCintACTIVE ≈ V
(
Rp,ON

) + V
(
Rn,ON

) ≈ 0V (30.5)

Potential across external capacitor Cext ≈

VCextACTIVE ≈ V
(
Rn,ON

) ≈ 0V (30.6)

Non-Operatory Mode(Sleep State):

Both PMOS and NMOS are turned off by connecting NMOS to ground and PMOS
to power line (Fig. 30.3).

In this mode resistance offered by both the transistors are very high as both
the transistor (NMOS and PMOS) are turned off. Because of high resistance, both
the capacitors are not finding any low resistance path to discharge. As sub-threshold
leakage current flows from low threshold full adder to the capacitorCint , first capacitor
Cint charges close to the. External capacitorCext also charges to a small value, because
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Fig. 30.3 RC equivalent
circuit in standby mode

most of the charge is acquired by the capacitor Cint , providing no path for capacitor
Cext to charge.

Potential across internal capacitor Cint ≈

VCintSLEEP ≈ V
(
Rp,ON

) + V
(
Rn,ON

) ≈ 0V (30.7)

Potential across external capacitor Cext ≈

VCextSLEEP ≈ V
(
Rn,ON

) ≈ 0V (30.8)

Transition Mode (Sleep to Active) :

During mode transition, the first PMOS sleep transistor is turned on by connecting
SLP1 to the ground whereas the second NMOS transistor is switched on after some
delay. By doing this, fluctuation at a virtual ground node can be reduced.

Mathematical Modeling of Proposed Stacked Based
MTCMOS Circuit

It is a known fact that capacitor voltage changes slowly, the potential across external
capacitors Cext and internal capacitor Cint remain equal by turning ON the sleep
transistor T1. Figure 30.4 shows the equivalent circuit of stacked PMOS and NMOS
at t= 0+ (Fig. 30.5).
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Fig. 30.4 Equivalent RC diagram of NMOS and PMOS transistor in 0<t<t1

Fig. 30.5 Wave form applied on SLP and SLP1 of Transistor T1 and T2

Potential across internal capacitor Cint ≈ V1, and
Potential across external capacitor Cext ≈ V2.

Since NMOS is off, so it shows high resistance Rnmos,OFF value and it can be
treated as open switch as shown in Fig. 30.6.
The current equation calculated using Fig. 30.7a:

i = V 1 − V 2

Rp,ON
(30.9)

At t=0+, the above circuit becomes,
As we know that VC = 1

c

∫
idt, Applying KVL in the circuit shown in Fig. 30.7b

1

Cint

∫
idt + 1

Cext

∫
idt + iRp,ON = 0 (30.10)
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Fig. 30.6 Equivalent circuit of stacked PMOS and NMOS at t = 0+

Fig. 30.7 a Circuit configuration at t = 0+, b circuit configuration at t > 0

Differentiating both sides

i

Cint
+ i

Cext
+ Rp,ON

di

dt
= 0 (30.11)

After solving
i = ke−t/Rp,ONCeq (30.12)

At Time t = 0+

i
(
0+) = k = V 1 − V 2

Rp,ON
(30.13)

Putting this value in the above equation, we get

i(t) = V 1 − V 2

Rp,ON
e
−

(
t

Rp,ON Ceq

)

(30.14)

During 0<t<t1, internal capacitor Cint starts discharging and external capacitor Cext

starts charging. This charging discharging process continues till both Cint and Cext

have the equal potential. Voltage across capacitor can be calculated using
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V 2(t) = 1

Cext

∫ t

−∞
idt (30.15)

V 2(t) = 1

Cext

∫ 0

−∞
idt + 1

Cext

∫ t

0
idt (30.16)

V 2(t) = V 2
(
0−) [

= V 2
(
0+] + 1

Cext

∫ t

0
idt (30.17)

Above equation gives the voltage across the external capacitor Cext

V 2(t) = V 2 + 1

Cext

∫ t

0

V 1 − V 2

Rp,ON
e
−

(
t

Rp,ON Ceq

)

dt (30.18)

Similarly, the voltage across the capacitor C1 will be calculated using

− V 1(t) = 1

Cint

∫ t

−∞
idt (30.19)

− V 1(t) = −V 1 + 1

Cint

∫ t

0

V 1 − V 2

Rp,ON
e
−

(
t

Rp,ON Ceq

)

dt (30.20)

Solution of above equation gives

Vcint (t) = V 2Cext + V 1Cint

Cint + Cext
+ Cext

Cint + Cext
(V 1 − V 2)e− t

τ (30.21)

where

τ = Rp,ON

(
CintCext

Cint + Cext

)
(30.22)

Equation 30.21 shows the net voltage drawn from power supply for charging both
the capacitors (Cint and Cext) during complete reactivation. When making transition
from sleep to active mode, intermediate node capacitors get discharged due to on
currentION flowing from low threshold full adder to ON sleep transistors. Because of
the stacked PMOS and NMOS, considerable amount of charge is saved rather than
disposing on the ground. Hence the net energy consumed from power supply during
sleep to active mode (ESLEEP−TO−ACTIVE) transition for charging intermediate virtual
ground node (VGND and VGND1) is reduced.
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Simulation Result

Leakage Current in Sleep Mode

Leakage power in sleep mode is measured when the circuit is not operatory. High
threshold PMOS and NMOS is turned off by applying an input of 1 and 0V on SLP
and SLP1.

Figure 30.8 shows a reduction in sleep mode leakage current as compared to the
conventional Technique in 1-bit full adder circuit.

Table 30.1 shows the comparison of leakage current of 1-bit full adder circuit with
conventional MTCMOS Technique for different input combinations. Results clearly
reflect that proposed technique reduces leakage current by significant amount.

Static Energy

For each operation energy of circuit is calculated by summing both static energy and
dynamic energy. Integration of leakage current during complete sleep time period
gives static energy.

Fig. 30.8 Comparison of leakage current with different input combination in conventional and
proposed technique
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Table 30.1 Comparison of Leakage current in conventional and proposed MTCMOS technique

Input vector Conventional MTCMOS Proposed MTCMOS

C A B (nA)� (PA)∗

000 1.1795 0.7503

001 6.1382 1.0524

010 6.0658 1.0397

011 3.2568 0.6218

100 5.5682 1.0110

101 3.2568 0.6218

110 3.1325 0.6060

111 1.4824 0.5686

Table 30.2 Comparison of static energy in conventional and proposed MTCMOS technique

Input vector Conventional MTCMOS Proposed MTCMOS

C A B (nA)� (PA)∗

000 58.975 37.517

001 306.91 52.622

010 303.29 51.989

011 162.84 31.090

100 278.41 50.550

101 162.84 31.090

110 156.62 30.303

111 74.123 28.432

As shown in the Table 30.2 the static energy dissipation is greatly reduced as
compared to the conventional technique by a good amount. When the entire input
vector is same the energy dissipation is minimum.

Mode Transition Energy

When making the transition from sleep to active vice versa, a considerable amount
of mode transition energy is consumed. Consumption in energy is attributed to the
charging and discharging of a capacitor connected at a virtual ground node. To
satisfy performance requisite, the size of the sleep transistor is generally taken larger
in comparison to other transistors connected in the main logical block. A large-
sized sleep transistor further increases the internal capacitance value of virtual lines
(Fig. 30.9).
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Fig. 30.9 Comparison mode transition energy dissipation with different input combination in con-
ventional and proposed technique

Conclusion

A novel stacking MTCMOS circuit is proposed and their mathematical analysis
is performed. The proposed circuit is simulated and performance parameters like
leakage current, static energy, and mode transition energy are calculated. Results
show that the proposed technique minimizes the leakage current and static energy
dissipation by more than 80% as compared to the conventional MTCMOS circuit.
Simulation is also performed to calculate mode transition energy dissipation. Results
show that, when the same input is applied to all the inputs of full adder, the average
reduction in mode transition energy is around 27%.
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Chapter 31
A Backward/Forward Method
for Solving Load Flows
in Droop-Controlled Microgrids

Rahul Raj and P. Suresh Babu

Introduction

In the operation, analysis, control, and optimization of a power system, the power flow
studies are important. The system reconstruction and reconfiguration use the power
system analysis tools [1]. These are employed in the operation and planning of distri-
bution networks [2]. The classical strategy like fast decoupled, Newton Raphson, and
Gauss-Seidel are also used in the load flow analysis. But there are situations when
they are inefficient and not easy to implement, mostly in the case of a poorly condi-
tioned system. Therefore, a methodwhich also has been used in the analysis of power
flow in radial type of distribution networks [3] that is backward/forward sweep. The
method of BFS is based on Kirchhoff’s voltage law and Kirchhoff’s current law. The
improvement of the distributed generators has put together an experienced dimension
to the standard distribution network after using bidirectional power flow. Amicrogrid
can be formed by the combination of several DGs. The power can be supplied by
them to the loads without any reinforcement of the master grid. Microgrids are the
parts of a smart grid, which can guarantee high reliability. Microgrids can be handled
in two ways, that is, grid-connected mode and islanded mode [4]. The frequency of
the whole system is controlled by the grid and it is designed as a slack bus and all
DG buses are designed as PQ bus in the grid-connected mode. For the islanded mode
the DG bus are not designed as PQ, PV, or slack bus. The reactive and active power
of DGs depends on the frequency and the voltage of the system which is a droop-
based case. The powers of the generators are inversely dependent on their respective
droop coefficients. The classical methods taken earlier do not work for change in the
frequency which makes them insufficient for the study of the islanded microgrids.
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The solution of the load flow can be established if the main grid is attached to the
microgrid. It is divided into two parts: (1) one which requires derivatives and (2) one
which do not require derivatives. A method called Newton trust region [5] has been
taken into account considering the several operating modes of DG containing droop
to establish a number of equations for the solution of power flow. These equations
are nonlinear which increases with the DGs. This method disregarded the effect of
the droops. The methods which are derivative based may not be proper to solve prac-
tical problems. The BFS is the most efficient load flow methods for the distribution
systems. It is a derivative-free method and it does not require calculation of the Jaco-
bian matrix. A direct method [6] has been given to solve the load flows in islanded
microgrids. The results of the algorithm have been compared with that of [6]. BFS
is a productive method for the radial as well as the distribution networks which are
weakly meshed. The mathematics required is just the calculation of flow variables
such as apparent powers and the complex current.

The contributions of this paper are following

(1) A method which is free of derivative to solve the power flow problem in the
islanded microgrids.

(2) The given method succeed in dealing with the restriction of the conventional
BFS methods.
In the proposed method, a microgrid with DGs which is controlled according to
their droops has been considered. The droops taken into consideration are the
P-f and Q-V droops.
In what follows, models of the system in Sect. 2 are provided followed by the
proposed method in section

(3) Section 4 is the results part and Sect. 5 is the conclusions of this paper.

Models of the System

There are two models to be considered. The DG model and the load model
Load Model
This static load model is used for modeling loads. The load power absorbed

depends upon the voltage magnitude and the frequency. The equations representing
the static load model are

PiL = PioL

( |Ui |
|Uo|

)a(
1 + Spf (ω − ωo)

)
(31.1)

QiL = QioL

( |Ui |
|Uo|

)b(
1 + Sq f (ω − ωo)

)
(31.2)

given |ωo| andUo are nominal frequency and nominal voltage, respectively. |Ui | is the
voltage magnitude at ith bus and the system frequency is ω. Pio and QioL, at nominal
working voltage of system, are representing active and reactive power of ith bus. a
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and b are the active power and the reactive power exponents [5]. Spf varies from 0
to 3 and Sqf varies from −2 to 0 are the frequency sensitivity factors [7].

DG Model
The DGs which are implemented here are droop controlled. It means that each

individual DG supplies to the net system power depending upon the coefficients of
their droops. The DGwith larger droop coefficients will contribute lesser power. The
islanded DGs droop operation is represented by the following equation

ω = ω0 + xp(PG − PoG) (31.3)

|U | = |U0| + xq(QG − QoG) (31.4)

where PG and Q G are the DG generated active and reactive powers; PoG and QoG
are the nominal active and reactive power generated, x q and xp are the coefficients
of voltage droop and frequency droop, respectively [8].

The suggested method

The suggested method is divided into 4 stages
Stage 1 (Before BFS)
In this stage, all the procedures which are done before the starting of the backward

sweep takes place. In this, a virtual bus (VB) is added to a DG bus which will act as
a fake-grid. A correction variable of frequency is put to zero and all the voltages of
the buses are put to one. The DGs supply electric power which is computed with

PiG = PioG + �PiG

�PiG = � f

xip
(31.5)

wherePi represents active power produced at ith bus, PioG, at nominal frequency, f o,
is the active power(nominal) produced at ith bus.�Pi the active power producedwith
respect to the deviation in the frequency, �f , and xip is coefficient of the frequency
droop at ith bus.

The voltage deviation,�U, is used to determine the reactive power produced. The
DGs supply reactive power as

Qi = QioG + �QG ,�QiG = �Ui

xiq
(31.6)

where QiG, the reactive power produced at ith bus, QioG, at nominal voltage, Ui,.
�QiG is the reactive power produced with respect to the deviation in voltage, �Ui

and xiq is coefficient of the voltage droop at ith bus.
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Stage 2 (Backward Sweep)

The voltages at entire buses are presumed to be well known in this stage. Each bus
current is evaluated by the help of the voltages at the bus and the apparent power.
The apparent power is determined at each bus as

Ai = Pi + j Qi = (PiG + QiG) − (Pil + j Qil) (31.7)

After this, the current is computed as

Ii = Pi − j Qi

U �
i

(31.8)

The branch currents regarding the main junction that is the virtual bus can be
given by summing the nodal currents backwards. This procedure can be represented
as

Ii j = I j +
∑
k∈b j

I jk (31.9)

where is the bus set which are next to jth in the direction of the virtual bus. The next
equation establishes the relation of the bus nodal currents with the branch current

[B] = [BIBC][I] (31.10)

where the darked letters represent thematrix or vector variables, the current in branch
is B, I represents current in bus, BIBC represents the evolution vector [9]. This
vector working creates the branch currents from the nodal currents by the help of the
evolution vector. The evolution vector contains ones and zeros. Also, an n bus radial
system will have n − 1 number of branch currents. Hence, the evolution vector is
an upper triangular matrix whose dimension is (n – 1 × n − 1). Then, stage 2 is
completed and the algorithm is moved forward to stage 3 as soon as the solution of
the branch currents is achieved.

Stage 3 (Forward Sweep)
The stage 3 includes the determination of the voltages beginning from the

connected virtual bus and moving toward the lower bus. The branch currents, the
substation voltage, and the line parameters can be used to represent the bus voltages
[8]. The dependency of the bus voltages on the virtual bus can be given as

[U1] − [U] = [�U] (31.11)

where U1 is the virtual bus voltage, U is the bus voltages at the buses from two to
n, �U is the difference of voltages between the bus 1 voltage and the remaining bus
voltage. Equation (31.11) can be rewritten as
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[U] = [U1] − [�U] = [U1] − [BCBV][B] (31.12)

Given BCBV vector is a evolution vector which uses the branch currents to get
the bus voltages as explained in [8]. From Eqs. (31.10) and (31.12), we can get the
following relation

[U] = [U1] − [BCBV][BIBC][I] (31.13)

Stage 4 (After-BFS Update)

It can be the frequency and the voltage rectification stage. Generally, the system
frequency and the voltage of the virtual bus are not permanent in a droop-controlled
islanded microgrid. Therefore, these are adjusted in this stage. It takes place after a
number of iterations in a backward/forward method. A virtual bus concept is equiv-
alent to connecting a pseudo-grid to the islanded microgrid. Therefore, at the start of
the algorithm, through the pseudo grid, there will be power flow which implies that
the steady-state solution has not been reached by the system. According to the power
flowing away from or towards the pseudo-grid, the voltage of the virtual bus and the
frequency of the system are modified. On the voltages of the overall system, there
will be a ripple effect due to the modification of the virtual bus voltage. The total
active power variation on the virtual bus, �P, is found after subtracting the active
power coming out of the virtual bus from the inserted active power on the virtual
bus denoted as P1G, which is put to zero. The active power coming out of the virtual
bus is apparent power’s real part produced by the virtual bus denoted as (U1B). The
relation between frequency update

�f and �P is

�P =
z∑

i=1

1

xip
� f (31.14)

where �f = f − f o and z represents the number of DGs taken into the system.
Equation (31.14) can also be written as

� f = xpeq
[
P1G − R

(
U ∗

1B

)]
(31.15)

where

xpeq = 1
z∑

i=1
xip

(31.16)

P1 is the virtual bus active power generation, U1 is the virtual bus voltage, and
Bj−1 is the branch to jth bus from the virtual bus approaching the identical method in
[8]. Consequently, there will be an upgradation in the line impedances as well, due
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to the frequency update as

Zi j = Ri j + j X j
fk+1

fk
(31.17)

where Zij is the impedance between the bus i and bus j, Rij and Xij are the resistance
and reactance between the bus i

and bus j, respectively, f k+1 and f k represent the frequency at the (k + 1)th and the
kth iterations, respectively.

The variation, at the virtual bus, of the total reactive, �Q, is found by subtracting
the reactive power flowing out of the virtual bus from the inserted virtual bus reactive
power designated as Q1G. Q1G is the reactive power produced by the virtual bus that
is put to zero. Therefore, the variation of reactive power a signal that the steady
state has not been reached by the solution yet. Similarly, to the computation of the
frequency variation, the variation of reactive power provides a root to the renovation
of the deviations in the voltage, �U, as

�Q =
∑

(1/xiq)�Ui , �Ui = |Ui | − 1 (31.18)

The update of virtual bus, �U1, is given as,

�U1 = xqeq
[
Q1G − I

(
U1Bj − 1�

)]
(31.19)

where

xqeq = 1
z∑

i=1
1/xiq

(31.20)

Q1G is the virtual bus reactive power. For the virtual bus, the reactive and the
active power both will come to zero showing the convergence of the frequency and
the voltages of the system. The convergence condition can be the inclination of the
reactive and the active power flows from the virtual bus to zero and�U1 to zero. The
algorithm is stopped when �U1 is not more than 10−4. The flowchart in Fig. 31.1
represents the whole algorithm.

Results

The system taken under study is test system of 33-bus [9]. The system shown in
Fig. 31.2 contains 5 DG buses at 1, 6, 13, 25, and 33. All of these DGs have their
own droop coefficient

The nominal powers of all the DGs has been taken as,
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Start

Connect a new bus (virtual bus) to any bus

Ini alize U = 1⦟0 pu, f = 1 pu, ∆f 1 = 0, ε (convergence threshold) = 10−4

Calculate the current , using (8)

Calculate the branch current , using (10)

Calculate voltage at buses , from i= 2 to n using(13)

c = c+1 Find tolerance, t = Max| − |

No 
t < ε

Yes

     Find ∆f  from  (15) 

Update = + ∆f

Calculate 1 using(19)
Update = + 1 1 1

Update = + using +1 and in (5) and (6)

k = k+1 
Line impedance update using (17)

No 1 < ε

Yes

Stop

Fig. 31.1 Flowchart for the given method
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Fig. 31.2 Test system of 33-bus [10]

PioG + jQioG = 0.9 + j0.9. The droop set taken into consideration is shown in
Table 31.1.

Table 31.1 DG droops DG Bus location xp xq

1 1 −0.04 −0.04

2 6 −1.00 −1.00

3 13 −0.20 −0.10

4 25 −0.50 −0.30

5 33 −0.20 −0.20
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The values of the constants a, b, Spf and Sqf has been taken as a = 2, b = 2, Spf
= 1 and Sqf = 1. The power flow results using the algorithm have been shown in
Table 31.2.

Table 31.2 Power flow results

Bus number Voltage (p.u.) Voltage angle (degree) Load, PL (p.u.) Load, QL (p.u.)

1 0.9989 0 0 0

2 0.9959 −0.0070 −0.19 −0.11

3 0.9943 −0.0462 −0.17 −0.07

4 0.9927 −0.0486 −0.23 −0.15

5 0.9933 −0.0551 −0.11 −0.05

6 0.9920 −0.0959 −0.11 −0.03

7 0.9912 −0.0960 −0.39 −0.20

8 0.9895 −0.1832 −0.39 −0.20

9 0.9900 −0.2173 −0.11 −0.03

10 0.9899 −0.2858 −0.11 −0.03

11 0.9899 −0.3477 −0.08 −0.05

12 0.9917 −0.3603 −0.11 −0.06

13 0.9945 −0.3861 −0.11 −0.06

14 0.9932 −0.4530 −0.23 −0.15

15 0.9919 −0.5125 −0.11 −0.02

16 0.9906 −0.5411 −0.11 −0.02

17 0.9891 −0.5575 −0.11 −0.03

18 0.9878 −0.6159 −0.17 −0.07

19 0.9979 −0.6229 −0.17 −0.07

20 0.9950 −0.0165 −0.17 −0.07

21 0.9944 −0.0727 −0.17 −0.07

22 0.9938 −0.0898 −0.17 −0.10

23 0.9941 −0.1081 −0.17 −0.40

24 0.9930 −0.1819 −0.83 −0.40

25 0.9942 −0.2410 −0.83 −0.04

26 0.9909 −0.0701 −0.11 −0.05

27 0.9889 −0.0335 −0.11 −0.05

28 0.9875 0.0833 −0.11 −0.04

29 0.9845 0.1815 −0.23 −0.15

30 0.9840 0.2471 −0.39 −1.20

31 0.9871 0.2269 −0.29 −0.15

32 0.9882 0.2345 −0.41 −0.20

33 0.9911 0.2848 −0.11 −0.07
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Generation (PC) Generation (QC)

2.8510 0.9079

0.9779 0.9085

1.2904 0.9462

1.0560 0.9085

1.2902 0.9460

PG QG PL QL PLoss QLoss

Total 7.4655 4.628 7.42 4.5 0.354 0.0268

Conclusion

A method of backward/forward sweep is proposed in the paper for solving the
power flow for an islanded AC microgrid. This algorithm is a divergence of the BFS
approach generally preferred in the study of power system networks. This method is
taken such that one of the unknown variables is the system frequency that is standard
for an islanded system. There is no slack bus considered in the system. The algorithm
was tested on 33-bus distribution system. The results were contrasted with the direct
method and the proposed algorithm was more accurate. The instant implementation
of the proposed algorithm is to examine the equilibrium of the islanded microgrid in
the specified state of droop and load positions. In respect to the conventional or clas-
sical methods, thismethod is straightforward and uncomplicated to implement which
makes it an interesting apparatus to solve the power flows of islanded microgrids.
The results were more accurate under various droop gains.
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Chapter 32
Monte Carlo Simulation Application
in Composite Power System Reliability
Analysis

Atul Kumar Yadav, Soumya Mudgal, and Vasundhara Mahajan

Introduction

In the modern society, as the renewable energy sources (RES) are fastly integrated
with existing power generation, maintaining the reliability of system without any
load interruption and customer satisfaction is a major concern to focus on. RES can
bemodelled in different states to analysis the reliable power supply. As different RES
have state model, MCS technique is one of the leading approaches to accumulate the
RESwith existing thermal and hydropower project [1, 2].Markov chain process is the
key factor for determination of transition of power system components from one state
to another. The transition rate of each state can be estimated through random number
selection in MCS technique. Several points have been discussed below which may
lead to improve the system reliability performance. Failure of any components of the
power system will lead to several effects on security performance. The maintenance
of the system under fault situation will cause to make the system more secure and
according to load demand in the system, under faulty condition how to improve the
system performance in terms of reliability is a major concern of the MCS modelling
[3, 4]. Computational efficiency gets improved by using MCS in reliability study of
complex system. A slop-based stability approach is discussed to make system stable
and reliable through its state of position. The equilibrium states based reliability is
studied through direct MCS that also called the adaptive MCS [5, 6].
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Fig. 32.1 Three state model
of generating unit

2 3

1

Up

DownDerated

• Consider interior transmission restrictions in the generation system reliability
assessment.

• Minimize comparative investments in composite systems.
• Improved trends in the distribution of resource.
• A better demonstration of generation effects in transmission system reliability

study.
• Dispersed generation: battery storage, co-generation, etc.

Modelling of Components

The following components can be used in the reliability analysis of composite system
generating units, transformers, transmission branches, bus bars, and circuit breaker.
Each components model can be studied in several state operations.

Statemodel of generating units: Generators aremodelled in three states followed
by UP, DOWN, and derated states. Transition diagram for different states of
generating units is shown in Fig. 32.1.

Transmission branches: Transmission branches either are supposed to stay in the
up or down state. The rate of failure and repair is supposed to be reliant on environ-
mental condition. Transition diagram of transmission system for different states is
represented in Fig. 32.2 below. Environmental scenarios are supposed to occur either
in the usual or adverse state. A significant problem regarding the environment is the
degree of coverage. When the system consists of a huge space zone, at any specified
period, every zone may have dissimilar states of climate. A meticulous treatment
related to this consequence is not conceivable and some modifications are required.
One method is to patrician the entire zone into some different sections. The climate
in every section is considered with a mean period of normal (usual) and adverse
states [7–9]. The climate variations in each section are supposed to be autonomous.
Each branch is consigned to a certain section, which actually represents that branch
is mainly effected through the climate in the respective section.

Transformers and buses: These components are also considered as a two-state
model like transmission branches. Failure and repair rate of these components are
supposed autonomous behaviour with climate [7].

Circuit breakers: It has numerous failure ways as defined in several points below.
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Fig. 32.2 Model of
transmission line

Ground faults: It shows to the fault occurs in the breaker itself. The breaker is
considered in a similar way as a bus or transformer for this type of related fault.

Operation failure: The main aim of a breaker is to separate the faulted section.
Due to buried faults in the breaker, sometimes, breaker will not operate accordingly
that means it will not open under the fault situation [10, 11].

Undesirable tripping: Sometimes breaker will be open without any external
command. This is generally considered not to have a significant effect on the related
outages.

The DC load flow is normally sensed to be a sensible conciliation among compu-
tational price and correctness related to forecasting analysis. It is frequently in an
area where the system is powerfully interlaced and no under or over voltage situation
occurs. The AC load flowmodel grips both features of real and reactive power. In the
AC load flow model, there is a restriction over real and reactive power generation. It
generates reactive power according to bus voltage constraints.

Backgrounds

Reliability parameter analysis of a real physical system could be predictable by
assembling data on the existence of failures and times of restoration. Monte carlo
simulation (MCS) technique elaborates on the failure and restoration antiquity of
components states. Statistics are composed and parameters assessed by statistical
implication. There exist two leading methodologies in MCS, sampling or non-
sequential and sequential simulation. This section describes the basic idea of MCS
and its application to composite power system reliability [12, 13]. MCS used random
numbers for prediction of reliability indices and then describe the ideas of sampling
and sequential simulation [14]. The necessity for numbers to be random is that
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each number should have an equal probability of captivating on any one of the
probable values and it must be statistically autonomous of the other numbers in
the system. Therefore, random numbers of a specified range monitor a uniform
probability density functions (pdfs) [15, 16].

μ Normal climate repair rate
μ

′
Adverse climate repair rate

λ Normal climate failure rate
λ

′
Adverse climate failure rate

N , S Mean time of normal and adverse climate
Multiplicative congruential method: In this method, a random number is

generated by the following mathematical relationship shown in Eq. (32.1).

Rn+1 = (kRn)(mod m) (32.1)

where Rn is nth random number and k,m are positive integers such that k <m. Rn+1

is the remainder of kRn after its division with m.
Random sampling or non-sequential simulation: This process can be more simply

carried out by using a cumulative probability or pdfs. If the system contains n
autonomous components, then n random numbers will be required to illustrate the
state of every component.

Random Sampling of States Basic Ideas
Let x = (x1, x2, . . . , xi ) be the state of system components where
xi i th component state
X Set of states
P(X) Probability associated with state x
F(x) = Test to be conducted to check the availability of required load.
The expected value of F(x)

E(F) =
∑

x∈X
F(x)P(x) (32.2)

For E(F) to be LOLP
F(x) is 1 if load curtailment in state x ; otherwise, 0.
In random sampling, x ∈ X are sampled from their joint distributions. Then

estimate of E(F).

E(F) = 1

NS

NS∑

i=1

F(xi ) (32.3)

where
NS = total number of sample
xi= i th sampled value
F(xi )= test result associated with xi
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V (Ê(F)) = V (F)

NS
(32.4)

Since V (F) is unknown and can be estimated through relationship,

V̂ (F) = 1

NS

NS∑

i=1

(F(xi − Ê(F))2 (32.5)

Equation (32.2–32.5) shows the relationship of estimation and its variance based
on the sampled values.

Algorithm

1. Initiate NS = 0
2. NS = NS + 1, state selection xi ∈ X .
3. Calculate test value associated with, i.e. F(xi ).

4. Estimate the value of
∧
E(F)

5. Evaluate the mismatch of the estimate.
6. If the mismatch is satisfactory, stop; otherwise, return back to step 2 and continue

the process.

Sequential Simulation: It can be accomplished either by advancing period in
fixed steps or by advancing to the next event.

Fixed period interval method: This method is convenient in Markov chains
process when transition probabilities over a period step are defined.

Next event method: This method is applicable when the times in system states
are defined using continuous variables with pdfs. Discrete random variables are only
a special case of continuous random variables. Equations (32.6–32.8) shows the
relationship of probability distributions of random selection.

Let

z = F(X) (32.6)

Let ϕ is inverse of F ; then

x = ϕ(z) (32.7)

Probability distribution determined as follows

P(x ≤ X) = P(F(x) ≤ F(X))

= P(z ≤ F(X))

= P(X) (32.8)

• Sequential simulation is usually sluggish to converge than non-sequential.
• Random sampling used lesser data for estimation of reliability parameter in

comparison with sequential simulation.
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• For time interrelated actions, sequential simulation is very appropriate.

Reliability parameter can be studied in two sections deterministic and proba-
bilistic.

Deterministic reliability parameter: This approach of reliability study require
fewer data to predict the parameter associated with this method. Following parameter
is used to estimate the system reliability:

• Per cent Reserve Margin: This can be defined as the excess generation over the
installed capacity of generating units with respect to annual peak load demand.

Probabilistic reliability parameter: Probabilistic method is the main focus of
modern power system reliability evaluation. It has the capability to determine the
several reliability parameters based on the individual and cumulative probability.
Some parameters related to reliability are explained below.

• Loss of LoadExpectations (LOLE): LOLE is defined as the un-fulfilment of annual
peak load demand in day per year or hour per year.

• Expected Unserved Energy (EUE): EUE defined as the expected energy fail to
supply per year due to the shortage of available capacity.

Conclusion

This paper discusses about MCSmethod to analyse the power system reliability with
the state model of components. A random number can be generated through several
methods with equal probability of each number to be chosen. Random sampling is
used to estimate the reliability parameter within an acceptable range. Deterministic
and probabilistic reliability parameters are explained in this paper. As the power
system consists of several components which causes an unreliable situation in most
of the unhealthy operation of components. MCS gives a state model of individual
components and with a combination of components connected through bidirectional
transition rates. The probability associated with each transition is used to estimate
and predict the system reliability performance. This paper explains a review of the
basic idea of MCS used in power system reliability evaluation and model of different
states of the existing components of the system. The outcome of this review paper
is that MCS makes the system more efficient in terms of computational approach of
reliability parameters.
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Chapter 33
Enhancement of Static Voltage Stability
Margin Using STATCOM
in Grid-Connected Solar Farms

S. Venkateswarlu and T. S. Kishore

Introduction

In the era of ever increasing load growth due to improvement of global economic rise,
industrial infrastructure development, social living status of people, the power system
faces new challenges every single day. This pressure is even increased on account of
deregulation which is a consequence of reforms in electricity policies in accordance
with new trends in electricity industry and its stakeholders. Under such situation,
generating and transmission of power uninterruptedly are of significant importance
and even forms the major indices of power system operation in many nations. In
order to achieve this, the entire power system must be operated stably or in other
words, the power system should maintain stability. Of all power system stabilities,
voltage stability is of serious concern because of its inherent nature of gradually
endangering the power system network operation leading to system blackouts. It is
because, most of the power system protective devices will not consider this voltage
stability phenomenon as faults and will not provide any isolation mechanism, even
though to some extent, the damage can be limited to brownouts. Therefore, the power
system should be supervised for an extensive range of system circumstances in order
to assess voltage stability [1, 2].

In general, static voltage stability analysis is used to examine the system security
against an operating point, assess the stability margin, and define the voltage collapse
limits. In a deregulated system, due to increased loading, limited expansion of gener-
ation and transmission capacity and stochastic market scenarios cause the system to

S. Venkateswarlu (B) · T. S. Kishore
GMR Institute of Technology, Rajam, Andhra Pradesh 532127, India
e-mail: venkatchamala135@gmail.com

T. S. Kishore
e-mail: kishore.ts@gmrit.edu.in

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer
Nature Singapore Pte Ltd. 2021
A. K. Singh and M. Tripathy (eds.), Control Applications in Modern Power System,
Lecture Notes in Electrical Engineering 710,
https://doi.org/10.1007/978-981-15-8815-0_33

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8815-0_33&domain=pdf
mailto:venkatchamala135@gmail.com
mailto:kishore.ts@gmrit.edu.in
https://doi.org/10.1007/978-981-15-8815-0_33


388 S. Venkateswarlu and T. Kishore

operate at highly stressed conditions leading to voltage instability. This can lead to
partial or complete blackout of the system. The generator reactive power limits also
contribute significantly to this phenomenon [3]. The development of FACTS devices
has opened new opportunities for enhanced efficient operation of power system along
with fast control on systemparameters such as phase, voltage, and impedance.Hence,
better control of power flow and improved voltage regulation can be achieved, which
further tries tomaintain the system at prescribed voltage stability or thermal limits. In
view of the present scenario, this paper presents a study on the impact of integrating
a renewable energy (SPV) source in power system network on the static voltage
stability of the system. The IEEE 14 bus test system was chosen to carry out the
present research and is modified to incorporate the renewable energy source. The
voltage stability analysis has been carried out by continuation power flow and the
results are analyzed. Results indicate that FACTS devices have significant potential
in enhancing the system voltage stability by increasing their limits.

SPV Impact on Grid

In recent years, in view of the reforms taking place in energy markets, new ventures
are mushrooming to inject power produced from renewable energies especially wind
and solar, into electricity grid at a higher percentage. At the same time, due to
economic growth, energy demand is ever rising and power grids are forced to operate
at maximum threshold level. In this scenario, maintaining voltage stability is an
important concern regarding grid operation and planning to safeguard reliable power
supply. Solar photovoltaic (SPV) power generation is considered the most prominent
green energy source because of its inherent benefits such as the free and affordable
alternative to conventional power generation. Apart from its advantages, it also has
negative effects on the efficiency of electrical grid voltages, particularly in the case
of high penetration rates. The issues that need to be addressed before injecting SPV
energy into the power grids are: voltage regulation, high levels of grid-connected
SPV result in problems like relay desensitization, nuisance tripping, interference
with automatic reclosers, and ferroresonance and power quality issues also. Most
of these issues are related to voltage stability and ways to mitigate this is highly
essential to completely utilize the benefits of renewable energy sources [4].

System Modeling

The proposed work in this paper is intended to be implemented on IEEE 14 bus
test system illustrated in Fig. 33.1. The system under consideration entails of five
synchronous generators with IEEE type-1 exciters, three of which are synchronous
condensers used only for reactive power support. There are nineteen buses, seventeen
transmission lines, eight transformers, and eleven constant impedance loads.The total
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Fig. 33.1 IEEE 14 bus test system

load demand is 259 MW and 73.5 MVAr. Static voltage stability analysis has been
carried out using continuation power flow method on test system with and without
FACTS device (STATCOM). Further, a minor modification has been done to the test
system by way of replacing a PV generator at a particular busbar and incorporating
a bulk SPV power generating source of equivalent capacity and the similar analysis
procedure has been carried out.

STATCOMModel

The compensation of real and reactive power can be effectively done by a shunt
device, STATCOM (Voltage Source Inverter—VSI), which accepts a DC voltage as
input and delivers AC voltage as output. STATCOM adjusts voltage and angle of
internal source by controlling the voltage at the bus to which it is connected wr.r.t.
a reference value. It displays continual current characteristics when the voltage is
low/high under/over the limit which is responsible for delivering constant reactive
power at the limits [5]. The STATCOM model and its typical characteristics are
illustrated in Fig. 33.2.
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Fig. 33.2 STATCOM and its characteristics

The capacitor voltage VDC is given by,

Vdc = P

CVdc
− Vdc

RCC
− R

(
P2 + Q2

)

CV 2Vdc
(33.1)

The power injection at the AC bus as from:

P = V 2G − kVdc cos(θ − α) − kVdcV Bsin(θ − α) (33.2)

Q = −V 2B − kVdc cos(θ − α) − kVdcVGsin(θ − α) (33.3)

SPV Model

SPV generator used for supplying the equivalent power generally consists of PV
system, boost converter, inverter, and a transformer which steps up voltage to make
the system grid interconnected. A PV array is composed of many modules joined in
parallel and a module is composed of many cells joined in series. Since the generated
voltage of PV system is very low, a boost converter is used to step it up so that it can
be given as input to the inverter. This is done by implementingmaximum power point
tracking to optimize the PV system working. Inverter controls the active and reactive
power pumped into grid. SPV generators, being enormous in size, are considered as
PV models with limited VAr capacity, for supplying reactive power [6]. The single
line diagram and constant PV mathematical model used are presented in Fig. 33.3.
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Fig. 33.3 SPV single line diagram and constant PV model

Simulation and Results

Continuation power flow analysis is a powerful tool to assess the static voltage
stability analysis of a power system network [7–9]. It basically uses amodified power
flow equations and then employs a predictor–corrector method to find the point of
collapse or voltage stability margin as the loading parameter is increased [10, 11].
The loading parameter is usually the reactive power. This technique is adopted in the
present study [12, 13]. Voltage stability analysis is first carried out on IEEE 14 bus
test system and the voltage magnitudes corresponding to static voltage collapse point
or limit at all buses are identified. Later, STATCOM is place at each of the 9 buses
excluding the generator buses and the same analysis is repeated. The results of both
these simulations are presented in Table 33.1. The voltage stability limit or voltage
collapse point can be identified pictorially by plotting the PV curves illustrated in
Fig. 33.4. Further, a ranking table has been constituted to assess the improvement in
bus voltage stability limit w.r.t the STATCOM placement at a particular bus. From
this assessment, the optimal location for placement of STATCOM is identified. The
results of these are presented in Table 33.2. The entire process discussed above is
repeated by incorporating a SPV farm at bus 2 for the test system considered and thus
is designated as modified IEEE 14 bus test system. The results of the simulations
carried out on modified IEEE 14 bus test system are presented in Tables 33.3 and
33.4. The QV curves illustrating the results of modified IEEE 14 bus test system are
illustrated in Fig. 33.5.

Conclusions

In this paper, keeping in view the current stressful operating conditions of power
systems posed by multifaceted constraints and the importance of maintaining
stability, an attempt has been made to incorporate SPV generation with high level
of penetration into a conventional power grid and determine the voltage stability
margins for a wide variation of reactive power limits. The simulations were success-
fully implemented by modifying IEEE 14 bus test system so as to incorporate a SPV
farm in MATLAB. The results can be interpreted as follows.
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IEEE 14 Bus test system results without 
STATCOM 

IEEE 14 Bus test system results with 
STATCOM 

Fig. 33.4 PV curves for IEEE 14 bus test system
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Table 33.2 Ranking table for IEEE 14 bus test system

Bus number Without STATCOM Voltage magnitude rank-wise with
STATCOM

Optimal location

14 0.55 13, 12, 11, 10, 9, 7, 5, 4(1.04), 14(0.73) 12

9 0.6 12(0.851), 10, 9, 7(0.84), 5, 4(0.825),
13(0.812), 14(0.7)

10 0.6 10(0.85), 9, 7, 11(0.84), 5, 4 (0.8332),
12, 13(0.82), 14(0.73)

4 0.65 4(0.75), 12, 11, 10, 9, 7, 5, 14(0.7),
13(0.685)

5 0.65 5(0.72), 4(0.7), 12, 10, 9, 7(0.68),
14(0.67), 11(0.667), 13(0663)

7 0.7 4(0.87), 7, 5(0.86) 12, 11, 10, 9(0.85),
13(0.83), 14(0.8)

11 0.76 11(0.955) 10,9 (0.94) 12, 13 (0.926),
4(0.935), 7, 5(0.93), 14(0.88)

13 0.807 13(1.045) 12(1.015) 11, 10, 9(1.0050),
7(1.005), 4(1.0035), 5(1.0025),14(0.935)

12 0.86 12(1.05) 13(1.037) 11, 10, 9, 7(1.017) 5,
4(1.016)

(i) From Table 33.1, it can be observed that in the base case simulation, 14th bus
is identified as weak bus with a voltage collapse point corresponding to 0.55
magnitude.

(ii) To improve this, a STATCOM has been placed at all buses except gener-
ator buses. When the STATCOM is placed at 14th bus, the magnitude was
improved to 0.74 and at all remaining buses, it was improved to 1.04. A similar
improvement has been found at all buses by using STATCOM.

(iii) From Table 33.2, it can be observed that a ranking has been given to buses
employing STATCOM on the basis of improvement in voltage magnitudes.
This is done to select the optimal bus location for STATCOM placement. For
example, the base case voltage magnitude at bus 9 is 0.6. It has been observed
that maximum improvement can be found by placing a STATCOM at bus
12 (0.851) followed by buses 10,9,7 (0.84), etc. This indicates that bus 12 is
optimal location for improvement of voltage magnitude at bus 9.

(iv) A similar ranking analysis has been done to identify the optimal location and
the best bus location exhibiting significant voltage magnitude improvement for
all the buses has been considered and is found to be bus 12 for the IEEE 14
bus test system. An error of 0.05 was considered in identifying a unique bus
for STATCOM placement.

(v) A similar simulation and ranking analysis has been performed for modified
IEEE 14 bus test system represented in Tables 33.3 and 33.4. The optimal
location for STATCOMplacement has been identified as bus 9 for the modified
IEEE 14 bus test system.
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Table 33.4 Ranking table for modified IEEE 14 bus test system

Bus
number

Without STATCOM Voltage magnitude rank-wise with
STATCOM

Optimal location

2 0.9555 2(1.013), 4, 7, 10, 11, 12, 13, 14(1.012),
5(1.02), 9(1.011)

9

4 0.62086 9(0.82), 4(0.8), 5(0.79), 2, 7, 10(0.76), 11,
12, 13, 14(0.75)

5 0.62133 5(0.78), 4,9(0.75), 2(0.745), 7(0.72), 10, 11,
12, 13, 14(0.7)

7 0.66304 9(0.95), 4, 7, 10(0.92), 2, 5, 11, 12, 13,
14(0.9)

9 0.55941 9(0.91), 10(0.9), 14(0.88), 4, 7(0.87), 2, 11,
13(0.86), 12(0.85), 5(0.84)

10 0.579 10(0.95), 2(0.9), 11, 14(0.895), 4(0.89), 5,
7(0.88), 9(0.877), 12, 13(0.87)

11 0.7266 9(1.01), 10, 11(1), 14(0.97), 4, 5, 7,
13(0.96), 2, 12(0.95)

12 0.82146 12(1.0414), 13(1.035), 14(1.028), 10(1.02),
11(1.018), 7, 9(1.017), 10(1.02), 4(1.016),
5(1.015), 2(1.011)

13 0.7707 13(1.025), 9(1.021), 14(1.012), 12(0.998),
10(0.997), 11, 7(0.99), 5(0.988), 2(0.98)

14 0.6748 14(0.95), 9, 10(0.89), 11, 13(0.87),
7(0.868), 4(0.86)2, 5, 12(0.85)

Hence, it is observed that voltage stability margin can be significantly improved
usingSTATCOMfor increased reactive power loadings and also incorporating renew-
ables in the conventional power grids. Continuation power flow proves to be a
powerful tool to carry out static voltage stability analysis and the presented method-
ology proves to be efficient and simple in identifying the buses prone to voltage
collapse and improve their voltage stability margins.
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Modified IEEE 14 bus test system results 
without STATCOM 

Modified IEEE 14 bus test system results  
with STATCOM 

Fig. 33.5 PV curves for modified IEEE 14 bus test
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Chapter 34
Energy and Economic Analysis
of Grid-Type Roof-Top Photovoltaic
(GRPV) System

Abhinav Kumar Babul, Saurabh Kumar Rajput, Himmat Singh,
and Ramesh C. Yadaw

Introduction

Renewable energy resources are producer of green energy which makes the world
clean. These sources also improve the quality index of air globally. Among all other
renewable energy resources, the solar energy source has great potential of generating
electrical energy [1]. For GRPV with the balance-of-system (BOS), the embodied
energy payback times (EinPBT) is evaluated. It is clear that EinPBT depends on
the sun radiation intensity and with increase in sun radiation intensity, the EinPBT
reduces. It was further pointed out that sun radiation 2-hour hike lowers 2–4 years
EinPBT. Similarly, EinPBT with the roof-top PV is reduced from 2 to 6 years. Also
by increasing the battery life, EinPBT reduces [2]. EinPBT of a greenhouse dryer
and hybrid photovoltaic/thermal (PVT) was analyzed. The overall thermal output of
PVT system has been calculated from a combination of thermal energy and yearly
electrical generation; the overall yearly thermal output is 1056.74 kWh. EEin of PVT
greenhouse dryer has calculated on different energy density of aluminum. For the
cases of (Aluminum)with different energy density of PVmodules, theEE in of hybrid
PVT (HPVT) greenhouse dryer is calculated and E in PBT is determined. For case
A (Aluminum 32.39 kWh/kg), the EE in 3726.77 kWh and E in PBT is 3.52 years,
respectively, for case B (Aluminum 55.28 kWh/kg) of EE in is 1056.74 kWh and
E in PBT are 5.25 years. For the energy density of a 249 kWh solar module, the
EE in of Case C (aluminum 32.39 kWh/kg) is 3236.77 kWh and the E in PBT is
3.06 years, respectively, for Case D (Aluminum is 55.28 kWh/kg), EE in and E in
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PBT are 5065.11 kWh, 4.79 years. E in PBT is approximately 3-5 years compared to
the 30-year life develop of HPVT greenhouse dryer [3]. The E in PBT with annual
electrical energy output with one fan is 147.42 kWh and 12.55 years. E in PBT
with annual thermal energy output with one fan is 187.05 kWh and 9.89 years. The
total yearly thermal energy output is 575.00 kWh and the E in PBT is 3.22 years
[4]. In another study, the E in PBT of HPVT system with standalone PV power
supply was evaluated. Total EE in calculated as 1,98,166.89 kWh (annual), energy
based on energy and e-x energy are 7826.00 kWh, 11,512 kWh [5]. E in PBT is
calculated for PVT under variation in climatic conditions. The result includes E in
PBT of 21.70 years for Srinagar station and 16.70 years for Jodhpur station [6].
An attempt to understand the trend of the difference between ideal efficiency and
actual efficiency of solar modules is undertaken. Actual capacity of PV modules is
calculated at voltage for open circuit and current for short circuit. It is observed that in
the initial years, the percentage difference increase is more and in later years, it slows
down [7]. In case of HIT-type PV modules, energy saving is high because of high
module efficiency. The E in PBT counts on an external basis is high than on a thermal
energy base [8]. The energy efficiency of Sodha BAG Energy Complex (Varanasi,
UP), India, was analyzed and E in PBT of the room was determined to be 5.50 years
[9]. In a study E in PBT for one-side slope and two-side slope-type passive solar
stills is analyzed. The total EE in of solar stills is 1483.90 kWh, whereas the annual
ex-energy of one-side slope passive solar still is 108.48 kWh and for two-side slope
passive solar stills is 89.24 kWh, respectively. One-side and two-side slope solar
still are having annual energy of 1159.43 kWh and 1037.00 kWh, respectively. E in
PBT concluded based on energy and ex-energy is 1.42 years, 16.62 years [10]. The
E in PBT for solar module integrated with roof top of Sodha BAG Energy Complex
(Varanasi, UP), India, is further evaluated. The E in PBT decreases for the average
per day sun radiation of 450.00 W/m2 from 37.49% with an increase in temperature
from 4 to 8 °C (due to greater thermal heat) [11]. The E in PBT with evacuated
tubular-type collector which is integrated with compound parabolic concentrator is
1.20 years [12]. E in PBT has been evaluated for three different cases of partially,
fully, and conventional N-CPVT collector. The E in PBT for these three cases is
8.22 years, 17.87 years, and 5.58 years, respectively [13]. E in PBT for passive-type
two-slope solar still has been analyzed. E in PBT for Al2O3-water-based nanofluid
is higher and based on base fluid is lower [14]. E in PBT for roof-top PV system was
calculated as 8.75 years [15]. The E in PBT for the GRPV system is 6.00 years. It
takes at least 5.31 years for GRPV system to pay off its EE in due to its high energy
density compared to other systems [16].

The GRPV system itself take a huge amount of energy for its construction, manu-
facturing & installations. Also the initial investment cost of the system is very high,
so it becomes very important to understand and know about the energy efficiency
and economic viability of the GRPV system. This complete techno-economic anal-
ysis of the GRPV system is essential at system forecasting part. This paper presents
a methodology for energy efficiency and economic analysis of GRPV system. The
complete study is performed on a 100 kWGRPV system, which is located at the roof
top of NITRA Ghaziabad, India.
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Fig. 34.1 Block diagram of roof-top PV system

The structure of paper:
Section 2 is the description of the GRPV system located at NITRA Ghaziabad,

India.
Section 3 is the detailed energy-based analysis if GRPV system.
Section 4 includes the methodology for economic analysis of the system.
The conclusion part is covered in Sect. 5 of the paper

GRPV Setup

100 kWGRPV system has been installed at NITRA, Ghaziabad. An effective area of
each module is 1.63 m2 and the total effective area of the associated 318 number of
modules in series/parallel string combination is 520.08m2. The three-phase commer-
cial inverters are used in the system. The inverter output terminals are connected to
the common coupling point, and the common coupling point is connected to the load.
Due to fault or cloudy weather conditions, if the roof-top PV system is not able to
supply the load, a change is made to the grid by a switch located at the common
coupling point. This complete system is shown in Fig. 34.1.

The GRPV system consists of 318 number of PV modules. Each module is rated
for peak power–320W, open circuit voltage–46 V, rated voltage–37.7 V, short circuit
current–9.03 Amp, and rated current–8.50 Amp.

Energy Analysis of Grid-Type Roof-Top Photovoltaic
(GRPV) System

The energy analysis GRPV system is done in two parts: first is the measurement of
annual energy (kWh) generation by the plant and second is the calculation of EE in
of the plant. Then the time for E in PBT is calculated and analyzed.

(a) Annual energy (kWh) generation of plant.
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Table 34.1 Solar electrical
energy generated (Monthly)

Month Generation (kWh) CUF (%)

January 8767.67 12.04

February 8283.45 12.57

March 12,730.66 17.84

April 12,514.24 17.98

May 13,020.45 18.09

June 11,497.05 16.72

July 9268.34 12.48

August 9975.14 13.85

September 6821.79 9.817

October 10,281.59 14.08

November 6114.74 10.19

December 4510.33 7.301

113,785.46 (Total) 13.58 (Average)

For the energy analysis of the plant, the data is taken by software installed along
with the system. Table 34.1 shows monthly energy generated by GRPV in kWh with
CUF in % for previous one year.

The total generation of electrical energy by the GRPV system is calculated by
summing themonthly energy generation for previous one year. Eper year = 113,785.46
kWh.

If a system continuously distributes full rated power, its CUF will be unity 100%.
CUF, PV depends on the system of location. High efficiency factor, better PV system.
The highest CUF (18.09%) is observed inMay 2019 due to the highest energy gener-
ation of 1309.45 kWh while the lowest CUF (7.30%) for lowest energy production
4510.33 kWh in December 2019. CUF varies from January to May, are 12.04–
18.09%, which was agreed to limit the solar PV system for most roof in India is
16–17%. Figure 34.2 shows the monthly kWh energy generated by GRPV system.

(b) Embodied energy (EEin) of GRPV system.

0

5000

10000

15000
Genera on (kWh)

Fig. 34.2 Solar energy generated monthly (kWh)
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The EE in consists of the energy, which is required for the making (construction,
installation, etc.) ofGRPVsystem. It is the necessary energy associatedwith themate-
rial production energy, PV system installation energy, energy used in maintenance,
and energy used in administration of systems for the generation [15].

The EE in used in the part of material production energy (Empe) of GRPV system
is given in Table 34.2.

Total material production energy (Empe) = 509,680.29 kWh.
The embodied energies and weights of materials used in the supporting structure

(Table 34.3, 34.4 and 34.5).
Total material production energy (Einst) = 29972.63 kWh.
Total manufacturing energy (Emfg) = Empe + Emain = 514,797.87 kWh.
Total material production energy (Einst) = 29,972.63 kWh.
Total energy used in administration (Eadmin) = 27,824.28 kWh.
EEin = 514,797.87 + 29,972.63 + 27,824.28 = 572,594.78 kWh.

Table 34.2 Material production energy (Empe)

Solar module material EEin (kWh/m2) Total area (m2) Total EEin (kWh)

Processing and purification of silicon
material

670.00 520.08 3,48,455.49

Solar cell production 120.00 520.08 62,409.60

Assembly and lamination of GRPV
system module

190.00 520.08 98,815.20

Table 34.3 PV system installation energy (Einst.)

Item EEin Total weight Total EEin (kWh)

Support structure: Iron stand screw 7.70 (kWh/kg)
8.63 (kWh/kg)

1060.00 kg
26.5 kg

8162.00 (kWh)
228.69 (kWh)

Inverter 210.00 (kWh/kW) 100.00 kW 21000.00 (kWh)

Wires 3.00 (kWh/m2) 193.98 m2 581.94 (kWh)

Table 34.4 Energy used in
maintenance (Emain)

Item EEin
(kWh/m2)

Total area (m2) Total EEin
(kWh)

Human labor 9.84 520.08 5117.58

Table 34.5 Energy used in administration (Eadmin)

Item EEin (kWh/m2) Total area (m2) Total EEin (kWh)

Transportation 53.50 520.08 27,824.28
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Economic (Benefit–Cost) Analysis of GRPV System

For the complete analysis ofGRPVsystem, the benefit–cost-based economic analysis
of the GRPV system is also done. This analysis of the GRPV system is done by
considering the total investments and tangible benefits of the GRPV system. The
total cost of GRPV system includes installation cost, maintenance cost, running
cost, and taxes, etc.; while the benefit of GRPV system mainly includes the savings
in electricity bills.

If the GRPV system provides the output for 330 days in a year (for the climate
condition under consideration) and the average capacity utilization factor (CUF) of
13.58%. Then, the unit (kWh) generation is calculated by formula:

Unit generation (kWh) = kW output × CUF × 24 h × 330 days (34.1)

For benefit–cost analysis, amount saved by generating electricity (kWh/units) by
photovoltaic system is considered as benefit and cost is “Operation, maintenance
and insurance cost”. In the present case study, cost is considered as 2.50% of initial
investment on system.

The annual monitory saving by the photovoltaic system is obtained by subtracting
the total annual cost of GRPV system from the annual benefit of GRPV system. This
is calculated by the formula:

Annual saving = Annual Benefit − Annual cost

(Operation, Maintenance Insurance) (34.2)

As shown in the Fig. 34.3, the benefit–cost analysis of the solar system is explained
by a pictorial representation of cash flow diagram [15].

In this study, the cost of the system is considered as installation, operation &
maintenance (O&M) cost, whereas the benefit is considered as the savings in the
electricity bills. The detailed (yearly) calculation of benefit–cost–saving is shown in
Tables 34.6 and 34.7. This benefit–cost–saving analysis is done for output of one
inverter rated for 50 kW.

Benefit                      BT 
B1 B2

C1         C2           
CT 

Cost 

Fig. 34.3 Pictorial representation of cash flow diagram
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Table 34.6 Yearly
generation by GRPV system

Year System % output KW output kWh(Unit)
generation

Year–1 100.00 50.00 62,640.00

Year–2 97.00 48.50 60,760.80

Year–3 96.30 48.16 60,335.40

Year–4 95.60 47.82 59,913.20

Year–5 94.90 47.48 59,493.60

Year–6 94.30 47.15 59,077.00

Year–7 93.60 46.82 58,663.60

Year–8 92.90 46.49 58,253.40

Year–9 92.30 46.17 57,845.60

Year–10 91.60 45.85 57,440.20

Year–11 91.00 45.53 57,038.80

Year–12 90.40 45.21 56,639.00

Year–13 89.70 44.89 56,242.60

Year–14 89.10 44.58 55,849.20

Year–15 88.50 44.26 55,458.40

Year–16 87.90 43.95 55,070.00

Year–17 87.20 43.65 54,684.00

Year–18 86.60 43.34 54,301.40

Year–19 86.00 43.04 53,921.80

Year–20 85.40 42.74 53,544.00

Year–21 84.80 42.44 53,169.40

Year–22 84.20 42.14 52,796.80

Year–23 83.60 41.84 52,427.20

Year–24 83.10 41.55 52,060.80

Year–25 82.50 41.26 51,696.20

In order to calculate and properly analyze the Simple payback time of the GRPV
system, a detailed calculation of monitory savings (on yearly basis) is done in
Tables 34.8 and 34.9. As per this analysis, the total monitory saving at the end of
ninth year will be the Rs. 2,019,800.00/-. This monitory saving is due to the output
generated by one inverter. So the total savings after completion of ninth year will be
Rs. 4,039,600.00/-.
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Table 34.7 Life time benefit–cost–savings analysis of GRPV system

Year Unit cost (Rs) Benefit (Rs) (O&M + Insurance) Cost Savings (Rs)

Year–1 8.40 526,176.00 309,961.00 216,215.00

Year–2 8.50 520,598.50 307,173.30 213,425.20

Year–3 8.70 527,293.40 310,517.70 216,775.70

Year–4 8.90 534,075.80 313,909.90 220,165.90

Year–5 9.00 540,941.30 317,345.70 223,595.60

Year–6 9.20 5,47,896.90 320,821.50 227,075.40

Year–7 9.40 554,944.00 324,348.10 230,595.90

Year–8 9.60 562,083.90 327,918.00 234,165.90

Year–9 9.80 569,312.20 331,527.10 237,785.10

Year–10 10.00 576,629.90 335,194.00 241,435.90

Year–11 10.20 584,051.10 338,895.60 245,155.50

Year–12 10.40 591,558.10 342,653.10 248,905.00

Year–13 10.60 599,165.20 346,459.70 252,705.50

Year–14 10.80 606,873.90 350,308.00 256,565.90

Year–15 11.00 614,679.10 354,213.60 260,465.50

Year–16 11.30 622,582.00 358,167.00 264,415.00

Year–17 11.50 630,584.20 362,169.20 268,415.00

Year–18 11.70 638,694.20 366,219.20 272,475.00

Year–19 11.90 646,913.90 70,328.00 276,585.90

Year–20 12.20 655,229.90 374,494.00 80,735.90

Year–21 12.40 663,659.00 378,703.60 284,955.40

Year–22 12.70 672,187.00 382,971.60 289,215.40

Year–23 12.90 680,831.30 387,285.70 293,545.60

Year–24 13.20 689,594.00 391,669.00 297,925.00

Year–25 13.50 698,460.30 396,105.20 302,355.10

Table 34.8 Yearly monitory savings (Rs.) for first five years

At the end of first
year

At the end of
second year

At the end of
third year

At the end of
fourth year

At the end of
fifth year

216,215.00 216,215.00 +
213,425.20

216,215.00 +
213,425.20 +
216,775.70

216,215.00 +
213,425.20 +
216,775.70 +
220,165.90

216,215.00 +
13,425.20 +
216,775.70 +
220,165.90 +
223,595.60

216,215.00 429,640.20 646,415.90 866,581.80 1,090,177.00
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Table 34.9 Yearly monitory saving (Rs.) for next four years

At the end of sixth
year

At the end of seventh
year

At the end of eighth
year

At the end of ninth
year

216,215.00 +
213,425.20 +
216,775.70 +
220,165.90 +
223,595.60 +
227,075.40

216,215.00 +
213,425.20 +
216,775.70 +
220,165.90 +
223,595.60 +
227,075.40 +
230,595.90

216,215.00 +
213,425.20 +
216,775.70 +
220,165.90 +
223,595.60 +
227,075.40 +
230,595.90 +
234,165.90

216,215.00 +
213,425.20 +
216,775.70 +
220,165.90 +
223,595.60 +
227,075.40 +
230,595.90 +
234,165.90 +
237,785.10

Rs. 1,317,253.00 Rs. 1,547,849.00 Rs. 1,782,015.00 Rs. 2,019,800.00

Conclusion

After the energy and economic analysis of GRPV system, it is observed that the
system itself takes a huge amount of energy for its construction, manufacturing &
installations. Also, the initial investment cost of the GRPV system is very high. So it
become necessary to know about the energy efficiency and “cost-benefits” analysis of
theGRPV system. In this study, the GRPV system is installedwith capital investment
of Rs 40.00Lakh; for which the annual generation of electrical energy is 113,785.46
kWh and the EE in of GRPV system is 572,594.78 kWh. Considering this, the E in
PBT of the system is 5.03 years and simple payback time is 9 years.

Although the system under the study is an energy as well as economically effi-
cient system but the GRPV system performance could be further upgrade by proper
maintenance, washing of panels, avoiding shading effect and by maintaining the
standard test conditions, etc. In this study, the escalation in the price of the electricity
pricing is not considered, so it is also recommended to consider it for more accurate
forecasting of the payback time of the system.
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Chapter 35
Automation of Public Transportation
(Bus Stands)

Gaurav Yadav, Archit , Parth Dutt, and Sankalp Sharma

Introduction

Buses are a very important form of public transport in India, the significance of the
same can be easily observed by taking into consideration the fact that in the National
Capital Region alone, the total daily footfall of commuters in 2016 was estimated
to be around 3 million, but the issue lies in the fact that 3 million lacks about 1.7
million commuters as compared to the figure of 4.7 million of the same calculated
for the duration of 2012–13 which directly depicts the falling trend of reliability on
the respective public transportation system [1].

The chosen strategy to tackle the issue at hand aims to firstly, reduce direct obstruc-
tion of traffic caused by buses and secondly, make bus transportation more reliable
by addition of various utilities and features to make bus travel more reliable hence,
attracting more commuters to travel by buses rather than personal transport, both of
which will lead to reduced traffic congestions and decreased by road travel times
thus fulfilling the main objectives.

For the attainment of the formerly mentioned objectives, this application utilizes
RFID tags and intercommunication of specialized hardware to relay bus timings
across informative visual surfaces, relay live bus tracking updates, provide charging
options to commuters and permit buses to only stop very close to bus stops to ensure
that public transportation, specifically buses, don’t obstruct the flow of traffic near
bus stops as is generally observed thus resulting in a significant reduction in traffic
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congestion caused by buses leading to reduction in overall commute time and safer
and smoother flow of traffic supplemented by the addition of charging docks, live bus
tracking, integrated ticketing kiosk and interactive video surfaces to aid in making
bus transportation more organized, reliable and practical which will in turn restore
public faith in the bus transportation network in turn attractingmore daily commuters
thereby reducing the number of private or hired vehicles on the road, denting the
traffic density significantly and, as well, consequentially reducing the area’s carbon
footprint in the process [2].

System Description

The system to be employed consists of various components which work simul-
taneously in cooperation to fulfill various needs to be met by the bus transporta-
tion network and the commuters at a specific bus stand for maximum efficiency
in improving commuter experience and reliability of bus stops. To begin with, the
system works with the help of a microcontroller which functions as the main control
terminal tasked with sending and receiving information from a central server about
the arrival of the scheduled bus alongwith the expectedwait time before its arrival and
its entire route along with scheduled timings and, in case of a delay or a breakdown,
presenting the information of the same on the interactive luminous surfaces.

The microcontroller is also tasked with maintaining a log of the actual bus arrival
timings as compared to the scheduled timing along with a log of the defaulters for
the day (defaulter in this case being bus drivers who do not stop in proximity to
the RFID tags thus obstructing traffic and posing a public safety violation). This
microcontroller will also have the tasks of operating the advertising surfaces fixed in
and around the bus stand, receiving updates on when to change/update to the next set
of adverts as provided by the main server and directing power to the ticketing kiosk
while simultaneously maintaining a log of the ticket sales. The system in question
will be powered by solar panels mounted preferably at the top of the bus stand’s
structure providing enough power to run the ticketing kiosks, interactive informative
surfaces, advertising surfaces, and RFID tags. Information of the components used
for demonstrating the basic functionality of the mentioned system will be mentioned
hereafter.

Arduino Microcontroller

Arduino is one of the fastest growing community and vastly used microcontroller in
the world for beginners in Do It Yourself electronics, these boards are based on the
ATMEGAAVR series microcontrollers fromATMEL. Different features of Arduino
UNO are given in Table 35.1 [3] (Fig. 35.1).



35 Automation of Public Transportation (Bus Stands) 411

Table 35.1 Features of
Arduino UNO [4, 8]

S. No. Feature Range

1 Micro\controller ATmega328

2 Operating voltage 5 V

3 Input voltage 7–24 V

4 Analog input pins 8

5 Flash memory 32 KB

6 EEPROM 1 KB

7 Digital I/O pins 14

8 SRAM 2 KB

9 Clock speed 16 MHz

10 DC current per I/O pin 40 A

Fig. 35.1 Arduino Uno microcontroller

RFID Tag

RFID tags are a radio frequency identification system which use low-power radio
frequency waves to communicate to and from the tags and readers due to which
information can be scanned from a short wireless range depending upon the appli-
cation required. RFID tags could come in active, passive, and semi-passive forms
with the latest same technology being capable of reaching distances up to 20 feet (6
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Fig. 35.2 16 × 2 LCD screen

meters) at relatively lower costs [9]. In the respect of the currently being worked on
project, the aforementioned technology will be used at each stoppage unit in pairs for
detecting proximity of buses to the bus stop so that the driver can be alerted to stay
within close distance of the bus stop [6] so that the flow of traffic is not obstructed as
is observed in the region of observation of the National Capital Region of the state of
Delhi from the analyzed study. In the scenario that the RFID reader does not detect
the bus within the appropriate distance the driver would be liable for a reprimand.

LCD Screen

LCDstands for liquid crystal device. It is the device being used to get the display of the
final output from the microcontroller. It has a 16-pin interface. Arduino is interfaced
with the LCD and then, it displays the output accordingly. Themicrocontroller inside
theLCDsets various pins at a time to control the output on theLCDscreen (Fig. 35.2).

EPS8266 WIFI Module

The ESP8266 is a low-cost Wi-Fi microchip, with a full TCP/IP stack and micro-
controller capability being used to contact the parent server in the prototype model
[5].



35 Automation of Public Transportation (Bus Stands) 413

Experimental Setup Design

For the purpose of the design of the system in question, an experimental prototype
was designed with specific capabilities to emulate the important characteristics of the
full-scale requirements yielding the expected results. Two bus stops were connected
to a common server through WIFI modules which enables cross communication
between them such that when a bus on the route docks at one bus stop, the other
receives information about where the bus currently is and howmuch time it will take
for the same to get to the respective bus stop.

Representational Diagram

The components used for the project are listed in Table 35.2 (Fig. 35.3).

Table 35.2 Component list S. No. Component Feature

1 Microcontroller Arduino

2 ESP8266 WIFI module

3 Battery 9 V

4 LCD display (×2) 1602 A

5 RFID reader Pn532

6 Solar panels 110 × 40 mm

Fig. 35.3 Representational diagram
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Programming Algorithm

The program used operates in two modes based on whether the bus has arrived at the
bus stop or not; these modes with their algorithms are as follows.

Detection-Based Response

1. RFID tag is detected.
2. Bus number along with time of arrival is logged.
3. Information that bus has arrived is displayed on screen.
4. Information of bus’s arrival is relayed to parent server.
5. Parent server is updated and relays the same information to next bus stop.
6. Estimated time of arrival is displayed on the screen of the next bus stop.

Idle Response

1. Microcontroller links with parent server.
2. Video ads are downloaded and bus route information is retrieved from the server.
3. Video ads and route information are updated on respective screens.
4. Microcontroller updates.
5. New information is displayed if received.

Experimental Results

The depicted circuit diagramwas used to connect the aforementioned equipment and
the different sections: RFID Reader, LCD display, battery, solar panel, and micro-
controller. The result being that when an RFID tag was scanned, the LCD screen
displayed the unique identification number of the bus along with the name of the
bus stop while at the same time, registering a successful docking of the bus and
transmitting the same information to other bus stops on the route.

Scope

Long-Distance Wireless Communication Between Bus Stops

A long-distance communication capability will be added to each bus stop so that
information pertaining to the buss’ arrival status can be relayed back to the parent
server for displaying and processing. In doing so, the main application will be able
to track bus routes and monitor real-time live location of the bus as well as with a live
video feedback to the server to check up on the traffic status and to also safeguard
national property in case of a civil disputes. The addition of long-distance wireless
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communication of buses will require an interfacing of WIFI modules to the buses
and bus stops [7] as well so that when a bus comes in proximity of the bus stops,
WIFI zone an information exchange can happen between the two objects which will
further be relayed back to the parent server.

In the terms of modifications to the existing circuit, WIFI modules will be added
to the Arduino circuit and then linked to a common hotspot on which the information
will be independently uploaded and exchanged when the RFID tags are read by the
sensors on the bus stop, further buses will also have small WIFI modules so that
they can be live tracked and logged accordingly [6]. This will require a total of four
microcontroller boards and four WIFI modules for the same along with a parent
server and host linked to an executable application for monitoring the same.

Setup of a Central Parent Host Server

A central parent host server will have the most important job of interconnecting all
buses and bus stops to a common data bank throughwhich the information could later
be relayed to other devices for checking the ride status and live tracking of the same. In
a real practical scenario, Delhi’s freeWIFIwhich is under the talks of implementation
will be the mesh interwoven between the bus stops and other consumer devices
interconnecting them while also acting at the main bridge of communication and
processing.

In the terms of modifications to the existing circuit, a WIFI host network will be
created using a laptop to which all the WIFI modules will be connected and then
monitored subsequently which will also require a change in the existing coding of
the Arduino microcontroller circuits for interfacing of the individual devices along
with configuration and security.

File Logging with Continuous Synchronization

With the help of the locally hosted parent server, all connected devices will be able
to interlink, synchronize, and share information about the bus ETA along with traffic
conditions and route progress updates [8]. All the files will be continually relayed
to the server which will then make copies of the information gathered and then log
it using data structures and algorithms. The same data can then be used to train AIs
through machine learning and then make reliable traffic models which will give very
important insights into the modern-day traffic conditions of the state.
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Application for Relaying Bus Information

By employing a mobile application, the bus’s location can be tracked in real time for
the consumer’s reference and at the same time, the application will be responsible
for estimating the best of available accuracy, the estimated time of arrival.

Interface for Advertisements

For making the bus stops practically maintenance free, they will be enabled to
generate revenue from installed LED screens which are cheap and are a one-time
investment; these screens will be powered from the installed solar panels. These
screens can then be lent to advertisers on a monthly contract and with a fixed sum as
the payment for using the same facility.

CCTV Surveillance

Alongwith all, the other components used the bus stops will also have CCTV surveil-
lance so that the areas near bus stops can be safer, any suspicious activities can be
monitored, and the safety of the public is enhanced.

In-facility Ticketing Kiosk

Ticketing system will also be added to the bus stop to make travel convenient so
that freeloaders can be prevented from entering the buses and wasting seats for other
travelers. This system will be capable of issuing tickets using metro cards, debit
cards, cash, and other forms of payment.

Conclusion

In this paper, we have discussed the need for the upgradation of bus stops and their
effects on the overall traffic flow of the surrounding areas, along with the increasing
need to improve the reliability of the same to gain back lost public confidence. This
paper aims at providing a holistic approach to upgrade the public transport to make it
inherently more efficient on road byminimizing its effects on traffic continuity and at
the same time, increasing fuel efficiency, reducing overall traffic jams, reducing the
overall commute duration, and majorly cutting down on toxic air pollution thereby
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also increasing the average AQI of the area by the implementation of the applications
provided herein.
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Chapter 36
Analysis of Different Aspects of Smart
Buildings and Its Harmful Effects
on the Ecosystem

D. K. Chaturvedi and Boudhayan Bandyopadhyay

Introduction

Buildings have developed over time from ancient to the modern times. In present
days, about 50% population of world lives in city areas and projected that in 2050 it
will reach to about 66% [1]. Modern buildings or smart buildings are deployed with
IoT sensors which are coupled with information and communication technology for
creating smarter environments. Hence, a smart building controls and integrates the
various aspects like ventilation, sunlight, safety and security, easy access of things
and their control, etc., and leverages the IoT data to get better efficiency in terms
of energy and consumer understanding of the occupants with big data analytics
[2]. This leads to generation of huge amounts of data followed by challenges with
privacy and security which if compromised can be lethal for the occupants. This
paper identifies the various challenges which may arise for the tenants or occupants
of a smart building.

Historical Aspect of Building Automation

The gradual development of buildings fromprimitive buildings to smart buildings has
been cited by Buckman et al. [3]. It has been categorically discussed how buildings
have emerged from primitive buildings to simple buildings to automated buildings
and followed by intelligent/smart buildings.
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Building automation was in vogue right from the ancient Roman times. In ancient
Rome (350 BC), there was a concept of Hypocaust, which was a scheme for building
heating from a central location from where hot air is circulated through embedded
pipes in the floor of a room and the walls. This heating facility was generally located
in the basement and the heat was transferred to the rooms on the top.

Although heating and ventilation came down in different formats through the
ages, the concept of creating a closed feedback control loop was absent until the
invention of the room thermostat.

• Andrew Ure (1778–1857), a Scottish chemist, patented the bimetallic thermo-
stat in 1830. This was a bimetallic strip that would bend with increase in room
temperature and thereby cut off the energy supply.

• Warren Johnson (1847–1911) developed and patented the thermostat for room
automation, which is used to ring a bell in the boiler room when the temperature
of the room increased to notify the operator to adjust the furnace damper.

• Albert Butz (1845–1909) patented the “Damper-Flapper,” which was a thermostat
for controlling heat by furnace door opening or closing automatically.

Definition of Smart Buildings

There are various opinions on the definition of smart buildings.

• Buckman et al. [3] clearly mentioned about smart building which join together
activities, artificial intelligence, planning and efficient control of energy, water,
gas etc., features of adaptability, optimization, and comfort. The big data received
from different sources makes system adaptable and controllable to get ready to
modify at any time.

• Bajer [4] described about smart buildings whose center of attention is automa-
tion and minimize building operation and maintenance expenditure, greater
satisfaction, and eco-friendly.

Smart buildings are a modified version of intelligent buildings, which not only
considers the responsive behavior towards change in stimulus but also considers an
adaptive behavior. This has been discussed by Buckman et al. [3] in their paper
(Fig. 36.1).

Problem Space Identification

Smart buildings use ICT to connect the various devices that are intended to control
the building. This puts forward the generation of huge data silos along with different
channels through which data is exchanged. On the other side, as an energy system
smart building also accounts for a huge consumption to meet the multi-functionality.
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Fig. 36.1 Traditional vs Intelligent vs Smart building [15]

In big buildings, about 70% of total electrical energy is utilized and emit about 40%
of greenhouse gases per year in USA [5].

The problem space can be broadly classified into the following dimensions:

• IoT applications and IT security—This is the area where the operation of a
building can be compromised by intrusion of hackers into the network.

• Energy systemmanagement—This is the area where unnecessary use of energy
can be identified by various building systems and problems about a grid shutdown
can be identified.

• Wireless technologies—This is the area in which the use of different wire-
less devices to perform tasks comes into hindrance with human physiological
functions.

IoT Applications and IT Security

IoT applications result in several security threats and it has been observed in various
cases. [6–8]. The associated IoTs are vulnerable for cyberattacks. The main causes
behind that are:

• IoT devices work automatically without human intervention, so for a hacker it is
very easy to get access of them.

• IoT interacts with other system components wirelessly or through Internet; hence,
it is very easy to hack the information.

• Strong IoT security schemes cannot be afforded due to low energy consumption
and less computing resource requirements.

Buildings generally use standard communication protocols such as BACnet or
KNX or LON for communicating between different devices. These protocols do
have limited IT security options or are in the process of upgrading their IT Security
features with new releases. This has led to identification of certain gaps which may
prove to be fatal for the occupants of the buildings.

This has been discussed by Caviglione et al. in their paper [9].
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The problems areas have been identified as:

• Surveillance—An intruder to the system can monitor the activity of the occupants
of the buildings and that can be used to initiate active or passive attacks in the form
of physical or biological assaults. This is related to unnecessary use of real-time
sensor data.

• Remote control—This is related to the controlling the functions by handling the
actuators remotely. For example, a hydraulic lift can be stopped by overriding the
actuator of the valve of the hydraulic and causing a disturbance for the inhabitants.

• Physical exploitation—This can be done by remotely controlling an edge device
by an intruder and using it for unintended use, specifically assets owned by other
occupants. For example, using the parking sensors of a fixed parking lot to park
someone else’s car and then leave it stranded.

• Availability—Creation of false alarms by causing a denial-of-service (DOS)
attack. This can raise a safety concern for the occupants during times of need.

• Smart building botnets—This is an application of both surveillance and remote
control from a broader perspective, where an electricity company can manipulate
the heating/cooling demands of an entire building to increase its sales pipeline.

Thus, real-time exploitation of building assets can be performed by breaching the
IoT devices through the IT channels.

Energy System Management

Smart buildings house different electrical systems which include HVAC, lighting,
security and access control and other miscellaneous utilities like motors for lifts
and parking lots etc. The occupants of the buildings are heavily dependent on these
systems, and it is almost an uncertain cloud that peeps in if there is a grid failure
which will lead to failure of these systems [10].

With increase in smart buildings, the consumption of electricity is on the rise and
this in turn results in increased carbon footprint on the globe.

Onat et al. [11] in their paper have divided the carbon footprint accounting into
three different scopes:

• Scope 1: Emissions occurring from the activities occurring within the physical
boundary of the building during the construction phase.

• Scope 2: Emissions that are created due to the generation of electricity in the
power plants.

• Scope 3: Other indirect sources of emissions (Fig. 36.2).

The results that have been inferred show that Scope 2 (electricity use) accounts for
47.8% of the total carbon footprint contribution. Hence, it can be indirectly inferred
that in order tomake buildings smart, there is an indirect contribution to global carbon
footprint.
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Fig. 36.2 Carbon footprint percentage distribution of US buildings [11]

Wireless Technologies

There is a huge number of devices that are used in buildings which use wireless
technologies for communication. These devices include wireless routers, wireless
sensors, bluetooth radios, and other handheld devices such as mobiles, laptops, and
tablets. Wi-Fi exposures are one of the most common things in smart buildings and
the exposures do take place without the consent of the occupants or tenants of the
building.

Larik et al. [12] have discussed adverse effects of wireless devices on humans’
physical and mental health. Pall [13] has reviewed and discussed the threats brought
about by Wi-Fi or WLAN in detail in his paper. This paper has pointed out the
different medical problems.

The issues related to IoT applications and other wireless items in smart building
are listed as:

• Problems related to brain, heart, and ear
• Problems in sleep
• Human infertility
• Damaging of DNA
• Adverse effect on fetus
• Alzheimer’s and Parkinson’s problem (Fig. 36.3).
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Fig. 36.3 The % of different diseases due to wireless devices [12]

Miller et al [14] discussed the health risks fromRF radiation which operates in the
non-ionizing frequency range. This paper has discussions about problems resulting
toward carcinogenicity, effects on children, and reproduction due to RFR. Also, it
has been mentioned about people developing a constellation of symptoms due to
RFR exposures such as headaches, fatigue, insomnia, and appetite loss which have
been termed as a syndrome “Microwave Sickness or Electro-Hyper-Sensitivity”.

Conclusion

Smart buildings are dominating the building industry rapidly with inclusion of tech-
nologies such as IoT devices and other smart endpoints, but there is a lack of aware-
ness of how these technologies are harmful not only to the occupants of the building
but considering the complete ecosystem. Stress has been given to the effects of IoT
devices and how this data can be used to bring about physical and cyberattacks. Also,
it has been pointed out how smart buildings are contributing to the carbon footprint
of the globe followed by the ill effects of the wireless technologies on the human
body.
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Chapter 37
Survey and Analysis of Content-Based
Image Retrieval Systems

Biswajit Jena, Gopal Krishna Nayak, and Sanjay Saxena

Introduction

The advent of the Internet facilitated the exchange and querying of information. Over
the years, themethodology adopted by users to query data haswitnessed considerable
changes primarily because of the querying and data retrieval mechanisms on user-
end getting easier, interactive, and friendly. The earlier years of the Internet era
saw a greater amount of text-based data being generated, queried, and transferred
but as the feature of multimedia got incorporated with the textual Web pages and
applications; the shift has been toward image-based retrieval schemes. Earlier, this
was brought forward by text-based image retrieval systems [1], where the visuals
were annotated manually by textual phrases or words. When such a system was used
to query a particular image from a large database of textually annotated images, it
often would suffer from imprecision in the search results. This was chiefly because
different humansmight perceive an image differently. Also, the process of annotating
an image was time-consuming and required a lot of human effort. To combat this
issue, the CBIR was put forward in the early 1980s [2]. Since then, it has become
a lively research area backed by a variety of different individual fields like pattern
recognition, machine learning, computer vision, and databases to name a few.

The fundamental goal of any CBIR system is feature extraction [1, 2]. An object
in such a system is described in terms of its low-level features like texture, color, and
shape.

Often, human beings tend to identify an object from its color; thus, we can closely
link color with the visual perception of an object in the human mind. To study this
feature, a lot of techniques are applied to color perception and color spaces. Color
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histograms are one of them. In this, the focus is on the distribution of color in an
image regardless of the spatial location where that particular color might be found
in an image. They are typically employed on three-dimensional color spaces like
HSV and RGB and are extremely useful because of their flexibility, low computa-
tional complexity, and compact representation. Another important low-level feature
is the texture which is responsible for defining the spatial positioning of colors or
various intensities in an image. Gray-level co-occurrence matrix (GLCM), Gabor
filter, wavelet transform, and curvelet transform are some ways of texture repre-
sentation [6–9]. The shape-based features are extremely helpful yet a challenging
problem faced by CBIR systems. They help us to index the objects. An object’s shape
helps it to describe it more meaningfully yielding an efficient search result. But such
features have a complex implementation in CBIR systems that are desired to be 2D
or 3D and must show invariance to properties like translation, rotation, and scaling.
Generally, shape descriptors are of two types, i.e., contour-based (representing the
boundary) and region-based (representing the entire region) [3, 14].

Keeping these low-level features into consideration, a lot of CBIR systems like
QBIC, Netra, Photobook, Virage, FIRE, LIRE, etc., have been developed. The ulti-
mate goal is tominimize the interval between these low-level numerical and statistical
features and high-level perception of themby the humanmind. The abilitywithwhich
a CBIR system is able to reduce this gap portrays its efficiency and usability. Thus, a
lot of work is ongoing so as to develop a semantically and statistically synchronized
CBIR system.

The organization of our paper is such that in Sect. 37.2, we discuss the basic design
of a CBIR system. In Sect. 37.3, we analyze the various CBIR systems available in
the literature, and in Sect. 37.4, we conclude the paper.

A Typical CBIR System

In this section, we discuss the design of a typical CBIR system. All CBIR systems
begin with users generating query images. The query image may undergo some kind
of preprocessing which is essential for enhancing the quality of the query image and
suppress the unwanted features like noise or distortion present in the image. If the
data is voluminous and redundant, it becomes difficult for algorithms to handle it.
So, a feature vector is created comprising all the important data. This phenomenon is
known as feature extraction [4]. The extracted features are a set of reduced relevant
features that hold all the necessary information on which all tasks are performed.
Now, then there is a comparison between the extracted feature vector and feature
databases. The degree of similarity between the feature vector of the query image
and the corresponding images present in the feature databases defines the degree of
precision with which an image is retrieved by a CBIR system.

A number of retrieval approaches are used in different CBIR systems. Query by
example, iterative search, semantic retrieval, and relevance feedback [5] are some of
them. In query by example, an exemplary image is fed into the CBIR system with
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Fig. 37.1 Visualization of CBIR at the user and machine level

which it tries to match the query image. In iterative search, several machine learning
methodologies are employed to retrieve the relevant data. In semantic retrieval, the
user queries for images by words and phrases. This is the most difficult means of
implementing a CBIR as the queries made by users are open to interpretation and it
is difficult for a machine to semantically determine the correct meaning which the
human user might be querying. Relevance feedback involves human intervention.
The images retrieved are classified into relevant, irrelevant, and neutral by users.
Then, this updated information is used to make a new search. Thus, a progressive
search with relevant user feedback refines the overall search. Figures 37.1 and 37.2
show a typical CBIR system’s functionality.

Analysis of Different CBIR System

1. Analysis-1 [6].

The important techniques used here are basically for feature extraction. Here,
we can use both spatial and frequency domain techniques of feature extraction.
The spatial domain techniques include color moments, color auto-correlogram, and
HSV histogram features. Similarly, the various frequency domain feature extractor
techniques are Gabor wavelet transform [15], SWT [16], and BSIF [17].

The precision was obtained using Chebyshev, Cosine, L1, and L2 distancemetrics
for different classes of images. The experimentation takes place considering four
special feature descriptors.
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Fig. 37.2 A typical CBIR system’s framework

The various distancemetrics that are used in this study areMinkowski, City block,
Mahalanobis, and Euclidean. These give an average accuracy near to 65 percent with
respect to all the classes of images with respect to spatial, frequency domain features
as well as CEDD [18], BSIF fusion features, and hybrid features.

2. Analysis-2 [7].

The theme of this article is to do the post-CBIR system, inwhich the large database
is first partitioned into various clusters based on various image features like color,
size, texture, etc., for efficient image retrieval. For clustering purposes, the ACPSO
clustering algorithm [19] is chosen over the commonly used clustering algorithms
like PSO [20], K-means [21], ACO [22], etc.

After that, the highly efficientACPSO techniques are employed for image retrieval
from the clustered large database of images.

The resulted accuracy for K-means is 0.91, ACO is 0.88, PSO is 0.96, and ACPSO
0.98 is noticed.

3. Analysis-3 [8].

Patterns from images were extracted using the techniques like local binary
patterns, local mesh patterns, local texton XOR pattern, and local ternary co-
occurrence pattern comparing their histograms and then constructing feature vectors
concatenating all the histogram and comparing the query image with the database
image.

To measure the performance of the system, various performance parameters used
are average retrieval rate or precision, recall, and precision.
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The results show that on different quantized levels, Corel-1k, Corel-k, and Corel-
10k vary and gradually quantized level of 4 and 8 clearly outperforms the other level
(all in multiples of 4) at each of the databases.

4. Analysis-4 [9].

Here, GLCM [23] is used as well as color histogram so that the color and texture
features can be useful in the classification of cow type. The various features for
GLCM are energy, contrast, homogeneity, correlation, and entropy. The angle for
each is 0, 45, 90, 135° with an average of 1.

The system is trained with 100 images and tested with 20 images of five different
classes. Based on these test images, various performance metrics such as recall,
precision, and accuracy are measured using a confusion matrix.

The results obtained from the system show that being a robust system for image
retrieval with an accuracy of 95%, precision, and recall of 100%.

5. Analysis-5 [10].

The techniques that are used for feature extraction are GLCM and discrete
wavelet transform (DWT) and its combination for both texture-based and color-based
features.

The database used for retrieval purposes is the WANG image database. It has
1000 color images. The average RA for GLCM texture features was 0.33, but with
DWT and GLCM, the average RA increased to 0.43, wherein in both cases texture
feature were taken into consideration. So, it is proved that the combined effort always
produces a good result. Again, while considering both color and texture feature
average RA stands with 0.77.

6. Analysis-6 [11].

The techniques that are used for feature extraction are color, texture, intersecting
cortical model (ICM), and K-means clustering method.

The performance parameter considered here is precession. It is a very effective
feature extraction performance measure.

The various distance metrics parameters used in this approach are Euclidean, City
block, and Canberra. Out of the distancemetric, the Canberra distance generates very
less distance retrieved images. On the other hand, the K-means method gives the best
results in terms of similarity measurements.

7. Analysis-7 [12].

The CBIR techniques are using the image transform for feature extraction such
as contourlet, ridgelet, and shearlet transforms, and for also classification of the
methods such as Naïve Bayes, K-nearest neighbor (k-NN), and multi-class support
vector machine (multi-SVM).

The metrics are commonly used to measure the quality of the retrieval process
that is false positive, true positive, false negative, and true negative. These are used in
a confusion matrix which is normally a table which holds the values of true positives,
false positives, true negatives, and false negatives which can be used to represent the
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set of test data for describing the performance of a classification model or classifier.
Classifiers are compared using sensitivity, specificity, accuracy, error rate, Jacquard
coefficient, F-measure.

The multi-SVM and Naïve Bayes classifiers fetch better results When the sensi-
tivity increases, the accuracy rate also increases and resulting in the multi-SVM clas-
sifier outperforming with 90.76% accuracy for ridgelet transform. The sensitivity,
specificity, and accuracy of the multi-SVM are much higher for contourlet transform
when compared to the others. The multi-SVM classifier gives better results when
used with shearlet transform. The sensitivity, specificity, and accuracy of the multi-
class SVM are much higher than others. The error rate produced by the multi-SVM
classifier is also very much low and only 2.8%. The shearlet extracts more features
and thus outperforms the other two classifiers because of its ability to handle and
extract more features from the images than the ridgelet and contourlet.

8. Analysis-8 [13].

In the era of computation and the Internet, creating huge multimedia databases
to retrieve these multimedia data in an efficient way is always a challenge. The
CBIR system is a monumental achievement in this direction. The multimedia data is
retrieved based on various features such as color, size, and texture. But in this study,
an efficient index-based technique is developed for retrieval purposes.

For achieving state-of-the-art results in terms of accuracy and efficiency an attempt
is made by this indexing CBIR system.

For the experimentation of the index-based CBIR system, medical images are
indexed on MATLAB coding. Then, the query image and corresponding results in
images are compared for the retrieval process.

Conclusion

The CBIRs allow us to search and query images efficiently from a large image
database. From the papers we surveyed, we can ascertain that the performance of a
CBIR system depends on the accuracy and the retrieval time in which it is able to
produce the results. A lot of different schemes are employed to increase precision
though most of them still do not hold effective in case of large databases primarily
due to the increase in the search time. Thus, the careful study of various systems will
help us in developing a robust and efficient CBIR system.
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Chapter 38
A Prototype Model of Multi-utility Mist
Vehicle for Firefighting in Confined Areas

Sasidhar Krishna Varma, Pankaj Bhagath, and Nadakuditi Gouthamkumar

Introduction

Firefighters have been rescuing to save many lives and sometimes may not return
safely due to the heavy radiant heat, improper balance, the severity of the fire,
abnormal behavior of fire, inadequate of water, inaccuracy in firefighting and lagging
in multitasking. Conventional firefighting techniques are inadequate for the modern
fire service due to catastrophic damage, longer time to rescue, property damage,
water drained wastefully, etc. In order to overcome the flaws of conventional tech-
niques, multi-utility mist vehicle (MUMV) technology has been evolved based on
cooling and smothering principles for effective maintenance of water even in oil
fires also [1]. Many authors have been explored and presented the innovative tech-
nology before the commencement of MUMV such as an autonomous robot [2] to
detect the indoor flames by using extinguishing media as CO2, firefighting robot
using the Arduino system [3], firefighting robot using Bluetooth model, firefighting
robot withmicrocontroller, fire sensor, radio frequencymodule, GSMmodule, model
with combination the circuit of fire sensor [4], smoke sensor, PIC microcontroller,
motors followed by activation of the pump, firefighting robot to modern genera-
tion by installing two optically isolated DC geared motors, firefighting tank robot
model which installed with an ultrasonic sensor, compass sensor and flame detector
to sustain in such severe atmosphere [5]. Besides, few researchers have been proved
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that the multi-utility water mist effectively attacks on cooling, smothering and atten-
uation of radiant heat, provides more heat absorption rate and decreases the toxic
gases like CO2, NOx, SO2 and CO in the atmospheric conditions by using the wire-
less technology for effective controls to extinguish the fire easily [6, 7]. However, all
these technologies based systems are working toward to detect the fire and utilized
the water, firefighting foam, retardants and co2 as an extinguish media but failed to
produce the working prototype model in confined areas such as corridors, tunnels
and warehouses. Therefore, the present research work is explored toward to develop
an efficient prototype model for confined areas.

This research paper presents a prototype model of multi-utility mist vehicle
(MUMV) with fully mechanized to work in confined areas for firefighting. In this
proposed prototype model, the extinguishing media is treated as water mist and that
can be pressurized or un-pressurized. Further, the stream can be pointed to the object
(fire, tank, gas cloud) with a wired remote which controls the angle of the turbine,
up or down, and left to right. Thus, the results revealed that the proposed prototype
model is efficient in controlling fire as well as to extinguish the fire in confined areas.

Multi-utility Mist Vehicle

Multi-utility mist vehicle (MUMV) can perform multiple tasks during fire breakout
and ‘search and rescue’ operations and successfully provide the helping aid to fire-
fighters in the required hour of need. The horizontal and vertical elevation of nozzle
assembly can provide the flexibility for the firefighters in order to tackle the eroge-
nous conditions of India. Further, it can be operated via remote control and fully
automatic function is achieved with the provision of all the sensors in communica-
tion with the fire detection panel. The proposed vehicle consists of DC motor, AC
motor, reciprocating pumps, chain drive, blower and jack. In this proposed vehicle,
the input water can be given either from unpressurised water or pressurized water.
Now, the pump inside the vehicle regulates the pressure required to generate the
water mist. The regulated pressurized water flows through the nozzle and comes
out as water mist. Now a blower is used to increase the wide range of water mist by
giving positive displacement to the air. The proposed vehicle consists of a chain drive
which is used to pass over the obstacles, and a jack is used to increase the nozzle
head height. Now, in contact with ground, caster wheels are given to bear the load
and assist the vehicle to move around 360°.

Design of MUMV Model Specifications

According to the space required and its utilization, the following dimensions have
been decided for the various components used in the MUMV as (i) overall vehicle
dimensions 600*450*600 and (ii) plywood dimensions 600*450*120. The skeleton
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Fig. 38.1 a Top view, b Front view, c Electrical layout

model has drawn in auto CAD with all topographical views shown in Fig. 38.1. The
chassis of the vehicle is built of mild steel angles to increase the strength of the
base and avoid deflection as mild steel is hard, but also it is malleable, so it can be
easily fabricated into desired shapes. Some typical values for physical properties of
steel that is commonly used are density (ρ): 7.7–8.1 [kg/dm3], elastic modulus (E):
190–210 [GPa], Poisson’s ratio (ν): 0.27–0.30, thermal conductivity (κ): 11.2–48.3
[W/mK] and thermal expansion (α): 9–27 [K]. The total weight of the vehicle by
considering all the components shown in Table 38.1 is 20 kg, and the fabricated
prototype model of multi-utility mist vehicle is shown in Fig. 38.2.

Table 38.1 Design components of the MUMV

S.
No.

Item/component Quantity (No.) Unit weight (grams) Total weight (grams)

1. Wooden ply 1 1960 + 980 2940

2. Rectangle M.S.
channel used
inchassis

2 (vertical), 2
(horizontal)

820, 320 1140

3. DC motor: -30 RPM 8 (for wheels) 1 (for
blower)

90, 90 810

4. Chain 2 100 200

5. Sprockets 8 60 480

6. Other
fittings(including
nut–bolts and foam)

– 520 520

7. Jack 1 2000 2000

8. Motor and blower
assembly

1,1 5000 5000
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Fig. 38.2 a Right view, b Top view, c Front view, d Left view

Fig. 38.3 a Diaphragm pump (A sub-type of the reciprocating pump) b Nozzle, c Delivery hose
d Connector, e Suction (braided hose), f Mist (spray nozzles)

Mechanical Equipment

The diaphragm pump has been used for the model, the operating voltage of the pump
is 12 V, and maximum flow is 4.0 lpm as shown in Fig. 38.3. The weight of the pump
is 150 grams, and its maximum pressure generation is 0.48 Mpa. Total no. of pumps
used in the model is 4. Spray nozzles find applications, where the risk of radiant
heat from severe fire hazard is high, i.e., for cooling and in agricultural lands. These
nozzles are special application nozzles/monitors, suitable for agricultural activities.
The application rate from these nozzles is more effective in controlling such fires,
resulting in lower extinguishing times. A braided hose has been used for the suction
inlet to get water from the source. A total of four such hoses have been used each
connecting source and pump, and the total of four mist nozzles (all spray agricultural
nozzles) have been used in the model as shown in Fig. 38.3.

Electrical Components

A total of nine DC motors have been used in the vehicle. Among these nine motors,
one motor has been used for the horizontal movement of the blower nozzle assembly.
The 8 motors that have been used for driving the vehicle are electric DC 12 V, 30
RPM speed reduced gear motor which is providing a torque of 6 kg/cm that is equal
to 0.5886 NM as shown in Fig. 38.4.
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Fig. 38.4 aDCmotor, bElectric ACmotor, cRC-1 pump on/off, dRC-2 horizontal motion, eRC-3
Back n forth motion, f RC-4 Blower (On/Off), g Wireless modules, h Integrated Wi-Fi connected
Camera Android Phone setup

An electric motor has been used for the blower assembly so that it generates high
discharge wind velocity required for the water mist acceleration. The mechanism
has been converted into a wireless one with all the mechanisms being controlled
by wireless kit designed for the vehicle motors and pumps as (i) relay circuit—1: 4
pumps (on/off), (ii) relay circuit—2: 8 DC motors(back and forth movement), (iii)
relay circuit—3: 1 DCmotor(horizontal movement) and (iv) relay circuit—4: blower
(on/off). In order to provide the visual access to the vehicle, a camera setup has been
arranged to provide visibility to the vehicle and to act as ‘eyes’ of the vehicle by
an integrated camera to the android where mobile phone acts as viewer for both
connected via same Wi-Fi connection.

Reliability Analysis and Discussion

Since there are no standard tests, procedures are designed to analyze the affectivity
of the vehicle that to bring out with some new self-designed tests for the same as
shown in Fig. 38.5. A tin container was used with which we tied two steel angles
and they were joined with the steel wire to hold the nozzle exactly at the center. Now
we used three pumps and three nozzles, and thus, we had variations available w.r.t
pressure, discharge and number of the orifices. Now what we did firstly a known
volume of fuel was burnt, i.e., newspaper which was constant in all the tests. Firstly,
a fire was ignited and when it reached the peak just then the water supply with nozzle
was switched on with the pump and the time taken to extinguish the fire together
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 Top view Before fire test After fire test

Fig. 38.5 Apparatus setup

with the amount of water used was calculated. Similar test was repeated nine times
firstly with the same pump and then with different combinations of the nozzles.

A water mist system is a fire protection system using very fine water sprays
(i.e., water mist). The very small water droplets allow the water mist to control,
suppress or extinguish fires by cooling of the flame and oxygen displacement by
water vapor and radiant heat attenuation. There are two principles in which water
mist takes role in extinguishing the fire. At first, smothering is the removal of oxygen
(via evaporation steam is generated which displaces oxygen) and the other thing is
cooling by absorption of heat. The water mist technology is relatively simple, and it
is based on the physical principle that a combustion process cannot sustain a fire if the
percentage of oxygen present in the air is less than 11%. It attacks the fire from two
sides smothering and cooling parallel. Being remote controlled, there is less chance
in life loss of firefighters. The motion is chain drive so that it can easily overcome
the obstacles. Water mist as a firefighting media needs less content of water. With
this vehicle, firefighting can be done as near as possible because the vehicle has
given a sufficient protection to resist radiant heat. The model of MUMV, which we
have designed, is facilitated with various firefighting equipment as well as on low
discharge in irrigation purposes also. Our vehicle mainly focused on mobility of
vehicle which will not be hampered, due to its chain drive technology. Our proposed
vehicle will prove to be better than any other vehicle in terms of confined space fire.
The working model had little problems, like chain sagging. This was, happening as
we had made arrangements, to keep the chain sagging adjustable according to the
terrain condition. The vehicle will successfully work in all the terrain conditions
whether it be rocky terrains, plain terrain or any such unworkable regions. To ensure
that the developed vehicle is working efficiently as per its development criteria, we
performed several tests on the vehicle. The flow rate of a nozzle depends on the output
of pump, and major and minor losses between the nozzle and pump. We carried out
test of output of nozzle (N1,N2,N3) by collecting the discharge in an empty container
of known volume for an instant of time. The discharge rate was found to be 2.0
lpm. The reliability analysis is carried out by having different nozzles and pumps in
comparison with the water consumed to extinguish the fire, and time represents the
time taken to extinguish the fire and the temperatures as shown in Tables 38.2, 38.3
and 38.4.
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Table 38.2 Pump-1 different nozzles

Setting Water used (l) Time taken (s) Temperature (ambient) (C) Temperature (peak) (°C)

P1N1 0.6673 11.20 33.48 693.5

P1N2 0.359 10.89 33.43 691.2

P1N3 0.1334 9.08 33.43 697.9

Table 38.3 Pump-2 different nozzles

Setting Water used (l) Time taken (s) Temperature (ambient)
(°C)

Temperature (peak) (°C)

P2N1 1.596 9.42 35.61 695.7

P2N2 1.45 8.5 35.61 698.7

P2N3 1.31 5.89 35.61 690.7

Table 38.4 Pump-c different nozzles

Setting Water used (l) Time taken (s) Temperature (ambient)
(°C)

Temperature (peak) (°C)

P3N1 0.283 9.87 36.43 694.7

P3N2 0.164 6.57 36.41 696.8

P3N3 0.118 5.94 36.41 691.2

Here, the velocity pressure and area of nozzle for water filled pipe are determined
by the following relation:

Pv = 5.61× 10−7 Q
2

D4
(38.1)

where Pv represents the velocity pressure (bars) and Q, D indicates the flow of water
in liter/min and inner diameter in mm.

With the help of above results, we can say that as the area of nozzle decreases
fromN1 to N3 with increasing the pressure from P1 to P3, the quality of mist increases
(the diameter of mist water droplet decreases and more number of droplets) which
lead more surface area to absorb the radiant heat from fire. On absorbing the large
amount of heat, the mist converts into steam and gives smothering effect. As early
as smothering effect occurs, the fire extinguishment time decreases ultimately leads
to less usage of water in an efficient manner according to Bernoulli’s theorem. The
range of a trajectory is highwith the horizontal. Sowe calculated themaximum range
which came out to be 2.5 m. The comparison between different scenarios is plotted
between water consumed to extinguish the fire and time consumed to extinguish the
fire to analyze the results in Fig. 38.6. It is observed that (P1N3, P2N3, P3N3) are
more efficient than (P1N2, P2N2, P3N2). Also, (P1N2, P2N2, P3N2) are more efficient
than (P1N1, P2N1, P3N1) and some parabolic conditions will occur at a certain point.
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Fig. 38.6 Comparison between water consumption and time

Conclusions

This paper concludes that the proposed prototype model of multi-utility mist vehicle
(MUMV) worked efficiently for firefighting operations in confined areas. The
diaphragm pump is working dynamically to pressurize the water and discharge
through fine orifice spray nozzles and advanced integrated technology regulated
pressurized water flows through the nozzle comes out as water mist. Finally, the
proposed prototype model has been tested on different pumps and nozzles combina-
tions to identify the discharge and time taken to release the water and results revealed
that it is effective model for controlling fire as well as to extinguish the fire in confine
areas.

References

1. Mkanabus-kaminska J, Ping-li yen (2014) Extinguishment of cooking oil fire by water mist
suppression system. Fire Technol 40(4):309–333

2. Singh HP, Akanshu MSN, Veena BSS, Amit K Anadi V (2015) Control of an autonomous
industrial fire fighting mobile robot. DU J Undergraduate Res Inn 124–130

3. SakthiPriyanka S, Sangeetha R, Suvedha S (2017) Android controlled Fire Fighting Robot. Int
J Sci Technol Eng 3(09):540–544

4. Mathew S, Sushant G, Vishnu KR, Vishnu Nair V, Vinod Kumar G (2016) Fabrication of fire
fighting robot. Int J Inn Res Sci Technol 22(2):375–383

5. Dipali AM, Pratima SM, Shraddha KD (2015) AVR based fire fighting robot. Int J Eng Res
Technol 4(03):770–773

6. Chee FT, Alkahari MR, Sivakumar DM, Said MR (2013) Firefighting mobile robot: state of the
art and recent development. Aust J Basic Appl Sci 7(10):220–230



38 A Prototype Model of Multi-utility Mist Vehicle … 443

7. Gouthamkumar N, Srinivasarao B, Venkateswararao B, Narasimham PVRL (2019) Nondom-
inated sorting-based disruption in oppositional gravitational search algorithm for stochastic
multiobjective short-term hydrothermal scheduling. Soft Comput 23(16):7229–7248



Chapter 39
Security Analysis of System Network
Based on Contingency Ranking of Severe
Line Using TCSC

Kumari Gita and Atul Kumar

Introduction

In recent era, electricity plays an essential role in domestics and commercial field
because all these are running through electricity. Therefore, the power system secu-
rity plays an important role now a days. As the power system network consists of
generation, transmission and distribution setups, the failure of any units of these
systems effects the performance of the system. With the help of contingency, the
prior line severity can be identified [1–4]. Security analysis of Power system network
topology, without development the new transmission network can be studied through
contingency ranking of most severe lines in the topology. Performance parameters
used to detect the security of network topology can be determined based on the
parameters such as voltage and active power performance index. OPI is summation
of both voltage and active power performance index. According to highest OPI in
the existing contingency marked as most severe line in the topology [5–7]. Contin-
gency analysis method is widely used to find the effect of outages like equipment
failures, transmission line failure, etc. To prevent this, we have to take appropriate
action to keep power system secure. Practically, only ranked or choose contingencies
will leads to challenging conditions in power system network. The use of AC power
flow solution in contingency analysis gives active, reactive power flows in lines and
magnitudes at bus voltage. Therefore, making these lines to be secure in unusual
operation or in incremental load situation is main concern to prevent these lines in
unwanted situations. Proper switching is one of the main problems in the network
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topology, so finding the correct line, which improves the system network security
need to be measure properly [8]. The power system network comes into emergency
state when some of the components violate the limits or the system frequency starts
decreasing. By incorporation of many FACTS devices like STATCOM, TCSC in
shunt and series connection, we can achieve power flow control, voltage control
and stability improvement [9, 10]. The main factors by which the voltage instability
occurs are:

(i) Increased demand leads heavily weight on networks.
(ii) Shortage of reactive power.
(iii) Unexpected switching operations which cause decrease in voltage drop.
(iv) Transmission line outages or generator outages.

So attaining secured system is a big question, and therefore, to find the solution
TCSCused in the network to solve these problems and load disturbance should be less
for the improved secured system. Load flow analysis is done for assessing overall
performance indices of the power system in less repeated steps. With the help of
iterative steps, we can find the Jacobin matrix for the parameters like voltage angle,
reactive power and voltage magnitude on buses. The change in these parameters
with respect to corresponding variable leads to find the load flow result, and on that
basis, we can evaluate the ranking of contingency [11]. TCSC is also one of the
most frequently used flexible devices to control the line flow which can results in
controlling the OPI to preserve the most severe line. The study of contingency of
lines in power system in terms of security is one of the significant features in network
topology planning and operation [12]. This paper comprises the four section; Sect. 1
describes introduction, Sect. 2 explains methodology used to achieve the objective,
Sect. 3 enlightens the results analysis, and Sect. 4 clarifies conclusion of the paper.

Methodology

The method to evaluate the performance index of the system is deliberated in this
section. Voltage and active power performance parameter is calculated for analysis
of security of network topology. Weighting factor and penalty factor are used in
this paper to scale the values of performance index [13, 14]. Weighting factor is
three, and penalty factor is taken one for the evaluation of OPI. Equations (39.1–
39.3) shows the mathematical formula for evaluation of performance index. In power
system, contingency ranking method is used to rank the line based on the severity
measured using the performance index. These indices are calculated with the help
of Newton–Raphson method for each line outrage. OPI is the summation of active
performance and voltage performance index and increasing any one parameter or
both, we can improve the OPI of the system. By incorporation of STATCOM at bus
reactive voltage, violation can be improved, and by using TCSC, the violation of
active power flow in the line can be improved.
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OP I = P Iv + P Ip (39.3)

P Iv Performance index of bus voltage
W Weighting factor
M Penalty factor
Vi Bus voltage at bus i
V sp
i Specified voltage at bus i

�V lim
i Voltage deviation at bus i

P Ip Performance index of active power
Pl Active power flow in line l
Pmax
l Max power flow in line l

OP I Overall performance index of the system

About TCSC: TCSC is the FACTs device, connected in series with the transmis-
sion line conductors, which improve system stability and reduces the losses. As we
know that TCSC is a device used to dynamically control the reactance of line which
provide adequate load compensation. There are many other static electronics devices
like STATCOM, static VAR compensator (SVC), thyristor controlled in AC power
system to increase power transfer capacity also, these are used for overcrowding
management and loss optimization.

Results

Contingency ranking-based security analysis becomes an important aspect to find
out the most severe line in the existing network topology. TCSC integration in the
system has better advantages to secure the power system with observation of perfor-
mance index. The load flow performance studies on the standard 24-bus system
using MATLAB software. The system contains thirty-two (32) generating units,
thirty-eight (38) transmission lines, twenty-four (24) buses and load of 2850 MW at
the different location of buses in the system. TCSC is located to those lines which
cause more severity by opening the particular line in base case. As from the results,
line 6 has more severity by its switching, so TCSC is connected to L6 to improve
the power flow through this line and which results the improvement in severity by
opening the line 23.When line 6 chance will come for open, then second most severe
line in base case is used to connect the TCSC to perform the load flow and evaluate
the performance index. By this way, each line switching can be tested by adding the
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TCSC to the most severe line, and results show that the severity of line gets improved
with incorporation of TCSC.

Security Analysis Without TCSC

Security of power system network topology with identification of most severe line
has an important objective towards deregulated power operation. As the line will be
loaded in load incremental situation or any irregular situation arises in the system,
security gives a prior solution to identify those lines and make them secure with
appropriate remedial action. Table 39.1 shows the highest OPI lines that can be
calculated through ranking of selected contingencies. Line 6, 1 and 33 are top three
severe line in the systemwithout integration of TCSC in the system. Line six is highly
loaded as from the results aspect so to make them secure from its peak loading time,
TCSC integration plays an important role. Figure 39.1 shows the values of OPI at
every probable contingency in the system. The difference between the top two severe

Table 39.1 Top five most
severe line contingency
without and with integration
of TCSC

Without TCSC With TCSC

Line contingency OPI Line contingency OPI

L6 5.1867 L23 4.1541

L1 3.9081 L10 3.8928

L33 3.3375 L15 3.1623

L27 3.1026 L28 2.9652

L29 2.8131 L1 2.9304
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Fig. 39.1 Overall performance index during each line contingency without TCSC
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lines in the network topology without using TCSC is 1.2786 that is 24.65% deviation
from top one severe line, i.e. from L6.

Security can be restrained in several objectives for carefully operation of system.
Every contingency is accomplished to calculate the OPI in the system and rank them
according to highest to lowest order ways. The higher value of OPI gives the most
severe line in network topology and need to control these lines from any unusual
situation or heavily loading situation.

Security Analysis with TCSC

TCSC integration in the system network can control the active power flow in the
line as per the requirements. Active power performance index will be changing with
proportional change in the line flow using TCSC so OPI is also controlled. This
controlled OPI can be used to secure the most severe line in the network topology.

From Table 39.1, top five most severe line using TCSC is 23, 10, 15, 28 and 1.
With comparison with base case, it can be seen the most severe line gets changed,
but severity gets increased because OPI reduces by 1.0326, i.e. 19.9% with use of
TCSC. From results, it can be analysed that contingency ranking may change with
integration of TCSC in the network topology, but severity gets increased. Figure 39.2
shows the variation in performance index with integration of TCSC in the topology.
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Fig. 39.2 Overall performance index during each line contingency with TCSC
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Fig. 39.3 Voltage profile at different buses with & without TCSC

Voltage Profile at Buses with and Without TCSC

Voltage profile at buses is compared with and without incorporation of TCSC in the
system line. Standard 24-bus system is used for the study of performance index of the
system.As fromFig. 39.3, we can conclude that the voltage profile atmaximumbuses
gets improved when TCSC is connected in the system lines. TCSC can improve the
line flow so accordingly the voltage profile at the buses gets change proportionally.
This improved voltage profile causes the voltage security of the system. Active power
flowgets enhanced throughTCSC incorporation in system lines so under the situation
of improving the transfer capability of lines TCSC is more thinkable FACTS device
used in the system fit operation.

Conclusion

Security analysis becomes an important aspect in power system operation as world
approaches deregulated power system. Contingency ranking for analysis of most
severe line has an aspect to investigate the security of network topology. TCSC has
capability to control the power flow in the line so accordingly OPI can be controlled.
This paper deliberates the advantage of TCSC in network topology to make the
network secure by securing the most severe line in the network. TCSC is connected
to the line to control the active power flow through that line which can balanced
the OPI according to make them secure without customer load interruption. The
conclusion of the paper is using TCSC the most severe line can be changed and
system becomes more secure from previous one analysis.
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Chapter 40
A Renewable Energy-Based Task
Consolidation Algorithm for Cloud
Computing

Sanjib Kumar Nayak, Sanjaya Kumar Panda, Satyabrata Das,
and Sohan Kumar Pande

Introduction

Cloud computing has established itself a remarkable technology trend, and it is
reforming the global information technology (IT) industry and its marketplace [1].
It is indeed attributed to the fact that cloud computing provides numerous bene-
fits, such as accessibility, availability, flexibility, friendliness, cost-effectiveness and
many more [2]. Accordingly, several firms are migrating to cloud for their business
requirements by hosting cloud-oriented applications and reducing IT costs. Accord-
ing to the United States-based global research and advisory firm, called Gartner Inc.,
the revenue of the public cloud is expected to increase 17% in 2020 (i.e., $266.4
billion from $227.8 billion in 2019) and its adoption is mainstream [3]. On the other
hand, several CSPs are engaging different firms to use their services and provision-
ing the services without any user intervention. Consequently, CSPs are addressing
various challenges, such as ensuing infrastructure, monitoring, EC of datacenter,
transparency, security and compliance, and seeking cost-effective solutions [4–8].
One resembling challenge is EC by geographically distributed datacenters, failing
which it substantially affects our environment by generating carbon footprints, partic-
ulate matters and atmospheric heat [9]. Here, datacenter runs using NRE sources like
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fossil fuels (i.e., oil, gas, coal and orimulsion) to generate electricity [4]. These fuels
are finite and would eventually run out with their ever-increasing demand. Therefore,
CSPs are planning to use RE sources, such as solar, wind and hydropower to run their
datacenters in order to abate the above challenge. According to Wired, an American
magazine [10], many CSPs like Google and Microsoft claim that their datacenters
are fully powered (100%) by RE sources. However, these providers still use NRE
sources to generate electricity as RE sources may not available around the clock.
Recently, the meaning of 100% RE is redefined for Google by the GreenBiz group,
which does not consider all the time of a day or a season [11]. Many researchers
[4–9, 12–14] have provided various solutions to assign the user applications/requests
to the datacenters by using both NRE and RE sources. These solutions are based on
different factors, such as the highest available RE sources, cost, static ordering and
many others. However, these solutions have not emphasized on utilization as a factor.
This phenomenon inspired us to consider utilization as a potential factor for reducing
EC.

In this paper, we consider the utilization of user requests and resources, and
propose a RE-based TC algorithm, called MinUtil to assign the user requests to the
datacenters. Here, TC is used to minimize the usage of the number of resources and
improve the utilization of resources. The utilization ofNRE resources is restricted to a
pre-determined threshold in order to reduce the over generation of carbon footprints.
However, the utilization of RE resources is not limited to maximize the profit and
environmental benefit of these resources. We simulate the proposed algorithm using
MATLAB and carry out the simulation runs on four generated datasets. To the best
of our knowledge, cloud computing-based TC algorithms are not comparable to
MinUtil. Therefore, we carry out the simulation runs on two existing algorithms,
namely RR [4, 5] and random [6, 12]. We illustrate the outcomes of MinUtil, RR
and random algorithms in terms of EC, OC and |URE| resources, which clearly
shows the efficacy of MinUtil.

The rest of this chapter is organized as follows. Section ‘Related Work’ sum-
marizes the related work. Section ‘Problem Formation’ formulates the TC problem.
Section ‘Proposed Algorithm’ presents the MinUtil with its complexity analysis and
illustration. Section ‘PerformanceMetrics, Datasets and Simulation Results’ focuses
on presenting the performance metrics, datasets and simulation results. Finally,
section ‘Conclusion and Future Work’ summarizes the work and presents remarks
for future research directions.

Related Work

Many NRE and/or RE-based task scheduling algorithms [4–9, 12–14] have been
developed for cloud computing. They are briefly discussed as follows. Le et al.
[5] have studied the temperature of geographically distributed datacenters, and listed
three baseline algorithms, RR,worst fit and static cost-aware ordering for comparison
with their two developed algorithms, namely cost-aware distribution and cost-aware
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distribution with migration. However, they have mentioned that it is crucial for their
policies to consider all types of costs. Lee et al. [6] have introduced TC in cloud com-
puting to increase resource utilization and reduce the EC. It also reduces the usage
of resources by minimizing idle resources. They have developed two TC algorithms,
namely energy-conscious TC andMaxUtil to achieve the above objectives. However,
these algorithms do not reduce the electricity bills directly. Hsu et al. [7] have noticed
the EC with respect to utilization and seen that the EC rate increases between 70%
to 100% greatly. Therefore, they have set 70% as CPU utilization threshold (CUT)
and developed an energy-aware TC algorithm. However, the CUT is set manually
in their implementation. Panda and Jana [12] have considered both utilization value
of resources and processing time of tasks and presented a multi-criteria based TC
algorithm. Here, resource utilization of resources is not shown explicitly in the sim-
ulation results. Again, Panda and Jana [13] have addressed the demerits of both TC
and task scheduling, and developed an energy-efficient task scheduling algorithm.
However, they have not considered the energy and execution cost in their algorithm.
Most of the above-discussed algorithms have not considered any RE sources and
they have failed the requirements of RE-based algorithms.

Chen et al. [8] have considered RE sources, such as solar and wind, and presented
a scheduling algorithm forminimizing theNRE (brown) consumption of datacenters.
However, they have not considered price and cost analysis of their algorithm. Nayak
et al. [9] have presented a review of RE-based resource management. Moreover, they
have formulated a load balancing problem and discussed several solutions for the
same. They have suggested to consider both overall cost and number of used renew-
able energy resources for developing a more efficient algorithm. Toosi and Buyya
[4] have used fuzzy logic to develop a load balancing algorithm in which future
knowledge about the resources and workload is not required. They have suggested to
tune the window size for the favorable outcome of their algorithm. Pierson et al. [14]
have developed a DATAZERO project in which the objective is to run the datacen-
ter smoothly and develop a negotiation process (between IT and power control) to
handle the unexpected events. In future work, they have suggested to tune the devel-
oped negotiation process using approaches like game theory. The above-discussed
algorithms have not considered the utilization of the user requests and resources.

The proposed algorithm is a novel algorithm with respect to the following things.
(1) To the best of our knowledge, this algorithm is the first and foremost TC algo-
rithm, which considers RE sources into account. It considers the utilization of the
user requests and resources, which is not used in the recently developed RE-based
algorithms [4, 8, 14]. (2) The proposed algorithm uses the concept of TC as reported
in [6, 7, 13]. However, they have not considered RE resources in their work. (3) We
introduce a pre-determined threshold as reported in [7] to restrict the usage of NRE
resources, which in turn reduce the amount of EC. However, the existing algorithms
[4, 8, 14] have not considered such threshold, hence they may increase the amount
of EC beyond this threshold as seen in [7].
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Problem Formation

Consider a set of U user requests and a set of D datacenters. Each user request
Ui , 1 ≤ i ≤ n is a 4-tuple and they are start time (ST ), duration (D), nodes (N )
and utilization (U ). The user requests are placed in a global queue Q as per the
non-decreasing order of STs. Each datacenter Dj , 1 ≤ j ≤ m consists of a set of
R j resources/nodes. Similarly, each resource R jk , 1 ≤ k ≤ p consists of a set of
NRE/brown or RE/green energy resource slots. The future knowledge about NRE or
RE resource slots is represented using a time window o, i.e., max(ST [i] + D[i] − 1),
1≤ i ≤ n. Here,max is a function to determine themaximumof a set of timewindows.
We assume that the cost is predetermined and set to a dynamic value in case of NRE
resource slots and the cost is predetermined and set to a static value in case of RE
slots. However, the determination of cost is restricted to the time window as stated
in [4, 9]. We also assume that the data transfer time between the scheduler and the
NRE and RE resources is negligible for the simplicity of the problem. Further, the
utilization of the user requests is predetermined and identifiable, and the interference
among the tasks on the NRE and RE resources is negligible as adopted in [6, 7, 13].
The TC problem is to assign the user requests to the datacenters, such that EC and
OC are minimized and |URE| resources is maximized.

Proposed Algorithm

In this section, we present a RE-based TC algorithm for cloud computing, MinUtil.
The objectives are to minimize the EC and OC, and maximize the |URE| resources.
For this, it goes through a two-phase process, namely mapping and assigning. In the
mapping phase, a user request is mapped to all the datacenters. It determines the
total utilization in each datacenter and finds the minimum of all the total utilization.
The rationality behind this minimum total utilization is that it reduces the amount
of carbon dioxide generation and the EC. In the assigning phase, the user request
is assigned to that datacenter, which results in the minimum total utilization. This
process is repeated until all the user requests are assigned to one of the possible
datacenters.

Algorithm Description

Thepseudo-code for the proposed algorithm, alongwith input andoutput, is presented
in Algorithm 1. The algorithm contains a global queue Q to keep the user requests
as per their arrival/start time (Line 1 of Algorithm 1). It sets the ST , D, N and U
in line 3 as per the user request and initializes the total utilization of datacenter to
zero in line 5. Then it checks whether the resource slot is NRE or not in line 8. We



40 A Renewable Energy-Based Task Consolidation … 457

represent NRE resource slots by 1. If the resource slot is NRE, it determines the
sum of the utilization of the resource slot and utilization of the user requests is less
than a pre-determined threshold (τ%) or not in line 9. Note that finding the optimal
threshold is a trade-off, as stated in [1, 2] and beyond the scope of this chapter. Here,
UT I L is a function to determine the utilization of resource slots or user requests. If
it is less than the threshold (Line 9), then it updates the total utilization in line 10.
On the contrary, if the resource slot is RE (Line 12), it determines the sum of the
utilization of the resource slot and utilization of the user requests is less than 100%
or not. Note that 100% is the maximum allowable utilization of any resource slot.
If it is less than 100% (Line 13), then it updates the total utilization in line 14. This
process is repeated from ST of user request to the sum of ST and D − 1 (Line 7 to
Line 17), and for p and m number of resources and datacenters, respectively (Line 4
to Line 19). Next, the algorithm determines the minimum of all the total utilization
in line 20 using amin function and selects the datacenter that results in the minimum
total utilization in line 21. Then it assigns the user requests to the selected datacenter
by following a similar process as follows. It checks whether the resource slots is
NRE or not in line 24. If the resource slot is NRE (or RE), it determines the sum of
the utilization of the resource slot and utilization of the user requests is less than a
pre-determined threshold (or 100%) or not in line 25 (line 29). If it is less than the
threshold (or 100%) (Line 25 or Line 29), then it updates the utilization of resource
slots in line 26 (or 30). This process is repeated from ST of user request to sum of
ST and D - 1 (Line 23 to Line 33), and for p number of resources (Line 22 to Line
34). The overall process is repeated for n number of datacenters (Line 2 to Line 35)
and until the Q is empty (Line 1 to Line 36). At last, the algorithm calculates the
EC, OC and |URE| resources and produces these outputs (Line 37).

Time Complexity

Line 3 and Line 5 take constant time, i.e., O(1). The conditional statement in line 8
to line 16 (or line 9 to line 11 or line 13 to line 15) takes O(1) time. Line 7 to Line
17 and Line 23 to Line 33 loop require O(o) time. Line 6 to Line 18 and Line 22 to
Line 34 loop require O(po) time. Line 4 to Line 19 loop requires O(mpo) time and
Line 2 to Line 35 loop requires O(nmpo) time. Line 20, Line 21 and Line 37 take
O(1) time. However, Line 1 iterates K times (Line 1 to Line 36). Therefore, time
complexity of the proposed algorithm is O(Knmpo).

Illustration

We illustrate the proposed algorithm using nine tasks (i.e.,U1−9) and two datacenters
(i.e., D1−2) as shown in Table 40.1. Each datacenter consists of five nodes in which
NREandRE resource slots are represented in gray color andwhite color, respectively.
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The cost of datacenterswith respect to time is represented above the datacenters in the
form of numeric values. Note that these costs are only applicable for NRE resource
slots and a constant cost of 0.1 is applicable for RE resource slots irrespective of
time. The time window is set to 9 and the threshold is fixed at 70%.

Algorithm 1 Pseudo-code for MinUtil

Input: 1-D matrices: n, m, p, ST , D, N , UT I L , R and τ Output: EC, OC and |URE| resources

1: while Q �= NULL do
2: for i = 1, 2, 3,. . ., n do
3: Set ST [i], D[i], N [i] and UT I L[i]
4: for j = 1, 2, 3,. . ., m do
5: Set TUT I L[ j] = 0
6: for k = 1, 2, 3,. . ., p do
7: for l = ST [i], ST [i] + 1, ST [i] + 2,. . ., ST [i] + D[i] - 1 do
8: if R jkl == 1 then
9: if (UT I L[R jkl ] + UT I L[i]) ≤ τ% then
10: TUT I L[ j] + = UT I L[R jkl ]
11: end if
12: else
13: if (UT I L[R jkl ] + UT I L[i]) ≤ 100% then
14: TUT I L[ j] + = UT I L[R jkl ]
15: end if
16: end if
17: end for
18: end for
19: end for
20: MTUT I L = min(TUT I L)

21: Determine the datacenter j ′ that results MUT I L
22: for k = 1, 2, 3,. . ., p do
23: for l = ST [i], ST [i] + 1, ST [i] + 2,. . ., ST [i] + D[i] - 1 do
24: if R j ′kl == 1 then

25: if (UT I L[R j ′kl ] + UT I L[i]) ≤ τ% then

26: UT I L[R j ′kl ] + = UT I L[i]
27: end if
28: else
29: if (UT I L[R j ′kl ] + UT I L[i]) ≤ 100% then

30: UT I L[R j ′kl ] + = UT I L[i]
31: end if
32: end if
33: end for
34: end for
35: end for
36: end while
37: Calculate the EC, OC and |URE| resources

At time t = 1, user requests U1−3 are available in Q and these are mapped to two
datacenters D1−2. User request U1 requires 4 units of time of three different nodes.
Let us assume that the initial cost of both datacenter is zero. As a result, user request
U1 can be assigned to both datacenter. However, it is assigned to datacenter D1 by
assuming chronological order. The cost of this datacenter is updated to 2.6 (i.e., (0.1
× 5) for RE slots + (0.4 × 2 + 0.1 × 2 + 0.3 + 0.4 × 2) for NRE slots). Next, the
user requestU2 requires 1 time unit of two nodes. Here, the algorithm finds the total
utilization of both datacenter and these are 105% and 0%, respectively. Note that
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Table 40.1 A set of nine tasks with their properties

User request U1 U2 U3 U4 U5 U6 U7 U8 U9

Start time 1 1 1 5 5 7 8 8 9

Duration 4 1 3 3 2 1 2 1 1

Nodes 3 2 3 1 3 2 2 1 3

Utilization
(%)

35 30 56 63 61 51 55 36 42

D1 0 105 315 0 126 63 0 110 110

D2 0 000 060 0 000 00 0 000 000

total utilization is calculated at t = 1, irrespective of the resources and resource slots.
As minimum total utilization results in datacenter D2, user requestU2 is assigned to
datacenter D2. The cost of this datacenter is updated to 0.2. Next, the user requestU3

requires 3 units of time of three nodes. Here, the total utilization of both datacenter is
calculated as 315% and 60%, respectively. As minimum total utilization is resulted
in datacenter D2, user request U3 is assigned to datacenter D2. The cost is updated
to 0.2 + 0.7 = 0.9. Here, user requests U2 and U3 are using the same resource slots
at t = 1 and it is permitted as this resource slot is RE.

At time t = 5, user request U4 requires 3 units of time of a node. Here, the
total utilization of both datacenter is calculated as 0%. Therefore, user request U4 is
assigned to datacenter D1. The cost of this datacenter is updated to 2.9. The partial
Gantt chart after assigning four tasks is shown in Table 40.2. In the similar way, user
requests U5 to U9 are assigned to datacenters D2, D2, D1, D2 and D2, respectively.
The total utilization before scheduling decision is shown in the last two rows of Table
40.1. The overall cost of the two datacenters is 3.3 + 2.1 = 5.4 cost units. Note that
the CSP earns these costs. The final Gantt chart is shown in Table 40.3. Here, |URE|
resources is 29 and EC is 13715 units of energy. We also present the Gantt chart for
RR and random algorithms in Tables 40.4 and 40.5, respectively. The comparison of
various performance metrics for the proposed and existing algorithms is shown in
Table 40.6. The summary shows the superior performance of the MinUtil over the
RR and random algorithms.

Performance Metrics, Datasets and Simulation Results

In this section, we discuss three performance metrics, generation of datasets and
simulation results of the proposed and existing algorithms.
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Table 40.2 Gantt chart after assigning four tasks for MinUtil algorithm
0.4 0.1 0.3 0.4 0.4 0.2 0.2 0.1 0.4

35% (1) 35% (1) 35% (1) 35% (1)
35% (1) 35% (1) 35% (1) 35% (1)

Data
center
D1

35% (1) 35% (1) 35% (1) 35% (1) 63% (4) 63% (4) 63% (4)

0.1 0.1 0.5 0.3 0.2 0.1 0.4 0.5 0.1

56% (3) 56% (3) 56% (3)
30% (2)+
56% (3) 56% (3) 56% (3)

Data
center
D2 30% (2)+

56% (3) 56% (3) 56% (3)

t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9

Table 40.3 Final Gantt chart for MinUtil algorithm
0.4 0.1 0.3 0.4 0.4 0.2 0.2 0.1 0.4

35% (1) 35% (1) 35% (1) 35% (1)
35% (1) 35% (1) 35% (1) 35% (1) 55% (7) 55% (7)

Data
center
D1

35% (1) 35% (1) 35% (1) 35% (1) 63% (4) 63% (4) 63% (4) 55% (7) 55% (7)

0.1 0.1 0.5 0.3 0.2 0.1 0.4 0.5 0.1

56% (3) 56% (3) 56% (3) 61% (5) 61% (5) 42% (9)
30% (2)+
56% (3) 56% (3) 56% (3) 61% (5) 61% (5) 51% (6) 42% (9)

Data
center
D2 30% (2)+

56% (3) 56% (3) 56% (3) 61% (5) 61% (5) 51% (6) 36% (8) 42% (9)

t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9

Table 40.4 Final Gantt chart for RR algorithm
0.4 0.1 0.3 0.4 0.4 0.2 0.2 0.1 0.4

35% (1)+
56% (3)

35% (1)+
56% (3)

35% (1)+
56% (3) 35% (1) 61% (5) 61% (5) 42% (9)

35% (1)+
56% (3)

35% (1)+
56% (3)

35% (1)+
56% (3) 35% (1) 61% (5) 61% (5) 55% (7)

55% (7)+
42% (9)

Data
center
D1 35% (1)+

56% (3)
35% (1)+
56% (3)

35% (1)+
56% (3)

35% (1) 61% (5) 61% (5) 55% (7)
55% (7)+
42% (9)

0.1 0.1 0.5 0.3 0.2 0.1 0.4 0.5 0.1

51% (6)
30% (2) 51% (6)

Data
center
D2

30% (2) 63% (4) 63% (4) 63% (4) 36% (8)
t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9
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Table 40.5 Final Gantt chart for random algorithm
0.4 0.1 0.3 0.4 0.4 0.2 0.2 0.1 0.4

56% (3)
56% (3)
35% (1)+
56% (3)

35% (1)+
56% (3)

35% (1)+
56% (3) 35% (1) 42% (9)

35% (1)+
30% (2)

35% (1)+
56% (3)

35% (1)+
56% (3) 35% (1) 42% (9)

Data
center
D1 35% (1)+

30% (2)
35% (1)+
56% (3)

35% (1)+
56% (3)

35% (1) 36% (8) 42% (9)

0.1 0.1 0.5 0.3 0.2 0.1 0.4 0.5 0.1

61% (5) 61% (5)
61% (5) 61% (5) 51% (6)
61% (5) 61% (5) 51% (6) 55% (7) 55% (7)

Data
center
D2

63% (4) 63% (4) 63% (4) 55% (7) 55% (7)
t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9

Table 40.6 Comparison of various performance metrics for MinUtil, RR and random algorithms

Performance metrics EC OC |URE|
MinUtil 13715 5.4 29

RR 15990 6.9 18

Random 15535 6.8 19

Performance Metrics

We use three performance metrics, namely EC, OC and |URE| resources. These are
defined as follows. The EC of a datacenter Dj (i.e., E j ) is as follows.

E j = (pmax − pmin) ×
p∑

k=1

o∑

l=1

UT I L[R jkl] + pmin (1)

where pmax and pmin values are power consumption at 100% utilization (max) and
1% utilization (min), respectively, and these values are taken as 30 (300 W) and 20
(200 W), respectively as adopted in [6, 7, 13]. However, we assume that the power
consumption of NRE resources is up to τ% utilization, i.e., pτ% = 25 and the power
consumption value at 100% utilization of RE resources is taken as 25. The overall
EC is as follows.

EC =
m∑

j=1

E j (2)

The OC of a datacenter is the sum of the cost of NRE and RE resource slots. Here,
the cost of NRE resource slots is doubled if it exceeds 70%. The |URE| resources is
the number of resources that are assigned with the user requests.
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Datasets and Simulation Results

We generated four datasets, namely 200 × 10 (i.e., 200 denotes the number of user
requests and 10 denotes the number of datacenters), 400 × 20, 600 × 30 and 800 ×
40 using MATLAB and setting the range of ST , D, N andU as [1∼300], [10∼100],
[10∼50] and [10∼50], respectively. The slot of NRE and RE resources is unlimited
and [10∼50], respectively and the cost is [5∼10] and 1, respectively.

The simulation results are carried out in terms of three performance metrics for
MinUtil, RR and random algorithms using four datasets, as shown in Figs. 40.1, 40.2
and 40.3, respectively. We considered τ = 70% as adopted in [6, 7]. The MinUtil
performs better than the RR and random algorithms. The rationality behind this
performance is that the user requests are assigned to the datacenters by calculating
the total utilization and further finding the minimum of it.

200 × 10 400 × 20 600 × 30 800 × 40
108

109

Datasets

E
C

MinUtil RR Random

Fig. 40.1 Comparison of EC

200 × 10 400 × 20 600 × 30 800 × 40

107.5
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MinUtil RR Random

Fig. 40.2 Comparison of OC

200 × 10 400 × 20 600 × 30 800 × 40
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|U
R
E
|r
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ou

rc
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MinUtil RR Random

Fig. 40.3 Comparison of |URE| resources
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Conclusion and Future Work

In this chapter, we have presented a RE-based TC algorithm for cloud computing.
This algorithmgoes through a two-phase process and is shown to require O(Knmpo)
time. The simulation results have been shown using four datasets and compared
using three performancemetrics. The results have shown that the proposed algorithm
outperforms than the RR and random algorithms. However, it has taken the threshold
as 70%, which will be further investigated.
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Chapter 41
Multi-objective Optimization for Hybrid
Microgrid Utility with Energy Storage

Kapil Gandhi and S. K. Gupta

Abbreviations

PV Photovoltaic modules
wt Wind turbine modules
bat Battery bank
bio Biogas power plant
mop Modules of solar PV
mow Modules of wind turbines
rat Rated
ci Cut-in
co Cut-out
wp Wind power available
ES Maximum energy stored
CP Charging power of the energy storage units
DCP Discharging power of the energy storage units
ηinv Efficiency of the inverter
ηbat Efficiency of the battery bank
ηpv Efficiency of the solar PV modules
ηwt Efficiency of the wind turbine modules
ηbio Efficiency of the biogas power plant
δ Self discharging rate of the battery bank
Gi Global Irradiance (W/m2)
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TRS Total running cost of the system ($/day)
TES Total Greenhouse gas emissions of the system (tonne/day)
TGD Total generation and demand matching (MW/day)
ICi Initial cost per power plant ($/day)
OMi Operation and maintenance cost ($/day)
w1 Weight of cost minimization objective function (%)
w2 Weight of minimum generation demand mismatch objective function (%)
GEi Total gas emissions through the plant
GEbat Total gas emissions through the battery bank

Introduction

According to the action plan of the Indian government, the electrical energy demand
of the country will rapidly grow up to 2025, which will rapidly accelerate the CO2

emission in the environment because the most power generation depends on fossil
fuels till now. Due to adverse and dangerous effects on the environment, increasing
cost, dependency on gulf countries, and limited fossil fuel reserves, renewable energy
generation is the only possible solution to fulfil the electrical energy demand of
the country [1, 2]. However, renewable energy sources are not reliable due to their
dependency on atmospheric conditions. The stand-alone wind turbine or solar PV
cannot provide a reliable solution due to the intermittent nature of wind speed or solar
radiance. Due to this scenario, the authors provide an acceptable hybrid renewable
energy system to deliver reliable power to consider green energy constraints.

The new possibilities for effective management of a smart grid are exposed to
the new field of research. The minimum price of electricity to consumers with the
maximum reliability of electricity is one of them. The price of electricity is high due
to the fixed tariff for the whole time. Due to fixed tariffs, the demand is uncertain at
any time of the day, and generation is also uncertain due to renewable penetration. It
will affect grid reliability and stability. The price of per unit electricity can decrease
when the time-based tariff introduced. It helps to control the load demand during
peak hours. It leads to overconsumption during off-peak hours. The United States
has only 80–90 h of the peak load during the whole year [3, 4].

The residential buildings generate 42% of carbon prints, and the commercial
buildings generate 36% of carbon footprint according to the report of World Bank,
2018 [5]. The energy consumption is exponentially increased from the last decades.
It is expected to increase further to 50% by 2035 [6].

When the energy demand increases more than the generation, the power shortage
and blackouts are more frequent during peak hours of the day. It will also increase
the price of electricity. Demand-side management (DSM) can help to reduce the
negative environmental effect, i.e., greenhouse gas emission, and also decrease the
price of electricity by managing the consumer load in the manner that optional or
unnecessary load will operate during off-peak hours. It also reduces the requirement
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of new systems, i.e., generation, transmission, and distribution. DSM improves the
system energy efficiency by modifying the load profile through load shifting, energy
conservation, load growth, valley filling, flexible load shift, and peak clipping. It also
includes changing the low efficient equipment or appliances with highly efficient
equipment or appliances, i.e. LED bulb can replace the CFL [7, 8].

The demand response is the technique to shape the demand tomanage the problem
of dynamic pricing. Demand-side management is the tool to reduce the peak electric
load and flexible demand tomanage the randomgeneration. In this research paper, the
author considers the various types of load, i.e. controllable load, uncontrollable loads,
and dump load to balance the excess generation, if any. The generation of electric
power is done through Wind turbines, solar PV, and biogas plants. The battery and
the grid are also connected to the system. DSM is also introduced to maximize the
available utilities. Each load will assign the load profile depending on the load rating
and working hours. Every domestic and commercial consumer wishes to maximize
its utilities to optimal schedule the electrical power consumption. The overall system
will be beneficial if the utility company uses dynamic pricing of the electricity to
manage the demand response [9]. However, Real-time dynamic prices (time-based)
of electricity are not extensively used in the retail electricity sector [10].

The organization of the remaining paper is as follows: Sect. 41.2 discusses the
detailed pricing of retail electricity in the open market. Section 41.3 mathematical
modelling of the system and renewable energy systems. The load profile of the district
is also discussed in this section. Section 41.4 discusses the methodology and control
system of a microgrid. The optimized results of the microgrid system are discussed
in Sect. 41.5. Finally, the conclusions of this research paper are drawn in Sect. 41.6.

Pricing in Retail Electricity

In the open market of electricity, there is a lack of policies and guidelines until
now. However, the reliable electricity at minimum price is the main challenge and
objective for energy market regulators. The aware consumers are responsible for the
investment in the energy sector for the investors [11].

The private power producer and seller are providing more reliable electricity to
the consumers than a regulated utility by a government agency. Due to this, the
number of consumers is attracting private suppliers. Many states in the US and
India have opened retail markets for private participants to sell the electricity to
different customers. The consumers are not interested in sellers; they are interested
in reliable power at a low price. The two-part tariff is more popular among the sellers
and consumers. The adoption of dynamic pricing is suitable for social welfare. The
power requirement of residential consumers is low as compared to commercial and
industrial consumers. The retail price competition will decrease the tariff price of
electricity among competitive energy sellers [12] (Table 41.1).
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Table 41.1 Comparison of various tariff schemes [10]

Tariff Economic benefit Equity Bill generation Revenue scope

Flat rate 1 1 5 2

PTR 4 2 5 1

CPP 4 3 3 4

TOU 4 4 3 3

Only variable cost 5 5 1 4

Fixed and variable cost 5 5 2 5

a5 represent the ‘very good’ and 1 represent the ‘very bad.’

Mathematical Modelling of System

Gajraula, the district inUP, faces the shortage of electricity to the various industries in
the district. In Gajraula, approximately 6700 homes and 72 industries are established.
The average load of the residential consumers is 27.3 MW, commercial consumers
are 18.1 MW, and industrial consumers are 68 MW. The author proposed the grid-
connectedmicrogrid for the district for a reliable power supply. The hybridmicrogrid
structure is shown in Fig. 41.1. The load profile of the district for a year is available
and plotted in Fig. 41.2. The author supposed the load is constant for all days of any
month. The load data is available for a day of each month on an hourly basis.

Fig. 41.1 Microgrid system with Solar PV, wind turbine and biogas plant [13]
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Fig. 41.2 The load profile of the district for a day for every month

The authors formulate the multi-objective optimization problem to optimize the
proposed microgrid with three objectives and corresponding weights [14]

Objective = w1 · TRS+ w2 · TGD+ (1− w1 − w2) · TES (41.1)

here

TRS =
∑

i={pv,wt,bg}

[
Ni

(
ICi

Ti
+ OMi

)]
+ ICbat

Tbat
·
∑24

i=1

∑12
m=1 CPbat(t,m)

12 · ESbat

TES =
∑

i={pv,wt,bg}

[
Ni · GEi

Ti

]
+ GEbat

Tbat
·
∑24

i=1

∑12
m=1 CPbat(t,m)

12 · ESbat

TGD =
∑

i={pv,wt,bg}
[Pi (t,m)]+ DChbat −

∑

All type

DL(t,m) − Chbat(t,m)

Modelling of Solar PV System

The output power of the solar PV module can be calculated through Eq. (41.2)

Ppv = ηpv · Npv · Amop · Gi (41.2)
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Table 41.2 Ideality factor of
the solar modules [15]

Material Ideality factor

Si-mono 1.2

Si-poly 1.3

a-Si–H 1.8

a-Si–H Tandem 3.3

a-Si–H triple 5.0

cdTe 1.5

CTs 1.5

AsGa 1.3

The parameters of Eq. (41.1) are constant except for Global irradiance and the
efficiency of the solar PV modules [13]. The efficiency of solar PV depends on the
ambient temperature of the particular hour to generate electricity. Global irradiance
depends upon the geographical location of the solar PV plant and the projection of the
panels. The Ideality factor of the material of solar module also affects the efficiency
of the system (Table 41.2).

Modelling of the Wind Power System

The wind is also the form of solar energy. The output power of the wind turbine
modules depends upon the swept area and rotor angle of the rotor, velocity, and
direction of the wind and air density. It is given by the following equation

Pwt =
⎧
⎨

⎩

α · V 3 − β · Prat, Vci < V < Vrat

Prat, Vci < V < Vrat

0, else
(41.3)

Here

α = Prat
V 3
rat − V 3

ci

β = V 3
ci

V 3
rat − V 3

ci

The net power available for transmission and distribution from wind turbine
generators is given by,

Pwp(t) = ηwg · Nwg · Amow · Pwt (41.4)
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Here ηwg is the combined efficiency of wind turbine generators and required
converters [16].

Modelling of Biogas Power Plant

Biogas is another type of renewable energy sourcewithmany advantages as compared
to solar PV and wind generators. The biogas power plant can start or generate power
as per requirement. The output power does not depend on the weather conditions.
The energy from the gas converts in mechanical energy through the gas turbine. The
output power of the biogas power plant mainly depends on the Total solid waste
available from the waste, and it is given by [17],

Pbio = ηbio · T Sbio · Abio (41.5)

Modelling of Battery

The current development of the renewable energy system requires the integration of
energy storage units because the output of the solar PV and wind turbine generators
depend on the atmospheric conditions. In micro-grid, multiple functions can perform
by energy storage units, e.g. control of power quality, aswell as voltage regulation and
frequency, smoothing renewable energy output, providing system emergency power,
and cost Optimization. The storage unit may be batteries, flywheels, and Ultra-
capacitors. Generally, the electrochemical batteries are used in the power system.
The battery is charged when the excess power is available or off-peak time and used
during power shortage or peak hours. It is quite challenging to identify the exact state
of the charge condition of the battery bank. The capacity of a battery bank at any
instant is given by [18].

During charging

Cbat(t) = Cbat(t − 1) · (1− δ) − PEDC · ηbat (41.6)

During Discharging

Cbat(t) = Cbat(t − 1) · (1− δ) + PDDC · ηbat (41.7)
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Availability of AC Power

The price of the electricity will decrease when the electric power does not waste
on dump loads. It means the power generation by any means is equal to the power
consumed by all loads except the reservoir. The power output through solar and wind
cannot control. However, the power available through a biogas power plant and the
battery will be optimized in the way that the loss of power will be minimum.

PT = (
Ppv(t) + Pwt (t) + Cbat(t)

) · ηinv + Pbio (41.8)

Power Management Methodology

The power management methodology of the microgrid is shown in Fig. 41.3. The
main aim of the microgrid central controller is to maintain the balance between
power availability and demand. All controllers are automatic, but automation works
on predefined algorithms or decisions. Many different situations are discussed and
explained through the algorithm in this paper [19]. The algorithm decides the oper-
ation biogas power plant or storage units. It also decides whether the excess power
is required from the grid to purchase or not.

Results

After applied the multi-objective problem approach for the proposed microgrid, the
author configures the system and optimizes the proposed objectives. The cost of the
systemwill beminimum,with the least greenhouse gas emissions in the environment.
Figure 41.4 shows that eachnodeon thePareto front is the unique andoptimal solution
for the proposed problem. The Pareto front technique is robust as compared to other
techniques. The calculations performed by authors are based on various assumptions
that are influenced by the literature survey (Table 41.3).

Conclusion

The Pareto front optimization technique is used to optimize the problem of an AC–
DC hybrid microgrid. The mathematical modelling of solar PV, wind turbine, biogas
power plant, and battery storage as done by the author and the power manage-
ment algorithm was also developed to minimize the human interface in the deci-
sion making. These situations can be the standard mode of operation, overloaded
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Fig. 41.3 Algorithm for decision making for power management of microgrid

microgrid, or contingency management. The other techniques, Archive-based Micro
Genetic Algorithm (AMGA) and Neighborhood Cultivation Genetic Algorithm
(NCGA) can also be used instead of the Pareto front optimization technique.
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Fig. 41.4 Optimization result for Pareto front optimization techniques

Table 41.3 Weight
management of optimization
function

S. No. Weight w1 Weight w2

1 0.25 0.50

2 0.30 0.45

3 0.35 0.40

4 0.40 0.35

5 0.45 0.30

6 0.50 0.25
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Chapter 42
Damaged Cell Location on Lithium-Ion
Batteries Using Artificial Neural
Networks

Mateus Moro Lumertz, Felipe Gozzi da Cruz, Rubisson Duarte Lamperti,
Leandro Antonio Pasa, and Diogo Marujo

Introduction

In recent years, battery technology is evolving fast, and many studies are being done
on the subject. The latter is due to the high demand for emerging technologies such as
electric vehicles and intelligent solar energy systems.Many of the recent applications
of power batteries are using lithium-ion ones because they have high energy density
and no memory effects [1, 2].

The cost of batteries used in electric vehicles is a large part of the product’s total
cost, being today a factor that hinders the popularization of the technology. However,
the batteries have afinite life cycle, and their degradation canbe accelerated by several
factors, such as charge speed, temperature, and depth of discharge (DOD) [2, 3].

The state of the degradation of batteries can be evaluated with the state of health
(SOH) [3]. When the SOH decreases, the cells lose the capacity to store energy. At
deficient levels of SOH, the latter can be called ‘dead’ [4, 5]. A dead cell practically
does not contribute to the battery’s total current, so it is necessary to identify the
problem to limit the battery’s charge/discharge speed, thus avoiding damaging other
cells.

Battery management systems (BMSs) are used to monitor the battery and avoid
these adverse conditions. These devices have several sensors that monitor each cell
or stack of cells, which compose the battery [6–8]. Since each cell is not produced
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identically, they can charge, discharge, die, or degrade differently [7]. The BMS
acts when it identifies an abnormal condition in the battery, switching relays, and
removing damaged cells from the electrical circuit, also balancing the charge and
discharge of cells [3].

Electric-vehicle batteries have hundreds of cells, and thenmonitoring each of them
is a complicated and expensive process, because each one commonly uses a single
analog-to-digital converter for voltage measurement or voltage-level converters with
multiplexed outputs [4, 8].

In the literature, some works have implemented artificial intelligence techniques,
such as artificial neural networks (ANNs), in the batterymanagement systemswithout
relying on knowledge of the internal battery parameters,whichmayvarywith temper-
ature and SOH. However, most of the developed proposals are only observer algo-
rithms to estimate the state of charge (SOC) or the SOH of the battery, without acting
directly in protecting the system [9, 10].

ANN is used in several other engineering areas, such as in protecting electrical
power systems, classification, and location of faults in transmission lines. In such
applications, it is more efficient to use data processing tools, such as the Fourier
transform (FT) or the wavelet transform (WT), to create the ANN entries rather than
to use electrical signals in the time domain [11, 12]. This work proposes the use
of artificial neural networks (ANNs) for the identification and location of damaged
cells within LiCoO2 lithium-ion batteries, enabling a BMS to switch off a cell faster,
and the proposed method does not require voltage measurements in each cell, only
the output signal from the battery.

Methodology

Theproposedmethod is illustrated in theflowchart of Fig. 42.1. Initially, a high-power
pulse is applied to the battery terminals, lasting for half a second. Subsequently, data
processing tools are used to extract information from the measured voltage signal.

Fig. 42.1 Process flowchart
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In this step, the Fourier transform and the wavelet transform are applied. Finally, the
data captured is used as inputs for an ANN, which will identify if there are dead cells
on the battery. If so, a second ANN will locate the defective cell’s position in the
battery’s electrical circuit.

Impedances between each cell and the battery terminal are different because of
their arrangementwithin the battery, as exemplified in Fig. 42.2,where the cell-to-cell
connections of an electric car battery are exposed.

Figure 42.3 shows the necessary database for the training of the ANNs, consid-
ering a set of five cells. Among these cells, there may be a defective one, and if it
exists, it can be in any one of the five positions shown.

Fig. 42.2 Battery cells

Fig. 42.3 Cells position
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Wavelet Transform

Wavelet transform (WT), in its discrete form, the wavelet multi-resolution analysis
(MRA), is a tool that analyzes the signal in both the time domain and frequency
domain. The latter is done by decomposing the input signal in the function of a
mother wavelet’s orthonormal bases. MRA applies convolutions with a filter bank,
containing ahigh-pass and low-passfilters to obtain this decomposition’s coefficients.
Results obtained by the low-pass filter are the scale coefficients (An), which capture
the signal trends. High-pass filtering results in the expansion coefficients (Dn), which
extract fluctuations and transients.

The convolution process with the filter bank can be repeated using the previous
low-pass filter output as the new input signal, increasing the transform´s decompo-
sition level. This procedure is limited only by the initial signal sampling rate, which
decreases by half at each convolution with the filters [13].

Artificial Neural Networks

ANNs of feedforward type are tools that can be used tomodel systems with unknown
mathematical relationships. In most applications, they have three layers of neurons,
the input layer and the output layer with a settled number of neurons, depending on
the number of inputs and outputs of the system, and a hidden layer.

Neurons in the hidden layer define the linearity of themodel and directly influence
the ANN performance. Many free parameters increase the degree of freedom of the
system and can even extrapolate the complexity of the problem being modeled,
causing vague answers in situations not inserted in the training process.

A valid number of neurons are the smallest that guarantees good accuracy in the
training set because this will make the ANN have a higher capacity of generalization.
Meaning it willmaintain its accuracy for samples different from those used in training
[14].

Also, there are more sophisticated methods such as the regularizations, which
seek to minimize the size of the ANN using an algorithm that penalizes its
complexity. Bayesian regularization is an algorithm that uses this principle to perform
the network training, based on the backpropagation method and the Levenberg-
Marquardt Optimization, being an algorithm with a large generalization capacity
[15].

Simulation Results

To simulate battery cells considering the effects of temperature and load, SimPow-
erSystems Toolbox was used in the MATLAB®, considering a set of five LiCoO2
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cells with 40Wh each connected in parallel. They represent the battery cells or stacks
of cells, and there may or may not have damaged cells. For this work, damaged cells
have a maximum rated capacity of 10% of the healthy cells.

The ANN input data simulations were performed with the set of cells, during
which the cells were not in the process of charge or discharge. The analysis consists
of a load pulse during 0.5 s. The battery pack is connected to a high-power resistor
(100 W) through a MOSFET, according to Fig. 42.3.

Using only voltagemeasurements on this resistor, a multi-layer feedforwardANN
was used to analyze the electric signal’s transient behaviour and distinguish the
defective sets from the healthy ones. Thus, the expected output of the network is 1
if dead cells are present in the set and 0 otherwise.

Subsequently, a second ANN was used to locate the dead cell’s position in the
electric circuit. Thus, this network’s expected output varies between 1 and 5, with
1 being the closest to the terminals of the set of cells and 5 the farthest, as shown in
Fig. 42.3. These two networks, the ANN of identification and the ANN of location,
have 50 neurons in the hidden layer and are trained by the Bayesian regularization
method.

Two data preprocessing methods were tested to convert the voltage samples in the
continuous time to inputs for the ANN: Fourier and wavelet transforms.

In thiswork, 2736 sampleswere collected to identificationANN training and 2280
for location ANN training. 10% of these samples were randomly chosen for training
validation and another 10% for the tests. The varied parameters in the simulations
were as follows:

• Charge of healthy cells (between 50 and 100%);
• Dead cell charge (between 0.01 and 10%);
• Dead cell position;
• Battery temperature (between 20 and 30° C).

Figures 42.4, 42.5, 42.6, and 42.7 show the influence on voltage pulses when a
parameter is changed during the data acquisition. Figure 42.4 shows the simulations’
results varying batteries’ temperature, considering a range of 20–30 °C. All cells
are considered with full SOC and healthy. This temperature range was chosen for
the simulation because lithium power batteries require thermal control to operate
correctly since they lose their SOH quickly at high temperatures; in extreme cases,
they may come to combustion.

Figure 42.5 shows the influence of the SOC of cells, with 20 °C and only healthy
cells. Since SOC is the parameter that most influences the signal in the time domain,
because the load interferes directly in the cells’ voltage in an exponential relation, it
affects the rate of reduction of the battery voltage and, therefore, in the slope of the
pulse curve.

Figure 42.6 shows the influence of the maximum load capacity of the dead cell,
in percentage relative to healthy cells, being a parameter that can be used to measure
the state of health (SOH). Healthy cells with full SOC and dead one in position 1
were considered. This parameter presented a high non-linearity, because, besides the
pulses having different inclinations, the decrease of SOH from 10% to 5% caused the
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Fig. 42.4 Influence of temperature

Fig. 42.5 Influence of SOC

level of voltage to rise, while the decline from 5% to 1% caused the level of voltage
to decrease.

Considering the presence of a dead cell with 10% SOH in the circuit and varying
its position, the simulated results are shown in Fig. 42.7 were obtained for a constant
temperature of 20 °C. Damaged cell position is the parameter that needs to be diag-
nosed by location ANN. In the time domain, its influence on the signal is very similar
to the other parameters’ impact, but it is much less significant than SOC.
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Fig. 42.6 Influence of damaged cell SOH

Fig. 42.7 Influence of damaged cell position

Applying the WT with the Haar function as the mother wavelet, all ten first
decomposition levels had few variations due to the change in SOC, SOH, and position
of the dead cell (Table 42.1). It is impossible to use knowledge of the system’s thermal
variations as the only data-preprocessing tool to identify and locate dead cells.

On the other hand, the FT was sensitive to all parameters. However, the dead cell
position’s influence on this signal is minimal, especially in the locations farthest from
the battery terminals. Figure 42.8 shows themagnitude of the test’s pulse, varying the
position of the dead cell, and the enlarged graph shows the fundamental frequency
values, being the region with the most significant amplitude and variation in the
system.
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Table 42.1 Wavelet
transform outputs

Temperature (°C) SOC (%) Wavelet transform

20.6 80 4.4512e-12

20.6 90 4.4484e-12

20.6 100 4.2816e-12

22.8 80 1.1116e-10

22.8 90 1.1591e-10

22.8 100 0.9033e-10

24.3 80 2.8205e-10

24.3 90 2.7318e-10

24.3 100 2.0866e-10

Fig. 42.8 FFT magnitude for different dead cell positions

ANN Training Results

Initially, both ANNswere trained using only the FT as a data-preprocessing tool. The
best structure found for bothANNswaswith three inputs: themagnitude of the funda-
mental wave, the peak voltage of the load pulse, and the average temperature of the
cells. However, this structure presented a low performance, with amean squared error
(MSE) in the training of 0.387224 for the location ANN, as described in Table 42.2.
The latter represents very high value, especially in positions 4 and 5, where the dead
cell location became indistinguishable. Besides, the correlation between the location
ANN training data was low, indicating that there is no specific pattern between input
and output data. In this sense, new ANNs were tested to solve this problem. Now
four inputs were used, including the first level decomposition response of the wavelet
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Table 42.2 Results with
three inputs ANN

Identification ANN Localization ANN

Samples 2736 2280

Training MSE 1.222194e-1 3.87224e-1

Correlation 0.348356 0.898645

Testing MSE 1.29242e-1 4.25188e-1

Table 42.3 Results with four
inputs ANN

Identification ANN Location ANN

Sample 2736 2280

Training MSE 7.54264e-3 7.84597e-3

Correlation 0.97240 0.98044

Testing MSE 1.18273e-2 2.43561e-2

MRA, with the Haar function as the mother wavelet. Although this input varies only
with changes in temperature since it is already one of the network’s inputs and, there-
fore, could be a redundant modification, the relation between these two parameters
is not linear, and the knowledge of both can simplify the pattern recognition.

Results are presented in Table 42.3, and the identificationANNobtained a training
error of 7.5426e-3 and a correlation coefficient of 0.9724, with an accuracy of 95%.
Performance with the wavelet MRA proved to be much higher than the network with
only three inputs. All responses with errors greater than 0.5 occurred when the dead
cell was in position 5, so the ANN was able to identify the presence of dead cells in
100% of cases in the other positions.

Mean training error of 7.84597e-3 and a correlation coefficient of 0.98044 were
obtained with location ANN (Table 42.3). Note that all errors with a module greater
than 0.5 were located at position 1.

Conclusion

The artificial neural networks, for identification of defective battery packs, and loca-
tion the dead cell’s position, obtained excellent training and testing results using the
wavelet MRA and the Fourier transform simultaneously for data processing. Iden-
tification ANN presented lower accuracy when the dead cells are distant from the
terminals of the battery, while the localization ANN presented higher error when
they are close to the terminals.

Wavelet MRA was sensitive mostly to thermal variations. However, although the
temperature was already one of the ANN inputs, this tool significantly increased the
results’ accuracy. For future works, intelligent temperature estimators can be created
using only voltage measurements with the wavelet MRA. These estimators would
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eliminate the need to use sensors to estimate the batteries’ average temperature, being
useful in several functions performed by BMS.
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Chapter 43
Fuzzy Logic-Based Solar Generation
Tracking

Anish Agrawal and Anadi Shankar Jha

Introduction

With the already humungous and rapidly growing demand for electrical power, there
has been an increase in exploitation of the natural fossil fuels for power generation
leading to increased pollution. It has become extremely vital for the integration of
renewable and non-polluting energy sources with the electric grid for sustainable
development keeping in mind the needs of the future. Solar energy is one of the vast
inexhaustible energy sources available for use. However, the uncertainty in solar
power generation leads to a critical problem in grid integration of such systems.
Solar generation varies with the solar irradiance humidity temperature as well as
other weather conditions.

Chakraborty et al. [1] discuss techniques for forecasting their applications, advan-
tages, and their requirements. Neves et al. [2] show a study on an isolated microgrid
system based on its demand response, and its performance has been studied keeping
in mind the uncertainties in solar power. Use of hybrid solar irradiance forecasting
methodology for microgrid with electric vehicles as load has been presented in [3].
Corsetti et al. [4] discuss the short-term forecasting of solar generation for the erection
of microgrid system which has been analyzed using neural networks.

Vermaak et al. [5] provide a hardware module for the logging of load power to
an external storage device with the help of a smart power meter. The data logged is
then transferred to an android application which is capable of visually displaying in
the form of graphs. Hussain et al. [6], in his paper, reveal the process of bidirectional
energy flow using smart meters and emphasize the role of rooftop system of solar
panels for grid-connected power generation.
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Kenner et al. [7] present a software for data collection and analyses for a reference
smart grid. The Modbus TCP/IP protocol a RESTful web service is studied for the
basis of collecting data. Geetha and Jamuna [8] offer a digital meter model that shows
real-time power usage to evaluate energy use and expenditure using different graph,
tabulated and manipulated data forms.

Gaga et al. [9] address the design and implementation of a photovoltaic system
based on an enhanced P&O algorithm and verify its efficacy by simulating PowerSim
simulator and by usingMPPT algorithms, classical and enhanced perturb and observe
algorithms under the developed framework. Bonganay et al. [10] use an automatic
meter reading system interface. The platform, via python, uses the integration of
ZigBee protocol into Raspberry Pi single-board machine.

Chugh et al. [11] offer a simplified fuzzy logic model developed for short-term
solar energy forecasts using solar irradiance data. Themodel’s efficiency is measured
on the basis of a mean absolute percentage error (MAPE). Mbarek and Feki [12]
provide a novel approach to solar irradiance forecasting using flexible and accurate
fuzzy logic and robust multi-linear regression.

Saez et al. [13] propose fuzzy interval prediction models which integrate uncer-
tainty representation of future predictions. The suggested models of forecast cycles
would help build a reliable microgrid energy management framework. Hippert [14]
advises the use of the artificial neural networks (ANNs) for load prediction. The
paper looks objectively at the ways the proposed NNs are built and checked.

Tee et al. [15] study the development of exogenous multivariable input (NARX)
and nonlinear autoregressive artificial neural networks (ANNs) to efficiently predict
short-term loads. In this article, with the introduction of the discussed method, the
mean actual percent errors in the prediction were reached in the range of 1%. Liu
et al. [16] discuss the practical techniques, namely fuzzy logic, neural networks, and
autoregressive model for very short-term load forecasting his paper.

This paper describes a Mamdani, fuzzy logic-based prediction system trained on
a vast dataset of values to obtain accurate and reliable results. The power generation
data from the data logger system is used to validate the result. Section 43.1 comprises
of the introduction to the research. Section 43.2 describes solar setup and measuring
devices. The design of the fuzzy logic system has been discussed in Sect. 43.3. The
results obtained have been discussed in Sect. 43.4 with the conclusion in Sect. 43.5.

Data Collection System

A data logger system has been implemented for the generation and gathering of
data. The variables being logged are temperature (°C), solar irradiance (W/m2) and
humidity (%) as the inputs and power(W) as output for the fuzzy system. The block
diagram of the data logger system has been shown in Fig. 43.1.
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Fig. 43.1 Data logger block diagram

Hardware Devices

Solar Panels: A total of 5-kilowatt power generation capacity has been provided
by 20 solar panels each of 250 watts. The system comprises of two strings of equal
number of solar panels connected in parallel with the max voltage of 307.2 volts and
16.3 A DC.

Solar Inverter: The generated solar power is converted into three-phase AC
power. Considering the present system and keeping in mind potential upgrades to
the system, 10-kilowatt three-phase grid connected luminous solar inverter has been
used which converts DC power to three-phase AC power at 50 Hertz. As the labo-
ratory has various equipment running at three-phase voltage, this particular inverter
has been used.

Energy Meter: An energy meter has been connected after the solar inverter to
keep track of solar power generation. A Sprint 350 energy meter has been used for
this application. It is suitable for residential, business, and industrial applications. It
is connected in a system of three-phase wiring. This meter has four effective current
ranges which are of 5–30 A, 10–40 A, 10–60 A, and 20–100 A. This meter has a
voltage range of 230 V phase or 415 V line. This meter operates at 50 Hz± 5% key
frequency.

Raspberry Pi: The data logger system requires a processing unit for data handling
capabilities. ARaspberry pi 3 is a small debit card-sizedmicroprocessor-based devel-
opment board. The Pi also has wireless communication capabilities such as Wi-Fi
and Bluetooth support. The Raspberry Pi provides 40 GPIO pins for data input and
output, along with 4 USB ports. A user-defined python script can be installed on the
Raspberry Pi in this setup which can be modified to meet future expansion needs.

Temperature Sensor: The DHT22 is a digital temperature and humidity sensor
which is simple and low cost. It uses a capacitive humidity sensor for humidity
measurement and a thermistor to measure the ambient temperature of the air around
the panels and sends out a digital signal on the output pin.

Pyranometer: A pyranometer sensor SR03 is used for the measurement of sun
irradiance. It has an angle of viewof 180°. The pyranometermonitors the hemispheric
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solar radiation using concentric disks and has a flat response throughout the entire
solar spectrum of irradiation.

Data Collection

The devices mentioned in Sect. 43.2.1 constitute the data logger system and solar
setup. Using this setup, the required data necessary for the prediction system has
been acquired. The data is stored in external SD card, and the data can be transferred
to the laptop in the form of an excel sheet. Radiance has been measured by the
pyranometer. Temperature and humidity are measured by the DHT22 sensor.

The data for solar generation has been measured at electrical engineering depart-
ment at Delhi Technological University. The data logger logs data at a sample rate of
once per 2 min. A random sample set of logged data for a single day has been used
for validity of fuzzy output.

Fuzzy Logic System

The fuzzy system has been designedwith four uncertain inputs which are time of day,
irradiance, temperature, and humidity. These inputs are fuzzified with the member-
ship functions having a range between 0 and 1. The distribution of membership
functions for the four inputs has been done on the basis of the observed maximum
and minimum value for each parameter. Figure 43.2 shows the various inputs and
outputs for the system.

The linguistic variable for temperature and humidity has five membership func-
tions, whereas for irradiance there are nine membership functions. The division for
the membership functions is based on producing a minimal error in the prediction
system.

Fig. 43.2 Layout of the proposed fuzzy system
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Themembership function of temperature has five triangular fuzzy functionswhich
are V low, Low, Optimum, High, and V high. The other membership functions are
described in a similar manner. In this proposed system, solar power generation has
thus been predicted upon different parameters.

Figure 43.3 shows the input and output variable memberships for the proposed
fuzzy interface system. The inputs are temperature, humidity, and irradiance whereas
power is the output for the system.

Rule Base: A total of 256 viable rules have been formed using the logged data.
Out of all the possible rules, many rules were deemed to be unfeasible and were
not included in the rule base. The below given Fig. 43.4 depicts the surface view of
input variables, irradiance and temperature, and output variable, power associated
with each other.

Fig. 43.3 Input-output membership functions

Fig. 43.4 Surface view of
FIS rule base
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Result

Dataset fromNational Renewable Energy Laboratory (NREL) was used to obtain the
output of the system of the fuzzy system. In this dataset, data is logged at an interval
of 1 h, so the output for the same is obtained. The data chosen was for a typical sunny
day. Figure 43.5 shows the input irradiance and temperature conditions.

The input temperature conditions varied between a minimum of 23.9 °C and a
maximumof 38.3 °C. The irradiance conditions for the power-producing hours varied
between 220 and 1052 W/m2. The power output for the 5 kW system varied from
920 watts to 3.34 kW as shown in Fig. 43.6. Figure 43.6 also shows the predicted
solar output versus the actual solar generation output.

Figure 43.7 shows the magnitude of the error percentage of the fuzzy system.
The error varies between a maximum of 3.25% and a minimum of 0.45%. The
maximum percentage error point is during sunset hours, where less solar power is
being generated by the system.

Theminimumpercentage error point is present during themaximumpower gener-
ation hours with average error for the same being less than 2%. However, the magni-
tude of error is more or less similar with an error of 40 50 watts in magnitude of the
entire day.

Fig. 43.5 Input temperature and irradiance curve
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Fig. 43.6 Output power curve

Fig. 43.7 Error curve
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Conclusion

Afuzzy-based solar power generation forecastingmodel has been successfully imple-
mented. A further addition to thismodel for a solar irradiance prediction systemusing
fuzzy analysis is being performed. Cost versus performance analysis for the solar
system is underway using the data logged by the data logger system.
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Chapter 44
Airborne Manoeuvre Tracking Device
for Kite-based Wind Power Generation

Roystan Vijay Castelino and Yashwant Kashyap

Introduction

Electric power generation through wind resources goes into the favors of reduction
in pollution levels and climate control. Although horizontal axis wind turbines being
developed on a large scale, it cannot trap the high altitude wind power, which is
more powerful and steadier. Therefore, the tethered kite-based power generation is
the solution that traps the enormous power at higher altitude. These systems generated
electricity from persistent winds at an altitude of 200 m–10 km above ground level.
Parafoil kites can quickly achieve high altitude easily and theoretically generatemore
power than turbine-based windmills [1].

Research in airborne wind technology is rapidly growing in recent decade. The
kite-based wind power system consists of a parafoil wing, ground station, and the
lines which tether the kite to the base station. Two line kite is controlled by varying
the line length of any of the lines. The change in the line length varies the angle
of attack of the kite [1, 2]. To effectively actuate the parafoil kite with respect to
the wind, the control system requires information about the orientation of the kite.
Along with the orientation of the kite, the altitude of the kite from ground level is
also essential [3]. In a wind farm with many such kite generators, it will become
essential to monitor the kites individually. This can be achieved by tagging each kite
with its unique latitude and longitude location. In kite-basedwind conversion system,
the kite operates at an altitude which is more than 200 m. Therefore, it is necessary
to use a wireless communication link with the lowest latency and faster sensor data
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acquisition. Research on a small prototype suggests that the wireless communication
link with a latency of 100 ms is adequate for controlling the kite [4].

The optimum reel-out speed can be predicted based on the apparent wind velocity
which the relative velocity between the velocity of wind and kite velocity. The orien-
tation of the kite, wind velocity, and kite’s apparent wind velocity can be used to
calculate the aerodynamic force and speed at which the tether is getting pulled [5, 6].
Kite extracts the high-elevation wind power and converts it into a linear pull. This
linear pull exerted by the kite lines in the form of oscillations can be extracted by a
mechanism which converts linear to rotary motion [7]. The control of a kite can be
done in two methods viz. ground-based control and on-board control. Ground-based
control needs multi-tethers and actuators on the ground station whereas the on-board
controller also called as control pod is situated near the kite which maneuvers the
kite, and only a single tether is required between the control pod and ground station
to produce traction force. Having multi-tether, increases the line sag due to tether
weight and also increases the tether drag. The sensors can be mounted on the control
pod for concurrent control of the kite [8].

The lift-to-drag ratio changes continuously as the kite is maneuvered. Using line
angle sensor for calculating, the angle of attack is not reliable as the tether sag
affects the calculations; hence, the on-board sensors provide accurate position and
orientation with respect to earth’s surface to estimate the changing lift coefficient
and drag coefficient [9]. The mathematical modeling of the kite is very complex, and
without modeling of the system, a feedback controller can be implemented with the
sensor data obtained from the kite which mimics the human control of the kite. The
controller needs to control the control lines of the kite which needs to adapt to the
changes in wind direction and countering the different wind conditions. So there is
a need to design an algorithm which mimics the learning behavior of human being
[10].

The tethered kite flying at an altitude of 300 m is controlled by a winch control
system. The control system requires real-time information about the state of the
kite to effectively control it. The parameters required for autonomous control of the
kite are—kite position and speed vector which must be measured or must be esti-
mated by using triaxial accelerometer and gyroscope [11]. Sensor fusion algorithm
can estimate the position of the kite irrespective of the dimensions of the kite as it
depends entirely on the kinematic laws [12]. Turbulence in the wind causes the kite
to change its orientation drastically. The closed loop setup with a sensor data-driven
algorithm can predict these changes and stabilize the kite in the turbulent conditions.
The predictive functional control scheme can predict the changes in the kite due to
turbulence in the wind and make the kite stable in the sky [13]. The maximum effi-
ciency of a kite-based system depends on the sensor data propagation delay. There
is a need for estimation of kite position as the delay persists in the data transmission
system. To estimate the position of the kite, the position data from the kite is neces-
sary. By using the kinematic models of the kite, the experimentally gathered data
can be used to estimate the kite’s position. The control strategy can be implemented
using a kite’s position data obtained from the sensor unit, and tracking of figure eight
in both the cycles is possible [14].



44 Airborne Manoeuvre Tracking Device for Kite-based Wind … 499

In this paper, the designed device logs the different patterns of the kite’s orientation
bywhich the controller can be designed.As awiredmethod of communication cannot
be used, we have chosen Sub-1 GHz radio frequency communication to transmit the
sensor values to the ground station. All these system specifications need to be met
while ensuring the embedded system is low powered. Texas instruments MCU we
have chosen is an ultra-low-power devicewhich has low-poweredRF communication
link built-in [15].

Methodology

The setup for the parafoil kite-powered wind energy system can be divided into two
broad hardware parts viz. the on-board sensor array and the ground unit.

The on-board sensor array contains the microcontroller unit (MCU) hub, GPS
sensor, and IMU unit. The ground unit contains an identical MCU connected to a PC
via serial communication for the data logging. The entire setup can also be divided
based on the RF communication parameters. The CC1310 MCU on the parafoil kite
acts as the RF transmitter, and the CC1310 MCU at the ground station acts as the
RF receiver.

Transmitter Side Operation

The block diagram shown in Fig. 44.1 describes the full setup for the sensor array
for parafoil kite-powered wind generator. It consists of an MCU with a built-in
transmitter, GPS, IMU module.

A GPS or global positioning system unit is required to accurately determine the
latitude, longitude, and altitude above the ground unit (GU) of the para-foil kite.
Once connected to the MCU and powered on, the GPS sensor initially takes about a
minute to get a position fix. The accuracy of the position fix is also improved over
time. As the data is captured by the GPS and converted to NMEA string, it sends it
over the UART channel to the MCU at the data rate of 9600 k baud. On the MCU
unit, end special string parsing functions convert the NMEA string to float values of
latitude, longitude, and altitude and pass these as 8-bit unsigned integer data values
to the RF packet.

Inertial measurement unit is used here to get kite’s orientation with respect to the
earth’s surface. IMU consists of accelerometer to measure the sudden changes in the
orientation and a gyroscope which can give the rotation of the kite in degrees and a
compass sensor to calculate the movement direction of the kite. IMU is required to
determine the tilt of the parafoil kite to estimate the angle of impact of the wind and
provide appropriate control commands. It should also provide the force experienced
by the kite in all its axis. The IMU, MPU6050 communicates with the MCU via I2C
communication which will be detailed in the following section.
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Fig. 44.1 Block diagram of the transmitter

The microcontroller unit (MCU) is connected to the IMU, the GPS, and the
communication module. It is the confluence of the data acquired from all sensors.
The MCU is responsible for processing the incoming data, compiling them into a
given packet structure, and then transmitting them via the communication link to
the ground module. The technical requirements of the microcontroller unit are high
speed with low power consumption and UART/SPI communication capabilities.

Figure 44.2 shows the hardware realization of the transmitter system which
acquires the sensor data and transmits it to the base station. Texas instruments
CC1310 SimpleLinkTM microcontroller unit has a built-in sub-1 GHz wireless
module. Besides, it is a low power device in both RX and TX modes and has a
wide operating voltage between 1.8 and 3.8 V which is ideal for this application.

Receiver Side Operation

Figure 44.3 shows the block diagram of receiver sideMCUwith sensor data logging.
The receiver MCU is identical to the transmitter MCU which consists of Sub-1 GHz
wirelessmodule built-in. The received data at the ground station is then processed and
sent to the PC through serial communication. The RF receiver consists of a CC1310
MCU placed at the ground station and connected to a PC via serial communica-
tion. The receiver implements an interrupt-based system. As soon as an RF packet
is received an interrupt is generated which calls a callback function. This function
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Fig. 44.2 Hardware setup of transmitter unit

Fig. 44.3 Block diagram of the receiver unit
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Fig. 44.4 Hardware setup of
the receiver unit

has subroutines that process the incoming data into floating-point values from 8-bit
unsigned integer values and also serially writes this data through serial communi-
cation which is logged by the PC. One such subroutine converts the received raw
values of accelerometer and gyroscope to pitch, roll, and yaw of the kite. The data
logger system is a python script that saves the incoming data into a spreadsheet and
also plots the values of accelerometer and gyroscope in real-time.

On the ground, the MCU with a built-in receiver unit logs the data in the PC. The
hardware unit is shown in Fig. 44.4.

Results and Discussion

Figure 44.5 shows the experimental yaw, roll, and pitch values when the sensor kept
at a stationary position. The raw sensor values obtained are varying even when the
sensor is stationary due to sensitivity. The sensor values are calibrated. The MCU,
sensors, and the battery are kept in a small box securely and mounted on the center
of the kite. The kite is flown in three different axes, and the obtained sensor values
are plotted as follows.
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Fig. 44.5 Yaw, pitch, roll stationery (Scale: 250°/sec—Gyro, 2G—Accel)

Figure 44.6 shows the experimental values of yaw, roll, and pitch when the sensor
is mounted on the kite, and the motion is in Z s = axis.

Figure 44.7 shows the plotted sensor valueswhenX-axis shows themotion values.
Figure 44.8 shows the Y-axis movements from the obtained sensor values

Fig. 44.6 Plot consisting of yaw, pitch, and roll with Z-axis motion
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Fig. 44.7 A Plot consisting of yaw, pitch, and roll with X-axis motion

Fig. 44.8 Plot consisting of yaw, pitch, and roll with Y-axis motion

Sensor Data Plots

Figures 44.5, 44.6, 44.7, 44.8 contain the sensor data plotted in real-time. The X, Y,
Z axes mentioned in the graphs are about the fixed axes marked on the MPU6050
device. The pitch of the kite is the angle at which air hits the kite. Roll gives the
rotations of the kite, and the yaw gives the movement of the kite in the left and right
direction about the earth’s surface. These three parameters are necessary to track a
kite’s orientation in the sky. The three-axis raw values received from each sensor are
plotted using a python script on the computer.
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Table 44.1 Time delays in
sensors

Component Delay(ms) Remarks

GPS/IMU 20 Time to refresh

Wired Connections 5 Kite to controller

Wireless latency 30 Latency

Kite state estimation 5 Calculation

Kite controller 20 Control time

Motor controller 20 Control time

Total 100

The time delays involved in the control system is as shown in Table 44.1.

Field Testing

The setup consisting of two CC1310 launchpads was tested. The board acts as the
transmitter was interfaced with the sensors and made to transmit the packets to the
other board, acting as the receiver at the base station. The time delays involved in
the control system is as shown in Table 44.1.

The packet transmission versus various distances, frequencies, and distances were
tested in the field. Error corresponds to the packets missed in one minute. The results
are as shown in Table 44.2.

Table 44.2 Experimental results

Sl. No Frequency
(MHz)

Data rate
(Kbps)

Distance
(m)

Packets
per min

Error
(%)

1 433 50 N/A N/A N/A

2 433 625 N/A N/A N/A

3 490 50 N/A N/A N/A

4 490 625 N/A N/A N/A

5 868 5 90 61 0

6 868 5 130 59 0

7 868 5 270 60 3.2

8 868 50 70 60 0

9 868 50 90 60 0

10 868 50 130 59 1.3

11 868 50 270 58 38

12 915 240 90 61 0

13 915 240 130 57 30

14 915 240 270 57 78
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Conclusions

Position data is the sole requirement for the autonomous flight of airborne wind
technology. This experimental setup provides the data which helps develop on-board
kite controllers. The designed setup with Texas Instruments MCU has low power
consumption and lower weight as the wireless modules are embedded in the MCU
itself. The kite was flown at a height of a maximum of 270 m, the three readings
at 90 m, 130 m, and 270 m of specified thread length. The experimental analysis
concludes that a kite-based wind power generation system that can reach up to 270m
height can transmit the data efficiently using an 868 MHz band at a data rate of
50 Kbps. The inertial data provided by IMU and the longitude and latitude values
provided by the GPS are received at the base station and logged using python script
on the computer. The data obtained can be used for controlling the position of the
kite by designing a controller for the obtained data. The data transmission rate has
to be faster for the faster response time of the controller.
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Chapter 45
Integration of Electronic Engine
and Comparative Analysis Between
Electronic and Mechanical Engine

Sapna Chaudhary and Rishi Pal Chauhan

Introduction

Nowadays, four-stroke diesel engine is widely used in the various applications. Four-
stroke cycle includes intake, compression, combustion, and exhaust. These strokes
are repeated over and over to convert chemical energy into mechanical power [1].
There are various players which manufactures engine for different application of off-
highway like in construction, mining, oil and gas, rail, compressor, pumps, andmore.
Development process in the field of off-highway applications like excavator, wheel
loader, soil compactor is going on. This arises as a high demand of customer and
various regulations put on off-highway applications, so the existing engine system
with advance electronic used to improve the engine performance, reliability, dura-
bility, energy efficiency, and to reduce engine emission. It can be further integrated
with the state of art monitoring system using telematics devices. It means for the
development of new architecture of electronic engine a huge requirement of plan-
ning and testing is needed. This paper describes the testingmethod for feature testing,
comparative analysis betweenmechanical and electronic engine used for off-highway
applications, results, and conclusion.
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Existing System Versus Modified System

As shifting from mechanical engine to electronic engine in the existing machines,
vast modifications are required in the existing architecture of the engine. As existing
system is controlled mechanically, therefore, only a few sensors and actuators are
present but in the case of the electronic engines, a controller called as Engine Control
Module (ECM) along with huge number of sensors and actuators are present which
enables real-timedatamonitoring of attributes related to engine. ECMis an embedded
electronic system which controls the subsystems of a vehicle. In existing mechanical
system, after treatment of exhaust emission is not efficient in comparison to the
modified system; as it is having doser, Diesel Exhaust Fluid (DEF), i.e., urea solution
is injected over the exhaust gases to cut down the engine out NOx level and break
into atmospheric nitrogen (N2) and water (H2O) [2]. With the advancement in the
electronics, the engine can be converted easily into different power rating and can
be made suitable for different applications. For example, if engine has ratings of
2000 RPM at 173 HP is needed to convert into 2200 RPM at 173 HP, it can be
easily achieved by electronic engine up to the limited range of ratings. This can
be considered as one kind of feature and advantage of the electronic engine over
mechanical engine. There are more than 73 features available which are utilized
for better integration of electronic engine as compared to mechanical engine. As to
validate these modified changes, various tests need to be performed [3].

Problem Statement

ECMcontains the software logic to control the functionality of the engine. To find out
the software bugs, it is required to verify the software logic and test the electronic
engine feature repeatedly. As there are 73 features which needs to be tested. The
traditional way of verifying software logic and testing electronic features by using
the complete single prototype software platform that outcomes in huge cost and
extended development time affecting the efficiency. If any changes occurred in the
program at a later stage, it also leads to an increase in the development cost and time.

Therefore, Hardware-In-the-Loop (HIL) simulation technique can be imple-
mented for validation of software logic and electronic features. This technique
ensures testing is in house testing prior to the actual test to be performed on the
machine. This helps in cost reduction and improves human risk factor while testing.
This method of testing also optimizes the development time and speed up the design
[4, 5]. Hence, this technique is used to help in meeting the stringent emission norms
and enhances the engine performance and protection by testing the various feature
of electronic engine.
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Hardware-in-the-Loop Bench Setup

Overview of Test Bench Setup

To test the new software and hardware logic developed for electronic engine off-
highway applications, the real-time diesel engine along with its sensors and actuators
is replaced by amathematical simulationmodel running on a real-time processor. The
input/output (I/O) interface is done between virtual engine simulator and Electronic
Control Module (ECM). By the development of virtual engine simulator, it is easier
to develop, test, and validate the functionalities in comparison to a conventional
development. In industrial applications, it is observed that validation of control logics
viaHIL is simpler, effective, and efficient than testing on real vehicles [6]. Use of HIL
also reduces human risk factor of accidents in actual environment, i.e., “On-Vehicle”
faults testing in development and validation of control logics. Hardware used to
validate the electronic engine features and developed software are universal load box
(virtual engine), breakout box, load, boxwiring harness, peak adapter, Aftertreatment
Control Module (ACM)/Engine Control Module (ECM) with software that is tuned
to meet the emissions and performance requirements and an engineering tool that
will communicate to the ECM/ACM [7].

Test bench setup consists of following hardware and software tools as shown in
Fig. 45.1:

Electronic ControlModule (ECM): The center of the control system is the elec-
tronic control module (ECM). The ECM is a computer which analyzes information
and determines how the engine will operate. The ECM also stores information that
can be used to diagnose engine problems or to inform the customer about the main-
tenance and operation of equipment. Vehicle and engine information are conveyed to
the ECM by sensors, switches, and actuator. These devices are installed throughout
the vehicle and provide the ECM with speeds, temperatures, pressures, operator
requests, and a wide variety of other information. This data is used to understand
how the engine is performing and what is expected from the operator [8].

Peak Adapter: Peak adapter is also known as PCAN-USB. It is used to deliver
communication between ECM, load box, and other controlling software. For auto-
motive application, it works according to CAN protocol of J1939 SAE standard. It
is a two-wire bus CAN high and CAN low and must be terminated with 120 ohms
on both sides. PCAN-View is a software through which received messages can be
viewed, and new messages can be transmitted [9, 10].

Wiring Harness: The engine wiring harness that supports the engine control
module (ECM) and connects the ECM to the engine sensors, actuators, data
communications, power connections, etc.

LUIS Gen2: LUIS stands for load box user interface system. It is a digital bench.
LUIS is an engine simulator used for testing engine control system hardware, soft-
ware, and electronic engine feature. The LUIS Gen2 has a main module that is
connected to the PC via USB. Additional modules can be used like wave maker,
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Fig. 45.1 Block diagram of test bench setup using HIL

analog, switch, and resistive loads to modify the system to fulfill the user’s specific
requirements [11].

Breakout Box: There are several pins on the breakout box which behaves as an
input or output to the ECM. Breakout box helps in checking the functionality and
continuity of different sensor and actuators by connecting to the pins of this box.
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Sensors and Actuators:A sensor is a device which measures a physical quantity
of the engine like coolant temperature, oil pressure, fuel pressure and converts it into a
signal which can be read by the ECM. ECM controls the actuator action accordingly.

Bench Configuration

There are various types of ECM depending upon the requirement of the user for
which application that ECM going to be used. There are numerous pins in the ECM,
and the number of pin is different for different ECM. Corresponding to every pin
various signal of sensors and actuator are received. So, to know which signal going
to be received on which pin, for that develop the bench configuration tables.

• Input/output matrix
• Resource location Table.

Input/output matrix is defined by the application engineer that describes which
signal is being received on which pin of the ECM. In resource location table,
a resource location number is assigned corresponding to each pin of the ECM.
According to input/output matrix, the signal must assign the same resource location
number corresponding to the respective pin of the ECM.

Developed Methodology

Electronically controlled engine consists of an ECM. ECM is a controller having a
memory in which a calibration file is required to be flashed. Calibration file is devel-
oped with the help of software in which approximately twenty thousand parameters
are present corresponding to every component of engine like sensors, actuators, and
after-treatment system.

For testing these software logics, the actual combustion engine with its sensors,
actuators, and switches are swapped by a mathematical simulation model running
on a real-time processor, i.e., is called LUIS Gen2. With the help of LUIS develop a
graphic user interface on which all the sensor and switches are created as shown in
Fig. 45.2. A specific input/output (I/O) interface is developed to connect the virtual
engine simulator to the ECM with the help of wiring harness. It helps in creating
communication between engine simulator and ECM. The software logic which is
dumped in ECM interacts with the engine simulator by means of graphic user inter-
face (GUI) developed using LUIS software. The engineering tool allows to monitor
all the parameter of the input/output, and it is an engineering development tool
used to monitor the ECM data and used to alters the calibration data according to
the requirement. It is used to modify the calibration parameter and feature settings
in an engineering development and test environment. Varying tunings for different
conditions can be provided with the help of engineering tool.
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Fig. 45.2 LUIS GUI

This HIL test bench setup system able to yield the correct and consistent outputs
corresponding to various sensor and actuators signals of a combustion engine. It can
produce the same output behavior as of engine for the same inputs in the real-time
application [12].

Tests

In the proposed system what modification can be done in comparison to the existing
system, so for that feature testing need to be done which helps in optimizing the high
energy efficiency, reliability, and safety of the engine.

Various test is performed on the HIL test bench setup.

(1) Circuit continuity fault condition check: This test shows that the I/O signals
connected to the ECM are, if

• Open-circuit
• Short-circuit to supply voltage(5 V/24 V)
• Short-circuit to supply ground.

(2) Functionality fault conditions: As a part of functionality fault conditions simu-
lation, out of range fault conditions for sensors are simulated, and set or reset
time of the faults are calculated in this test [13, 14].

(3) Feature testing: Under this type of test, various diagnostics related features,
engine performance tests, integrated system check, durability, and reliability
are tested to check the synchronized functionality of the software developed for
the new system.
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Results and Implementation

In the electronic system, at first the functionality of the software is checked and
validates the logics which are dumped into the ECM in the form of configuration and
calibration files. It is done on Hardware-In-The-Loop test bench set up which allows
the tester to ensure feasibility of the engines before doing it on actual engines. So, it
enhances safety and reduces human risk factor for, and optimizes the cost of testing.

Circuit Continuity Fault Condition Check for Sensors

There are around thirty sensors mounted on the electronic engine. In software, a
corresponding parameter of count for lower threshold and higher threshold is set for
every sensor like oil pressure, coolant temperature, exhaust pressure, ambient pres-
sure, etc. Whenever a sensor crosses their set threshold a fault condition is mapped,
which indicates that sensor is out of its range.

As a case study, the exhaust pressure sensor is considered; this sensor is used for
the measurement of exhaust engine pressure.

Figure 45.3 describes the sequences for circuit continuity fault condition check
for the engine exhaust pressure sensor.

i. When exhaust pressure signal is connected to groundpin using breakout box then
real-time exhaust pressure count decreases to zero which is lower than lower set
threshold count value, and fault condition gets mapped, which indicates sensor
is shorted to low source.

ii. When exhaust pressure signal is connected to supply pin using breakout box then
the real-time exhaust pressure count increases to its highest value of 16,457 count
which is greater than higher set threshold count; a fault condition is mapped,
which indicates sensor shorted to high source, out of range.

iii. When exhaust pressure sensor real-time value is in between these set thresholds,
it indicates sensor is in range.

iv. If fault code does not map even after all the pre-conditions are satisfied for
setting the fault code, then it is a fail condition which arises due to the presence
bugs in the software, and further troubleshooting is required.

As shown in Fig. 45.4, whenever exhaust pressure sensor real-time count becomes
greater than the high threshold the fault code gets activated after some delay, i.e.,
set time of fault condition; and when fault condition gets deactivated, it is deactivate
after some delay, i.e., reset time of fault condition. Similarly, when exhaust pressure
signal is connected to the ground, we can observe the activation of fault condition.
Set and reset time of fault code for exhaust pressure sensor can be determined by
this test; hence, the observed value of set and reset time is 10 and 10 s.
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Fig. 45.3 Flow chart for
checking the circuit
continuity

Conclusion

As discussed in the Sect. 45.4, the electronic engine uses more sensors and actuators,
whenever these sensor values get out of range a fault condition mapped, which
indicates faulty state of engine this helps in optimizing the engine performance and
protection. So, all the tests related to sensor out of range and electronic engine features
can be easily performed on the HIL setup. Hence, integration of electronic engine
can be easily done using Hardware-In-the-Loop (HIL) simulation testing technique.
It is an essential and effective way in the development of new software logic and
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Fig. 45.4 Circuit continuity check for exhaust pressure sensor

electronic engine features for off-highway applications. It optimizes the cost and
development time, hence increases the efficiency of engine.

Therefore, this research explained how efficiency increases by improving the
techniques to test and validate the software platform. Some features are tested, and
results are shown in Sect. 45.4 that describes its behavior on physical machine which
shows the pre-validation of electronic engine features.Accordingly, all features tested
and validated by using HIL and which forms the final software platform. This final
platform may lead to have defined feature bunched in the single component called
as software calibration.
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Chapter 46
Monitoring Cyber-Physical Layer
of Smart Grid Using Graph Theory
Approach

Neeraj Kumar Singh, Praveen Kumar Gupta, Vasundhara Mahajan,
Atul Kumar Yadav, and Soumya Mudgal

Introduction

A cyber-physical infrastructure is a platform that unites the cyber layer consisting
of information infrastructure and physical infrastructure like remote terminal units,
sensors, etc. [1]. The cyber-physical layer of the smart grid is vulnerable to cyber
intrusions, which is a combination of traditional cyber attack with a physical dimen-
sion [2, 3]. Still security tools are not as advanced as those for cyber layer protection.
Researchers have been using graph theory for designing cyber-physical infrastruc-
ture [4, 5]. Graph theory uses both continuous and discrete parameters making the
graph approach suitable for the cyber-physical domain [6].

The attack graph simplifies the modeled and uses it to identify how a target can
be attacked [7, 8]. The traditional attack graph approach reduces the conversation
of continuous data to discrete step data thus reducing the accuracy. The smart grid
infrastructure is a cyber-physical system that containsmany componentswhich either
belong to the cyber layer or physical layer [9]. Themain advantage of the graph theory
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Table 46.1 Research work based on graph theory

Technique Objective Advantage Disadvantage

Attack graph
[12]

Model attack against
substation transformer

• Easier to model
• Handle continuous
variable

Architecture is not well
defined

Attack tree
[13]

To evaluate the risk of
a connected vehicles

Provide link between
cyber and physical
layer

Required large amount
of data to process

Bayesian attack
graph [7]

Construct attack path
for power system
evaluation

It mitigates the
damping effect of
cyber attack

A more probabilistic and
realistic model needed

Distributed attack
graph [14]

Construct distribute
multi-agent platform
for vulnerability
evaluation

Real-time monitoring
and detection

Security analysis is
needed for multi-agent
platform

approach is, it simplifies the complex network and hence aiding researchers for risk
analysis studies. In [10], researcher has introduced a novel approach by introducing
graph theory and Markov chain. It helps to reduce the risk of false-positive alert
during normal operation. In the research work [11], a threat to cyber-physical system
is designed and its nature is studied. Some research work is highlighted in Table 46.1.

In this paper, power systemproperties aremodeled using graph theory. It is utilized
infrastructure (Cyber layer) and remote terminal units (physical layer).

System Modeling and Problem Formation

System Model

In this section system modeling is done using a graph-based model, to include a
wide range of cyber-physical interactions between a pair of nodes. Each bus of the
smart grid is modeled as a node, monitoring both the physical operation and the
communication operations. The physical layer of the smart grid mainly consists
of a transmission line used for power transfer and helping communication networks
through power line communication. In the physical layer, any kind of fault will affect
the synchronous machine swing equation. During a cyber intrusion, the attacker will
try to delay the stability control, making the system unstable or loses synchronism.

In order to link two different parameters, i.e., power flow and communication
flow, a simple signal flow strategy is used. Signal will flow according to the flow of
actual parameters making the systemmore realistic. Figure 46.1 shows the cyber and
physical layers of the smart grid. A simple graph is modeled, using the smart grid
diagram that reflects the design of the smart grid. Figure 46.2 reflects the graph of
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G1 G2T2T1

Cyber Layer

Physical Layer

Fig. 46.1 Cyber-physical layer of smart grid

N1 N2

Cyber layer graph link

Physical layer graph link

Fig. 46.2 Graphical model of Fig. 46.1

smart grid, where two nodes indicate the two generators and the link between them
highlights the physical link and communication link.

Effect on synchronization can be easily related to the second-order swing equation
of synchronous generator as written below:

2H

w0

∂2δ

∂t2
+ wD

∂δ

∂t
= Pa = Pm − Pe (46.1)

The above equation can be represented as a two dimensional uniformly distributed
using the approach developed in many researches. Using the continuum approach,
the above equation becomes distributed parameters over two dimensions as:

Pm → �pm → f (x, y) (46.2)

H → �h → f (x, y) (46.3)

D → �d → f (x, y) (46.4)

Now using equations from 46.2–46.4, then the swing equation is rewritten as a
nonlinear signal by considering � → 0:
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Table 46.2 Overall system
evaluation matrix

Cyber layer Physical layer System score System status

0.5 0.5 0 Hacked

0.5 1 0 Cyber layer
hacked

1 0.5 0 Physical layer
fault/hacked

1 1 1 Healthy

∂2δ

∂t2
+ m

∂δ

∂t
− k2∇2δ + n2(∇δ)2 = P (46.5)

where

m = ω2d

2h
, k2 = ωV 2 sin θ

2h|z| , n2 = ωV 2 cos θ

2h|z| , P = ω(pm − GV 2)

2h

where θ represent angle associate with transmission line impedance, h is the inertia
constant of generator,ω is bus frequency,V is bus or generator voltage,∇2 is laplacian
operator. The communication link already follows Eq. 46.5 for its propagation in
terms of signal transfer.

Problem Formation

Considering a system, consisting of N generators and B buses which comprises
sensors that monitor the condition of generator and buses. The graph Gphy will act as
a replica Gcyb in which all elements of the physical graph are mapped with a cyber
graph. During proper operation, the weight assigned to nodes which represent buses
and generator is 1. During unhealthy operation the weight will change according to
the following logic:

W =
{
0.5 : when cyber layer unhealthy
0 : when physical layer unhealthy

(46.6)

When the cyber and physical layer both are combined in relation to overall system
evaluation it follows AND gate logic as stated in Table 2.

Simulation Result and Discussion

To evaluate the proposed method, IEEE-9 bus system is modeled using a cyber-
physical graph as shown in Fig. 46.3. Every bus and generator are modeled as graph
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G1

B4

B1

B9

G3

B5

B2B8B7B6B3G2

Attackers
Control Center

Physical Link

Cyber Link

Monitoring each 
node

Fig. 46.3 Cyber-physical graph model of IEEE-9 bus system

nodes. The Figure helps to visualize the test system, where a specked line represents
a communication link and the solid line indicates a physical link. Using the proposed
method, the test system is evaluated for three different scenarios. All three cases are
discussed below:

• Case 1:When only the physical layer gets faulty or hacked.
• Case 2: Only the cyber layer gets hacked.
• Case 3: Both cyber and physical layers get hacked.

Table 46.3 shows the simulation results for different cases stated above. Attackers
may select any arbitrary node for cyber intrusion. Detecting intrusion in the phys-
ical layer is easy as compared with the cyber layer of cyber-physical infrastructure.
Results may vary according to the first node which gets affected by the intruders.
Figure 46.4 compiles the simulation result.
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Table 46.3 Simulation results

Nodes affected due to cyber
intrusion

Nodes affected due to physical
intrusion

Detection time (s)

Case 1 NA B5, B6, B4, G2 2.47

Case 2 B8, B9, B7, B2, G3 NA 4.13

Case 3 G1, B1, B4 G3, B2, B2, B8, B9 6.21

Fig. 46.4 Simulation result

Conclusion

In this paper, a smart cyber-physical graph strategy is highlighted for monitoring the
smart grid. It quantifies the impact of the cyber layer on power system dynamics
for effective monitoring. The swing equation plays a crucial part in assessing the
performance of the smart grid. It is converted to a nonlinear equation which indicates
the propagation of a signal fromone point to another. During an intrusion, the attacker
changes the basic parameters of the system which leads to instability. The proposed
method monitors any changes in the system and changes the weight of the nodes
accordingly. From the simulation, it can be seen that themethod is very fast and detect
both cyber and physical intrusion. Detection time totally depends on the number of
generators and buses present in the system.With a higher number of nodes, detection
time will increase accordingly.
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Chapter 47
New Active-Only Impedance Multiplier
Using VDBAs

A. Hari Prakash Reddy, R. N. P. S. S. Charan, and Mayank Srivastava

Introduction

Active implementation of passive elements/impedance networks has been a very
popular research domain for the last three decades. In the open literature, a huge
amount of research work available in this area. An impedance multiplier is a very
useful circuit idea, which can convert a passive element or impedance network into a
tunable one. Such multipliers can be very useful in various classes of analog circuits
like active filters, oscillators, etc. It is well understood that the on-chip implementa-
tion of high-value capacitance or resistance is very difficult. Therefore, by employing
an impedance multiplier circuit one can achieve the higher value of capacitance or
resistance even on using low-value resistors or capacitors. In the literature, several
impedance multipliers for capacitance multiplication using various active building
blocks have been reported [1–16]. An op-amp based capacitance multiplier has been
presented in [1] but this circuit does not provide a wide range of capacitances. The
operational trans-conductance amplifier (OTA) based electronically tunable capac-
itance multipliers have been reported in [2–4]. The impedance multiplier circuits
in [6–9] and [12–16] exhibit some disadvantages, features like the use of three or
more active components, employment of additional passive elements, and lack of
electronic tunability feature, used active elements are bulky, highly sensitive multi-
plication factor, poor non-ideal behavior. There are so many papers that realize the
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behavior of passive elements and their multiplication values have been discussed in
[17–21] also.

The main purpose of this article, therefore, is to report a new grounded impedance
multiplier blockVDBAs. The constructed circuit structure employs only twoVDBAs
and able to multiply any arbitrary grounded impedance or passive element value.
Moreover, the presented circuit offers various advantages attributed to electronically
tunable multiplication factor, suitability for on-chip realization, no requirement for
trans-conductance matching, the low sensitivity of realized multiplication factor, and
up to the mark non-ideal behavior.

The paper is structured in five different sections. The very first section is the
introduction, the second section describes the concept of VDBA, and the third section
contains the proposed structure, in the fourth section non-ideal analysis has been
carried outwhile in the fifth section a filter application example is proposed. The sixth
section describes the simulation results while the last section conclusion followed
by the references.

VDBA Concept

The VDBA is a very popular active building block (ABB) firstly introduced in [22]
which can be realized by anOTA followed by voltage buffer. The single block symbol
of ideal VDBA is depicted in Fig. 47.1. The mathematical relationships describing
the voltage/current associations between various ports of VDBA can be denoted in
Eq. (47.1–47.3)

IZ = gm(VP − VN ) (47.1)

IN = IP = 0 (47.2)

VZ = VW (47.3)

Fig. 47.1 Single block
representation of VDBA
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Fig. 47.2 Ideal VDBA implementation using MOS technology

The implementation of the ideal VDBA block using MOS technology has been
depicted in Fig. 47.2. It can be noticed here that a VDBA has a very simple design
with eight MOS transistors only.

Proposed VDBA-Based Impedance Multiplier

Proposed VDBA-based grounded impedance multiplier configuration has been
depicted by Fig. 47.3, here “Z” represents the impedance to be multiplied.

By simple circuit investigation, the impedance “Zin” of the circuit is shown in
Fig. 47.1 can be obtained as

Z in = Vin

Iin
= Z

gm2

gm1
(47.4)

Or

Z in = Vin

Iin
= K Z (47.5)
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Fig. 47.3 Proposed
VDBA-based active-only
impedance multiplier

Fig. 47.4 Equivalent
configuration of proposed
VDBA-based active-only
impedance multiplier shown
in Fig. 3

where

K = gm2

gm1
(47.6)

FromEqs. (47.4)–(47.6), it can be noticed, that the configuration given inFig. 47.3,
simulates theworking of a grounded impedancemultiplier circuit withmultiplication
index K. The “K” can be altered electronically through trans-conductance gm1 of
VDBA1 and/or trans-conductance gm2 of VDBA2. Therefore, the proposed multi-
plier enjoys electronic tunability. The proposedmultiplier employs only twoVDBAs.
Hence, it can be termed as active-only impedancemultiplier. Depending on the nature
of impedance Z, the presented circuit can act as a grounded resistance multiplier (If
Z = R) or grounded capacitance multiplier (If Z = 1/Sc) or arbitrary impedance
multiplier (if Z is the impedance of a network of R andC). Any grounded impedance
whether the equivalent circuit of developed multiplier circuit depicted in Fig. 47.3 is
illustrated in Fig. 47.4.

Non-ideal Analysis

The presented impedance multiplier configuration is also revisited using the Non-
ideal VDBAs. The mathematical model of non-ideal VDBA can be described by
Eqs. (47.7–47.9). On mathematical analysis of presented VDBA-based impedance
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multiplier using Eqs. (47.7–47.9), the input impedance is

IZ = gmβ(VP − VN ) (47.7)

IP = IN = 0 (47.8)

VW = αVZ (47.9)

where β is the trans-conductance gain error and α is voltage-transfer error, which
can be called as the non-ideal parameter of VDBA.

On mathematical analysis of presented VDBA-based impedance multiplier using
Eqs. 47.7–47.9, we can get

Znon−ideal = Vin

Iin
= α2β2gm2

α1β1gm1
Z (47.10)

Here α1, β1 are the non-ideal parameter of VDBA-1 while the α2, β2 are the
non-ideal gain terms of VDBA-2.

From Eq. (47.10) it can be said that in case of using non-ideal VDBAs also, the
offered configuration realizes the working of a grounded impedance multiplier. The
multiplication factor in this case is slightly different from the non-ideal situation.

Application Example

To check the performance of the developed impedancemultiplier, an active high-pass
filtering circuit (HPFC) has been constructed. In this circuit, the presented circuit is
used as resistance. This developed HPFC is illustrated in Fig. 47.5.

Fig. 47.5 High pass filtering
design example employing
proposed configuration as
grounded resistance
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Fig. 47.6 Demonstration of proposed circuit as a grounded resistance multiplier

Simulation Results

The working of the reported impedance multiplier configuration can be studied by
running simulations in PSPICE simulation tool. During the simulation, the power
supply voltage has been selected as ± 12 V DC. To express the working of the
designed grounded impedance multiplier as a grounded resistance amplifier the Z
has been taken as a resistance of value of 5 k� with biasing current of VDBA-1 is
50µA and VDBA-2 is 75µA. The simulated impedance response has been shown
in Fig. 47.6 which clearly indicates the conversion of 5 k� resistance into around
5.5 �.

Similarly, to express the working of presented arbitrary impedance multiplier as
a capacitance multiplier the Z has been taken as a capacitance of value 0.1nF. The
simulation generated magnitude plot has been depicted in Fig. 47.7

The simulation of HPFC revealed in Fig. 47.5 is also carried out with C0 = 0.1nF
and R0 = 1.5 k�. The SPICE generated frequency response has been depicted in
Fig. 47.8.

Conclusion

A novel grounded impedance multiplier employing only two VDBAs has been
described. This configuration can multiply any arbitrary impedance value Z with
an electronically controllable multiplication factor. The proposed configuration is fit
for monolithic integration due to the use of active elements only. The behavior of
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Fig. 47.7 Demonstration of proposed circuit as a grounded capacitance multiplier

Fig. 47.8 Simulated frequency response of filter illustrated in Fig. 47.5
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realized circuit configuration is verified by constructing an HPFC design example.
The 0.18 µm TSMC technology has been used for executing simulations in PSPICE
environment.
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